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Preface

Welcome to the 19th Annual International Conference on Computational Science
(ICCS - https://www.iccs-meeting.org/iccs2019/), held during June 12–14, 2019, in
Faro, Algarve, Portugal. Located at the southern end of Portugal, Algarve is a
well-known touristic haven. Besides some of the best and most beautiful beaches in the
entire world, with fine sand and crystal-clear water, Algarve also offers amazing natural
landscapes, a rich folk heritage, and a healthy gastronomy that can be enjoyed
throughout the whole year, attracting millions of foreign and national tourists. ICCS
2019 was jointly organized by the University of Algarve, the University of Amsterdam,
NTU Singapore, and the University of Tennessee.

The International Conference on Computational Science is an annual conference
that brings together researchers and scientists from mathematics and computer science
as basic computing disciplines, as well as researchers from various application areas
who are pioneering computational methods in sciences such as physics, chemistry, life
sciences, engineering, arts, and humanitarian fields, to discuss problems and solutions
in the area, to identify new issues, and to shape future directions for research.

Since its inception in 2001, ICCS has attracted an increasingly higher quality and
numbers of attendees and papers, and this year was no exception, with over 350
participants. The proceedings series have become a major intellectual resource for
computational science researchers, defining and advancing the state of the art in this
field.

ICCS 2019 in Faro was the 19th in this series of highly successful conferences. For
the previous 18 meetings, see: http://www.iccs-meeting.org/iccs2019/previous-iccs/.

The theme for ICCS 2019 was “Computational Science in the Interconnected
World,” to highlight the role of computational science in an increasingly interconnected
world. This conference was a unique event focusing on recent developments in:
scalable scientific algorithms; advanced software tools; computational grids; advanced
numerical methods; and novel application areas. These innovative novel models,
algorithms, and tools drive new science through efficient application in areas such as
physical systems, computational and systems biology, environmental systems, finance,
and others.

ICCS is well known for its excellent line-up of keynote speakers. The keynotes for
2019 were:

• Tiziana Di Matteo, King’s College London, UK
• Teresa Galvão, University of Porto/INESC TEC, Portugal
• Douglas Kothe, Exascale Computing Project, USA
• James Moore, Imperial College London, UK
• Robert Panoff, The Shodor Education Foundation, USA
• Xiaoxiang Zhu, Technical University of Munich, Germany

https://www.iccs-meeting.org/iccs2019/
http://www.iccs-meeting.org/iccs2019/previous-iccs/


This year we had 573 submissions (228 submissions to the main track and 345 to the
workshops). In the main track, 65 full papers were accepted (28%); in the workshops,
168 full papers (49%). The high acceptance rate in the workshops is explained by the
nature of these thematic sessions, where many experts in a particular field are per-
sonally invited by workshop organizers to participate in their sessions.

ICCS relies strongly on the vital contributions of our workshop organizers to attract
high-quality papers in many subject areas. We would like to thank all committee
members for the main track and workshops for their contribution to ensure a high
standard for the accepted papers. We would also like to thank Springer, Elsevier, and
Intellegibilis for their support. Finally, we very much appreciate all the local
Organizing Committee members for their hard work to prepare this conference.

We are proud to note that ICCS is an A-rank conference in the CORE classification.

June 2019 João M. F. Rodrigues
Pedro J. S. Cardoso

Jânio Monteiro
Roberto Lam

Valeria V. Krzhizhanovskaya
Michael Lees

Jack J. Dongarra
Peter M. A. Sloot

vi Preface



Organization

Workshops and Organizers

Advanced Modelling Techniques for Environmental Sciences – AMES

Jens Weismüller
Dieter Kranzlmüller
Maximilian Hoeb
Jan Schmidt

Advances in High-Performance Computational Earth Sciences:
Applications and Frameworks – IHPCES

Takashi Shimokawabe
Kohei Fujita
Dominik Bartuschat

Agent-Based Simulations, Adaptive Algorithms, and Solvers – ABS-AAS

Maciej Paszynski
Quanling Deng
David Pardo
Robert Schaefer
Victor Calo

Applications of Matrix Methods in Artificial Intelligence
and Machine Learning – AMAIML

Kourosh Modarresi

Architecture, Languages, Compilation, and Hardware Support for Emerging
and Heterogeneous Systems – ALCHEMY

Stéphane Louise
Löic Cudennec
Camille Coti
Vianney Lapotre
José Flich Cardo
Henri-Pierre Charles

Biomedical and Bioinformatics Challenges for Computer Science – BBC

Mario Cannataro
Giuseppe Agapito
Mauro Castelli



Riccardo Dondi
Rodrigo Weber dos Santos
Italo Zoppis

Classifier Learning from Difficult Data – CLD2

Michał Woźniak
Bartosz Krawczyk
Paweł Ksieniewicz

Computational Finance and Business Intelligence – CFBI

Yong Shi
Yingjie Tian

Computational Methods in Smart Agriculture – CMSA

Andrew Lewis

Computational Optimization, Modelling, and Simulation – COMS

Xin-She Yang
Slawomir Koziel
Leifur Leifsson

Computational Science in IoT and Smart Systems – IoTSS

Vaidy Sunderam

Data-Driven Computational Sciences – DDCS

Craig Douglas

Machine Learning and Data Assimilation for Dynamical Systems – MLDADS

Rossella Arcucci
Boumediene Hamzi
Yi-Ke Guo

Marine Computing in the Interconnected World for the Benefit
of Society – MarineComp

Flávio Martins
Ioana Popescu
João Janeiro
Ramiro Neves
Marcos Mateus

viii Organization



Multiscale Modelling and Simulation – MMS

Derek Groen
Lin Gan
Stefano Casarin
Alfons Hoekstra
Bartosz Bosak

Simulations of Flow and Transport: Modeling, Algorithms,
and Computation – SOFTMAC

Shuyu Sun
Jingfa Li
James Liu

Smart Systems: Bringing Together Computer Vision, Sensor Networks,
and Machine Learning – SmartSys

João M. F. Rodrigues
Pedro J. S. Cardoso
Jânio Monteiro
Roberto Lam

Solving Problems with Uncertainties – SPU

Vassil Alexandrov

Teaching Computational Science – WTCS

Angela Shiflet
Evguenia Alexandrova
Alfredo Tirado-Ramos

Tools for Program Development and Analysis
in Computational Science – TOOLS

Andreas Knüpfer
Karl Fürlinger

Programme Committee and Reviewers

Ahmad Abdelfattah
Eyad Abed
Markus Abel
Laith Abualigah
Giuseppe Agapito
Giovanni Agosta
Ram Akella

Elisabete Alberdi
Marco Aldinucci
Luis Alexandre
Vassil Alexandrov
Evguenia Alexandrova
Victor Allombert
Saad Alowayyed

Stanislaw
Ambroszkiewicz

Ioannis Anagnostou
Philipp Andelfinger
Michael Antolovich
Hartwig Anzt
Hideo Aochi

Organization ix



Rossella Arcucci
Tomasz Arodz
Kamesh Arumugam
Luiz Assad
Victor Azizi Tarksalooyeh
Bartosz Balis
Krzysztof Banas
João Barroso
Dominik Bartuschat
Daniel Becker
Jörn Behrens
Adrian Bekasiewicz
Gebrail Bekdas
Stefano Beretta
Daniel Berrar
John Betts
Sanjukta Bhowmick
Bartosz Bosak
Isabel Sofia Brito
Kris Bubendorfer
Jérémy Buisson
Aleksander Byrski
Cristiano Cabrita
Xing Cai
Barbara Calabrese
Carlos Calafate
Carlos Cambra
Mario Cannataro
Alberto Cano
Paul M. Carpenter
Stefano Casarin
Manuel Castañón-Puga
Mauro Castelli
Jeronimo Castrillon
Eduardo Cesar
Patrikakis Charalampos
Henri-Pierre Charles
Zhensong Chen
Siew Ann Cheong
Andrei Chernykh
Lock-Yue Chew
Su Fong Chien
Sung-Bae Cho
Bastien Chopard
Stephane Chretien
Svetlana Chuprina

Florina M. Ciorba
Noelia Correia
Adriano Cortes
Ana Cortes
Jose Alfredo F. Costa
Enrique

Costa-Montenegro
David Coster
Camille Coti
Carlos Cotta
Helene Coullon
Daan Crommelin
Attila Csikasz-Nagy
Loïc Cudennec
Javier Cuenca
Yifeng Cui
António Cunha
Ben Czaja
Pawel Czarnul
Bhaskar Dasgupta
Susumu Date
Quanling Deng
Nilanjan Dey
Ergin Dinc
Minh Ngoc Dinh
Sam Dobbs
Riccardo Dondi
Ruggero Donida Labati
Goncalo dos-Reis
Craig Douglas
Aleksandar Dragojevic
Rafal Drezewski
Niels Drost
Hans du Buf
Vitor Duarte
Richard Duro
Pritha Dutta
Sean Elliot
Nahid Emad
Christian Engelmann
Qinwei Fan
Fangxin Fang
Antonino Fiannaca
Christos

Filelis-Papadopoulos
José Flich Cardo

Yves Fomekong Nanfack
Vincent Fortuin
Ruy Freitas Reis
Karl Frinkle
Karl Fuerlinger
Kohei Fujita
Wlodzimierz Funika
Takashi Furumura
Mohamed Medhat Gaber
Jan Gairing
David Gal
Marco Gallieri
Teresa Galvão
Lin Gan
Luis Garcia-Castillo
Delia Garijo
Frédéric Gava
Don Gaydon
Zong-Woo Geem
Alex Gerbessiotis
Konstantinos

Giannoutakis
Judit Gimenez
Domingo Gimenez
Guy Gogniat
Ivo Gonçalves
Yuriy Gorbachev
Pawel Gorecki
Michael Gowanlock
Manuel Graña
George Gravvanis
Marilaure Gregoire
Derek Groen
Lutz Gross
Sophia

Grundner-Culemann
Pedro Guerreiro
Kun Guo
Xiaohu Guo
Piotr Gurgul
Pietro Hiram Guzzi
Panagiotis Hadjidoukas
Mohamed Hamada
Boumediene Hamzi
Masatoshi Hanai
Quillon Harpham

x Organization



William Haslett
Yiwei He
Alexander Heinecke
Jurjen Rienk Helmus
Alvaro Herrero
Bogumila Hnatkowska
Maximilian Hoeb
Paul Hofmann
Sascha Hunold
Juan Carlos Infante
Hideya Iwasaki
Takeshi Iwashita
Alfredo Izquierdo
Heike Jagode
Vytautas Jancauskas
Joao Janeiro
Jiří Jaroš
Shantenu Jha
Shalu Jhanwar
Chao Jin
Hai Jin
Zhong Jin
David Johnson
Anshul Joshi
Manuela Juliano
George Kallos
George Kampis
Drona Kandhai
Aneta Karaivanova
Takahiro Katagiri
Ergina Kavallieratou
Wayne Kelly
Christoph Kessler
Dhou Khaldoon
Andreas Knuepfer
Harald Koestler
Dimitrios Kogias
Ivana Kolingerova
Vladimir Korkhov
Ilias Kotsireas
Ioannis Koutis
Sergey Kovalchuk
Michał Koziarski
Slawomir Koziel
Jarosław Koźlak
Dieter Kranzlmüller

Bartosz Krawczyk
Valeria Krzhizhanovskaya
Paweł Ksieniewicz
Michael Kuhn
Jaeyoung Kwak
Massimo La Rosa
Roberto Lam
Anna-Lena Lamprecht
Johannes Langguth
Vianney Lapotre
Jysoo Lee
Michael Lees
Leifur Leifsson
Kenneth Leiter
Roy Lettieri
Andrew Lewis
Jingfa Li
Yanfang Li
James Liu
Hong Liu
Hui Liu
Zhao Liu
Weiguo Liu
Weifeng Liu
Marcelo Lobosco
Veronika Locherer
Robert Lodder
Stephane Louise
Frederic Loulergue
Huimin Lu
Paul Lu
Stefan Luding
Scott MacLachlan
Luca Magri
Maciej Malawski
Livia Marcellino
Tomas Margalef
Tiziana Margaria
Svetozar Margenov
Osni Marques
Alberto Marquez
Paula Martins
Flavio Martins
Jaime A. Martins
Marcos Mateus
Marco Mattavelli

Pawel Matuszyk
Valerie Maxville
Roderick Melnik
Valentin Melnikov
Ivan Merelli
Jianyu Miao
Kourosh Modarresi
Miguel Molina-Solana
Fernando Monteiro
Jânio Monteiro
Pedro Montero
James Montgomery
Andrew Moore
Irene Moser
Paulo Moura Oliveira
Ignacio Muga
Philip Nadler
Hiromichi Nagao
Kengo Nakajima
Raymond Namyst
Philippe Navaux
Michael Navon
Philipp Neumann
Ramiro Neves
Mai Nguyen
Hoang Nguyen
Nancy Nichols
Sinan Melih Nigdeli
Anna Nikishova
Kenji Ono
Juan-Pablo Ortega
Raymond Padmos
J. P. Papa
Marcin Paprzycki
David Pardo
Héctor Quintián Pardo
Panos Parpas
Anna Paszynska
Maciej Paszynski
Jaideep Pathak
Abani Patra
Pedro J. S. Cardoso
Dana Petcu
Eric Petit
Serge Petiton
Bernhard Pfahringer

Organization xi



Daniela Piccioni
Juan C. Pichel
Anna

Pietrenko-Dabrowska
Laércio L. Pilla
Armando Pinto
Tomasz Piontek
Erwan Piriou
Yuri Pirola
Nadia Pisanti
Antoniu Pop
Ioana Popescu
Mario Porrmann
Cristina Portales
Roland Potthast
Ela Pustulka-Hunt
Vladimir Puzyrev
Alexander Pyayt
Zhiquan Qi
Rick Quax
Barbara Quintela
Waldemar Rachowicz
Célia Ramos
Marcus Randall
Lukasz Rauch
Andrea Reimuth
Alistair Rendell
Pedro Ribeiro
Bernardete Ribeiro
Robin Richardson
Jason Riedy
Celine Robardet
Sophie Robert
João M. F. Rodrigues
Daniel Rodriguez
Albert Romkes
Debraj Roy
Philip Rutten
Katarzyna Rycerz
Augusto S. Neves
Apaar Sadhwani
Alberto Sanchez
Gabriele Santin

Robert Schaefer
Olaf Schenk
Ulf Schiller
Bertil Schmidt
Jan Schmidt
Martin Schreiber
Martin Schulz
Marinella Sciortino
Johanna Sepulveda
Ovidiu Serban
Vivek Sheraton
Yong Shi
Angela Shiflet
Takashi Shimokawabe
Tan Singyee
Robert Sinkovits
Vishnu Sivadasan
Peter Sloot
Renata Slota
Grażyna Ślusarczyk
Sucha Smanchat
Maciej Smołka
Bartlomiej Sniezynski
Sumit Sourabh
Hoda Soussa
Steve Stevenson
Achim Streit
Barbara Strug
E. Dante Suarez
Bongwon Suh
Shuyu Sun
Vaidy Sunderam
James Suter
Martin Swain
Grzegorz Swisrcz
Ryszard Tadeusiewicz
Lotfi Tadj
Daniele Tafani
Daisuke Takahashi
Jingjing Tang
Osamu Tatebe
Cedric Tedeschi
Kasim Tersic

Yonatan Afework
Tesfahunegn

Jannis Teunissen
Andrew Thelen
Yingjie Tian
Nestor Tiglao
Francis Ting
Alfredo Tirado-Ramos
Arkadiusz Tomczyk
Stanimire Tomov
Marko Tosic
Jan Treibig
Leonardo Trujillo
Benjamin Uekermann
Pierangelo Veltri
Raja Velu
Alexander von Ramm
David Walker
Peng Wang
Lizhe Wang
Jianwu Wang
Gregory Watson
Rodrigo Weber dos

Santos
Kevin Webster
Josef Weidendorfer
Josef Weinbub
Tobias Weinzierl
Jens Weismüller
Lars Wienbrandt
Mark Wijzenbroek
Roland Wismüller
Eric Wolanski
Michał Woźniak
Maciej Woźniak
Qing Wu
Bo Wu
Guoqiang Wu
Dunhui Xiao
Huilin Xing
Miguel Xochicale
Wei Xue
Xin-She Yang

xii Organization



Dongwei Ye
Jon Yosi
Ce Yu
Xiaodan Yu
Reza Zafarani
Gábor Závodszky

H. Zhang
Zepu Zhang
Jingqing Zhang
Yi-Fan Zhang
Yao Zhang
Wenlai Zhao

Jinghui Zhong
Xiaofei Zhou
Sotirios Ziavras
Peter Zinterhof
Italo Zoppis
Chiara Zucco

Organization xiii



Contents – Part I

ICCS Main Track

Efficient Computation of Sparse Higher Derivative Tensors . . . . . . . . . . . . . 3
Jens Deussen and Uwe Naumann

Rational Approximation of Scientific Data . . . . . . . . . . . . . . . . . . . . . . . . . 18
Youssef S. G. Nashed, Tom Peterka, Vijay Mahadevan,
and Iulian Grindeanu

Design of a High-Performance Tensor-Vector Multiplication with BLAS . . . . 32
Cem Bassoy

High Performance Partial Coherent X-Ray Ptychography . . . . . . . . . . . . . . . 46
Pablo Enfedaque, Huibin Chang, Bjoern Enders, David Shapiro,
and Stefano Marchesini

Monte Carlo Analysis of Local Cross–Correlation ST–TBD Algorithm . . . . . 60
Przemyslaw Mazurek and Robert Krupinski

Optimization of Demodulation for Air–Gap Data Transmission Based
on Backlight Modulation of Screen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

Dawid Bak, Przemyslaw Mazurek, and Dorota Oszutowska–Mazurek

Reinsertion Algorithm Based on Destroy and Repair Operators
for Dynamic Dial a Ride Problems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

Sven Vallée, Ammar Oulamara, and Wahiba Ramdane Cherif-Khettaf

Optimization Heuristics for Computing the Voronoi Skeleton . . . . . . . . . . . . 96
Dmytro Kotsur and Vasyl Tereshchenko

Transfer Learning for Leisure Centre Energy Consumption Prediction . . . . . . 112
Paul Banda, Muhammed A. Bhuiyan, Kevin Zhang, and Andy Song

Forecasting Network Throughput of Remote Data Access
in Computing Grids. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124

Volodimir Begy, Martin Barisits, Mario Lassnig, and Erich Schikuta

Accurately Simulating Energy Consumption of I/O-Intensive
Scientific Workflows . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138

Rafael Ferreira da Silva, Anne-Cécile Orgerie, Henri Casanova,
Ryan Tanaka, Ewa Deelman, and Frédéric Suter



Exploratory Visual Analysis of Anomalous Runtime Behavior
in Streaming High Performance Computing Applications . . . . . . . . . . . . . . . 153

Cong Xie, Wonyong Jeong, Gyorgy Matyasfalvi, Hubertus Van Dam,
Klaus Mueller, Shinjae Yoo, and Wei Xu

Analysis of the Construction of Similarity Matrices on Multi-core
and Many-Core Platforms Using Different Similarity Metrics . . . . . . . . . . . . 168

Uxía Casal, Jorge González-Domínguez, and María J. Martín

High Performance Algorithms for Counting Collisions
and Pairwise Interactions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 182

Matheus Henrique Junqueira Saldanha and Paulo Sérgio Lopes de Souza

Comparing Domain Decomposition Methods for the Parallelization
of Distributed Land Surface Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 197

Alexander von Ramm, Jens Weismüller, Wolfgang Kurtz,
and Tobias Neckel

Analysis and Detection on Abused Wildcard Domain Names Based
on DNS Logs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 211

Guangxi Yu, Yan Zhang, Huajun Cui, Xinghua Yang, Yang Li,
and Huiran Yang

XScan: An Integrated Tool for Understanding Open Source
Community-Based Scientific Code . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 226

Weijian Zheng, Dali Wang, and Fengguang Song

An On-Line Performance Introspection Framework for Task-Based
Runtime Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 238

Xavier Aguilar, Herbert Jordan, Thomas Heller, Alexander Hirsch,
Thomas Fahringer, and Erwin Laure

Productivity-Aware Design and Implementation of Distributed
Tree-Based Search Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 253

Tiago Carneiro and Nouredine Melab

Development of Element-by-Element Kernel Algorithms in Unstructured
Implicit Low-Order Finite-Element Earthquake Simulation
for Many-Core Wide-SIMD CPUs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 267

Kohei Fujita, Masashi Horikoshi, Tsuyoshi Ichimura, Larry Meadows,
Kengo Nakajima, Muneo Hori, and Lalith Maddegedara

A High-Productivity Framework for Adaptive Mesh Refinement
on Multiple GPUs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 281

Takashi Shimokawabe and Naoyuki Onodera

xvi Contents – Part I



Harmonizing Sequential and Random Access to Datasets
in Organizationally Distributed Environments . . . . . . . . . . . . . . . . . . . . . . . 295

Michał Wrzeszcz, Łukasz Opioła, Bartosz Kryza, Łukasz Dutka,
Renata G. Słota, and Jacek Kitowski

Towards Unknown Traffic Identification Using Deep Auto-Encoder
and Constrained Clustering. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 309

Yongzheng Zhang, Shuyuan Zhao, and Yafei Sang

How to Compose Product Pages to Enhance the New Users’ Interest
in the Item Catalog? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 323

Nicollas Silva, Diego Carvalho, Adriano C. M. Pereira,
Fernando Mourão, and Leonardo Rocha

Rumor Detection on Social Media: A Multi-view Model Using
Self-attention Mechanism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 339

Yue Geng, Zheng Lin, Peng Fu, and Weiping Wang

EmoMix: Building an Emotion Lexicon for Compound Emotion Analysis . . . 353
Ran Li, Zheng Lin, Peng Fu, Weiping Wang, and Gang Shi

Long Term Implications of Climate Change on Crop Planning . . . . . . . . . . . 369
Andrew Lewis, Marcus Randall, Sean Elliott, and James Montgomery

Representation Learning of Taxonomies for Taxonomy Matching . . . . . . . . . 383
Hailun Lin, Yong Liu, Peng Zhang, and Jianwu Wang

Creating Training Data for Scientific Named Entity Recognition
with Minimal Human Effort . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 398

Roselyne B. Tchoua, Aswathy Ajith, Zhi Hong, Logan T. Ward,
Kyle Chard, Alexander Belikov, Debra J. Audus, Shrayesh Patel,
Juan J. de Pablo, and Ian T. Foster

Evaluating the Benefits of Key-Value Databases for Scientific Applications . . . 412
Pol Santamaria, Lena Oden, Eloy Gil, Yolanda Becerra, Raül Sirvent,
Philipp Glock, and Jordi Torres

Scaling the Training of Recurrent Neural Networks on Sunway
TaihuLight Supercomputer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 427

Ouyi Li, Wenlai Zhao, Xuancheng Huang, Yushu Chen, Lin Gan,
Hongkun Yu, Jiacheng Zhang, Yang Liu, Haohuan Fu,
and Guangwen Yang

Immersed Boundary Method Halo Exchange
in a Hemodynamics Application . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 441

John Gounley, Erik W. Draeger, and Amanda Randles

Contents – Part I xvii



Future Ramifications of Age-Dependent Immunity Levels for Measles:
Explorations in an Individual-Based Model . . . . . . . . . . . . . . . . . . . . . . . . 456

Elise Kuylen, Lander Willem, Niel Hens, and Jan Broeckhove

Evolution of Hierarchical Structure and Reuse in iGEM Synthetic
DNA Sequences . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 468

Payam Siyari, Bistra Dilkina, and Constantine Dovrolis

Computational Design of Superhelices by Local Change
of the Intrinsic Curvature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 483

Pedro E. S. Silva, Maria Helena Godinho, and Fernão Vístulo de Abreu

Spatial Modeling of Influenza Outbreaks in Saint Petersburg Using
Synthetic Populations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 492

Vasiliy Leonenko, Alexander Lobachev, and Georgiy Bobashev

Six Degrees of Freedom Numerical Simulation of Tilt-Rotor Plane . . . . . . . . 506
Ayato Takii, Masashi Yamakawa, Shinichi Asao, and K. Tajiri

A Macroscopic Study on Dedicated Highway Lanes
for Autonomous Vehicles. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 520

Jordan Ivanchev, Alois Knoll, Daniel Zehe, Suraj Nair,
and David Eckhoff

An Agent-Based Model for Evaluating the Boarding and Alighting
Efficiency of Autonomous Public Transport Vehicles . . . . . . . . . . . . . . . . . 534

Boyi Su, Philipp Andelfinger, David Eckhoff, Henriette Cornet,
Goran Marinkovic, Wentong Cai, and Alois Knoll

MLP-IA: Multi-label User Profile Based on Implicit Association Labels . . . . 548
Lingwei Wei, Wei Zhou, Jie Wen, Meng Lin, Jizhong Han,
and Songlin Hu

Estimating Agriculture NIR Images from Aerial RGB Data . . . . . . . . . . . . . 562
Daniel Caio de Lima, Diego Saqui, Steve Ataky, Lúcio A. de C. Jorge,
Ednaldo José Ferreira, and José Hiroki Saito

Simulation of Fluid Flow in Induced Fractures in Shale by the Lattice
Boltzmann Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 575

Rahman Mustafayev and Randy Hazlett

Incentive Mechanism for Cooperative Intrusion Response: A Dynamic
Game Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 590

Yunchuan Guo, Xiao Wang, Liang Fang, Yongjun Li, Fenghua Li,
and Kui Geng

xviii Contents – Part I



A k-Cover Model for Reliability-Aware Controller Placement
in Software-Defined Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 604

Gabriela Schütz

Robust Ensemble-Based Evolutionary Calibration of the Numerical
Wind Wave Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 614

Pavel Vychuzhanin, Nikolay O. Nikitin, and Anna V. Kalyuzhnaya

Approximate Repeated Administration Models for Pharmacometrics . . . . . . . 628
Balazs Nemeth, Tom Haber, Jori Liesenborgs, and Wim Lamotte

Evolutionary Optimization of Intruder Interception Plans for Mobile
Robot Groups . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 642

Wojciech Turek, Agata Kubiczek, and Aleksander Byrski

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 657

Contents – Part I xix



ICCS Main Track



Efficient Computation of Sparse Higher
Derivative Tensors

Jens Deussen(B) and Uwe Naumann

Software and Tools for Computational Engineering,
RWTH Aachen University, Aachen, Germany
{deussen,naumann}@stce.rwth-aachen.de

Abstract. The computation of higher derivatives tensors is expensive
even for adjoint algorithmic differentiation methods. In this work we
introduce methods to exploit the symmetry and the sparsity struc-
ture of higher derivatives to considerably improve the efficiency of their
computation. The proposed methods apply coloring algorithms to two-
dimensional compressed slices of the derivative tensors. The presented
work is a step towards feasibility of higher-order methods which might
benefit numerical simulations in numerous applications of computational
science and engineering.

Keywords: Adjoints · Algorithmic differentiation ·
Coloring algorithm · Higher derivative tensors · Recursive coloring ·
Sparsity

1 Introduction

The preferred numerical method to compute derivatives of a computer program
is Algorithmic Differentiation (AD) [1,2]. This technique produces exact deriva-
tives with machine accuracy up to an arbitrary order by exploiting elemental
symbolic differentiation rules and the chain rule. AD distinguishes between two
basic modes: the forward mode and the reverse mode. The forward mode builds a
directional derivative (also: tangent) code for the computation of Jacobians at a
cost proportional to the number of input parameters. Similarly, the reverse mode
builds an adjoint version of the program but it can compute the Jacobian at a
cost that is proportional to the number of outputs. For that reason, the adjoint
method is advantageous for problems with a small set of output parameters, as
it occurs frequently in many fields of computational science and engineering.

For some methods second or even higher derivatives are required. In [3] it was
already shown that Halley-methods using third derivatives are competitive to the
Newton’s method. The use of higher-order Greeks to evaluate financial options
is discussed in [4]. The moments method approximates moments of a function by
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propagating uncertainties [5,6]. To improve the accuracy of the approximated
moments higher-order terms in the Taylor series that require higher derivatives
need to be involved. The method has been applied to robust design optimization
using third derivatives [7].

One possibility to obtain higher derivatives is to propagate Taylor series [8].
Another is to reapply the AD modes to an already differentiated program [2].
In [9] it is shown that computing a projection of the third derivative is propor-
tional to the cost of calculating the whole Hessian. Nevertheless, the computa-
tion of higher derivatives is expensive even for adjoint algorithmic differentiation
methods.

In this paper, we focus on the exploitation of symmetry and investigate the
case where the d-th derivative tensor is considered sparse. Besides the application
of coloring techniques for solving linear systems [10] these can be used to exploit
the sparsity of Jacobian and Hessian matrices. The general idea is to assign
the same color to those columns (or rows) of the corresponding matrix that are
structurally orthogonal, thus they can be computed at the same time. In [11] a
comprehensive summary of coloring techniques is given. We designed procedures
to make solutions of the coloring problem applicable to the computation of third
and higher derivative tensors. Due to symmetries of these tensors the colors
obtained by a Hessian coloring can be applied multiple times. Furthermore, these
colors can be used for a compression of higher derivative tensors to perform a
coloring on the compressed two-dimensional slices of the tensor. We call this
approach recursive coloring.

For the computation of sparse fourth derivatives we introduced three different
approaches: The first is to use the colors of the Hessian three times. The second is
to use the colors of the Hessian once to compress the third derivative, reapply the
coloring algorithms to the two-dimensional slices of the compressed three-tensor
and use the colors of the third derivative twice. The third is to use the colors of
the Hessian and the third derivative slice to compress the fourth derivative and
again color each two-dimensional slice. We generated random sparse polynomials
for matrices from the Matrix Market collection [12] for the computation of sparse
fourth derivative tensors to evaluate the efficiency of the three approaches.

The paper is organized as follows: In Sect. 2 there is a brief introduction to
AD. Section 3 gives an overview of coloring techniques to exploit the sparsity of
Hessian matrices. Subsequently in Sect. 4 we describe the procedures to exploit
sparsity for third and higher derivatives. A description of the test cases and
their implementation can be found in Sect. 5. Furthermore, this section provides
numerical results to compare the introduced procedures. The last section gives
a conclusion and an outlook.

2 Algorithmic Differentiation in a Nutshell

AD is a technique that transforms a primal function or primal code by using
the chain rule to compute additionally to the function value the derivative of
that function with respect to a given set of input (and intermediate) variables.
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For simplicity and w.l.o.g. we will only consider multivariate scalar functions.
Thus the given primal code has a set of n inputs x and a single output y.

f : Rn → R, y = f (x)

Furthermore, we assume that we are interested in the derivatives of the output
variable with respect to all input variables. The first derivative of these functions
is the gradient ∇f(x) ∈ R

n, the second derivative is the Hessian ∇2f(x) ∈ R
n×n,

and the third derivative is the three-tensor ∇3f(x) ∈ R
n×n×n. In this paper a

two-dimensional subspace of a tensor will be referred as a slice.
Schwarz’s theorem says that the Hessian is symmetric if f has continuous

second partial derivatives

∂2y

∂xj∂xk
=

∂2y

∂xk∂xj
. (1)

This generalizes to third and higher derivatives. Thus, a derivative tensor of
order d has only

(
n+d−1

d

)
structurally distinct elements.

AD is applicable if f and its corresponding implementation are locally dif-
ferentiable up to the required order. The two basic modes are introduced in the
following sections.

2.1 Tangent Mode AD

The tangent model can be simply derived by differentiating the function depen-
dence. In Einstein notation this yields

y(1) =
∂y

∂xj
x
(1)
j .

The notation implies summation over all the values of j = 0, . . . , n − 1. The
superscript (1) stands for the tangent of the variable [2]. This approach can be
interpreted as an inner product of the gradient ∇f(x) ∈ R

n and the tangent
x(1) as

y(1) = f (1)(x,x(1)) = ∇f(x) · x(1). (2)

For each evaluation with x(1) set to the i-th Cartesian basis vector ei in R
n (also

called seeding), an entry of the gradient can be extracted from y(1) (also called
harvesting). To get all entries of the gradient by using this model, n evaluations
are required which is proportional to the number of input variables. The costs
of this method are similar to the costs of a finite difference approximation but
AD methods are accurate up to machine precision.

2.2 Adjoint Mode AD

The adjoint mode is also called reverse mode, due to the reverse computation of
the adjoints compared to the computation of the values. Therefore, a data-flow
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reversal of the program is required, to store additional information on the com-
putation (e.g. partial derivatives) [13], which potentially leads to high memory
requirements.

Again following [2], first-order adjoints are denoted with a subscript (1)

x(1),j =
∂y

∂xj
y(1).

This equation is computed for each j = 0, . . . , n − 1.
Reverse mode yields a product of the gradient with the adjoint y(1)

x(1) = f(1)(x, y(1)) = y(1) · ∇f(x). (3)

By setting y(1) = 1 the resulting x(1) contains all entries of the gradient. A single
adjoint computation is required.

2.3 Higher Derivatives

One possibility to obtain second derivatives is to nest the proposed AD modes.
Hence there are four combinations to compute second derivatives. The tangent-
over-tangent model result from the application of tangent mode to the first-order
tangent model in (2):

y(1,2) = f (1,2)(x,x(1),x(2)) =
∂2y

∂xj∂xk
x
(1)
j x

(2)
k .

By seeding the Cartesian basis of R
n for the tangents x(1) and x(2) indepen-

dently the entries of the Hessian can be computed with n2 evaluations of f (1,2).
The other three methods apply the adjoint mode at least once and thus their
computational complexity is different to the pure tangent model. To obtain the
whole Hessian a second-order adjoint model needs to be evaluated n times.

Applying the tangent mode to (3) yields the second-order adjoint model

x
(2)
(1),k = f

(2)
(1),k(x,x(2), y(1)) =

∂2y

∂xk∂xj
x
(2)
j y(1) . (4)

These models are simplified versions of the complete second-order models by
setting mixed terms to zero. Detailed derivations can be found in [1] and [2].

Recursively applying the two basic modes yields even higher derivative mod-
els. As an example the simplified third-order adjoint model via tangent-over-
tangent-over-adjoint can be written as

x
(2,3)
(1),l = f

(2,3)
(1),l (x,x(2),x(3), y(1)) =

∂3y

∂xl∂xk∂xj
x
(2)
j x

(3)
k y(1). (5)

Instead of seeding all combinations of Cartesian basis vector for both tangents
which requires n2 evaluations of f

(2,3)
(1) we could exploit symmetry and evaluate

the adjoint model only for those combinations of directional derivatives that
fulfill n ≥ i2 ≥ . . . ≥ id−1 ≥ id ≥ 1. Thus, the tangents x(j) are set to eij for
2 ≤ j ≤ d. which results in

(
n+d−2

d−1

)
evaluations of the d-th order adjoint model.
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3 Coloring Techniques

For the computation of higher derivatives it is indispensable to exploit the spar-
sity and symmetry of the particular matrices or tensors due to the expenses
that come along with their computation. We aim for a reduction of the number
of projections that are needed for the computation of the sparse derivative. In
[14,15] it is shown that the symmetric graph coloring problems considered in
this section are equivalent to a matrix partitioning problem and can be used to
enable the determination of the corresponding derivative matrices.

Coloring techniques can be used to exploit sparsity of Jacobian and Hessian
matrices [11]. The general idea is to identify columns (or rows) of the corre-
sponding matrix that can be computed at the same time and assign the same
color to these columns.

Definition 1. We define Cj to denote the set that contains the indices of all
columns belonging to color j. These sets are grouped in a set of sets Cd for the
d-th derivative. Cd can be used to compute a compressed derivative by seeding∑

j∈Ck
ej for each color k instead of ej for each column.

In the following we outline the difference between direct and indirect coloring
heuristics for Hessian matrices. For the proposed heuristics we assume multivari-
ate scalar functions f : Rn → R. Furthermore, we assume their sparsity patterns
of all derivatives to be known.

Definition 2. The sparsity pattern of the d-th derivative is a set that contains
the (multi-)indices of those elements that are non-zero. It is denoted by Pd.

The detection of sparsity patterns is out of the scope of this paper. For further
reading about sparsity pattern detection see for example [16,17].

3.1 Hessian Coloring with Direct Recovery

A direct approach to find a suitable Hessian coloring considering symmetry of
the Hessian (1) is the so called star coloring. This heuristic ensures that each
element of the Hessian is computed at least once and can be directly extracted
from the computed derivative projections. Star coloring uses an adjacency graph
where each node belongs to a column (or row). Each non-zero element ∂2y

∂xj∂xk

with (j, k) ∈ P2 in the matrix is an edge connecting node j and k in the graph.
Then, a distance-1 coloring is applied to the graph in that the same color cannot
be assigned to adjacent nodes. Furthermore, there is an additional condition
that every path of length four uses at least three colors. The nodes and thus the
columns of the Hessian with the same color can be computed simultaneously.

3.2 Hessian Coloring with Indirect Recovery

Another heuristic described in [11] is acyclic coloring that also applies distance-
1 coloring to the adjacency graph. This coloring technique has the additional
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condition that each cycle in the graph needs at least three distinct colors. Since
it might assign the same color to columns that are not structurally orthogonal,
the derivative matrix can be compressed even more. Nevertheless, a recovery of
these non-zero elements implies the solution of a system of linear equations.

Both methods for Hessian coloring reduce the number of required derivative
projections from n to |C2|.

4 Computation of Sparse Derivative Tensors

In this section, we show how to use coloring heuristics introduced in Sect. 3
to obtain sparse higher derivative tensors efficiently. Section 4.1 focuses on the
reapplication of colors for higher derivatives. In Sect. 4.2 a recursive coloring
approach for the computation of higher derivatives is described. After that, we
propose the incomplete recursive coloring in Sect. 4.3. We will use the higher-
order adjoint models from Sect. 2.3, that is (5) for third derivatives.

The proposed algorithms assume multivariate scalar functions f : Rn → R

for simplicity. For the more general case of multivariate vector functions the
algorithms can be applied to each output variable individually. It is also possible
to combine the proposed approaches with Jacobian coloring for vector functions
to make their derivative computation more efficient, but this is future work.

We will illustrate the algorithms in this section for

f(x) =
n−1∑

i=0

x3
i +

n−2∑

i=1

xi−1 · xi · xi+1, (6)

with n = 6. The sparsity pattern of the Hessian and the corresponding adjacency
graph are visualized in Fig. 1. The colors in this figure are a solution for the
symmetric graph coloring problem obtained by acyclic coloring.

0

1 2

3

45

Fig. 1. Sparsity pattern of the Hessian (left) and the corresponding adjacency graph
(right) with colors obtained by acyclic coloring for the function from (6) (Color figure
online)

4.1 Reapplication of Colors

In [3] a so called induced sparsity of the third derivative was introduced where
(∇2fjk = 0 ∨ ∇2fjl = 0 ∨ ∇2fkl = 0

) ⇒ ∇3fjkl = 0. (7)
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Definition 3. We call a third-order tensor induced sparse if only those elements
that fulfill (7) have zero entries. The same can be generalized to any order d ≥ 2:
a d-th-order tensor is called induced sparse if only those elements of the tensor
are zero that are induced by a zero in the (d − 1)-th derivative. The induced
sparsity pattern of the d-th derivative is denoted as P̃d.

We extended the concept of induced sparsity to show that the colors obtained
by a Hessian coloring can be used for the higher derivative computation.

Lemma 1. Every solution C of the coloring problem for a symmetric matrix
A ∈ R

n×n with sparsity pattern PA is also valid for a symmetric matrix B ∈
R

n×n with sparsity pattern PB if PB ⊆ PA.

Proof. In case of PB ⊆ PA we can consider a matrix A′ with the same sparsity
pattern as A as a composition of matrix B with its values at (j, k) ∈ PB ,
numerical zeros at (j, k) ∈ PA\PB and structural zeros at (j, k) /∈ PA. The
coloring result C obtained for A can be used to determine matrix A′ and thus
B beside the numerical zeros. �

Theorem 1. A solution C2 of the coloring problem for a Hessian matrix can be
used for seeding the (d − 1) tangents of a d-th-order adjoint model to compute
the d-th derivative tensors for d ≥ 2.

Proof. Mathematical induction can be used to prove that Theorem 1 holds for
all natural numbers d ≥ 2.

Basis: Since [14,15] showed that the symmetric graph coloring problems can
be transformed to matrix partitioning problems, colors C2 obtained for the col-
oring problem can be used as seed vectors for the tangent of the second-order
adjoint model (4). Thus, Theorem 1 holds for d = 2.

Inductive Step: Given that Theorem 1 holds for the (d − 1)-th derivative, we
can apply the Hessian colors to compress this derivative at least d−2 times. We
need to show that the Hessian colors C2 can be used d − 1 times for the d-th
derivative.

The induced sparsity from (7) holds for any order d ≥ 2 and the sparsity
pattern of each slice P̃d

ij
is a subset of the sparsity pattern of the (d − 1)-th

derivative Pd−1, where ij is the index for the direction of tangent x(j). Further-
more, the induced pattern is an overestimation of the actual sparsity pattern
Pd

ij
which yields

Pd
ij ⊆ P̃d

ij ⊆ Pd−1 for 0 ≤ ij ≤ n − 1 , (8)

with 2 ≤ j ≤ d.
Lemma 1 is applicable since (8) holds such that the coloring results used to

compute the (d − 1)-th derivative can also be used for the computation of the
d-th derivative. This includes that the Hessian colors can be applied for the first
d − 2 tangents due to the assumption that the theorem holds for d − 1. Seeding
these tangents yields x(j) =

∑
k∈C2

ij

ek for 2 ≤ j ≤ d − 1. Thus, it remains to

show that C2 can also be applied to the last tangent x(d).
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Using the Hessian colors for the d − 2 tangents leads to a compression of the
d-th-order tensor which is a projection of the derivative tensor in direction of
the colors

∑

k2∈C2
i2

. . .
∑

kd−1∈C2
id−1

∇dfk2,...kd−1 (9)

and reduces the size of the corresponding tangent directions ij with 2 ≤ j ≤ d−1
from n to |C2|. For each combination of the directions we will receive a two-
dimensional slice of the tensor of size n × n.

Again (8) shows that the sparsity pattern of each of these slices is still a
subset of the sparsity pattern of the (d − 1)-th derivative

⋃

k∈Cid

Pd
k ⊆ Pd−1 for 0 ≤ id ≤ |C| − 1. (10)

Recursively applying (10) for (d − 2) tangents yields
⋃

k2∈C2
i2

. . .
⋃

kd−1∈C2
id−1

Pd
k2,...kd−1

⊆ P2 for 0 ≤ ij ≤ |C2| − 1, 2 ≤ j ≤ d − 1.

Hence, due to Lemma 1 C2 can also be used to seed tangent x(d). Thus, with
the inductive step, we have shown that the Hessian colors C2 are (d − 1) times
applicable for the computation of the d-th derivative. �

Applying the Hessian colors for all tangents requires |C2|d−1 model evalu-
ations of the d-th-order adjoint model to compute the whole d-th derivative
tensor.

Example 1. The induced sparsity pattern of the third derivative of (6) is shown
in Fig. 2. It can be seen, that the actual sparsity pattern (gray) is a subset of
the induced sparsity pattern (striped).

Using the Hessian colors from Fig. 1 for the first tangent results in the com-
pressed derivative tensor visualized in Fig. 3 (left). The sparsity pattern of each
slice of the compressed tensor is (a subset of) the Hessian sparsity pattern. Thus,
the Hessian colors are applied again.

i = 0 i = 1 i = 2 i = 3 i = 4 i = 5

Fig. 2. Induced (striped) and actual (gray) sparsity pattern of the third derivative
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C2
0 = {0, 3} C2

1 = {1, 4} C2
2 = {2, 5} C2

0 = {0, 3} C2
1 = {1, 4} C2

2 = {2, 5}

Fig. 3. Sparsity pattern of the third derivative projections by using Hessian colors
of function (6) with resulting colorings for reapplication of Hessian colors (left) and
recursive coloring results (right) (Color figure online)

4.2 Recursive Coloring

Since the actual sparsity patterns of the higher derivatives are assumed to be
known, this information should be used to design more efficient algorithms.

Algorithm 1.
Full Recursive Coloring
1: procedure RecCol(d)
2: if d > 2 then
3: Cd−1 ← RecCol(d − 1)

4: for all Cd−1
L ∈ Cd−1 do

5: for k ← 0, |Cd−1
L | − 1 do

6: l ←
(

L Cd−1
L,k

)

7: Cd
l ← Col(proj

(
Pd, l

)
)

8: Cd ←
(
Cd Cd

l

)

9: end for
10: end for
11: return Cd

12: else
13: C2

∅ ← Col(P2)

14: return C2
∅

15: end if
16: end procedure

Algorithm 2.
Incomplete Recursive Coloring
1: procedure IncRecCol(d, o)
2: if d > 2 then
3: Cd−1 ← IncRecCol(d − 1)

4: for all Cd−1
L ∈ Cd−1 do

5: for k ← 0, |Cd−1
L | − 1 do

6: l ←
(

L Cd−1
L,k

)

7: if d ≤ o then

8: Cd
l ← Col(proj

(
Pd, l

)
)

9: else
10: Cd

l ← Cd−1
l

11: end if

12: Cd ←
(
Cd Cd

l

)

13: end for
14: end for
15: return Cd

16: else
17: C2

∅ ← Col(P2)

18: return C2
∅

19: end if
20: end procedure

Definition 4. Recursive coloring is defined as a technique that recursively solves
the symmetric graph coloring problem for two-dimensional slices (fixing the com-
pressed directions) of a compressed d-th derivative tensor (9) and to use the
solution of this problem for seeding tangent x(d). The other tangents need to be
set previously for the compression.

Algorithm 1 describes the procedure for a d-th derivatives. To compress the
tensor of order d the coloring results of all lower derivatives are required. These
colors are computed by the recursive call in line 3. Note that the variable Cd−1

is a list that contains all coloring results Cd−1
L as a set of sets. The subscript

L of Cd
L is the list of the d − 2 tangent directions for the compression of the
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d-th derivative tensor that led to the coloring. In line 6 the k-th color of Cd−1
L

is attached to L. This new list is used in line 7 to compress the tensor and to
obtain the coloring for one slice of the compressed d-th-order tensor by solving
the coloring problem for a symmetric matrix. After that, the new colors are
attached to Cd.

The following lemma will be used to show that the recursive coloring is at
least as good as the reapplication of colors.

Lemma 2. The number of colors of the optimal solution CA of the coloring
problem for a symmetric matrix A ∈ R

n×n with sparsity pattern PA is larger
than that for a symmetric matrix B ∈ R

n×n with sparsity pattern PB if PB ⊆
PA, such that |CB | ≤ |CA|.
Proof. In a proof by contradiction we assume the optimal coloring results |CB | >
|CA|. Since PB ⊆ PA we can apply Lemma 1 such that CA is also a coloring for
B, which implies that CB was not optimal. Thus, the assumption was wrong. �

Theorem 2. The optimal number of adjoint model evaluations obtained with a
recursive coloring is less than or equal to the optimal number of adjoint model
evaluations resulting from the reapplication of colors.

Proof. Assuming that both approaches have the same compression for the first
d − 2 tangents, it is necessary to show that the number of adjoint model evalu-
ations for recursive coloring is less than those of the reapplication of colors

∑

Cd−1
L ∈Cd−1

∑

k∈Cd−1
L

|Cd
{L,k}| ≤

∑

Cd−1
L ∈Cd−1

∑

k∈Cd−1
L

|Cd−1
L | , (11)

where Cd−1 is the list of coloring results for the (d − 1)-th derivative and L
contains those directions that are used for the compression of this derivative.

Since (10) holds for any coloring |C| we can apply Lemma 2 to show

|Cd
{L,k}| ≤ |Cd−1

L | for k ∈ Cd−1
L , (12)

such that the minimal number of colors obtained for two-dimensional slices in
R

n×n of the compressed d-th derivative tensor is less than or equal to those used
for the compression. Thus, (12) directly yields (11). �

By using heuristics to obtain a solution of the coloring problems, it might be
that the solution Cd

{L,k} is worse than Cd−1
L for some k. In that case the algorithm

should select the colors used for tangent x(d−1) by setting Cd
{L,k} = Cd−1

L .
The resultant seeding can be stored in a tree structure. The seed of the adjoint

is stored in the root of the tree, which has |C2| children. These nodes with depth
1 contain the first tangent directions that correspond to the Hessian colors.
Analogous, the nodes with depth 2 store the coloring results of the compressed
third derivative. In general, the compression is done by the information stored
in all nodes on the path connecting that node with the root. In case of a node
with depth 2, this will be only the direction that is stored in its parent node. To
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obtain the complete higher derivative each path from a leaf to the root needs to
be used as a seeding for the adjoint model.

The list L in Algorithm 1 does not need to be stored explicitly, because this
information is already available in the tree structure. Depending on the coloring
results the tree does not need to be balanced. Furthermore, due to (10) we know
that each node has no more children than its parent node.

1

{2,5}

{2,5}{1,4}{0,3}

{1,4}

{2,5}{1,4}{0,3}

{0,3}

{2,5}{1,4}{0,3}

1

{2,5}

{1,4,5}{0,2,3}

{1,4}

{2,5}{0,1,3,4}

{0,3}

{1,4}{0,2,3,5}

y(1)

x(2)

x(3)

Fig. 4. Seeding trees for computing the third derivative tensor of the example for the
reapplication of Hessian colors (left) and the recursive coloring (right)

Example 2. The results of the recursive coloring are illustrated in Fig. 3 (right)
for the example function. After the compression with the first tangent x(2) = C2

i2
the resulting slices are colored again. In case of ij = 0 the resulting coloring is
{{0, 2, 3, 5}, {1, 4}}. The seeding trees for both approaches, the reapplication of
colors and the recursive coloring are shown in Fig. 4.

4.3 Incomplete Recursive Coloring

The incomplete recursive coloring is an approach that combines the reapplica-
tion of colors from Sect. 4.1 and the recursive coloring from Sect. 4.2. Instead
of applying a full recursive coloring, the recursion can be stopped on any level
and the computed colors can be reapplied for all tangents that belong to higher
derivatives. This is possible due to Lemma 1 and (8). The additional check if
the recursive coloring should be stopped in line 7 of Algorithm 2 is the main
modification. In that case the previously computed colors are reused (line 10)
and the list in the subscript needs to be updated.

Definition 5. We call an incomplete recursive coloring a d-th-order approach
if it uses colorings of derivatives up to d-th-order. The approach of using the
Hessian colors for all tangents from Sect. 4.1 is an incomplete recursive coloring
of second order.

5 Experiments and Results

In this section we compare the different coloring approaches presented in Sect. 4
for a computation of a fourth derivative tensor. For evaluating the approaches we
use a tool that creates sparse fourth-order polynomials from sparsity patterns. It
is stored in a data structure that is an extension of the compressed tube storage
[3] for super-symmetric induced four-tensors. The tool takes the sparsity ratio
of the third ρ3 and the fourth ρ4 derivative.
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Definition 6. We define the sparsity ratio ρd to describe the ratio of non-zero
elements in the d-th derivative compared to the number of elements that are
induced by the (d − 1)-th derivative. Given that the gradient is dense, ρ2 is the
ratio of non-zero elements to distinct elements in the Hessian.

Due to the fact that the proposed approaches only apply colorings to two-
dimensional (sub-)spaces of the derivative tensors, coloring algorithms imple-
mented in ColPack [18] can be used. Particularly, we use the acyclic coloring
algorithm with indirect recovery to obtain the expected colors.

In a first set of tests we want to investigate the efficiency of the second-order
approach compared to an approach disregarding the sparsity (see Sect. 2.3).

After that, we vary the parameters for the sparsity of the higher derivative
tensors ρ3 and ρ4. In case of 0 < ρ3 < 1 or 0 < ρ4 < 1 the sparsity patterns
of the higher derivatives are generated randomly such that we perform 1000
computations for each of the parameter combinations and average the results.
As a test case we selected the nos4 matrix from [12].

In a third test, we compute the derivatives of polynomials generated from
several matrices from the database. A selection of these matrices is listed in
Table 1, in which the first column is the name in the database, the second is
the size and the third is the sparsity ratio ρ2 of the matrix. For this test we
assume that the higher derivatives are induced sparse (ρ3 = 1 and ρ4 = 1) which

Table 1. Selected matrices from [12] with the ratio of projections required for the
second-order approach to a computation disregarding sparsity

Label n ρ2 Proj. ratio Label n ρ2 Proj. ratio

nos4 100 0.069 1.258 · 10−2 can 1072 1072 0.012 4.857 · 10−6

bcsstk04 132 0.215 6.220 · 10−2 dwt 1242 1242 0.008 1.072 · 10−6

bcsstk05 153 0.109 1.314 · 10−2 bcsstk09 1083 0.017 1.929 · 10−5

bcsstm07 420 0.043 8.562 · 10−4 bcsstm10 1086 0.020 2.725 · 10−5

nos3 960 0.018 3.322 · 10−5 bcsstm12 1473 0.010 7.674 · 10−6

dwt 992 992 0.018 1.346 · 10−5 bcsstk11 1473 0.016 3.293 · 10−5

Fig. 5. Number of projections of the three coloring approaches for the nos4 example
(left) and for a set of test cases from [12] and induced sparsity (right) (Color figure
online)
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will result in a somehow worst-case estimation of the efficiency of the third- and
fourth-order approaches. This test only requires the Hessian sparsity pattern.

5.1 Numerical Results

The results for the efficiency of the second-order approach is given in the last
column of Table 1. It can be seen that this approach becomes more efficient if the
matrices become sparser. The number of derivative projections required for the
second-order approach are less than 7% of those required with the symmetric
approach disregarding sparsity.

Figure 5 (left) visualizes the results for the second tests. The black line shows
the number of seeds that are required for the Hessian coloring approach. It
is constant because the Hessian coloring is independent on the sparsity of the
higher derivatives. The red line shows the incomplete recursive coloring up to
third order, which means that the colors of the compressed third derivative slices
are computed. The blue lines stand for the full recursive coloring. These lines
are isolines with a constant parameter for the sparsity of the fourth derivative.

It can be seen that the recursive colorings up to third and fourth order become
more efficient the sparser the corresponding derivatives are. In the special case
of ρ3 = 0 or ρ4 = 0 the number of adjoint model evaluations is zero for the
approaches that use these parameters. In the induced sparse case, the incom-
plete recursive coloring up to third order still reduces the number of required
projections to 47.2% of the Hessian coloring approach, while the fully recur-
sive approach is even better with 38.9%. So even in the case where the higher
derivatives are as dense as possible dependent on the sparsity of the Hessian, the
recursive approaches yield good savings in terms of adjoint model evaluations.

Similar results can be observed for the other test matrices. Figure 5 (right)
shows the results for the matrices from Table 1. Again the black bar denotes
the second-order approach, the red bar stands for the incomplete third-order
recursive coloring and the blue bar shows the full recursive coloring approach.
The average savings compared to the second-order approach are 75.9% for the
incomplete recursive coloring and 68.5% for the full recursive coloring only con-
sidering test cases with more than a single color for the Hessian matrix. In the
case of third and fourth derivative that are sparser than the induced sparsity
the recursive coloring approaches become more efficient.

6 Conclusion and Outlook

In this paper we have introduced procedures to make coloring techniques appli-
cable for the computation of higher derivative tensors. We proposed two basic
concepts to achieve this: application of previous computed colors and recursive
coloring. By combining both concepts we came up with the incomplete recursive
coloring. Depending on how much sparsity information is available the recursion
depth of this approach can be adjusted.
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The results show that even in the case where only the Hessian sparsity is
known the savings compared to an approach disregarding sparsity are significant.
Including higher sparsity information increases these savings further. Assuming
that the costs of the coloring is considerably lower than an adjoint evaluation,
additional colorings of the compressed slices can be accepted. Furthermore, the
(incomplete) recursive coloring of the higher derivative tensors can be considered
to be done in compile-time to build up the seeding tree. This seeding tree can
be used multiple times in the execution to obtain derivatives at various points.

In the future, we intend to provide a software package making the (incom-
plete) recursive coloring setup available to efficiently generate seeding trees for
the computation of higher derivatives with the most common AD tools. For
the parallelization of the proposed algorithms it is necessary to find a suitable
load balancing. Another interesting future study should consider direct coloring
methods for higher derivative tensors. We expect that direct coloring further
decreases the number of required projections and thus the costs of the higher
derivative computation.
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Abstract. Scientific datasets are becoming increasingly challenging to
transfer, analyze, and store. There is a need for methods to transform
these datasets into compact representations that facilitate their down-
stream management and analysis, and ideally model the underlying sci-
entific phenomena with defined numerical fidelity. To address this need,
we propose nonuniform rational B-splines (NURBS) for modeling dis-
crete scientific datasets; not only to compress input data points, but
also to enable further analysis directly on the continuous fitted model,
without the need for decompression. First, we evaluate three different
methods for NURBS fitting, and compare their performance relative to
unweighted least squares approximation (B-splines). We then extend cur-
rent state-of-the-art B-spline adaptive approximation to NURBS; that
is, adaptively determining optimal rational basis functions and weighted
control point locations that approximate given input data points to pre-
specified accuracy. Additionally, we present a novel local adaptive algo-
rithm to iteratively approximate large data input domains. This method
takes advantage of NURBS local support to refine regions of the approxi-
mated model, acting locally on both input and model subdomains, with-
out affecting other regions of the global approximation. We evaluate our
methods in terms of approximated model compactness, achieved accu-
racy, and computational cost on both synthetic smooth functions and
real-world scientific data.

Keywords: Piecewise approximation · Adaptive methods ·
Domain partitioning · Parallel algorithms

1 Introduction

Advancing science through high-performance computing (HPC) depends on
managing, analyzing, and visualizing data generated from large-scale simula-
tions or experiments. Much attention has been paid to how best to scale compute
capabilities in terms of extreme concurrency and high numbers of operations per
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second. That, in addition to the prevalence of IoT and scientific observational
devices, led to unprecedented data volumes and rates. However, there is cur-
rently a gap between our increased ability to generate raw data and our ability
to store, analyze, and produce scientific results based on these data. This paper
seeks to bridge this gap by building upon a fundamentally different kind of data
model, termed Multivariate Functional Approximation (MFA) [19], that
conserves resources while improving data understanding and sharing. The new
model, which can accommodate many types of scientific datasets on HPC archi-
tectures, provides compression and facilitates analytical reasoning not possible
before. Moreover, the accuracy of the model is known and guaranteed to user
prescription.

The MFA model relies on fitting piecewise smooth functionals to multi-
dimensional discrete input data. NURBS basis functions are chosen in MFA
because they allow the model to be directly usable in downstream analytics and
visualization without the need to evaluate (decode) the entire model. This is due
to well established NURBS features: NURBS models are continuous across all
the input domain, differentiable up to the degree of the used basis functions, and
preserve geometric and statistical properties of the input discrete data points.
Model continuity provides implicit and inexpensive point evaluation anywhere in
the input domain, meaning the model can be sampled at a different mesh reso-
lution than the original discrete data. Differentiability is of particular interest to
applications relying on gradient fields, useful for feature detection and tracking,
and high-order derivatives, to guide mathematical optimization algorithms for
example. Those features are the main reason for NURBS being the de facto stan-
dard for modeling three-dimensional shapes in Computer Aided Design (CAD)
applications.

In this paper, we extend NURBS models to high dimensional scientific data,
evaluate different methods for fitting a NURBS model in contrast to a nonra-
tional B-spline model, present adaptive refinement methods to guarantee the
accuracy of the model in representing input data, and develop an algorithm
to refine locally without resolving the model over the whole input domain or
compromising the continuity of the model. The motivation behind this local
refinement algorithm is to fit large input domains for which a global solve is
expensive, more so if the solve needs to be repeated multiple times to reach a
fitting error bound.

2 Background

Parametric representations of curves, surfaces, volumes, and hyper-volumes tra-
ditionally involve fitting polynomials to known input points. However, the main
drawback of polynomial fitting is that its basis function is ‘global’; i.e., the fitted
value at a given domain location depends on values from all input points across
the whole domain. A solution to this problem is to employ additional basis func-
tions that define a local support of the polynomial fit, such as spline bases [9],
and radial basis functions [17]. Here, we choose spline bases for their simplicity
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and desired features highlighted in the previous section, making them suitable
as a new data representation for scientific applications.

2.1 B-spline Approximation

A basis spline (B-spline) function is a piecewise polynomial, where each polyno-
mial piece is defined over a subdomain or partition of the whole input domain.
The locations where these partitions meet are termed knots. Knot values are
usually stored in D knot vectors, each of the form Td = {t1, ..., tkd

}, where
kd is the number of knots for the dth dimension of domain dimensionality D.
Each Td vector is sorted in nondecreasing order, and defined in parameter space
U ∈ [0, 1]D. The domain parameterization function, M(x̄), is a mapping func-
tion R

D → [0, 1]D, from a point in input coordinates x̄ to a point in parameter
space ū ∈ U . This mapping function is usually determined beforehand, along
with knot spacing (uniform vs non-uniform), spline basis degree p, and num-
ber of control points n = {n1, ..., nD}. Control points define the shape of the
approximated model, so the main objective of B-spline fitting is to find control
point locations, or encoding , that, when decoded, closely represent variations
in the input variable field (see Fig. 1). In practice, n is usually prespecified by
the user, and the number of knots for the dth dimension is directly calculated
as kd = nd + p + 1. Automatically deciding these parameters given input data
points is an active research area, and beyond the scope of this paper. The adap-
tive refinement methods presented here start from an initial number of knots,
and control points, then iteratively increase knot resolution where the fitting
error is above a certain error metric bound.

)b()a(

Fig. 1. (a) A 1D curve (blue) and its quartic B-spline approximation (green) using 9
control points (red). (b) A plot showing the 9 4-th degree basis functions (arbitrary
colors) used by the B-spline in (a), along with knot locations in parameter space. (Color
figure online)
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A decoded value from a B-spline model is computed as

V (ū) =
n∑

i=1

Pi

D∏

d=1

Ni,p(ud), (1)

where V (ū) is the decoded hypervolume value at ū = {u1, ..., uD}, and Ni,p(ud)
is the p-degree B-spline basis function for control point Pi at parameter location
ud. Ni,p(ū) can be precomputed and stored in memory, or computed as needed
on the fly, by the Cox-de Boor recursion formula [7,8].

As seen from Eq. 1, decoding one point from the MFA model involves a
tensor product of the basis functions with the d-dimensional mesh of control
points. Encoding an MFA model for input point field I = {y1, ..., ym} of size m
is traditionally achieved by solving a least squares problem derived from the L2

norm defining the accuracy of the encoded model by the sum of squared errors
(SSE) metric [20],

SSE =
m∑

i=1

‖V (M(xi)) − I(xi)‖2 . (2)

2.2 NURBS

NURBS, as the name suggests, is the rational extension of B-splines. It was first
introduced and used within CAD software tools because the B-spline formulation
is incapable of accurately representing conics [22]. For our specific use case here,
using NURBS results in a more compact model than using B-splines.

The difference between the rational equations of NURBS and B-splines is
associating a weight variable wi with each control point Pi. Decoding a NURBS
MFA model follows a similar approach to Eq. 1 for B-splines, with the exception
of substituting Ni,p(ū) with rational basis functions Ri,p(ū), defined as

Ri,p(ū) =
Ni,p(ū)wi∑n

j=1 Nj,p(ū)wj
. (3)

NURBS encoding, however, is not as straightforward as the decoding modifi-
cation. The division in Eq. 3 results in a nonlinear problem. That is why most
NURBS implementations resort to using uniform weights (all set to 1) that are
solved like B-spline models, and then manually tweaked by users for additional
model shape control.

3 Adding Weights

There has been some work on approaches for solving the nonlinear problem of
finding NURBS control point locations and weights simultaneously. Laurent-
Gengoux and Mekhilef [15] manually derive analytical gradients of the nonlinear
problem w.r.t. the control point locations and weights, and also the knot loca-
tions. The gradients are then employed by a numerical optimization method to
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minimize a cost function with appropriate geometric continuity constraints. The
method relies on a specific complicated and time-consuming optimization algo-
rithm, and the derivation is only valid for cubic (degree 3) NURBS. In order to
overcome these shortcomings, Xie et al. [28] propose an alternating linear pro-
jection approach, where the control point locations are first determined using
least squares, then their corresponding weights are found using conjugate gra-
dient descent optimization methods. These two steps are then repeated until
convergence. An alternative approach is an explicit two-step linear scheme pro-
posed by Ma and Kruth [16]. In this explicit method, control point weights are
first identified from a homogeneous system using symmetric eigenvalue decom-
position and linear programming, and their locations are subsequently found
using least squares. A third method involves the use of automatic differentia-
tion to directly calculate the analytical derivative of the error function in Eq. 2
w.r.t both Pi and wi in one step. Other notable approaches that also attempt to
directly find control point locations and weights at the same time include the use
of metaheuristic techniques, such as evolutionary and swarm intelligence search
algorithms [23,26].

3.1 Automatic Differentiation

Automatic differentiation (AD) [21], also known as Algorithmic Differentiation,
solves many problems with symbolic and numerical differentiation. It can auto-
matically provide derivatives, high-order derivatives, and partial derivatives with
respect to many input parameter functions defined in computer source code [12].
AD approaches typically use a computational graph that is traversed to compute
the root node derivative by aggregating the partial derivatives along all paths
to leaf nodes, applying the chain rule for every edge weight [4].

The past few years have seen a growing interest in AD from both academia
and industry, fueled by a need for generic, user-friendly deep learning toolkits.
The backpropagation learning algorithm used to train deep neural networks is a
special case of reverse mode AD [24]. Consequently, several libraries available for
deep learning also include high performance routines for AD [3,27]. TensorFlow
[1] is a Python based deep learning API provided by Google implemented with a
GPU backend. In this paper, we extend our previous use of Tensorflow for solving
inverse problems [18] to automatically calculate gradients for the NURBS fitting
forward model and error metric previously defined in Eq. 2.

3.2 Evaluation

In this section we present a comparison of three different methods for fitting
an MFA NURBS model: Xie’12 [28], Ma&Kruth’95 [16], and AD [21]. B-spline
(unweighted) fitting is also included in the evaluation to assess the benefit of
solving for control point weights. Throughout the experiments presented within
this paper, we use one synthetic dataset, and one scientific dataset generated
from a production HPC simulation code.
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Datasets. For the synthetic data we use the sinc cardinal sine function of the
form y = sin(x)/x, that we can generate in any dimensionality and resolution.
In order to increase the range and slope of the data, we scaled the sinc function
by a factor of 10. The 1D sinc function is f(x) = 10sin(x)/x. In 2D, f(x, y) =
10sinc(x)sinc(y), and so forth for higher dimensions. The sinc function was
chosen for its smoothness; because of its high degree of continuity, the MFA
is able to model such data efficiently. In contrast to the sinc data, S3D is a
turbulent combustion data set generated by an S3D simulation [6] of fuel jet
combustion in the presence of an external cross-flow [13]. This dataset is non-
smooth, with sharp edges and high-frequency details, and is representative of
actual data one would encounter in scientific experiments or simulations. The
domain is 3D (x, y, z) (704 × 540 × 550), and the range variable f(x, y, z) is the
magnitude of the 3D velocity vector at each domain point. We slice this dataset
to produce 1D and 2D cross-sections.

Experiment and Results. We ran the four fitting algorithms with sinc, gen-
erated for 1D input curve (m = 1000), and S3D 1D curve sliced in the X-axis
(m = 704). The experiments were performed by varying the number of control
points from the minimum number (n = p+1) to half the input points (n = m/2).
For all runs, we use quartic curve fitting (p = 4), and the L-BFGS-B optimizer
[5] for the gradients provided by the Xie’12 and AD methods, for which the
weights bounds were set within the range [10−4, 1] to keep the weights positive.
The plots in Fig. 2 report the accuracy of the fitting as defined by the SSE metric
in log-log scale.

Fig. 2. Rational approximation accuracy plots with increasing control point number.
Left plot, synthetic data (sinc). Right plot, combustion simulation data (S3D).

The left plot shows that all methods perform well on the smooth syn-
thetic input, with rational algorithms generally providing superior approxima-
tions, when the ratio of input points to control points, (m/n), is higher; this
directly translates to better compression factors. The reason AD accuracy stag-
nates around SSE = 10−13 is because it is running on the GPU and using
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single-precision (32-bit format), while the other methods are using double-
precision (64-bit). S3D results, shown in the right plot of Fig. 2, favor iterative
gradient-based methods (Xie’12 and AD) over explicit methods (Ma&Kruth’95
and Unweighted) when dealing with nonsmooth real input data.

4 Rational Adaptivity

Next we turn to extending our B-spline adaptive algorithm [19] to NURBS;
solving for control point weights in addition to their locations. Adaptivity is
achieved through increasing knot resolution where an error metric is above a
given error bound ε, which, in turn, leads to additional control points in this
underrepresented region. Here we use Normalized Squared Error (NSE) as the
error metric used for adaptivity, but other metrics can similarly be used depend-
ing on the scientific application. We implemented two variants of this approach:
one that splits all the knot spans where the user-set error bound is violated,
termed wga for weighted global all; the other approach splits one knot span at
each adaptive iteration, termed wg1 for weighted global one. The two variants
of our rational adaptive method are presented in Algorithm 1.

Algorithm 1. Global adaptive encoding algorithm
1: function GlobalAdaptive(I, T, ε, splitAll)
2: do
3: R ← basis(T )
4: P, w ← RationalEncode(I, R)
5: E ← Decode(P, w, R) − I
6: NSE ← E2/(max(I) − min(I))
7: toSplit ← findKnots(NSE, T, ε, splitAll)
8: Tnew ← ∅
9: for all ti ∈ T do
10: Tnew = Tnew

⋃
ti

11: if i ∈ toSplit then
12: Tnew = Tnew

⋃{ti + ((ti+1 − ti)/2)}
13: T = Tnew

14: while toSplit �= ∅
15: return P, w, T

16: function findKnots(NSE, T, ε, splitAll)
17: if splitAll then
18: return {where(NSE > ε, T )} � returns indices in T where NSE > ε
19: else
20: maxNSE ← max(NSE)
21: if maxNSE > ε then
22: return {where(NSE = maxNSE, T )} � returns the index of maxNSE in T
23: else
24: return ∅

The algorithm starts with an initial knot distribution stored in T , then,
using one of the methods presented in Sect. 3, computes a rational encoding,
for input field I, in terms of control point locations and weights, P and w. To
compute the encoded model accuracy we perform a global decode operation,
as specified by Eq. 1, and compare the decoded model to the input field. From
the calculated error field E, the locations of errors above the error bound ε
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are mapped to knot values in T , and their associated knot spans are split in the
middle. This process is repeated until there are no more knot spans to split, which
is either due to E being below ε everywhere in the input domain, or not enough
input points within the spans to be split. The latter scenario means a rational
polynomial of degree p is not sufficient to model the discrete input points within
the given knot spacing, with the desired error bound ε. Remedies to this problem
include modifying the overall NURBS degree used for fitting, the use of domain
decomposition techniques to assign different degrees to different subdomains, or
a hierarchy of different subdomains with varying spline properties at each level of
the hierarchy [11]. In this paper, we leave the investigation into NURBS degree
and initial conditions for future work. Therefore, the rational adaptive methods,
as presented here, might not converge for certain inputs.

4.1 Local Rational Adaptivity

The global adaptive algorithm presented in the previous subsection is compu-
tationally inefficient for two main reasons: (1) it includes a global encode and
decode at the beginning of every adaptive iteration, and (2) the global rational
encode procedure, in Algorithm 1 line 3, ignores the results of the previous iter-
ation, starting from scratch over the whole domain of input points. To address
these shortcomings, we develop a local adaptive algorithm that is able to incre-
mentally refine a rational model. The algorithm steps are listed in Algorithm 2,
and highlighted in Fig. 5.

Algorithm 2. Local adaptive encoding algorithm
1: function LocalAdaptive(I, T, ε, p, n, m)
2: R ← basis(T )
3: P, w ← RationalEncode(I, R)
4: E ← Decode(P, w, R) − I
5: NSE ← E2/(max(I) − min(I))
6: while mean(NSE) > ε do
7: toSplit ← findKnots(NSE, T, ε, False)
8: Tnew, P, w, pStart, pEnd ← knotInsertion(toSplit, T, P, w)
9: R ← basis(Tnew)
10: localStart ← max(pStart − p, 1) � expand the local domain to include constraints
11: localEnd ← min(pEnd + p, n)
12: Rlocal ← R[localStart : localEnd] � extract local basis from R
13: Ilocal ← I[where(Rlocal > 0, I)] � extract local input points from I
14: Plocal, wlocal ← LocalRationalEncode(Ilocal, Rlocal, p) � local solve with p constraints
15: Elocal ← Decode(Plocal, wlocal, Rlocal) − Ilocal

16: P [localStart : localEnd] ← Plocal � update control point locations
17: w[localStart : localEnd] ← wlocal � update control point weights
18: NSE[where(Rlocal > 0, NSE)] ← E2

local/(max(I) − min(I)) � update error
19: T = Tnew

20: return P, w, T

Our local adaptive method, wl1 , relies on two important modifications to
Algorithm 1 to address its shortcomings. The global rational encode and decode
procedures are replaced with their local counterparts; acting on subdomains of I,
R, P , and w. In particular, the rational encode optimization problem is amended
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to include boundary equality constraints, in order to preserve p-continuity at
the local subdomain edges [11] (see Fig. 5, bottom row). The other modification
incorporates the standard knot insertion algorithm [20] instead of a global encode
after splitting a knot span. Standard knot insertion is an algorithm similar to
DeCasteljau’s method for subdividing Bézier curves [10] in that it adds one knot,
and in turn one control point, to a spline model without changing the shape of
the decoded curve. For a 1D curve, this is achieved by removing p − 1 control
points, belonging to the knot to be split, and calculating positions for p new
control points explicitly using a triangular recursion scheme. In the case of 2D
surfaces, p − 1 control point rows and columns are removed, and p control point
rows and columns are added as depicted in Fig. 5.

4.2 Evaluation

We compare the three variants of our rational adaptive encoding algorithms
(wga, wg1, wl1) with their unweighted counterparts (ga, g1, l1), with varying
error bounds, in terms of compression factors (m/n), and total runtime. In order
to provide a fair walltime comparison, we unify the encoding procedures to use
AD for all the six methods, coupled with a Sequential Least Squares Program-
ming (SLSQP) optimizer [14] that is able to handle constrained nonlinear opti-
mization problems. This approach highlights the flexibility of our AD method for
solving either nonlinear problems with constraints, without constraints, or the
linear problem of determining just control point locations given their weights,
with minimal changes to the underlying forward model, and without needing to
change the derivative calculations.

Experiments and Results. First, we provide an evaluation for the 1D sinc,
and S3D datasets with the same parameters as presented in Sect. 3. For initial
conditions for the adaptive algorithms, we use p = 4, and n = p+1. The plots in
Fig. 3 report the different methods compression factors and run times in log-log
scale. The results in Fig. 3 further reinforce our finding of rational approxima-
tions generally outperforming their equivalent unweighted models, i.e. NURBS
are better than B-splines. It is also not surprising that the variants of our adap-
tive algorithm that split one knot span at a time (wg1, wl1) mostly provide
better compression factors (fewer control points), than the variants that split all
knot spans that violate the error bound. In fact, the flat portions of wga and ga
lines signify these methods ‘overshooting,’ or splitting more knots than needed.
In terms of run time, the rational local method is the worst performing among
all the tested methods. This is attributed to the overhead needed for solving the
constrained optimization problem which seems to outweigh the benefits gained
from a local solve. Moreover, since all methods start from the minimum num-
ber of control points, the local method, which refines the decoded curve from
previous iterations, does not fare well compared to methods that recompute the
whole model at every iterations. In order to support these claims, we conduct
an experiment where we compare the rational adaptive methods with increasing
number of input points. The plots in Fig. 4 show the performance of our ratio-
nal adaptive algorithms on the S3D 1D curve resampled at different domain
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Fig. 3. Adaptive algorithms comparison with varying error bounds. Solid lines are used
for the rational methods, while unweighted methods are depicted with dashed lines.

spacings, employing cubic spline interpolation, ε = 10−4, and n = 50 initial con-
trol points distributed uniformly along the resampled input domain. It is worth
noting, this initial number of control points was chosen arbitrarily without any
manual tuning. From the plots in Fig. 4, we can see that wg1 run time starts scal-
ing exponentially at 20k points. As the number of input points increases, while
the number of initial control points is kept constant, wg1 requires more itera-
tions to reach the desired fitting accuracy. Since each iteration contains global
rational encode and decode operations, wg1 iterations eventually become more
expensive than wl1 iterations, which are composed of constrained local rational
encode and decode operations.

Fig. 4. Rational adaptive approximation of resampled S3D curve.
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Fig. 5. Local adaptive algorithm steps on 1D (left) and 2D (right) sinc function using
a cubic (p = 3) NURBS model. The 3D plots on the right show the decoded surface
colored by the error magnitude |E|, while the plots on the left overlay the error curve
(red) with the input (black) and decoded (green) curves. First step: insert a knot
where the error is highest by removing (p− 1) control points (top row, red circles) and
adding p new control points (middle row, black circles), without changing the decoded
curve/surface. Second step: (bottom row) perform a local rational encode for the new
control points (black circles) with equality constraints for p boundary control points
(red circles). Repeat for next highest error location. (Color figure online)



Rational Approximation of Scientific Data 29

Second, we compare the six adaptive encoding methods on a 2D slice of
the S3D dataset, using AD for encoding, SLSQP as the optimization algorithm,
p = 4, and n = {10, 10}. These tests show all the methods presented in this paper
are directly generalizable to high dimensions, and are able to model real scientific
inputs (see Fig. 6). The results are presented in Table 1, and are consistent with
the results reported for 1D datasets, with the exception of high run time of the
wga and ga methods. This is due to the global encoding complexity scaling with
the number of control points.

Table 1. 2D S3D Dataset w/2.3 × 104 Input Points, Desired ε = 0.1

Methods Output Ctrl Pts Cmpr Fctr Actual SSE Actual NMSE Actual max(E) Time (s)

wga 2.1× 103 10.8 4.1× 105 5.2× 10− 2 3.0× 10−1 31899

ga 2.1× 103 10.8 7.2× 105 9.1× 10−2 4.0× 10−1 700

wg1 3.6× 102 65.8 9.4× 105 1.1× 10−1 3.1× 10−1 233

g1 4.0× 102 59.4 1.1× 106 1.4× 10−1 3.2× 10−1 34

wl1 6.2× 102 38.0 7.5× 105 9.4× 10−2 2.9× 10−1 559

l1 6.2× 102 38.0 9.5× 105 1.2× 10−1 3.2× 10−1 129

The results of a sample run of our local adaptive algorithm on S3D is shown
in Fig. 6. The encoded model is able to capture rapid changes in the input field
by increasing knot and control point resolution in high turbulence regions.

Fig. 6. A visualization of a decoded model for S3D 2D slice. Left, the decoded surface
colored by error magnitude, with the control mesh (black) offset upwards for clarity.
Right, the decoded surface projected on a 2D image, with the knot locations grid
depicted as dotted lines.

The main limitation of the methods presented here, which stems from adopt-
ing the standard NURBS model, is their reliance on tensor products of basis
function for each domain dimension. While this leads to added cost in terms of



30 Y. S. G. Nashed et al.

extra memory/computation, generally, it results in calculations that can be very
easily vectorized. Furthermore, the approximation accuracy should benefit from
the overall increased degrees of freedom. The implication of the tensor product
formulation for adaptive algorithms is that it requires additional hyper planes of
control points in every domain dimension when splitting just one knot span. We
are currently working on a T-Splines [2] extension to our work that is compatible
with the local adaptive algorithm presented here. The T-Spline formulation will
restrict the added control points to the edges of the local region being refined.
We are also investigating hybrid local refinement techniques, in which multiple
subdomains can be solved in parallel as long as they do not overlap in the uncon-
strained control points. Additionally, since the quality of the model depends on
the nature of the input dataset, we are researching methods for determining
initial conditions (parameterization function, knot spacing, number of control
points, fitting degree) based on properties of the input data.

5 Conclusion

This paper is primarily concerned with rational approximations, which we show
to fit input data more precisely and compactly compared to unweighted ones.
Here, we solve a nonlinear problem of finding NURBS optimal control point
locations and their associated weights that accurately approximate given input
points to user-set error bounds. Additionally, by taking advantage of the local
support property of NURBS, we developed an algorithm that is able to locally
refine a given approximation on a subset of the input domain. This effectively
reduces the computational burden by restricting the iterative gradient-based
optimization locally in subdomains of both the approximation and the input
domains, and naturally lends the algorithm to a parallel implementation [25].
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Abstract. Tensor contraction is an important mathematical operation
for many scientific computing applications that use tensors to store mas-
sive multidimensional data. Based on the Loops-over-GEMMs (LOG) app-
roach, this paper discusses the design of high-performance algorithms
for the mode-q tensor-vector multiplication using efficient implementa-
tions of the matrix-vector multiplication (GEMV). Given dense tensors
with any non-hierarchical storage format, tensor order and dimensions,
the proposed algorithms either directly call GEMV with tensors or recur-
sively apply GEMV on higher-order tensor slices multiple times. We analyze
strategies for loop-fusion and parallel execution of slice-vector multiplica-
tions with higher-order tensor slices. Using OpenBLAS, our parallel imple-
mentation attains 34.8 Gflops/s in single precision on a Core i9-7900X
Intel Xeon processor. Our parallel version of the tensor-vector multipli-
cation is on average 6.1x and up to 12.6x faster than state-of-the-art
approaches.

1 Introduction

Numerical multilinear algebra has become ubiquitous in many scientific domains
such as computational neuroscience, pattern recognition, signal processing and
data mining [4,11]. Tensors representing large amount of multidimensional data
are decomposed and analyzed with the help of basic tensor operations where the
contraction of tensors plays a central role [5,6]. To support numeric computa-
tions, the development and analysis of high-performance kernels for the tensor
contraction have gained greater attention. Based on the Transpose-Transpose-
GEMM-Transpose (TGGT) approach, [2,13] reorganize tensors in order to perform a
tensor contraction with an optimized matrix-matrix multiplication (GEMM) imple-
mentation. A more recent method, GEMM-like Tensor-Tensor Multiplication (GETT),
is to design algorithms according to high-performance GEMM [1,9,14]. Other meth-
ods are based on the LOG approach in which algorithms utilize GEMM with mul-
tiple tensor slices [7,10,12]. Focusing on class 3 compute-bound tensor contrac-
tions with free tensor indices, most implementations of the above mentioned
approaches reach near peak performance of the computing machine [9,12,14].

In this work, we design and analyze high-performance algorithms for the
tensor-vector multiplication that is used in many numerical algorithms, e.g. the

c© Springer Nature Switzerland AG 2019
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higher-order power method [2,5,6]. Our analysis is motivated by the observation
that implementations for class 3 tensor contractions do not perform equally well
for tensor-vector multiplications. Our approach is akin to the one proposed in
[7,12] but targets the utilization of general matrix-vector multiplication routines
(GEMV) using OpenBLAS [15] without code generation. We present new recursive
in-place algorithms that compute the tensor-vector multiplication by executing
GEMV with slices and fibers of tensors. Moreover, except for few corner cases,
we demonstrate that in-place tensor-vector multiplications with any contraction
mode can be implemented with one recursive algorithm using multiple slice-
vector multiplications and only one GEMV parameter configuration. For parallel
execution, we propose a variable loop fusion method with respect to the slice
order of slice-vector multiplications. Our algorithms support dense tensors with
any order, dimensions and any non-hierarchical layouts including the first- and
the last-order storage formats for any contraction mode. We have quantified the
impact of the tensor layout, tensor slice order and parallel execution of slice-
vector multiplications with varying contraction modes. The runtime measure-
ments of our implementations are compared with those presented in [1,9,14]. In
summary, the main findings of our work are:

– A tensor-vector multiplication is implementable by an in-place algorithm with
1 DOT and 7 GEMV parameter configurations supporting all combinations of con-
traction mode, tensor order, dimensions and non-hierarchical storage format
validating the second recipe in [10] with a precise description.

– Algorithms with variable loop fusion and parallel slice-vector multiplications
can achieve the peak performance of a GEMV with large slice dimensions. The
use of order-2 tensor slices helps to retain the performance at a peak level.

– A LOG-based implementation is able to compute a tensor-vector product faster
than TTGT- and GETT-based implementations that have been described in [1,9,
14]. Using symmetrically shaped tensors, an average speedup of 3 to 6x for
single and double precision floating point computations can be achieved.

The remainder of the paper is organized as follows. Section 2 presents related
work. Section 3 introduces the terminology used in this paper and defines the
tensor-vector multiplication. Algorithm design and methods for parallel execu-
tion is discussed in Sect. 4. Section 5 describes the test setup and discusses the
benchmark results in Sect. 6. Conclusions are drawn in Sect. 7.

2 Related Work

The authors in [10] discuss the efficient tensor contractions with highly optimized
BLAS. Based on the LOG approach, they define requirements for the use of GEMM for
class 3 tensor contractions and provide slicing techniques for tensors. The slicing
recipe for the class 2 categorized tensor contractions contains a short description
with a rule of thumb for maximizing performance. Runtime measurements cover
class 3 tensor contractions.
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The work in [7] presents a framework that generates in-place tensor-matrix
multiplication according to the LOG approach. The authors present two strategies
for efficiently computing the tensor contraction applying GEMMs with tensors.
They report a speedup of up to 4x over the TTGT-based MATLAB tensor toolbox
library discussed in [2]. Although many aspects are similar to our work, the
authors emphasize the code generation of tensor-matrix multiplications using
high-performance GEMM’s.

The authors of [14] present a tensor-contraction generator TCCG and the GETT

approach for dense tensor contractions that is inspired from the design of a high-
performance GEMM. Their unified code generator selects implementations from
generated GETT, LoG and TTGT candidates. Their findings show that among 48 dif-
ferent contractions 15% of LoG based implementations are the fastest. However,
their tests do not include the tensor-vector multiplication where the contraction
exhibits at least one free tensor index.

Using also the GETT approach, the author presents in [9] a runtime flexible
tensor contraction library. He describes block-scatter-matrix algorithm which
uses a special layout for the tensor contraction. The proposed algorithm yields
results that feature a similar runtime behavior to those presented in [14].

3 Background

Notation. An order-p tensor is a p-dimensional array or hypermatrix with p
modes [8]. For instance, scalars, vectors and matrices are order-0, order-1 and
order-2 tensors. We write a, a, A and A in order to denote scalars, vectors,
matrices and tensors. In general we will assume the order of a tensor to be p and
explicitly mention it otherwise. Each dimension nr of the r-th mode shall satisfy
nr > 1. The p-tuple n with n = (n1, n2, . . . , np) will be referred to as a dimension
tuple. We will use round brackets A(i1, i2, . . . , ip) or A(i) together with a multi-
index i = (i1, i2, . . . , ip) to identify tensor elements. The set of all multi-indices
of a tensor is denoted by I which is defined as the Cartesian product of all index
sets Ir = {1, . . . , nr}. The set J = {0, . . . , n̄ − 1} contains (relative) memory
positions of an order-p tensor with n̄ = n1 ·n2 · · · np contiguously stored elements
with |I| = |J |. A subtensor denoted by A′ shall reference or view a subset of
tensor elements where the references are specified in terms of p index ranges.
The r-th index range shall be given by an index pair denoted by fr : lr with
1 ≤ fr ≤ lr ≤ nr. We will use : r to specify a range with all elements of the
r-th index set. A subtensor is an order-p′ slice if all modes of the corresponding
order-p tensor are selected either with a full index range or a single index where
p′ with p′ ≤ p is the number of all non-singleton dimensions. A fiber is a tensor
slice with only one dimension greater than 1.

Non-Hierarchical Storage Formats and Memory Access. Given a dense
order-p tensor, we use a layout tuple π ∈ N

p to encode non-hierarchical storage
formats such as the well known first-order or last-order layout. They contain
permuted tensor modes whose priority is given by their index. For 1 ≤ k ≤ p,
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an element πr of k-order layout tuple is defined as k − r + 1 if 1 < r ≤ k and r
in any other case. The well-known first- and last-order storage formats are then
given by πF = (1, 2, . . . , p) and πL = (p, p − 1, . . . , 1). Given a layout tuple π
with p modes, the πr-th element of a stride tuple is given by

wπr
= nπ1 · nπ2 · · · nπr−1 for 1 < r ≤ p. (1)

With wπ1 = 1, tensor elements of the π1-th mode are contiguously stored in
memory. In contrast to hierarchical storage formats, all tensor elements with
one differing multi-index element exhibit the same stride.

The location of tensor elements within the allocated memory space is deter-
mined by the storage format of a tensor and the corresponding layout function.
For a given layout and stride tuple, a layout function λw : I → J maps a
multi-index to a scalar index according to

λw(i) =
p∑

r=1

wr(ir − 1) (2)

With j = λw(i) being the relative memory position of an element with a multi-
index i, reading from and writing to memory is accomplished with j and the
first element’s address of A.

Tensor-Vector Multiplication. Let A be an order-p input tensor with a
dimension tuple n = (n1, . . . , nq, . . . , np) and let b be a vector of length nq

with p > 1. Let C be a tensor with p − 1 modes with a dimension tuple m =
(n1, . . . , nq−1, nq+1, . . . , np). A mode-q tensor-vector multiplication is denoted
by C = A ×q b where

ci1,...,iq−1,iq+1,...,ip =
nq∑

iq=1

ai1,...,iq,...,ip · biq (3)

is an element of C. Equation (3) is an inner product of a fiber of A and b.
The mode q is its contraction mode. We additionally term π as the layout tuple
of the input tensor A with a stride tuple w that is given by Eq. (1). With no
transposition of A or C, elements of the layout tuple ϕ of the mode-q tensor-
vector product C are given by

ϕj =

{
πk if πk < πq

πk − 1 if πk > πq

and j =

{
k if k < q

k − 1 if k > q
(4)

for k = 1, . . . , p. The stride tuple v is given by Eq. (1) using the shape m and
permutation tuple ϕ of C.

4 Algorithm Design

4.1 Standard Algorithms with Contiguous Memory Access

The control and data flow of the basic tensor-vector multiplication algorithm
implements Eq. (3) with a single function. It uses tree recursion with a control
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1 tensor times vector recursive(A,b,C,n, i, q, q̂, r)
2 if r = q̂ then
3 tensor times vector recursive(A,b,C,n, i, q, q̂, r − 1)
4 else if r > 1 then
5 for iπr ← 1 to nπr do
6 tensor times vector recursive(A,b,C,n, i, q, q̂, r − 1)

7 else
8 for iq ← 1 to nq do
9 for iπ1 ← 1 to nπ1 do

10 C(i1, . . . , iq−1, iq+1, . . . , ip) += A(i1, . . . , iq, . . . , ip) · b(iq)

Algorithm 1. Recursive implementation of the tensor-vector multiplication starting
with r = p for p ≥ 2 and 1 ≤ π1 �= q ≤ p with better data locality for large dimensions.
Iteration along mode q̂ with q̂ = (π−1)q is moved into the inner-most recursion level.

flow akin to one of Algorithm1 in [3]. Instead of combining two scalars element-
wise in the inner-most loop, the tensor-vector multiplication algorithm computes
an inner product and skips the iteration over the q-th index set, i.e. the q-th loop.
The algorithm supports tensors with arbitrary order, dimensions and any non-
hierarchical storage format. However, it accesses memory non-contiguously if
the storage format does not prioritize the q-th mode with π1 �= q and wq > 1,
see Eq. (1). The access pattern can be enhanced by modifying the tensor lay-
out, i.e reordering tensor elements according to the storage format. A reordering
however, limits its overall performance of the contraction operation [12].

As proposed in [3], elements can be accessed according to the storage format
using a permutation tuple. In this way, the desired index set for a given recursion
level can be selected. By inserting the q-th (contraction) loop into an already
existing branch for r > 1 additionally simplifies the algorithm’s control-flow.
Yet the loop-reordering forces the first n̄k−1 =

∏k−1
r=1 nπr

elements of C to be
accessed nq-times with πk = q. If the number of reaccessed elements exceeds the
last-level cache size, cache missus occur resulting in a poor performance of the
algorithm with longer execution times.

Algorithm 1 mproves the data locality if the number of elements n̄k−1 exceeds
the cache size. By nesting the π1-th loop inside the iq-th loop, the function
only reuses nπ1 elements. This is done by inserting an if-statement at the very
beginning of the function which skips the q-th loop when r = q̂ with q̂ = (π−1)q

where q̂ is the index position of q within π. The proposed algorithm constitutes
the starting point for BLAS utilization.

4.2 Extended Algorithms Utilizing BLAS

The number of reused elements in Algorithm 1 can be further minimized by
tiling the inner-most loops. Instead of applying loop transformations as proposed
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Table 1.

Case Order p Layout π Mode q Routine FORMAT M N LDA

1 1 - 1 DOT - n1 - -

2 2 (1, 2) 1 GEMV ROW n2 n1 n1

3 2 (1, 2) 2 GEMV COL n1 n2 n1

4 2 (2, 1) 1 GEMV COL n2 n1 n2

5 2 (2, 1) 2 GEMV ROW n1 n2 n2

6 >2 any π1 GEMV ROW n̄q nq nq

7 >2 any πp GEMV COL n̄q nq n̄q

8 >2 any π2, π3, . . . , πp−1 GEMV* COL n̂q nq n̂q

Parameter configuration of the DOT- and GEMV with eight cases executing a
tensor-vector multiplication with respect to the order p, layout π and contrac-
tion mode q. All three parameters determine the values of FORMAT, M, N and LDA.
GEMV* denotes a multiple execution of GEMV with different tensor slices. In case
of order-2 and order-q̂ slices, the number of rows must be equal to n̂q = nπ1

and n̂q = wq, respectively. The number of rows for case 6 and 7 is given by
n̄q =

∏p
r=1 nr/nq.

in [9,14], we apply highly optimized routines to fully or partly execute tensor
contractions as it is done in [7,12] for class 3 tensor operations. The function
and parameter configurations for the tensor multiplication can be divided into
eight cases.

Case 1 (p = 1): The tensor-vector product A ×1 b can be computed with a
DOT operation aTb where A is an order-1 tensor, i.e. a vector a of length n1.

Case 2–5 (p = 2): Let A be an order-2 tensor, i.e. matrix with dimensions
n1 and n2. If m = 2 and if A is stored according to the column-major π =
(1, 2) or row-major format π = (2, 1), the tensor-vector multiplication can be
trivially executed by a GEMV routine using the tensor’s storage format. The two
remaining cases for m = 1 require an interpretation of the order-2 tensor. In
case of the column-major format π = (1, 2), the tensor-vector product can be
computed with a GEMV routine, interpreting the columns of the matrix as rows
with permuted dimensions. Analogously, a GEMV routine executes a tensor-vector
multiplication with π = (2, 1).

Case 6–7 (p > 2): General tensor-vector multiplications with higher-order
tensors execute the GEMV routine multiple times over different slices of the tensor.
There are two exceptions to the general case. If π1 = q, a single GEMV routine is
sufficient for any storage layout. The tensor can be interpreted as a matrix with
n̄q =

∏p
r=1 nr/nq rows and nq columns. The leading dimension LDA for π1 = q is

nq. Tensor fibers with contiguously stored elements are therefore interpreted as
matrix rows. In case of πp = q, the leading dimension LDA is given by n̄q where all
fibers with the exception of the dimension πp are interpreted as matrix columns.
The interpretation of tensor objects does not copy data elements.



38 C. Bassoy

Case 8 (p > 2): For the last case with π1 �= q and πp �= q, we provide two
methods that loop over tensor slices. Lines 8 to 10 of Algorithm 1 perform a
slice-vector multiplication of the form c′ = A′ ·b. It is executed with a GEMV with
no further adjustment of the algorithm. The vector c′ denotes a fiber of C with
nu elements and A′ denotes an order-2 slice of A with dimensions nu and nv

such that

A′ = A(i1, . . . , :u, . . . , :v, . . . , ip) and c′ = C(i1, . . . , :u, . . . , ip) (5)

where u = π1 and v = q or vice versa. Algorithm 1 needs a minor modification
in order to loop over order-q̂ slices. With q̂ = (π−1)q, the conditions in line 2
and 4 are changed to 1 < r ≤ q̂ and q̂ < r, respectively. The modified algorithms
therefore omits the first q̂ modes π1, . . . , πq̂ including πq̂ = q where all elements of
an order-q̂ slice are contiguously stored. Choosing the first-order storage format
for convenience, the order-q̂ and order-(q̂ − 1) slices of both tensors are given by

A′ = A( :1, . . . , :q, iq+1, . . . , ip) and C′ = C( :1, . . . , :q−1, iq+1, . . . , ip). (6)

The fiber c′ of length wq = n1 · n2 · · · nq−1 is the one-dimensional interpretation
of C′ and the order-2 slice A′ with dimensions wq and nq the two-dimensional
interpretation of A′. The slice-vector multiplication in this case can be per-
formed with a GEMV that interprets the order-q̂ slices as order-2 according to the
description. Table 1 summarizes the call parameters of the DOT or GEMV for all
order, storage format and contraction mode combinations.

4.3 Parallel Algorithms with Slice-Vector Multiplications

A straight-forward approach for generating a parallel version of Algorithm 1 is to
divide the outer-most πp-th loop into equally sized iterations and execute them in
parallel using the OpenMP parallel for directive [3]. With no critical sections and
synchronization points, all threads within the parallel region execute their own
sequential slice-vector multiplications. The outer-most dimension nπp

determines
the degree of parallelism, i.e. the number of parallel threads executing their own
instruction stream.

Fusing additional loops into a single one improves the degree of parallelism.
The number of fusible loops depends on the tensor order p and contraction mode
q of the tensor-vector multiplication with q̂ = (π−1)q. In case of mode-q slice-
vector multiplications, loops πq̂+1, . . . , πp are not involved in the multiplications
and can be transformed into one single loop. For mode-2 slice-vector multiplica-
tions all loops except π1 and πq̂ can be fused. When all fusible loops are lexically
present and both parameters are known before compile time, loop fusion and
parallel execution can be easily accomplished with the OpenMP collapse direc-
tive. The authors of [7] use this approach to generate parallel tensor-matrix
functions.

With variable number of dimensions and a variable contraction mode, the
iteration count of slice-vector multiplications and the slice selection needs to be
determined at compile or run time. If n̄ is the number of tensor elements of A, the
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total number of slice-vector multiplications with mode-q̂ slices is given by n̄′ =
n̄/wq. Using Eq. (1), the strides for the iteration are given by wπq̂+1 for A and
vπq̂

for C. In summary, one single parallel outer loop with an iteration count n̄′

and an increment variable j iteratively calls mode-q̂ slice-vector multiplications
with adjusted memory location j ·wπq̂+1 and j ·vπq̂

for A and C, respectively. The
degree of parallelism

∏p
r=q̂+1 nr decreases with increasing q̂ and corresponds for

q̂ = p− 1 to the first parallel version. Tensor-vector multiplications with mode-2
slice-vector multiplications are further optimized by fusing additional q̂−2 loops.

5 Experimental Setup

Computing System. The experiments were carried out on a Core i9-7900X
Intel Xeon processor with 10 cores and 20 hardware threads running at 3.3 GHz.
It has a theoretical peak memory bandwidth of 85.312 GB/s resulting from four
64-bit wide channels with a data rate of 2666MT/s. The sizes of the L3-cache and
each L2-cache are 14 MB and 1024 KB. The source code has been compiled with
GCC v7.3 using the highest optimization level -Ofast and -march=native, -pthread
and -fopenmp. Parallel execution for the general case (8) has been accomplished
using GCC’s implementation of the OpenMP v4.5 specification. We have used the
DOT and GEMV implementation of the OpenBLAS library v0.2.20. The benchmark
results of each function are the average of 10 runs.

Tensor Shapes. We have used asymmetrically-shaped and symmetrically-
shaped tensors in order to provide a comprehensive test coverage. Setup 1 per-
forms runtime measurements with asymmetrically-shaped tensors. Their dimen-
sion tuples are organized in 10 two-dimensional arrays Nq with 9 rows and 32
columns where the dimension tuple nr,c of length r + 1 denotes an element
Nq(r, c) of Nq with 1 ≤ q ≤ 10. The dimension nr,c(i) of Nq is 1024 if i = 1,
c · 215−r if i = min(r + 1, q) and 2 for any other index i with 1 < q ≤ 10. The
dimension nr,c(i) of N1 is given by c · 215−r if i = 1, 1024 if i = 2 and 2 for
any other index i. Dimension tuples of the same array column have the same
number of tensor elements. Please note that with increasing tensor order (and
row-number), the contraction mode is halved and with increasing tensor size,
the contraction mode is multiplied by the column number. Such a setup enables
an orthogonal test-set in terms of tensor elements ranging from 225 to 229 and
tensor order ranging from 2 to 10. Setup 2 performs runtime measurements with
symmetrically-shaped tensors. Their dimension tuples are organized in one two-
dimensional array M with 6 rows and 8 columns where the dimension tuple mr,c

of length r + 1 denotes an element M(r, c) of M. For c = 1, the dimensions of
mr,c are given by 212, 28, 26, 25, 24 and 23 with descending row number r from
6 to 1. For c > 1, the remaining dimensions are given by mr,c = mr,c +k · (c−1)
where k is 29, 25, 23, 22, 2, 1 with descending row number r from 6 to 1. In
this setup, shape tuples of a column do not yield the same number of subtensor
elements.



40 C. Bassoy

Fig. 1. Schematic contour view of the following average performance maps for the
tensor-vector multiplication with tensors that are stored according to the first-order
storage format. Each case x in Table 1 affects a different region x within the performance
map. Performance values are the arithmetic mean over the set of tensor sizes with 32
and 8 elements in case of the first and second test setup, respectively. Contraction
mode q = p for q > p where p is the tensor order.

Performance Maps. Measuring a single tensor-vector multiplication with the
first setup produces 2880 = 9 × 32 × 10 runtime data points where the tensor
order ranges from 2 to 10, with 32 shapes for each order and 10 contraction
modes. The second setup produces 336 = 6 × 8 × 7 data points with 6 tensor
orders ranging from 2 to 7, 8 shapes for each order and 7 contraction modes.
Similar to the findings in [3], we have observed a performance loss for small
dimensions of the mode with the highest priority. The presented performance
values are the arithmetic mean over the set of tensor sizes that vary with the
tensor order and contraction mode resulting in a three dimensional performance
plot. A schematic countour view of the plots is given in Fig. 1 which is divided
into 5 regions. The cases 2, 3, 6 and 7 generate performance values within the
regions 2, 3, 6 and 7 where only a single parallel GEMV is executed, see Table 1.
Please note that the contraction mode q is set to the tensor order p if q > p.
Performance values within region 8 result from case 8 which executes GEMV’s with
tensor slices in parallel.

The following analysis considers four parallel versions SB-P1, LB-P1, SB-PN and
LB-PN. SB (small-block) and LB (large-block) denote parallel slice-vector multipli-
cations where each thread recursively calls a single-threaded GEMV with mode-2
and mode-q̂ slices, respectively. P1 uses the outer-most dimension np for parallel
execution whereas PN applies loop fusion and considers all fusible dimensions for
parallel execution.

6 Results and Discussion

Matrix-Vector Multiplication. Figure 2 shows average performance values
of the four versions SB-P1, LB-P1, SB-PN and LB-PN with asymmetrically-shaped
tensors. In case 2 (region 2), the shape tuple of the two-order tensor is equal to
(n2, n1) where n2 is set to 1024 and n1 is c · 214 for 1 ≤ c ≤ 32. In case 6 (region
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Fig. 2. Average performance maps of four tensor-vector multiplications with vary-
ing tensor orders p and contraction modes q. Tensor elements are encoded in single-
precision and stored contiguously in memory according to the first-order storage format.
Tensors are asymmetrically-shaped with dimensions.

6), the p-order tensor is interpreted as a matrix with a shape tuple (n̄1, n1) where
n1 is c · 215−r for 1 ≤ c ≤ 32 and 2 < r < 10. The mean performance averaged
over the matrix sizes is around 30 Gflops/s in single-precision for both cases.
When p = 2 and q > 1, all functions execute case 3 with a single parallel GEMV

where the 2-order tensor is interpreted as a matrix in column-major format with
a shape tuple (n1, n2). In this case, the performance is 16 Gflops/s in region 3
where the first dimension of the 2-order tensor is equal to 1024 for all tensor
sizes. The performance of GEMV increases in region 7 with increasing tensor order
and increasing number of rows n̄q of the interpreted p-order tensor. In general,
OpenBLAS’s GEMV provides a sustained performance around 31 Gflops/s in single
precision for column- and row-major matrices. However, the performance drops
with decreasing number of rows and columns for the column-major and row-
major format. The performance of case 8 within region 8 is analyzed in the next
paragraph.

Slicing and Parallelism. Functions with P1 run with 10 Gflops/s in region 8
when the contraction mode q is chosen smaller than or equal to the tensor order
p. The degree of parallelism diminishes for np = 2 as only 2 threads sequentially
execute a GEMV. The second method PN fuses additional loops and is able to
generate a higher degree of parallelism. Using the first-order storage format, the
outer dimensions nq+1, . . . , np are executed in parallel. The PN version speeds up
the computation by almost a factor of 4x except for q = p− 1. This explains the
notch in the left-bottom plot when q = p − 1 and np = 2.
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Fig. 3. Average performance maps of tensor-vector multiplication implementations
using asymmetrically-shaped (top) and symmetrically-shaped (bottom) tensors with
varying contraction modes and tensor order. Tensor elements are encoded in single-
precision and stored contiguously in memory according to the first-order storage
format.

In contrast to the LB slicing method, SB is able to additionally fuse the inner
dimensions with their respective indices 2, 3, . . . , p − 2 for q = p − 1. The perfor-
mance drop of the LB version can be avoided, resulting in a degree of parallelism
of

∏p
r=2 nr/nq. Executing that many small slice-vector multiplications with a

GEMV in parallel yields a mean peak performance of up to 34.8 (15.5) Gflops/s
in single (double) precision. Around 60% of all 2880 measurements exhibit at
least 32 Gflops/s that is GEMV’s peak performance in single precision. In case
of symmetrically-shaped tensors, both approaches achieve similar results with
almost no variation of the performance achieving up on average 26 (14) Gflops/s
in single (double) precision.

Tensor Layouts. Applying the first setup configuration with asymmetrically-
shaped tensors, we have analyzed the effects of the blocking and paralleliza-
tion strategy. The LB-PN version processes tensors with different storage formats,
namely the 1-, 2-, 9- and 10-order layout. The performance behavior is almost
the same for all storage formats except for the corner cases q = π1 and q = πp.
Even the performance drop for q = p − 1 is almost unchanged. The standard
deviation from the mean value is less than 10% for all storage formats. Given a
contraction mode q = πk with 1 < k < p, a permutation of the inner and outer
tensor dimensions with their respective indices π1, . . . , πk−1 and πk+1, . . . , πp

does influence the runtime where the LB-PN version calls GEMV with the values wm

and nm. The same holds true for the outer layout tuple.
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Fig. 4. Relative average performance maps of tensor-vector multiplication implemen-
tations using asymmetrically (top) and symmetrically (bottom) shaped tensors with
varying contraction modes and tensor order. Relative performance (speedup) is the
performance ratio of TLIB-SB-PN (top) and TLIB-LB-PN (bottom) to TBLIS, TCL and
EIGEN, respectively. Tensor elements are encoded in single-precision and stored con-
tiguously in memory according to the first-order storage format.

Comparison with Other Approaches. The following comparison includes
three state-of-the-art libraries that implement three different approaches. The
library TCL (v0.1.1) implements the (TTGT) approach with a high-perform tensor-
transpose library HPTT which is discussed in [14]. TBLIS (v1.0.0) implements the
GETT approach that is akin to BLIS’s algorithm design for matrix computations
[9]. The tensor extension of EIGEN (v3.3.90) is used by the Tensorflow framework
and performs the tensor-vector multiplication in-place and in parallel with con-
tiguous memory access [1]. TLIB denotes our library that consists of sequential
and parallel versions of the tensor-vector multiplication. Numerical results of
TLIB have been verified with the ones of TCL, TBLIS and EIGEN.

Figure 3 illustrates the average single-precision Gflops/s with asymmetrically-
and symmetrically-shaped tensors in the first-order storage format. The runtime
behavior of TBLIS and EIGEN with asymmetrically-shaped tensors is almost con-
stant for varying tensor sizes with a standard deviation ranging between 2%
and 13%. TCL shows a different behavior with 2 and 4 Gflops/s for any order
p ≥ 2 peaking at p = 10 and q = 2. The performance values however deviate
from the mean value up to 60%. Computing the arithmetic mean over the set
of contraction modes yields a standard deviation of less than 10% where the
performance increases with increasing order peaking at p = 10. TBLIS performs
best for larger contraction dimensions achieving up to 7 Gflops/s and slower run-
times with decreasing contraction dimensions. In case of symmetrically-shaped
tensors, TBLIS and TCL achieve up to 12 and 25 Gflops/s in single precision with
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a standard deviation between 6% and 20%, respectively. TCL and TBLIS behave
similarly and perform better with increasing contraction dimensions. EIGEN exe-
cutes faster with decreasing order and increasing contraction mode with at most
8 Gflops/s at p = 2 and q ≥ 2.

Figure 4 illustrates relative performance maps of the same tensor-vector mul-
tiplication implementations. Comparing TCL performance, TLIB-SB-PN achieves
an average speedup of 6x and more than 8x for 42% of the test cases with
asymmetrically shaped tensors and executes on average 5x faster with sym-
metrically shaped tensors. In comparison with TBLIS, TLIB-SB-PN computes the
tensor-vector product on average 4x and 3.5x faster for asymmetrically and sym-
metrically shaped tensors, respectively.

7 Conclusion and Future Work

Based on the LOG approach, we have presented in-place and parallel tensor-vector
multiplication algorithms of TLIB. Using highly-optimized DOT and GEMV routines
of OpenBLAS, our proposed algorithms is designed for dense tensors with arbi-
trary order, dimensions and any non-hierarchical storage format. TLIB’s algo-
rithms either directly call DOT, GEMV or recursively perform parallel slice-vector
multiplications using GEMV with tensor slices and fibers.

Our findings show that loop-fusion improves the performance of TLIB’s par-
allel version on average by a factor of 5x achieving up to 34.8/15.5 Gflops/s in
single/double precision for asymmetrically shaped tensors. With symmetrically
shaped tensors resulting in small contraction dimensions, the results suggest that
higher-order slices with larger dimensions should be used. We have demonstrated
that the proposed algorithms compute the tensor-vector product on average 6.1x
and up to 12.6x faster than the TTGT-based implementation provided by TCL. In
comparison with TBLIS, TLIB achieves speedups on average of 4.0x and at most
10.4x. In summary, we have shown that a LOG-based tensor-vector multiplication
implementation can outperform current implementations that use a TTGT and
GETT approaches.

In the future, we intend to design and implement the tensor-matrix multi-
plication with the same requirements also supporting tensor transposition and
subtensors. Moreover, we would like to provide an in-depth analysis of LOG-based
implementations of tensor contractions with higher arithmetic intensity.

Project and Source Code Availability. TLIB has evolved from the Google
Summer of Code 2018 project for extending Boost’s uBLAS library with ten-
sors. The sequential tensor-vector multiplication of TLIB is part of Boost uBLAS

v1.70.0. Parallel versions with results can be found at https://github.com/
bassoy/ttv.
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Abstract. During the last century, X-ray science has enabled break-
through discoveries in fields as diverse as medicine, material science or
electronics, and recently, ptychography has risen as a reference imaging
technique in the field. It provides resolutions of a billionth of a meter,
macroscopic field of view, or the capability to retrieve chemical or mag-
netic contrast, among other features. The goal of ptychography is to
reconstruct a 2D visualization of a sample from a collection of diffrac-
tion patterns generated from the interaction of a light source with the
sample. Reconstruction involves solving a nonlinear optimization prob-
lem employing a large amount of measured data—typically two orders of
magnitude bigger than the reconstructed sample—so high performance
solutions are normally required. A common problem in ptychography is
that the majority of the flux from the light sources is often discarded to
define the coherence of an illumination. Gradient Decomposition of the
Probe (GDP) is a novel method devised to address this issue. It provides
the capability to significantly improve the quality of the image when par-
tial coherence effects take place, at the expense of a three-fold increase of
the memory requirements and computation. This downside, along with
the fine-grained degree of parallelism of the operations involved in GDP,
makes it an ideal target for GPU acceleration. In this paper we propose
the first high performance implementation of GDP for partial coherence
X-ray ptychography. The proposed solution exploits an efficient data lay-
out and multi-gpu parallelism to achieve massive acceleration and effi-
cient scaling. The experimental results demonstrate the enhanced recon-
struction quality and performance of our solution, able process up to 4
million input samples per second on a single high-end workstation, and
compare its performance with a reference HPC ptychography pipeline.

1 Introduction

Ptychography [1] permits imaging macroscopic specimens at nanometer wave-
length resolutions while retrieving chemical, magnetic or atomic information
c© Springer Nature Switzerland AG 2019
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about the sample. It has proven to be a remarkably robust technique for the
characterization of nano materials, and it is currently used in scientific fields as
diverse as condensed matter physics [2], cell biology [3], materials science [4] and
electronics [5], among others. Ptychography is based on recording the distribu-
tion of the diffraction patterns produced by the interaction of an X-ray beam
(illumination) with a sample. The diffracted signal contains information about
features much smaller than the size of the beam, making it possible to achieve
higher resolutions than with standard scanning transmission techniques. Only
the intensities of the diffracted illumination are measured, and one has to retrieve
the corresponding phases to be able to reconstruct an image of the sample. To
solve this problem, diffraction patterns are obtained from overlapping regions
of the sample, producing a redundancy that can be used to recover the original
phases of the signal.

Fig. 1. Overview of a ptychography experiment and reconstruction. An illumination
source (X-ray beam) consecutively scans regions of the sample to produce a stack of
phase-less intensities. The stack and the geometry of the measurements are fed to an
iterative solver that retrieves the phases and reconstructs an image of the original
sample.

An overview of ptychography is depicted in Fig. 1. First, a sample is repet-
itively scanned with an X-ray beam, producing diffraction patterns that are
recorded on a 2D detector. Each measurement is stored as a frame, and its exact
location in the sample is also registered. Secondly, the stack of frames and the
measurements’ geometries are fed to a non-linear iterative solver that recovers
the phases of the measurements. The solver optimizes based on two main con-
straints: (1) the match between overlapping regions of the frames, and (2) the
match with a given model for the data. After the solver reaches an exit condition,
the output is the overlap of the stack of frames (now with phases) in their cor-
responding geometries. This overlap corresponds to the 2D reconstructed image
of the sample.
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Normally, the ptychography reconstruction problem can only be solved if the
illumination employed is coherent. The (spatial) coherence of an illumination
defines how correlated are different points of its wavefront. To achieve higher
coherence, X-ray microscopes employ apertures to filter the illumination, pro-
ducing an homogeneous wavefront where different points are virtually identical
in phase and amplitude. This solution wastes the majority of the X-ray flux,
which is left behind the aperture. Overall, research institutions employ consider-
able resources to produce brighter X-ray sources, while over 90% of the photons
are discarded to produce a coherent illumination.

A recent study from the CAMERA team at the Lawrence Berkeley National
Laboratory (LBNL) proposed a novel algorithm that allows a ptychographic
reconstruction with an incoherent source of illumination. The new algorithm,
named Gradient Decomposition of the Probe (GDP) [6], has been proven to
achieve successful reconstructions with significantly incoherent illuminations.
The GDP algorithm also allows for a faster experimental data acquisition time:
having more flux means you need less exposure time which can accelerate the
whole measuring process up to an order of magnitude.

The benefits of GDP come at the expense of a remarkable increase in arith-
metic operations and memory requirements with respect to a problem that is
already computationally expensive. In ptychography, the stack of frames is nor-
mally two orders of magnitude bigger than the image reconstructed, and it is
employed in practically all the operations of the solver. The GDP algorithm
employs additional variables that require a three-fold increase of the memory
footprint and computation with respect to baseline ptychography. On top of
that, GDP employs an additional sub-solver that iteratively refines the illumi-
nation at every iteration. On the bright side, the operations employed in both
baseline and GDP ptychography present high fine-grained parallelism and few
dependencies. This parallelism is usually exploited in ptychographic reconstruc-
tions, frequently employing many-core accelerators, such as GPUs [7–9].

In this paper we propose the first high performance implementation of a
partial coherent ptychography solution using GDP. We design an implemen-
tation that exploits the GDP parallelism and data requirements, making use
of multiple GPU devices to achieve state-of-the-art reconstruction times. We
compare the performance of the proposed implementation with that of baseline
SHARP [7], a reference HPC ptychography solution, heavily optimized and also
multi-GPU accelerated. The experimental results demonstrate how our imple-
mentation achieves only 2.5 times slower reconstruction times, on average, com-
pared with standard coherent ptychography, while handling with 3 times more
data and performing 4 to 5 times more arithmetic operations. The proposed
solution has the key benefit of being able to process non-coherent illumination
measurements, potentially leading to more flux utilization, increased robustness
to non-stable sample exposures, and the capability to use less measurements
when employing partially coherent illumination sources. Experimental results
also assess the increased quality of the proposed method and implementation
when handling partially coherent data, as compared with that of baseline coher-
ent ptychography.
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The paper is structured as follows. Section 2 overviews the main con-
cepts regarding ptychography reconstruction, and introduces the GDP model.
Section 3 presents the proposed algorithm and implementation with a detailed
description of the challenges behind its design and the techniques employed, and
Sect. 4 assesses its performance through experimental results. The last section
summarizes this work.

2 Overview of Ptychography and GDP

A coherent ptychography problem can be defined as follows. A X-ray illumination
(or probe) ω scans through a sample u, while a 2D detector collects a sequence J
of phaseless intensities f . The goal is to retrieve a reconstruction of the sample
u from the sequence of intensity measurements f . In a discrete setting, u ∈ C

n

is a 2D image with
√

n × √
n pixels, ω ∈ C

m̄ is a localized 2D probe with√
m̄ × √

m̄ pixels, and fj = |F(ω ◦ Sju)|2 is a stack of phaseless measurements,
with fj ∈ R

m̄
+ ∀0 ≤ j ≤ J − 1. The operation | · | represents an element-wise

absolute value of a vector, whereas ◦ denotes an element-wise multiplication,
and F represents a normalized 2-dimensional discrete Fourier transform. Each
Sj ∈ R

m̄×n corresponds to a binary matrix that selects a region j of size m̄ from
the sample u.

Besides recovering the sample u, in a ptychographic experiment the illumi-
nation is rarely perfectly known, and thus both sample and illumination need to
be retrieved jointly. This is commonly referred to as blind ptychographic phase
retrieval [10]. The joint problem can be formulated as:

To find ω ∈ C
m̄ and u ∈ C

n, s.t. |A(ω, u)|2 = f, (1)

where bilinear operators A : Cm̄ ×C
n → C

m and Aj : Cm̄ ×C
n → C

m̄ ∀0 ≤ j ≤
J − 1, are denoted as:

A(ω, u) :=(AT
0 (ω, u),AT

1 (ω, u), · · · ,AT
J−1(ω, u))T ,

Aj(ω, u) :=F(ω ◦ Sju),

and f := (fT
0 , fT

1 , · · · , fT
J−1)

T ∈ R
m
+ .

There are multiple algorithms designed to solve the ptychography problem.
The most popular ones are the extended Ptychographic Iterative Engine (ePIE)
[11], Difference Map [10,12], Maximum Likelihood (ML) method [13], Proximal
Splitting algorithm [14], Relaxed Averaged Alternating Reflections (RAAR) [15]
based algorithms [7], and generalized Alternating Direction Method of Multipli-
ers (ADMM) [16,17] for blind ptychography [18,19].

When using a partial coherent illumination, modeling the ptychohraphy prob-
lem is more challenging. GDP proposes a model based on describing the illumi-
nation as the superposition of a single coherent illumination convolved with
a separable translational kernel. This way, the partial coherence effect can be
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handled using this single illumination, its gradient, and the variance of the con-
volution kernel. Following this idea, GDP is based on the following model:

∑
ξ
|Fx→q (ω(x − ξ)Sju(x))|2 κ(ξ) = fpc,j(q), (2)

where fpc represents a sequence of partially coherent intensity measurements,
κ(ξ) is a 2D kernel with variance (second order moments) σ2

1 , σ2
1 and σ12 (σ2

1σ
2
2−

σ2
12 ≥ 0). Then, the Taylor expansion of ω can be derived and simplified as:

fpc 	 |A(ω̃, u)|2 + σ2
1 |A(∇1ω̃, u)|2 + σ2

2 |A(∇2ω̃, u)|2, (3)

with:
ω̃ := ω +

1
2
(σ2

1∇11ω + σ2
1∇22ω + 2σ12∇12ω),

and ∇1, ∇2, ∇11, ∇22, ∇12 corresponding to the forward first and second order
finite difference operators (gradients) with respect to x, y, xx, yy and xy direc-
tions. Considering the sequence of measurements j, we can define the nonlinear
operator Gj : Cm̄ × C

n × R
2 → R

m̄
+ as:

Gj(ω̃, u, σ) := |Aj(ω̃, u)|2 + σ2
1 |Aj(∇1ω̃, u)|2 + σ2

2 |Aj(∇2ω̃, u)|2,

with σ := (σ1, σ2), and finally, we can establish the GDP nonlinear optimization
model as:

min
ω̃,u,σ

1
2

∑
||√fpc,j − Gj(ω̃, u, σ)||2, (4)

where || · || represents the L2 norm in Euclidean space.

3 High Performance GDP Solution

The GPD model is proposed in [6] together with an algorithm employing the
ADMM framework to efficiently solve the derived subproblems (GDP-ADMM).
In this work we design an implementation of GDP-ADMM and also propose
a novel one employing the RAAR algorithm (GDP-RAAR). In the following
section we focus on GDP-RAAR to describe the implementation, although the
main insights and operations are common to both. The implementations and
algorithms of this work are developed inside the SHARP framework, and some
of the technologies and operations are common to the baseline coherent solutions.
In this section, we focus on the main key operations unique to the GDP method;
please refer to [7,9] for a detailed description of other aspects of the end-to-end
solution not described in here.

The challenge deriving from the GDP model is threefold. First, the algorithm
requires to maintain in memory additional high dimensional variables. Second,
the main ptychography operations need to be reformulated to handle the new
problem. Third, to solve the illumination refinement, an additional inner solver
needs to be considered at every ptychography iteration. The standard mem-
ory footprint of the ptychography problem involves the following structures.
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There are two main inputs: (1) a stack of 2D frames (framesm[x, y, z]) contain-
ing the floating point values from the original measured intensities, and (2) a
vector containing the coordinates of each one of the frames in the sample 2D
image (int2 coord[z]). Then, at least three additional structures are required in
the iteration process: sample[i, j], illum[x, y], and framess[x, y, z], containing a
2D image of the object, the refined illumination and the stack of solution frames
(with phases), respectively. Each one of these contains phase and amplitude
information, and thus they are stored as complex values (float2).

The main idea behind the GPD model is to fit the stack of frames with
constraints implying the original illumination and also its gradient on the x
and y directions. Because of this, we need to consider three different variables
for the stack of solution frames: framess1, framess2, and framess3, each one
float2 with size [x, y, z]. This increase in memory requirements is very relevant
performance-wise. A real case example: to generate an image with size 1024 ×
1024, a stack of measured frames of size 1500 × 256 × 256 is collected, which
represents a ratio of 1:94 output/input. When using GDP, every pixel in the
output (float2) is iteratively produced from 94 × 1 float framesm × 3 float2
framess elements, which constitutes a ratio of 2:658 in floating point values. On
top of it, practically all the operations involved in a ptychography reconstruction
are memory bounded, so proper memory managing and locality becomes a key
factor to achieve performance.

3.1 The Implementation

Algorithm 1 describes the high level outline of the proposed implementation
using the new GDP-RAAR algorithm1. Note that all the operations are per-
formed in GPU, using either custom CUDA kernels or Thrust operands. Most
of the operations are implemented in a fused fashion in order to minimize GPU
global memory transfers.

In this work we propose an scheme where all three framess1,2,3 variables are
stored as a single interleaved memory structure to maximize locality and perfor-
mance. In Algortihm 1, framess stores the three framess1,2,3 variables, with a
total size [x×y×z×n interleaved ] and n interleaved = 3 being the stride. The
motivation behind this design is related to the topology of the operations per-
formed (how inputs contribute to the outputs). Baseline ptychography involves
four kind of core operations: (1) Split, (2) Overlap, (3) 2D Fast Fourier Trans-
forms (FFTs), and (4) and point-wise additions, multiplications, divisions, etc.

1 Algorithm 1 presents a simplified outline of the method. Multiple operations and
memory structures regarding regularization terms, stabilizers, background removal
optimization, etc. have been omitted for simplicity.
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Algorithm 1. GDP -RAAR

Parameters: framesm[x × y × z], coord[z], itermax,
n interleaved = 3, tolerance

1: allocate sample[i × j], illum[x × y × n interleaved ],

framess[x × y × z × n interleaved ]

2: illum = InitializeIllum(framesm)

3: sample = 1, framess = illum × Splitin t (sample)

4: for k = 0 to itermax − 1 do

5: framess = ForwardFT (framess, stride = n interleaved)

6: framess = UpdateF rames(framess, framesm)

7: framess = InverseFT (framess, stride = n interleaved)

8: illum = GDescent(min{||Splitin t (sample)×(I,∇1,∇2)illum1−framess||})

9: sample =
Overlapin t (framess × illum∗)

Overlapin t (|illum|2)
10: residual = ComputeResidual(framess, framesm)

11: if residual < tolerance then break
12: framess = RAAR Update(illum × Splitin t (sample), framess)

13: end for
14: return sample, illum

The standard Overlap operation takes as inputs frames[x, y, z] and coord[z],
and adds each frame into a 2D image2, on its respective coordinate, as follows:

sample[ : , : ] = 0
for( i = 0; i < z; i + +){

sample[ coord[ i ] ] + = frames[ :, :, i ] },

with the index”:” referring to the full slice in a dimension. The Split operation
does the opposite: for each coordinate, a frame is extracted from an input 2D
image, constructing an output 3D stack of frames. In GDP, the Overlap and
Split operations are performed considering the three stack of frames variables.
Each framess1,2,3 is added into a single image for the Overlap, and a single
image is split into three stack of frames. The interleaved strategy mentioned
above permits to maximize data locality in these operations.

Algorithm 2 presents the interleaved Overlap CUDA kernel (Overlapint)
implemented for GDP. The thread to data mapping is as follows: each CUDA
thread block processes a single frame from framess, iterating over the frame
with a stride of samples equal to the thread block size (block dim) (line 12). For
each pixel in the original frame size [x, y], each thread accumulates in a local
register the contribution from all three framess1,2,3 variables, iterating over the
interleaved stride (line 7). Then, the accumulated value can be written into the

2 Note that normalization may be required afterwards.
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Algorithm 2. Overlapint

Parameters: sample[i × j], framess[x × y × z × n interleaved],
coord[z], n interleaved = 3
1: frame size = x × y

2: n frame = block id

3: for f = thread id to frame size do

4: accum output = 0

5: out index = ComputeSampleCoord(f, coord [n frame], frame size)

6: frames index = (frame size × n frame + f) × n interleaved

7: for p = 0 to n interleaved do

8: accum output + = framess[frames index + p ]

9: p = p + 1

10: end for

11: sample[out index] = AtomicAddition(sample[out index], accum output)

12: f = f + block dim

13: end for

output image employing a single atomic addition operation (line 11). The atomic
operation is employed as an efficient way to handle the collision caused by having
coordinates from different frames overlapping into the sample.

The interleaved Split operation (Splitint) is handled similarly as in the
Overlap case. The main difference is that no atomic operation is required in it.
When splitting the sample into frames, each frame is normally multiplied by
the illumination. In GDP, each framess1,2,3 variable needs to be multiplied by
the illumination, its horizontal gradient and its vertical gradient, respectively.
To reduce computation, the gradients of the illumination are computed once per
iteration and stored as an interleaved variable with size [x× y ×n interleaved ].
This strategy permits performing efficient straightforward point-wise operations
between the interleaved frames and the interleaved illumination variables. In
Algorithm 1, illum stores the interleaved illumination structures; it is initial-
ized in InitializeIllum (line 2) employing the information from the measured
frames (framesm) to generate an initial guess. Then, the same function com-
putes and stores the x and y gradients of the produced illumination.

The interleaved strategy is also beneficial when computing the L2 norm of the
framess1,2,3 variables. In UpdateFrames and in the background noise mod-
eling (not shown in Algortihm 1 for simplicity) the sum of the square root of the
L2 norm needs to be computed, benefiting again from the enhanced locality of
the interleaved structures. In the case of the 2D FTT operations, the interleaved
layout actually reduces memory locality. To handle this issue with minimum
performance impact we employ the in-build strided FFT feature implemented in
cuFFT . This allows to transparently process our data through FFTs and back,
without having to handle any reorganization of it or additional computation.
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The GDP model requires to solve an additional subproblem for the illumina-
tion refinement step (Algorithm 1 line 8). The standard refinement is performed
by fixing the current estimate of the sample and minimizing the difference with
the framess, solving a problem in the form ‖Split(sample)×illum−framess‖,
which is a linear problem with diagonal matrix that can be solved in a single
step. In GDP, the illumination refinement step couples the GDP expansion of the
illumination (I,∇1,∇2)illum1, with the Splitint(sample), and the interleaved
framess in the form:

‖Splitint(sample) × (I,∇1,∇2)illum1 − framess‖,

with I and illum1 referring to the identity matrix and the original illumination
variable, respectively. This poses a linear problem with a sparse band-diagonal
matrix, which we solve using the gradient descent algorithm with a fixed step size,
referred in Algorithm 1 as GDescent. Instead of using the conjugate gradient
described in the original GDP paper, we choose the gradient descent algorithm
because it avoids the reduction operations used to compute the step size and
conjugate directions scaling factors, thus offering an increased performance. The
algorithm is implemented using custom CUDA kernels that allow pre-computing
in place multiple factors, a custom manipulation of the interleaved structures,
and permits fusing the iterating process with pre- and post-process operations,
like the x, y gradient computation of the new illumination as a last step of the
refinement.

The GDP-RAAR implementation proposed in this paper is also accelerated
using multi-GPU over MPI/NCCL. The partition employed is similar to the one
used in [7,9]. The main idea is to divide both framesm and framess variables
across different GPUs so that each independent device process only a subset of
frames. Then, communication is required every time the sample and the illu-
mination are updated. The communication operation is essentially an AllRe-
duce directive (Reduce and Broadcast) that performs a summation of the partial
results of each independent GPU. The communication directives are performed
in-place, using NCCL if it is installed on the system, or over standard MPI
otherwise. Given the significant increase of the problem size of GDP, the pro-
posed implementation greatly benefits from multi GPU execution when executed
on high-end workstations. An additional feature is that the communication fre-
quency can be adapted to occur every N iterations, employing previous iteration
data for the non-local areas of the image. For the proposed GDP implementa-
tion, this features enhances performance only with small problem sizes per GPU
(<30 millions measured samples).

4 Experimental Results

The results presented below have been executed in a dual socket workstation
with two Intel Xeon E5-2683 v4, with a clock frequency of 2.10 GHz and 16
cores each. The machine is equipped with 4 dual-slot Tesla K80 GPUs, for a
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total of 8 GK210B devices, each device with 2496 CUDA cores. The implemen-
tations reported here have been compiled using gcc 5.4.0 and nvcc 8.0. The
profiling results have been obtained with both Nvidia visual and inline profilers,
nvvp and nvprof, respectively. All execution times and performance results con-
sider the full pipeline execution time, including loading the data from memory,
GPU runtime initialization, memory allocation and transfers, and writing back
the reconstructed image and illumination. The experiments below all employ
the GDP-RAAR algorithm described in the previous section but the reconstruc-
tion results and performance are also comparable when using GDP-ADMM. All
experiments are measured using 100 solver iterations, which is enough to achieve
convergence using standard tolerance thresholds for the datasets presented in
here. The performance analysis and results below can also be extrapolated when
running more iterations.

The first experiment, reported in Fig. 2, evalutes the reconstruction quality of
the proposed GDP-RAAR algorithm when retrieving a partial coherent illumi-
nation and sample, as compared with the baseline RAAR method from SHARP.

(a) (b) (c)

(d) (e) (f)

Fig. 2. First column: baseline reconstruction using a standard coherent illumination
using RAAR. Second column: reconstruction using a partial coherent illumination using
RAAR. Third column: reconstruction using a partial coherent illumination using the
proposed GDP-RAAR algorithm and implementation. Top row (a, b, c) corresponds
to the amplitude images retrieved, whereas the bottom row (d, e, f) depicts the phase
images from the same reconstructions.
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In order to perform this test, a sample was measured with a standard coherent
illumination first (Fig. 2 first column) and then it was measured again using a
partial coherent illumination (Fig. 2 second and third columns). The first col-
umn represents our reference reconstruction and the second and third columns
report an actual partial coherence experiment, reconstructed using RAAR and
GDP-RAAR, respectively. Top and bottom rows correspond to the amplitude
and phase contrast, respectively, from the same reconstruction. This experiment
was conducted at the Advanced Light Source (ALS) in 2018, at the COSMIC
beamline, and the sample corresponds to a conglomerate of nanometer-sized gold
particles of uniform shape and size. Both coherent and partial coherent experi-
ments have virtually the same configuration, with both datasets containing 1600
frames of size 256 × 256 each. We can clearly see in Fig. 2 second column how
the RAAR algorithm introduces severe ghosting artifacts, specially around the
contour of the sample. Some areas of this reconstruction become significantly
blurry, specially on the top-right features of the amplitude image and top-center
and top-left areas of the phase image. The results reported in the third col-
umn of Fig. 2 show how the main artifacts introduced by RAAR are removed by
the proposed GDP-RAAR method. When using GDP, the ghosting artifacts are
almost completely gone, and the heavily blurred areas present the same quality
as the coherent reference reconstruction (see the top areas mentioned previously
in both amplitude and phase).

Fig. 3. Execution times of the proposed GDP-RAAR implementation, compared to
those of baseline RAAR, when running on 1 to 8 GK210B GPUs. The dataset and
configuration are the same presented in the experiment reported in Fig. 2.

The following test evaluates the execution time of the reconstruction results
presented in the previous experiment. Results are reported in Fig. 3, and show
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the time in seconds of RAAR and GDP-RAAR, when being executed on a sin-
gle GPU and on different multi-GPU settings. First, we can see the significant
increase in execution time required by GDP-RAAR, presenting execution times
ranging from 5.5 to 1.5 times slower than RAAR. This is consistent with the
increase in arithmetic operations required in GDP-RAAR: almost all arithmetic
involve 3 times more data, whereas the additional illumination solver performs
20 inner iterations per outer iteration, each iterations requiring multiple point-
wise multiplications, divisions, and gradients with high dimensional data. The
proposed implementation scales with the number of GPUs, achieving speedups
of 1.94, 3.09 and 4.39 when using 2, 4, and 8 GPUs, respectively. The reported
scaling is remarkably good, specially considering the fact that communication
across GPUs is performed three times per outer iteration, in order to share the
sample and illumination structures. This communication can significantly slow
down execution, as seen in the time results reported by RAAR. The amount of
computation and problem size that baseline RAAR handles is much less than
GDP-RAAR, and that is why the speedup gain with the increase of GPUs is
lower, as independent devices are not close to reach resource saturation. The
communication overhead on its turn becomes higher with the number of inde-
pendent executions, effectively reducing the performance of RAAR when running
on 4, 6 and 8 GPUs.

Fig. 4. Performance and scalability of the proposed GDP-RAAR implementation com-
pared to that of baseline RAAR, both executed on 2, 4 and 8 GK210B GPUs. The size
of the datasets employed range from 100 × 256 × 256 to 2500 × 256 × 256 measured
frames.
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The final experiment, reported in Fig. 4, analyzes the scalability of the pro-
posed method with respect to the problem size. In this case we employ a dataset
from an experiment performed in the ALS on 2015 that measured a cluster of
iron catalyst particles. We have selected different size slices of said experiment
to asses the performance of the proposed implementation with different input
sizes. The performance metric is given in samples/second (the higher the better).
The horizontal axis presents the different size datasets for their number of mea-
sured intensity samples (in millions). As a reference, we report the performance
of baseline RAAR, together with the proposed method, and each algorithm is
executed on 2, 4 and 8 GPUs. The experiment reveals how the proposed imple-
mentation achieves an almost perfect linear scaling when running on 2 GPUs.
When running on 4 and 8 GPUs, the scaling achieved is better than linear due
to the devices not being saturated at first by the smaller individual problem
sizes. This effect is very noticeable with the RAAR results, where an (almost)
saturation point is only reached with 2 GPUs and the biggest problem sizes.
We can also see how the speedup achieved by the GDP-RAAR multi gpu exe-
cution effectively scales with the problem size: the biggest dataset (240 million
samples) achieves an speedup of 1.92 and 3.13 when running on 4 and 8 GPUs,
respectively, with respect to a dual-GPU execution.

5 Conclusions

This paper presents the first GPU-accelerated implementation of GDP for high
performance partial coherent ptychography. We tackle the significant increase
of computational costs of GDP to produce a solution with a minimum per-
formance loss, while maintaining all the features offered by the method. We
design our implementation using an efficient interleaved data layout strategy
that enhances the memory locality and overall performance of the core opera-
tions of the solver. Multi-GPU parallelism is exploited, achieving linear scaling
and capability to process up to 4 million measured samples per second, on a sin-
gle high-end workstation. We also demonstrate how our implementation achieves
a drastic increase of reconstruction quality when dealing with partially coherent
light sources, with respect to standard ptychography. The proposed solution has
the increased benefit of being able to employ more flux, potentially reducing the
acquisition time up to an order of magnitude, while being more robust to non-
stable sample exposures. It also offers the capability to use less measurements
when employing partially coherent sources. The proposed implementation is cur-
rently installed and being used at the ptychography COSMIC beamline at the
Advanced Light Source at LBNL, and the binaries and source code are also open
to other DOE light sources.
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Abstract. The Track–Before–Detect (TBD) algorithms allow the esti-
mation of the state of an object, even if the signal is hidden in the
background noise. The application of local cross–correlation for the mod-
ified Information Update formula improves this estimation for extended
objects (tens of cells in the measurement space) compared to the direct
application of the Spatio–Temporal TBD (ST–TBD) algorithm. The
Monte Carlo test was applied to evaluate algorithms by using a vari-
able standard deviation of the additive Gaussian noise. The proposed
solution does not require prior knowledge of the size or measured val-
ues of the object. Mean Absolute Error for the proposed algorithm is
much lower, close to zero to about 0.8 standard deviation, which is not
achieved for the ST–TBD.

Keywords: Track–Before–Detect · Tracking · Algorithm analysis ·
Monte Carlo · Cross–correlation

1 Introduction

Tracking algorithms are applied in numerous civil and military applications [6].
Detection algorithms could be used to estimate basic object parameters, such
as only position. Tracking allows you to combine subsequent measurements into
paths. Tracking allows the filtering of incoming signals to reduce noise and pre-
dict the state of the objects. Such filtering is very important because false mea-
surements lead to distortions in tracking. The signal strength associated with
several close observations is not an appropriate criterion for choosing a particular
observation as an object signal [6].

Different types of measurement data can be processed: radar or video signals
are typical. The complexity of tracking systems depends on SNR (Signal–to–
Noise Ratio) and the number of tracked objects [7], and real–time tracking of a
single object in low SNR scenarios is very sophisticated. It is well known that
the Detection and Tracking (classical) approach can only be used in cases of high
and medium SNR [6]. Detection based on the threshold algorithm leads to a large
number of false detections, so further processing of the tracking part is not possi-
ble. The tracking algorithm (e.g. Benedict–Bordner, Kalman, and EKF) enables
c© Springer Nature Switzerland AG 2019
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suppression of false detection only to a certain level using a motion model [5].
The selection of a fixed or adaptive threshold algorithm is not a solution to the
problem. A too low threshold level leads to an increase in the number of obser-
vations that are treated as potentially possible. A too high threshold level leads
to the omission of observations that may be associated with the object.

An alternative approach is based on Tracking and Detection (Track–Before–
Detect). It uses tracking of all possible trajectories without first detecting
objects, even if no object is in the range. This is possible due to the processing of
raw measurements, without thresholding, as in classical systems [24]. The mea-
sured values are accumulated on trajectories, so the signal is filtered (improved
SNR), and then detection is possible after tracking. The computational cost of
such a solution is extremely high, but in many applications it is acceptable due
to safety and expected reliability.

1.1 Related Work

There are many TBD algorithms (e.g. Velocity Filters [10], Viterbi TBD [22],
ST–TBD [17], SLRT [24], Directional Filters [26]) and all of them support track-
ing of many objects. This is an internal feature of TBD algorithms. The cost
of calculations for most TBD algorithms is constant, regardless of the number
of objects and requires high computing power. The reduction of the number of
calculations by reducing the number of analyzed possible paths is available in
the Particle Filters TBD algorithms [25]. Unfortunately, the main problem with
the Particle Filters TBD method is the difficult initialization of the algorithm,
especially when the object can appear in range at any time.

A typical tracking system assumes zero mean noise and a positive value
for a large point object, so a single pixel (or cell) is excited by the tracked
object [24]. Otherwise, additional preprocessing is required for conditioning the
input signal [16,18,24]. Tracking a larger object that occupies dozens of pixels,
sometimes with values below the zero value, requires a dedicated preprocessing
algorithm. Large extended objects are considered in Sect. 2. Objects with known
signal characteristics (profile) can be improved by applying matching filters as
shown in [16]. Very specific objects are noise objects (only noise is observed from
the object), therefore local signal distributions are used [18,19].

1.2 Content and Contribution of the Paper

The proposed solution for tracking extended objects uses the modified ST–TBD
with local analysis of cross–correlation between neighboring measurements.

The ST–TBD algorithm is oriented to the processing of individual cells (pix-
els) of the input signal (image), and the use of cross-correlation allows better use
of information about neighbor values in determining the potential position for
the next measurement. This solution can be applied to extended objects with-
out significantly increasing the computing cost and losing information about the
similarity of the pixels representing the object in motion.
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Using the local cross–correlation and by comparing the current and previous
image frame, it is possible to sharpen the measurement values, which is necessary
to improve the SNR, as discussed in Sect. 3. The analysis of the algorithm’s
performance is possible only through the Monte Carlo approach, as presented in
Sect. 4. The discussion is presented in Sect. 5. The final conclusions and further
work are presented in Sect. 6.

2 Data

There are several types of objects being tracked in image processing applications
and a typical area of objects with a single pixel. Sometimes the neighborhood
pixels are excited because of the imperfections of the sensor. An extended type
object includes tens or more pixels, so the direct use of TBD algorithms is not
possible, because object features can be treated as separate objects. Classic algo-
rithms use the conversion of extended objects to a single pixel or the estimation
and processing of positions. An example of an extended object is shown in Fig. 1
that may have low contrast in poor weather or lighting conditions. The obtained
image may also be deteriorated due to the measurement noise caused by poor
lighting, long distance and sensor noise.

Fig. 1. Example of good quality measurement (left), low contrast measurement (cen-
ter), and measurement of the noisy low contrast (right) for the aircraft.

An additional problem with TBD is blurring caused by the Motion Update
formula (explicitly or not). Sharpening is a good solution, but in the case of a
low SNR it leads to the emphasis of noise. The solution proposed in this article
uses local correlation to sharpen. The example of a cross–correlation that shows
the use of local cross–correlation is shown in Figs. 2 and 3. The highest peak
value is for c(v = 2) in the 25 position, which results in the appropriate spatial
offset (v = 2) (the object’s velocity is 2) and the position of the object. The test
case with no background noise is shown in Fig. 2, so detection and tracking is
possible using very simple algorithms. Detection and tracking is possible due to
the contrast between the object signal and the background. Tracking an object
when the signal values for the object are close to the background noise are shown
in Fig. 3.

In this article, the Monte Carlo method [20] was used to compare the basic
ST–TBD algorithm with the local cross–correlation ST–TBD for 1D signals. The
extension to 2D cases (images) is possible, but is not taken into account due to
the high cost of simulation.
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Fig. 2. Example of local cross–correlations c(.) for two 1D X(n) and X(n+ 1) signals
(two time moments: n and n + 1) with an object (between vertical lines) for several
possible shifts of objects in space. No background noise.

It is assumed that the extended object has a size of 11 pixels (cells). The pixel
values of the object are randomly selected at the beginning of the test (obtained
from a uniform random number generator). The object velocity is an integer
value in the range 0–10 and the velocity value is chosen randomly. A velocity
value of 0 corresponds to the static position of the object (no movement).

The measurement is disturbed by the additive Gaussian noise. The standard
deviation of this noise is controlled, configured in a random number generator,
which allowed testing of various SNR cases.

There are 1500 cells associated with the position, so the input image has a
resolution 1×1500 for the assumed 1D case. This allows you to test the object for
100 frames, because 100 frames for a maximum velocity of 10, gives a maximum
of 1000 pixels of movement. Estimated and known positions are compared after
100 frames to determine the position error.
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Fig. 3. Example of local cross–correlations c(.) for two 1D X(n) and X(n+ 1) signals
(two time moments: n and n + 1) with a low contrast object (between vertical lines)
for several possible shifts of objects in space.

3 Method

The proposed tracking solution is based on the ST–TBD algorithm that uses the
Motion Update formula (2) to predict the state and Information Update formula
(3) to process a new input signal:

Start
P (k = 0, s) = 0 (1)

For k ≥ 1 and s ∈ S

P−(k, s) =
∫
S

qk(s|sk−1)P (k − 1, sk−1)dsk−1 (2)
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P (k, s) = αP−(k, s) + (1 − α)X(k) (3)

EndFor
End
where: S is a state–space, s is a state (spatial and velocity components), k is
a time step, α is a smoothing coefficient α ∈ (0, 1), X(k) is an observed value,
P (k, s) is the estimated value of state, P−(k, s) is the predicted value of state,
qk(s|sk−1) denotes the transition between states (a Markov matrix [24]).

The Markov matrix determines the state changes and can generally describe
the probability of changing position and velocity to any other. This matrix can
be additionally variable over time. The Markov matrix does not support the
transition between velocities in this test, because the assumed velocity of the
object is constant. The transition model for a single cell is shown in Fig. 4. The
variable velocity of the object causes that the transition leads to several neigh-
boring targets and therefore the blur of the state space occurs. The knowledge
of the object’s movement enables optimization of this matrix and reduction of
blur.

1

P(k-1,s=(x,V)) P(k,s=(x+V,V))

Fig. 4. The simplest transition model.

The local cross–correlation ST–TBD uses a different Information Update
formula (3):

P (k, s) = αP−(k, s) + (1 − α)CN [X(k, s),X(k − 1, s)] , (4)

where: CN [., .] is a cross–correlation function for a local window with a length
of N .

The state–space can be defined in various ways. In the considered app-
roach, the direct mapping of the input signal to the state–space is selected.
One-dimensional measurement uses the following formula:

CN [X(k, s = (x, V )),X(k − 1, s = (x, V ))] =

=

N−1
2∑

i=−N−1
2

X(k, x + i)X(k − 1, x + i − V ),
(5)

where x is a position, which leads to a 2D state–space. The local window length
is N . Velocity is the number of cells for the movement of local window between
the time moments k and k + 1 and is denoted by V . A similar formula can be
obtained for 2D inputs (images) and this leads to a 4D state–space.
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4 Results

The Monte Carlo test can be used to analyze the performance of the algorithm.
This method is based on calculating the results for different sets of values (vec-
tors) related to the object signal as well as various random vectors associated
with the background signal. A single test cannot be used to evaluate the algo-
rithm, even if the algorithm is deterministic. The problem is the influence of
random input data on the output results, so the algorithm evaluation requires
many tests for the same statistical parameters, such as standard deviation of the
background input noise. The vector of the signal associated with the object is
also generated using a random number generator. The object velocity is another
parameter that is randomly selected. The evaluation of the algorithm requires
many repetitions and the average results related to the position error could be
presented for the comparison of different algorithms or the configurations of a
single algorithm. The smooth curves of this error are observed if an acceptable
convergence is achieved. The noisy curves are obtained if convergence is not
achieved and such results cannot be used to formulate conclusions. The Monte
Carlo algorithm is a simple approach and more advanced sampling algorithms
are also available, such as MCMC (Markov Chain Monte Carlo) [23].

Standard ST–TBD and local cross–correlations are compared (Fig. 5). In each
variant there are 10,000 test repetitions and two smoothing factors are tested:
0.95 or 0.98. The local cross–correlation algorithm is tested with the local window
N = 11 and N = 21.

The fixed velocity and one–dimensional tracking case were adopted with a
non–negative motion vector to simplify the calculation. The maximum value of
the space–state is assumed as the detection criterion, therefore the location and
velocity of the extended object are estimated. The estimation error is a function
of additive Gaussian noise, which is the main disruptive factor. The obtained
results are shown in Fig. 5. The corrected ST–TBD algorithm assumes detection
of any pixel of the extended object instead of the center, which is important due
to the random value of the signal object. The correction effect on the result is
noticeable as a vertical shift in the result graph, however it is very small (Fig. 5
top–left).

5 Discussion

The number of test cases has been selected to obtain smooth curves (Fig. 5). The
convergence was analyzed using a variable number of tests, and 10,000 tests were
sufficient to determine the properties. The advantage of the Monte Carlo test
is the possibility of comparative testing of various algorithms, the influence of
parameters and responses for different classes of tracked objects. The obtained
results indicate a significant improvement of the proposed method in relation to
the standard algorithm (ST–TBD only).

The standard algorithm is single–pixel oriented, and the denoise of mea-
surements is not as effective as the local cross–correlation between neighboring
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Fig. 5. Mean absolute error (MAE) for the Monte Carlo comparison test: the standard
algorithm (ST–TBD only) and local cross–correlation with ST–TBD one.

measurement frames. MAE for the proposed algorithm is much lower, close to
zero to about 0.8 standard deviation (Fig. 3), which is not achieved for the stan-
dard algorithm, even if a correction is applied. The increase in MAE for standard
deviation around 1 is expected behavior. This is a region in which a significant
influence of the smoothing factor is observed.

A high value of α = 0.98 allows filtering the noise, but in real scenarios
this value can not be very high. The smoothing factor reduces the impact of
trajectory changes, so it should be estimated for a specific application. Higher
errors are observed in the case of large standard deviations (> 1.2). Interestingly,
MAE is lower for the standard algorithm, but high MAE values show a general
problem for all algorithms.
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The influence of the local window size is not relevant to the considered case.
This is important, because the size of the object is in many cases an unknown
parameter. The cost of calculations is not significant compared to the overall
algorithm. The main cost is the calculation of the Motion Update formula (2).
The local cross–correlation is calculated for known fixed velocities V , so it is fast
with a cost similar to the 1D FIR filter for the 1D input data.

The real–time implementation is not considered in this document, but effi-
cient parallel or non–parallel implementations are possible if the Markov matrix
is not considered as a typical matrix. It is a sparse matrix and numerous
implementation optimization techniques are possible. The proposed Information
Update formula (4) only requires the calculation of local cross–correlations. It is
possible to use parallel processing including SIMD (Single Instruction, Multiple
Data) instructions with MAC (Multiply and Accumulate) instructions.

Processing using OpenMP [8], MPI [12] and CUDA [11,21] is possible for
the considered algorithm. Evaluation of algorithms using the Monte Carlo test
is very important, because many computers could be used independently for
computations.

Tracking systems should have high noise immunity. Parameters of algorithms
should be chosen so that the trajectories considered correspond to the real behav-
ior of objects. This means that it is necessary to examine the application of opti-
mization methods [2,4,9,14], thus increasing the credibility of the system and
reducing the already large calculation budget.

The article assumes the comparison of the potential location of the object
using a local cross–correlation, but the use of other measures may allow a poten-
tial improvement in tracking quality [1] as well as clustering [3,13,15].

6 Conclusions and Further Work

The proposed algorithm can be extended for 2D measurement spaces (such as
video or radar images). ST–TBD, like many other TBD algorithms, enables com-
bining data from many of the same or different types of sensors, which is impor-
tant for improving the quality of tracking. The local cross–correlation assumes
the preservation of the signal from the extended object in the neighborhood
measurement frames, even if the values associated with the object are unknown.

The achieved result improves the tracking of the hidden signal in the back-
ground noise, which is clearly visible in Fig. 3. Detection of the object’s position
is not possible directly, but the TBD processing used together with the local
cross–correlation allows the detection and estimation of position and velocity.

Further work will be related to the application to 2D tracking scenarios and
other TBD algorithms.
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Abstract. Air–gap is an efficient technique for the improving of com-
puter security. Proposed technique uses backlight modulation of moni-
tor screen for data transmission from infected computer. The optimiza-
tion algorithm for the segmentation of video stream is proposed for the
improving of data transmission robustness. This algorithm is tested using
Monte Carlo approach with full frame analysis for different values of
standard deviations of additive Gaussian noise. Achieved results show
improvements for proposed selective image processing for low values of
standard deviation about ten times.

Keywords: Air–gap transmission · Digital demodulation ·
Image processing · Network security · Monte carlo simulations

1 Introduction

Problems of computer security is currently one of the most important problems
of technical civilization. There are many methods of attacking computers or
computer networks, in particular remote methods that do not require direct
access.

The emergence of this type of problem resulted in the emergence of a number
of defense methods. Some of these methods use technical means, such as firewalls
or antivirus programs. Users’ awareness of possible threats is also important
for the security of computers or computer networks. Organizational security
methods are, for example, software or hardware audits.

Air–gap is a very efficient method of improving the security of individual
computers or computer systems [6]. Isolation through the lack of communication
interfaces reduces the possibility of attacks. Air–gap breaking by the establishing
unconventional communication interfaces is possible by the infection of secured
c© Springer Nature Switzerland AG 2019
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computer or computer system [7]. The methods used for infection are not taken
into account in this work.

Establishing one–way or two–way communication is important for both
attackers and for prevention that is important for security engineers [8]. The
data rate achieved is usually very low: a single bit is sent per second. Such
transmission allows attack on PIN codes, passwords and very short confidential
data. A typical air–gap attack is a one-way attack where data is sent outside of
a protected computer or computer network. This type of attack is a long–term
process that requires the attacker to listen in close proximity to the protected
area.

1.1 Content and Contribution of the Paper

Air–gap transmission techniques are very active research area and some recent
development are related to the application of different physical mediums. Exam-
ple optical channels are: QR code embedding in image [13] (VisiSploit), net-
work LEDs modulation in routers [18] (xLED), infrared transmission [16] (aIR–
Jumper). Radio based transmission attacks are for example: USBee [15], AirHop-
per [14] and GSMem [17]. These types of transmission channels are not cov-
ered by typical protection, in particular audits, and therefore are very danger-
ous. Intentional data transmission hiding could be used for monitoring devices
also [21].

In previous works, we proposed using a computer screen flashing for data
transmission [4,5]. In the absence or very low user activity, very small changes
in screen brightness are used that are not noticeable to humans.

It is possible to receive data correctly from a large distance using image
observation with a camera and a telescope, as well as digital image processing and
demodulation algorithms A typical modulation applied in this type of solutions
is BFSK (Binary Frequency–Shift Keying) [10,19], which allows estimation of
transmission settings like symbol and keyed frequencies [5].

Previous work assumed the processing of full–frame video sequences for esti-
mation the transmitted signal [5]. Each frame of the image was transformed by
averaging to a single value, i.e. the video sequence was converted into a one-
dimensional signal The signal analysis for a single image pixel is not effective
due to the low SNR (Signal–to–Noise Ratio) value. Averaging the whole frame
of the image allows improved SNR, and the best solution is to average only the
selected image area, such as the computer screen image. The problem dealt with
in this article is the automatic determination of the area subjected to averaging.
Determining the image area where brightness modulation occurs allows the SNR
to be improved, because areas where there is no modulation are just a source
of undesirable noise. This is particularly important in the case of an indirect
attack, where the computer screen is not visible directly, but only the glow in
the room is visible (Fig. 1). Very often screens of computers and keyboards, for
security reasons, are set so that they are not visible from the outside.
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reflected light from monitor

Fig. 1. Scheme of measurement of monitor brightness changes.

What’s more, diffusion foils are used to block the possibility of direct obser-
vation of the room through the windows, but diffusion foils does not eliminate
the glow of monitors.

The application of the optimization algorithm allows searching in the frame
for the image of areas for which the brightness changes are the greatest to reduce
the impact of noise. Areas for which the brightness changes are small bring the
most noise to the signal and should be omitted in the analysis. Areas that should
be omitted are those that are illuminated by other sources (other monitors,
sources of light in the room).

The proposed algorithm is an offline algorithm, and the data is processed
after recording the video image.

Example scenarios and acquisition configurations are presented in Sect. 2.
Details of algorithm and processing method are considered in Sect. 3. Result are
presented in Sect. 4 and discussion is provided in Sect. 5. Final conclusions and
further work are considered in Sect. 6.

2 Data

The evaluation of the algorithm is based on an empirical test as proof of concept.
The source of the data is the laptop of which the screen is not visible directly.

The laptop has software that modulates the brightness of the monitor. Brightness
changes are not visible to a human directly, which means that the signal has a
relatively small SNR.

The second laptop is positioned so that its screen is visible in the frame
(Fig. 2). This laptop is a source of local interference, due to strong changes in
screen brightness. Additional sources of interference are the lamps that illumi-
nate the corridor. The purpose of the optimization algorithm is to detect areas
from which transmitted data can be obtained, while avoiding interference areas.

Data is recorded using the ZWO ASI1600MM–COOL camera with a
monochromatic sensor [26] and a resolution of 16 Mpix, and Canon EF 100 mm
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Fig. 2. Light disturbance computer from the left and back of observed computer screen
from the right.

1:2.8L IS USM lenses. The camera was placed on a tripod to ensure video record-
ing without shifting the essential elements of the scene (Fig. 3).

ASICAP v.1.3 software for MS Windows and USB 3.0 interface has been
used for video sequence acquisition. The camera sensor supports ROI (Region
of Interest), that is used to reduce USB bandwidth and storage requirements,
so the recorded picture frames have a resolution of 1024× 768. Measured HFOV
(Horizontal Field of View) is about 3◦ for the selected ROI, and the distance
between the camera and the computer screen is about 29 m. This camera has
advanced cooling (thermoelectric cooler and fan) for sensor noise reduction, but
this option was not used. Recording speed is 100 fps and 10 ms exposure time is
selected for the flickering reduction due to fluorescent lamps sources in corridor.
Recorded video sequences are of high quality because they are raw frames, which
enables to control the influence of noise (Fig. 4).

3 Method

Direct observation of the computer screen is sometimes not possible due to spa-
tial relations. The light emitted by the computer screen can be observed indi-
rectly by reflections from the surrounding objects. Glass, plastic, metal materials
are particularly interesting because they can reflect light strongly in a specific
direction. The Lambertian surfaces are also interesting because the light is scat-
tered in all directions.
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Fig. 3. Acquisition system.

Fig. 4. Light disturbance computer from the left and back of observed computer screen
from the right (camera view).

An optimization algorithm, based on local full–frame search, is required to
process as many picture frames as possible using the demodulation algorithm.
Signal processing part is described in [4] and [5]. The detection using two band–
pass filters and rectifiers was proposed in [19] and is not considered in this paper.
There are two sources of interfering signals: light sources and camera noise. The
input image is reduced to 16×12 pixels for reducing picture noise and processing
complexity.

The aim of proposed algorithm is the calculation of segmented image S with
positive pixel values S(x, y) that corresponds to segmented area number. Pixel
position (x, y) corresponds to the signal from video sequence V (x, y, k), where x
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and y are image coordinates and k is the frame number. Two pixels Si and Sj

belong to the same segmented area Si(., .) = s and Sj(., .) = s if the similarity
between corresponding video sequences is found using Euclidean metric:

d(i, j) =

(∑
k

(Vi(xi, yi, k) − Vj(xj , yj , k))2
)

< T, (1)

where T is threshold and d(i, j) binary value (1 - similar, 0 - not similar).
The problem is the number of calculations required for d(i, j), large image

resolutions and long sequences. Local comparisons can be used to reduce the
calculation due to spatial similarity and this variant is considered.

Algorithm randomly selects starting position (xi, yi) uses spatial neighbor-
hoods:

(xi − 1, yi), (2)
(xi + 1, yi), (3)
(xi, yi − 1), (4)
(xi, yi + 1) (5)

as a second position (xj , yj) if they are not assigned to any s. New positions are
marked as possible points for starting new comparisons with own neighborhoods.
This algorithm behaves like local fill algorithm [25]. This process is repeated
until the assignment to the same s region is possible. New position is randomly
selected from not assigned yet positions to any s with new s value and repeated
until all positions are not used.

Modified distance criteria (1) should be used due to the problem of direct
comparison of values. Adjacent pixels can be illuminated in the same way, but
with different average values, so the basic algorithm (1) discards pixels that,
for example, belong to different scene objects, even if the lighting changes are
similar. Proposed algorithm uses the removal of mean values using the following
formulas:

d∗(i, j) =

(∑
k

(
V ∗
i (xi, yi, k) − V ∗

j (xj , yj , k)
)2)

< T, (6)

V ∗(x, y, k) = V (x, y, k) −mean (V (x, y, .)) , (7)

where V ∗ is corrected V sequence and d∗(i, j) is a new similarity metric.
The threshold value is adaptively selected by testing the number of areas

achieved, and the number of areas should typically be 5–20, so multiple passes of
the segmentation algorithm are necessary to select the threshold value. Demod-
ulation is processed individually for each As area with a common value of s.
This area uses the following signal fusion formula:

As(k) =
1
Ns

∑
s

(V (x, y, k) −mean (V (x, y, .))) , (8)
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where Ns is the number of pixels with the same S(x, y) = s assignment.
Each demodulated sequence should be checked using an additional CRC

(Cyclic Redundancy Check) code for the final selection of the sequence of bits
and this topic is out of the scope of the paper.

4 Results

Basic method of air gap transmission using the computer screen brightness
changes assumes BFSK modulation and 0.18 bit/s transmission is used. The
speed results from assumed slow changes in the brightness of the monitor screen.
The Hamming distance between known and received binary sequences is used as
the quality criterion. Binary keying signals that have higher resolution are used
instead of comparison of demodulated bits. This approach reduces final result
influences in demodulation algorithm.

Additive Gaussian noise images with known and controlled standard devia-
tion are applied to all video frames in order to analysis of the sensitivity. Partic-
ular video sequence is tested 100 times for the selected standard deviation value
and number of segmented region in 5–20 range.

Box and whisker plots for full frame processing and selective processing are
shown in Fig. 5. These Monte Carlo test [22] allows the comparison of algorithm
and the determination of properties basing on intensive numerical tests. Example
segmentation results are shown in Fig. 6.

5 Discussion

Obtained results (Fig. 5) show importance of proposed solution. Achieved seg-
mentation results influences Hamming errors. Proposed solution gives about
ten times less errors comparing to entire image frame processing. Noised video
sequences introduces Hamming errors, but proposed algorithm is still superior
(Fig. 5). The results presented using the Monte Carlo analysis show how the
signal degradation curve behaves for many tests for different standard deviation
values of the interfering video noise.

The computing cost is very large for the proposed algorithm, because the
entire video sequence is analyzed. It is possible to reduce it by the application
only to a short sequence. Obtained area of interest can be used for the selection
of a pixel for the entire video sequence. The largest regions in Fig. 6 are exem-
plary results of the proposed algorithm (marked using dark red color). This area
includes both the background behind the monitor and the monitor housing, so
it is not an optimal area, which requires the selection of a different threshold
value. The obtained results, however, show how strong the level of interference
from the monitor with the directly visible screen (Fig. 5).

The backlight modulation can be used for transmission of data from a room
with diffusers in the windows The diffusers are used for protection against direct
observation of the computer screen using a telescope. This method also accepts
blurred images.
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Fig. 5. Monte Carlo analysis of Hamming errors for full frame (black) and selective
processing (red) algorithms. (Color figure online)

Fig. 6. Examples of processed image (top) and segmented regions (bottom) after
rescalling with additive Gaussian noise with std.dev.: 0 (top), 0.055 (middle) and 0.120
(bottom). (Color figure online)
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The cost of the calculations depends on the image resolution, so quite small
resolution has been used. A serious problem is the necessity of processing quite
long video sequences (Eqs. (7) and (8)). Processing using OpenMP [9], MPI [20,
24] and CUDA [12,23] is possible for the considered algorithm.

6 Conclusions and Further Work

Backlight modulation of computer screen is very import technique for air–gap
data transmission and proposed segmentation extends possibilities by the auto-
matic selection of video region. Light reflection from walls and surrounding
objects could be used, if no direct visibility of screen is possible.

Optical techniques for the data transmission requires direct visibility of
source, but this method shows the possibility of indirect data transmission. Very
important property of the optical techniques is the possible large distance obser-
vation using telescopes and high sensitivity cameras.

The search task for the best area having the largest SNR can be performed
using the optimization algorithm [1–3,11]. In addition, the selection of the
threshold T value can also be performed automatically using the optimization
algorithm. These tasks will be the subject of further work.

Additional further work will be related to the improving of bit rate also,
because it is important limitation for numerous air–gap communication meth-
ods. Such improvement gives better utilization of short time slots without user
activities that could disturb data transmission.
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Abstract. The Dial-a-Ride Problem (DARP) consists in serving a set of
customers who specify their pickup and drop-off locations using a fleet of
vehicles. The aim of DARP is designing vehicle routes satisfying requests
of customers and minimizing the total traveled distance. In this paper,
we consider a real case of dynamic DARP service operated by Padam
(www.padam.io.) in which customers ask for a transportation service
either in advance or in real time and get an immediate answer about
whether their requests are accepted or rejected. A fleet of fixed number
of vehicles is available during a working period of time to provide a
transportation service. The goal is to maximize the number of accepted
requests during the service. In this paper, we propose an original and
novel online Reinsertion Algorithm based on destroy/repair operators
to reinsert requests rejected by the online algorithm used by Padam.
The proposed algorithm was implemented in the optimization engine of
Padam and extensively tested on real hard instances up to 1011 requests
and 14 vehicles. The results show that our method succeeds in improving
the number of accepted requests.

Keywords: Dynamic DARP · Insertion and reinsertion heuristics ·
Computational experiments

1 Introduction

Road transport is still responsible for the bulk of transport emissions in terms
of greenhouse gases and air pollutants. Every day, congested roads are a huge
cost to the large cities in the world. However, profound change lies ahead for the
transport sector in the world. A series of technological innovation and disruptive
business models has led to a growing demand for new mobility services. At the
same time, the sector is responding to the pressing need to make transport more
efficient and sustainable. Digital technologies are a driving force of this process
of innovation in transport sector. These technologies create a truly multimodal
c© Springer Nature Switzerland AG 2019
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https://doi.org/10.1007/978-3-030-22734-0_7

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-22734-0_7&domain=pdf
www.padam.io
https://doi.org/10.1007/978-3-030-22734-0_7


82 S. Vallée et al.

transport system integrating all modes of transport into one mobility service,
allowing people and cargo to travel smoothly from door to door.

In this paper, we focus on the transportation service developed by Padam.
The service consists in creating dynamic bus lines according to the customer
demands. In Padam’s system, customers submit demands of transportation (ori-
gin and destination locations) via a mobile application, either in advance, i.e.
few days before the service, or in real-time for an immediate service. Customers
specify either when they wish to be picked up or when they have to be at their
destination. The transportation service is operated by mini-bus with restricted
number of places. All potential stop locations of buses are predefined and cor-
respond to POI in cities where a bus can stop without affecting traffic, such as
train or metro station, administrative buildings and so on. Thus, pickup and
destination locations of customers are then associated to their nearest prede-
fined locations and the customer will be serviced at these predefined locations
instead of original pickup and destination locations. Once a customer submits
its request, the Padam’s optimization service decides whether the request can
be accepted or not, i.e. whether the request can be inserted in the existing rides
or not. When solutions exist, several offers are then proposed to the customer
around its requested time-window, among which he will choose the most conve-
nient for himself. The transport operation is outsourced in Padam’s service, and
contract is negotiated with third parties transport companies. In such contract,
the number of mini-bus as well as the shifts of working hours of drivers is spec-
ified for each weekday. The number of mini-bus for each day is determined by
Padam based on historical data of transportation demands. The starting loca-
tions of rides are decision variables fixed by the optimization engine depending
on the number and the localization of requests of customers. Furthermore, as
the transport cost is a fixed cost (i.e. outsourcing cost), the main objective of
Padam’s service is servicing as many demands as possible during the ride shifts.

In this work, we improve optimization algorithm implemented in Padam’s
service. More precisely, we consider a dynamic dial-a-ride problem with online
requests of transportation. Since a solution must be proposed to a customer in
real time, i.e. in a few seconds for each request, a heuristic approach is pro-
posed. The proposed method is based on a neighborhood search algorithm for
reinsertion of requests rejected by the online insertion algorithm. The Reinser-
tion Algorithm uses construction and destruction operators such as those used in
an ALNS meta-heuristic [11]. It should be noted that the reinsertion techniques
for the dynamic DARP are not widely used in the literature. To the best of our
knowledge, only the paper [10] has proposed a reinsertion algorithm for dynamic
DARP in which the objective is to reduce the number of vehicles while in our
case the number of vehicles is imposed. The remainder of this paper is structured
as follows. In Sect. 2 we provide a selective review on papers related to DARP
problems. In Sect. 3 we give more details on the constraints and characteris-
tics of our problem. In Sect. 4 we describe the proposed approach. Experimental
results are presented in Sect. 5. The paper concludes with a short summary and
an outlook on future research in Sect. 6.
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2 Related Work

The Dial-a-Ride Problems (DARPs) have been investigated in the literature for
over 30 years. The basic version of DARP consists of serving a set of users who
specify their departure and arrival locations using a fleet of vehicles. The user
specifies either desired pickup time or desired drop-off time. The basic objective
function used in the literature is the total distance traveled by the vehicles [3].
There are two main versions of the problem: static and dynamic DARP. In the
first case, all requests are known in advance before computing a solution while
in the second case a part of the user requests arrives in real time, vehicle routes
being adjusted in real-time to meet new demand. Dynamic DARP has received
much less attention than its static counterpart. See [6] for a recent survey on
both static and dynamic cases.

To solve dynamic DARP, literature studies have been focused on fast heuris-
tics to insert new requests [7] and on meta-heuristic methods to optimize the
system between the appearance of two consecutive requests [1,12]. Most stud-
ies have proposed to combine the online insertion and the optimization system
between requests [2,4,8,14]. In [8], the authors proposed an online-regret based
algorithm for a 2-phase optimization procedure by using available idle time to
continuously optimize the solution. [2] presented hybrid method proceeding in
two phases. In the first phase a simple insertion scheme is used to generate a
feasible solution, which is improved in the second phase with a tabu search algo-
rithm. The tabu search algorithm is stopped each time a new request appears. In
[14], a similar approach to the one proposed by [2] has been developed to solve a
real problem but the improvement phase uses an Adaptive Large Neighborhood
Search metaheuristic. The study in [4] presented a two-phase insertion algorithm
based on route perturbations. Every time a new request appears, the insertion
is evaluated for each route within an appropriate neighborhood of the current
one.

The aim of this paper is to design an efficient online reinsertion heuristic
subject to a fixed and limited number of vehicles. By reinsertion heuristic we
mean that whenever the online system cannot insert a new customer, we try
to rearrange the current solution to try to insert him anyway. This procedure
must be fast (the computation time must not exceed few seconds) To the best of
our knowledge, only two papers have developed a reinsertion procedure for the
DARP [9,10]. In these two studies, the number of vehicles is unlimited, which
is not the case in our problem. In [9], the authors developed a heuristic for
the static multi-vehicles DARP in order to reduce the number of used vehicles.
Their heuristic improves the parallel insertion heuristic of [7]. [10] adapts the
latter algorithm to the dynamic case, where the main objective is to reduce the
number of used vehicles.

In this paper, we present a new Reinsertion Algorithm for dynamic DARP
based on destroy/repair operators. This algorithm allows us to test more rein-
sertion possibilities than the approach proposed in [9] and [10], while remaining
fast and simple. We study the performance of our reinsertion heuristic both in
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terms of the vehicle duration and of the number of accepted requests. Extensive
tests on real hard instances provided by Padam are performed.

3 Problem Description

When a user wants to book a ride, he specifies (via a mobile application) tem-
poral and geographical informations: pickup and drop-off locations, number of
passengers and requested hour. The requested hour concerns either the desired
pickup or drop-off time, in which case the customer’s request is said to be pickup-
oriented (PO) or delivery-oriented (DO), respectively. This kind of choice is
frequently used in Dial-A-Ride systems [3]. The road network is modeled as
weighted graph with a set V of nodes and a set E of edges. Nodes represent
predefined pickup and drop-off locations and each user’s request is associated to
the nearest predefined location. Nodes are determined by a statistical study on
user travel patterns by combining several data sources, which is not presented in
this paper. The set of edges depicts paths between nodes, and each edge (i, j) has
weights dij and tij which correspond to the shortest distance and the shortest
travel time between nodes i and j, respectively.

A homogeneous fleet of vehicles fixed by the transporter is available to serve
requests. Vehicles have their own time window (beginning and end of service)
and start location. When the system receives a request, the optimization engine
determines one or more proposals using a fast heuristic (described in Sect. 4.1),
and the proposals are sent to the customer. When the customer confirms one
of the proposals, the request is inserted in the appropriate ride and a time win-
dow constraint is added on the request (see Sect. 4.1). Furthermore, the system
imposes a maximum ride time Mij between pick-up i and drop-off j of each
inserted request in a ride where Mij is the maximum detour that a customer
can accept and is proportional to the shortest travel time tij between i and j,
i.e. Mij ≤ γk × tij , with γk ≥ 0. The value of γk is selected from a set Γ of
coefficients already predefined in the system and depends on the value of tij .
For example, for any travel time tij in the interval [10, 20] of minutes, the value
of γ is 1.3. The set Γ helps us to models the fact that the acceptable devia-
tion is not the same for short and long travel time. Thus, for each insertion of
a new request, the optimization engine must respect time-window and gamma
constraints of each already inserted request in addition to vehicle constraints,
namely maximum capacity and service time window. The main goal is then to
serve a maximum number of requests under described constraints while mini-
mizing the service time duration of the vehicles. Given the dynamic nature of
the problem, it is clear that it is not possible to directly maximize the number of
served requests. Instead, our approach will use the total duration of the rides as
an objective to be optimized, the duration of a ride being the sum of the travel
time between it’s successive visited nodes. The idea is to create rides with fewer
useless detour and with ‘straight’ travels so that they serve more requests at the
end of the service.
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4 Solving Approaches

In this section, we first present the algorithm currently used by the company.
We call it the online insertion algorithm. We then present our new reinsertion
heuristic algorithm designed to improve the responses of the system.

4.1 Online Insertion Algorithm

Each time a new request appears, a fast insertion heuristic is launched to get a
quick proposal list for the customer (generally in less than 1 s time). This Online
Insertion Algorithm is a greedy heuristic which tests each possible insertion posi-
tion (i.e pickup/drop-off position) in each ride. If feasible insertions are found,
the heuristic output several proposals that are submitted to the customer, each
one at a different time like timetables in public transportation system. The idea
is to take into account the wishes of the customer while keeping in the foreground
the concept of shared transportation. The customer is free to choose one of the
proposals or to refuse them. The proposals are differentiated by their pickup
and drop-off hours. If h is the requested hour of the customer, we assume that
the customer will accept a proposal if the pickup (drop-off) hour of a PO (DO)
request is within TWr = [h − W,h + W ], where the value of W is often around
20 min (see [14] for more details).

Let’s assume that the customer chooses a proposal with hp and hd as pickup
and drop-off time. To ensure that subsequent insertions will not disturb the
initial commitment toward the customer, we impose a time-window around the
pickup (TWp) and drop-off (TWd) hours as follows:

TWp = [hp − PWB, hp + PWA]

TWd = [hd − DWB,hd + DWA]

where PWB, PWA, DWB, DWA are parameters fixed by the company. These
time-windows (which can as tight as 10 min wide) ensure that subsequent clients
can be inserted in the same ride while maintaining a high-quality service for the
new customer.

4.2 Reinsertion Algorithm

When dealing with real situations, it can happen that a customer gets no satis-
factory answer or even no answer at all. It means that the current arrangement
of the rides doesn’t allow us to serve him. In this case, rather than simply let-
ting the customer refuse proposals, we try to move other already inserted and
not yet served requests to see whether we can find an arrangement allowing
us to insert the new customer while respecting all the other constraints. The
rearrangement must be done in a few seconds to keep a low response time to
the customer. We call the corresponding heuristic the Reinsertion Algorithm.
The algorithm is based on destroy/repair neighborhoods search [13]. The idea is
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to appropriately destroy part of the solution by removing existing requests and
then reinserting them together with the new request. Thus, each iteration of the
algorithm consists in a destroy/repair steps. Iterations are performed until the
calculation time limit is reached and the best feasible solution found (if any)
is chosen. The maximum operating time of the reinsertion heuristic is noted as
MT . The purpose is to find a proposal close to the request hour of the customer
(Sect. 4.1).

Algorithm 1 describes our reinsertion heuristic. It is different from a pure
Large neighborhood Search (LNS) framework [13] in that once the search finds a
new solution, it is no longer improved, but rather returns to the original solution.
This is necessary for practical issues. Indeed, at this stage, we are not sure that
the customer will validate our proposal. Even if he validates it, he can decide to
do it a little time later, for example one minute later. It is possible that other
requests may be accepted during this period, which could make the proposed
insertion impossible. In order to design an effective validation procedure, we
must keep the reinsertion process as simple as possible and disrupt the current
solution as little as possible.

Algorithm 1. Reinsertion Heuristic
Input: Current solution s, new request r, list of remove operators LDO, list of

repair operators LRO
Output: Best feasible solution sb if it exists otherwise Empty

1: L ← EmptyList();
2: while time is not over do
3: op ← SelectRemoveOperators(LDO);
4: n ← ChooseNumberRequest()
5: LR ← RemoveRequests(op, n);
6: LR ← LR ∪ {r};
7: snew ← ReinsertRequests(LR, LRO, s); � See Algorithm 2
8: if feasible(snew) then L ← L ∪ snew;

9: end while
10: if L not empty then return GetBestSolution(L);

We now present the components of the Algorithm 1.

4.2.1 Destroy Step

Given the current arrangement of the rides, the first step of the algorithm is to
choose a set of requests to be removed from their current places (destroy step).
To achieve it, we use three different destroy operators. Each operator selects the
requests to be removed among a list LI of already inserted requests in rides. Note
that LI does not necessarily contain all requests. Indeed, it is not relevant to
remove requests which are distant (in time) from the requested hour h of the new
customer. We then define a time window [h − W − T, h + W + T ] with T a free
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parameter and restrict LI to requests whose pickup hour or drop-off hour is in
the time window [h − W − T, h + W + T ]. If T is too small, the set of candidate
requests will be small and will not provide enough opportunity to insert the new
customer. However, if it is too high, the search will spend a lot of time deleting
requests that are not relevant to insert the new request. Section 5.2.1 studies the
impact of several values of T . Beside the list of candidates for removal, destroy
operators also receive the number k of requests to select. k is randomly chosen (at
each iteration) between kmin and kmax, which are two parameters. Furthermore,
at each iteration, the destruction operator used is randomly selected. We now
describe our three removal operators:

Random operator: Select k requests randomly.

Worst operator: Select the k requests with the largest savings, i.e. the differ-
ence between the objective value of the current solution and the objective
value of solution once the requests are removed. In order to increase diversifi-
cation, this operator is randomized as follow: all requests of LI are sorted in
decreasing order of saving values in a list L. A random number y is sampled
between 0 and 1 and the request at the position �ypr |L|� where |L| is the size
of L and pr a chosen parameter. This is repeated until k requests have been
chosen.

Relatedness operator: Choose a request randomly and select k − 1 related
requests. The relatedness measure between request i and j is defined as follow:

1
2

(
tpi,pj

+ tdi,dj

)
+

1
2

(|upi
− upj

| + |udi
− udj

|)

where pi and di are respectively the pickup and drop-off nodes, upi
and udi

the service time of pickup and drop-off of request i and tn1,n2 the travel time
between nodes n1 and n2. This operator is also randomized as for the worst
operator. The parameter controlling the randomness is called pw. In this case
pw = pr.

4.2.2 Repair Step

Once the requests to be removed have been selected, they are removed from
their current rides. We then try to reinsert them in the best way, including the
request of the new customer. If all requests can be inserted while respecting
constraints of the already existing requests, we obtain a feasible solution. To
reinsert requests we use three repair operators. Each operator is always called
during the repair process, in a sequential way. If several operators find a feasible
solution, the best one is selected and used as the outcome of the current iteration
(see Algorithm 2).

Deep Greedy operator: Perform the best insertion among all feasible inser-
tions of all remaining requests to be reinserted. The best insertion is defined
as the insertion with the minimal increase in the objective function.
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Algorithm 2. ReinsertRequests Procedure
Input: List of requests to reinsert LR, list of repair operators LRO, current solu-

tion s
Output: best feasible solution sb if it exists otherwise Empty

1: L ← EmptyList();
2: for each operator o in LRO do
3: snew ← InsertRequests(o, LR, s);
4: if feasible(snew) then L ← L ∪ snew;

5: end for
6: if L not empty then return GetBestSolution(L);

Regret operator: Insert the request with the largest regret. The regret mea-
sure is defined in [5] and evaluates the difficulty to insert the request later.
The idea is to find for each request i its best insertion in each vehicle k, with
insertion cost cik. We then construct a matrix in which each row represents a
request and each column a vehicle. If no feasible insertion exists, an arbitrary
large value is used instead. A regret of a request i is then computed as:

∑

k

(
cik − min

j
cij

)

Request with largest regret is then chosen and inserted in its best position.

Priority Operator: The idea is to insert first requests at positions which will
have small impact on others request insertion. To do this, we first select a
request, then a ride to insert this request. The following steps are repeated
until the number of requests to be inserted is reached: (1) for each request,
compute (by testing all possible insertions) the number of rides in which it
is possible to insert it, (2) take the request with the smallest number, (3)
compute for each ride (where insertion of the selected request is possible) the
number of requests that can be inserted into it, (4) take the ride with the
smallest number.

5 Experiments

The purpose of this section is to assess the benefits of the Reinsertion Algorithm
(Sect. 4.2) by running computer simulations on realistic data. The simulations
were executed on a server with 16 Intel Processor Core cadenced to 3 GHZ. For
each instance, we run a simulation with online algorithm as described in Sect. 4.1
to get reference results called RV . The Reinsertion Algorithm being stochastic,
we run 10 simulations on each instance and use the average results called V for
comparison for each experiment. When comparing V against a reference value
RV , we compute the relative percentage improvement V −RV

RV ∗ 100.
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5.1 Instances

We have 19 instances divided in two groups A and B. The groups A and B con-
tain 10 and 9 instances respectively. Each group models a different real transport
context, with different service and geographical features. Instances of the same
group differ by the number of requests. Each instance is named G N , where G is
the group name and N the number of requests. Table 1 presents fleet information
and geographical data of each Group. Column ‘Nodes’ indicates the number of
nodes of the underlying graph (i.e all pickup/drop-off nodes), ‘Service Duration’
is the time span where vehicle serve customer, ‘Vehicle Capacity’ is the maxi-
mum capacity of a vehicle, ‘Area’ is the number of km2 covered by the set of
nodes and ‘Fleet Size’ is the number of vehicles ‘Requests’ gives the minimum
and maximum number of requests among the instances of the group. The two
groups are very different: A is a large territory with short service span represent-
ing commuting transport (morning or evening) with mini-bus whereas B is far
much smaller with larger bus running throughout the day, representing public
transport in a neighborhood area.

Table 1. Characteristics of groups A and B

Group Nodes Service Duration Vehicle Capacity Area (km2) Fleet Size Requests

A 473 3 h30 8 25 13 120–360

B 90 12 h 30 5 6 200–1011

Table 2 presents customer constraints of each Group. Columns PWA/PWB
and DWA/DWB concern Time-Window range of requests as explained in
Sect. 4.1, ‘Gamma Levels’ and ‘Gamma Values’ the gamma parameters (see
Sect. 3), W is defined in Sect. 4.2 and DwellingT ime represents the service time
at each pickup or drop-off node, i.e the time requested for people to get in and
out of the bus. All temporal parameters are expressed in minutes. Based on
the knowledge of the various instances and the operational experience of the
company, we can say that group A is harder than group B, mostly because the
associated territory is more extended and the associated requests don’t follow
easy geographical patterns.

Table 2. Service quality for each instance group

Group PWB/PWA DWB/DWA Gamma Levels Gamma Values W Dwelling Time

A 0/10 10/13 [10, 20] [2, 1.8, 1.7] 20 1

B 5/8 10/10 [5, 10] [2.5, 2, 1.8] 20 0.5
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5.2 Impact of Parameters

Before testing our Reinsertion Algorithm, we want to study the impact of its
important parameters T and MT defined in Sect. 4.2. Concerning the values of
free parameters, preliminary experiment led us to set kmin = 3, kmax = 10 and
pr = 4.

5.2.1 Impact of T

Our first objective is to evaluate the impact of the value of T (defined in Sect. 4.2)
on the final percentage of served requests. In this evaluation, the maximum
allowed time MT for the experiment is set to 1 s. The Fig. 2 shows the results
of the experiments plotted separately for each group. The behavior on the two
groups is pretty clear: the performance increases up to 15 min and then decreases
when compared to T = 15. Thus, T = 15 has a better performance than T = 0
since it provides a large search space of solutions. The performance associated
with values beyond 15 min decreases because more time is expended in remov-
ing non-relevant requests. The decrease in performance is different between the
two groups. We observe that in group B, this performance deteriorates when
T increases and falls below T = 0 for values greater than 60 min. However, we
observe that in group A this performance tends to stabilize around an average
value when T > 15 and always performs better than T = 0. Figure 1 gives us
insights to explain this behavior. Neighborhood represents the average number of
requests that are candidates for removal (size of the list LI see Sect. 4.2.1) and
Feasible computes the proportion of the number of feasible moves in relation to
all the moves tested by the algorithm. These values are obtained by running one
simulation on each instance. We observe that the size of the neighborhoods is on
average similar for both groups. However, it appears that finding feasible moves
is more harder in group A, which confirms the hardness of these instances (cf.
Sect. 5.1).

T 0 60 120
Neighborhood 23.88 55.18 62.98

Feasible 1.91 1.51 1.29

(a) Group A

T 0 60 120
Neighborhood 13.67 47.10 66.78

Feasible 14.77 8.85 6.14

(b) Group B

Fig. 1. Mean number of booking and feasible moves in Neighborhood according to the
value of T for each Group

We keep the value T = 15 for future experiments. The fact that the same
value gives best results on both groups is probably related to the fact that the
W values are similar (see Table 2).
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(a) Group A (b) Group B

Fig. 2. Relative improvement according to the value of T for each group of instances.

5.2.2 Impact of Maximum Allowed Time

In this section, we are interested in varying the maximum time MT allowed for
the Reinsertion Algorithm. We perform independent tests for each value of MT .
Figure 3 shows the impact of the maximum allowed time on the two groups of
instances. In group B, we observe significant improvement between 1 and 3 s.
The gain continues to increase up to 5 s in a less significant way. The behavior
is different in group A. We observe a clear improvement when passing from 1
to 2 s, but no clear improvement up to 5 s. We even observe that MT = 3 and
MT = 4 perform slightly worse than MT = 2. These variations are mostly due
to the stochastic nature of the algorithm and the natural variance it produces.
The group B takes more advantage of the increase of maximum time than group
A, probably for the same reasons as those given in Sect. 5.2.1.

Based on these observations, we choose to limit the maximum allowed time
for the Reinsertion Algorithm to 3 s, considering that it allows to keep fast answer
time and that it doesn’t degrade the performances. Note that 2 s could also be
an acceptable value.

(a) Group A (b) Group B

Fig. 3. Relative Improvement according to the maximum allowed time (seconds) for
each group of instances.
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5.3 Benefits of Reinsertion

The purpose of this section is to evaluate the benefits of running the proposed
Reinsertion Algorithm on dynamic Dial-a-Ride problems. We use the percentage
of served requests as a metric to evaluate the performance of the Reinsertion
Algorithm but we also show its impact on the total duration of rides (defined in
Sect. 3), which is the objective minimized by algorithms implemented in Padam’s
service.

Table 3 presents results for group A. It exposes results with 13 vehicles (num-
ber of vehicles used in practice for this group of instances) and also for 12 and
14 vehicles for each instance. The meaning of the columns is as follows: O is for
the percentage of served requests with online algorithm (algorithm implemented
in Padam’s service), O+R is the percentage of served requests with online and
reinsertion algorithms, Imp is the relative improvement of reinsertion over online
in terms of served requests and ImpD is the relative improvement of reinsertion
over online in terms of total duration of the rides.

We first observe that instances of group A are very hard, because we are
often far from satisfying all requests with the online algorithm. However, the
Reinsertion Algorithm provides an improvement on almost all instances, with an
average improvement of 3.64% (respectively 4.56% and 5.95%) with 13 vehicles
(respectively with 12 and 14 vehicles). This is done with approximately the same
rides duration, which shows that the reinsertion can satisfy more requests with
similar vehicle costs. By comparing the results obtained with 12 and 13 vehicles,
we observe that the online algorithm serves on average 45.82% of requests with
12 vehicles compared to 49.68% with 13 vehicles, while the reinsertion serves
on average 48.17% with 12 vehicles. It means that despite the hardness of the
instances, Reinsertion Algorithm fills more than half of the gap caused by the
removal of a vehicle and even eliminates the need to add a vehicle in the case of
the instance A 177 and A 120. The results also show that with 13 vehicles, the
Reinsertion Algorithm succeeds in inserting on average as many requests as with
the online algorithm with 14 vehicles, improving the result of some instances.

An analysis of the results obtained by varying the number of vehicles shows
that the relative improvement of the online algorithm with 14 vehicles compared
to the same algorithm with 13 vehicles is 3.8%, and the relative improvement of
the Reinsertion Algorithm is 63% when comparing 14 vehicles against 13 vehicles.
Then, we can conclude that the relative improvement of the online algorithm is
lower when passing from 13 to 14 vehicles, while the relative improvement of the
Reinsertion Algorithm is significantly larger.

In rare cases, the Reinsertion Algorithm implies a deterioration in the per-
centage of served requests. We observe on most of theses instances that the final
duration of the ride is nevertheless higher. This may be explained by the fact that
the reinsertion process can sometimes accept hard requests that would otherwise
have been rejected, degrading the rides too much and making it more difficult
to insert some subsequent requests. This seems however to be quite rare.

Table 4 presents results for group B. These results are more consistent
than for group A with an improvement in all instances. With 6 vehicles, the
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Table 3. Performance of Reinsertion Algorithm on instances of group A.

Ve nb of vehicles = 12 nb of vehicles = 13 nb of vehicles = 14

INS O O+R Imp ImpD O O+R Imp ImpD O O+R Imp ImpD

A 120 67.5 76.67 12.1 −0.92 74.17 82.5 11.24 0.45 75.83 83.08 9.56 −0.25

A 145 53.10 53.52 0.78 0.13 57.24 60.62 5.90 −2.58 62.06 62.55 0.78 −2.65

A 159 60.38 64.40 6.67 1.38 66.04 68.49 3.71 2.76 65.41 70.75 8.17 4.19

A 177 42.37 45.14 6.53 6.55 44.63 46.89 5.06 −1.49 46.33 48.64 5.00 −2.67

A 216 43.52 41.99 −3.51 1.27 44.44 44.03 −0.94 −0.37 45.37 47.45 4.59 −0.27

A 233 51.07 53.22 4.20 1.03 55.79 58.88 5.54 3.43 60.94 62.70 2.88 0.64

A 271 34.32 35.43 3.23 −0.15 36.53 37.49 2.62 −2.79 38.75 42.43 9.52 0.09

A 288 34.03 33.40 −1.84 2.51 34.72 34.375 −0.99 0.77 35.07 37.26 6.24 0.65

A 288b 45.49 51.32 12.82 −1.9 54.86 54.03 −1.52 0.32 55.55 57.88 4.19 −0.20

A 360 26.39 27.61 4.63 −0.28 28.33 29.97 5.78 −1.51 30.27 32.86 8.53 −0.29

Avg. 45.82 48.17 4.56 1.10 49.68 51.73 3.64 −0.19 51.56 54.56 5.95 −0.07

Table 4. Performance of Reinsertion Algorithm on instance of group B.

Ve nb of vehicles = 5 nb of vehicles = 6 nb of vehicles = 7

INS O O+R Imp ImpD O O+R Imp ImpD O O+R Imp ImpD

B 200 84.5 88.95 5.27 5.27 90.5 92.75 2.49 −2.42 89.5 92.0 2.79 1.93

B 301 82.06 91.06 10.97 3.95 89.04 92.29 3.66 −1.61 91.03 94.15 3.43 −0.80

B 398 86.93 90.70 4.34 1.29 88.94 91.21 2.54 0.39 87.44 91.88 5.08 1.99

B 498 76.51 85.94 12.34 2.42 85.94 90.84 5.70 2.40 87.35 93.88 7.47 0.97

B 607 72.32 82.19 13.64 0.85 80.72 88.37 9.47 1.88 84.51 91.57 8.34 −0.38

B 709 69.25 78.22 12.95 0.87 80.82 84.79 4.92 0.96 84.34 89.01 5.53 1.32

B 802 67.83 75.01 10.58 −0.29 72.57 82.77 14.05 2.08 78.05 86.66 11.02 0.06

B 909 61.45 75.01 17.29 0.48 73.68 81.38 10.45 1.17 76.98 85.45 11.00 2.90

B 1011 61.03 69.00 13.06 −0.02 70.23 77.51 10.37 0.44 75.57 82.11 8.65 0.38

Avg. 73.54 81.46 11.16 1.65 81.38 86.88 7.07 0.59 83.86 89.64 7.04 0.93

reinsertion gives an average improvement of 7.07% with approximately similar
rides duration, which is a significant improvement. With 5 vehicles, the rein-
sertion achieves an average improvement of 11.16% resulting on an average of
81.48% of served requests. This average percentage is larger than the results
achieved with the online algorithm with 6 vehicles. This is especially true on
6 instances (two-thirds of the group instances). It means that the Reinsertion
Algorithm allows on average to save 1 vehicle out of 6, which corresponds to a
considerable benefit for the transporter. This is also true when comparing results
with 6 and 7 vehicles: reinsertion with 6 vehicles performs better than the online
algorithm with 7 vehicles on all instances, meaning that the reinsertion prevents
the transporter to add a vehicle while having better performances and similar
costs. This is another huge benefit.
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We also observe that with a fixed number of vehicles, the Reinsertion Algo-
rithm tends to perform better when the number of requests increases. This could
potentially be explained by the fact that the higher the number of requests, the
more the online algorithm is far from optimal arrangement for these requests.

6 Conclusion

In this paper, we have studied a real problem of dynamic DARP raised by
the company Padam. We have proposed an original and novel re-insertion algo-
rithm for rejected requests based on repair and destroy operators. Our approach
explores many reinsertion possibilities since it allows to cover a wide neighbour-
hood. We conducted extensive experiments on hard and realistic instances up to
1011 requests and 14 vehicles to evaluate the benefits of our proposed method.
We have shown that it allows us to respond to a greater number of requests
and that it saves an average of one bus on almost half of the cases, which is a
significant advantage for Padam.
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Abstract. A skeletal representation of geometrical objects is widely used in
computer graphics, computer vision, image processing, and pattern recognition.
Therefore, efficient algorithms for computing planar skeletons are of high rel-
evance. In this paper, we focus on the algorithm for computing the Voronoi
skeleton of a planar object represented by a set of polygons. The complexity of
the considered algorithm is O(N log N), where N is the total number of poly-
gon’s vertices. In order to improve the performance of the skeletonization
algorithm, we proposed theoretically justified shape optimization heuristics,
which are based on polygon simplification algorithms. We evaluated the effi-
ciency of such heuristics using polygons extracted from MPEG 7 CE-Shape-1
dataset and measured the execution time of the skeletonization algorithm,
computational overheads related to the introduced heuristics and the influence of
the heuristic onto the accuracy of the resulting skeleton. As a result, we
established the criteria allowing us to choose the optimal heuristics for Voronoi
skeleton construction algorithm depending on the critical system’s requirements.

Keywords: Voronoi diagram � Voronoi graph � Skeleton � Optimization �
Heuristics

1 Introduction

The skeletal representation of the planar object is essential for many problems of
computer vision and pattern recognition, image processing, computer graphics and
visualization [1]. Skeletons are widely used for shape matching [2, 3], optical character
recognition [4] and image retrieval [2, 5]. In the area of biomedical image processing,
skeletonization methods are extensively applied to compute the central line of thin
objects. For example, one can extract the skeletal graph representing the retinal blood
vessels topology [6, 7]. A similar technique can be applied to segment biological neural
networks [8]. One can also use skeletonization methods to segment cellular filamentous
structures using microscopy images [9, 10]. Thus, fast and accurate algorithms for
computing the skeleton of the geometrical objects are of high relevance.
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Related Work. Existing algorithms for computing the skeleton can be classified based
on the type of processed data. For example, morphological thinning techniques are
extensively used for computing the skeleton of a binary image [11–13]. They allow us
to obtain a pixel-level representation of the thin skeleton. On the next step, such
representation can be converted into a graph using the vectorization methods described
[14, 15]. However, the accuracy of the skeleton is bounded by the resolution of the
pixel grid. Moreover, many of these methods are not rotation-invariant [11, 12].

Other techniques are based on central line tracing. They are commonly used to
segment thin-line structures on an image (e.g., axons, dendrites of neurons [16], blood
vessels [17], filamentous structures [17, 18]). These methods can directly represent the
skeleton as a connected graph. However, due to the iterative nature of these methods,
the execution time may vary significantly.

Another class of methods allows us to compute a skeleton of an object, whose
shape is represented by simple polygons. Such polygons can be either sampled directly
from a vector graphics data or can be extracted from a binary image using the tracing
techniques (e.g., Marching squares [19]). Methods to construct the straight skeleton
using the polygon shrinking technique with O(N log N) complexity are described in
papers [20, 21]. A linear complexity method for a simple polygon without holes was
introduced in [22]. A more general approach for constructing the skeleton of an
arbitrary object with holes employs the Voronoi diagram [23, 24], which has com-
putational complexity O(N log N), N is a number of primitives. In comparison to the
techniques above, this approach allows us to directly compute a rotation-invariant thin
skeleton of an object as a graph. Moreover, one can also employ the properties of the
Voronoi diagram to solve the related geometrical problems [25] (e.g., finding fast a
convex hull, nearest neighbor, maximal inscribed disk). However, due to a large
number of the processed simple primitives, such method can become computationally
costly. Therefore, we focus on the Voronoi-based skeletonization methods and on
heuristic techniques allowing us to speed up such methods by employing the shape
simplification techniques.

2 Problem Statement

We assume that a planar object has G1-continuous boundaries (except for a finite
number of G0-continuous points – see critical points below). The object’s boundaries
are represented by a set of simple planar polygons S :¼ P0;P1; . . .;Pm

� �
, where

polygon Pk is defined as an ordered set of its vertices pk1; p
k
2; . . .; p

k
Mk
. Polygon P0

corresponds to the outer contour of the object. R :¼ P0n
Sm

i¼1 Pi defines the object’s
domain.
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Let’s denote the set of open line segments (LS’) corresponding to the polygon Pk

by Lk :¼ L Pkð Þ ¼ lki := pki ; p
k
iþ 1

� �
i ¼ 1; . . .;Mk;j pkMk þ 1 ¼ pk1

n o
and the set of all

vertices (line segment’s endpoints) by Q ¼ Sm
k¼0

SMk
j¼1 pki

� �
. A set L :¼Sm

k¼1 Lk

contains all line segments of S.
Definition 1. The Voronoi cell [29] corresponding to an element u 2 L[Q is defined
as a locus of points:

VC uð Þ ¼ p 2 R
2 dist p; uð Þ� dist p;wð Þ;w 6¼ u;w 2 L[Qj� � ð1Þ

Definition 2. The Voronoi diagram [29] of a set of line segments L (with endpointsQ)
is defined as a set of all Voronoi cells:

VD L;Qð Þ ¼
[

u2L[Q
VC uð Þf g ð2Þ

Remark 1. The most of the computational algorithms (e.g., “Divide and Conquer”
[26], Fortune’s algorithm [27]) represent the boundaries between neighboring Voronoi
cells in terms of the Voronoi graph [28, 29] GS ¼ VS;ESð Þ with a set of the Voronoi
vertices VS and a set of Voronoi edges ES �VS � VS .

Definition 3. Let’s assume that a polygon P approximates boundary of geometrical
object and a vertex p of P corresponds to the point of the boundary, where object is G0-
continouous (but not G1-continouous). Then vertex p is called critical points (vertices)
of the polygon P.
Remark 2. Vertices of polygon P corresponding to G1-continouous part of object’s
boundary, might induce redundant edges of the Voronoi diagram – the bisectors
between consecutive line segments li and liþ 1 sharing common non-critical endpoint
pi. In order to obtain an approximate Voronoi diagram of an object represented by S,
such redundant edges corresponding to all non-critical points of S should be
removed [29].

Definition 4. An approximate Voronoi diagram VDa Sð Þ [29] for a planar object
represented by a set of polygons S is obtained as a subgraph Ga

S of the Voronoi graph
GS by removing the edges of GS corresponding to the bisectors between two con-
secutive line segments li and liþ 1 sharing a common non-critical vertex pi.

Definition 5. The Voronoi skeleton [23] of a planar object represented by S is a subset
of the approximate Voronoi diagram VDa Sð Þ located inside object’s region R.

Remark 3. Thus, the Voronoi skeleton of S is obtained by removing (or trimming) the
edges of Ga

S , which do not locate in R.

Problem Statement: Given a set of polygons S, which represent a planar object,
construct the Voronoi skeleton of S.
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3 Algorithm

In this section, we describe the algorithm for computing the Voronoi skeleton. In
Subsect. 3.2 we show an algorithm for transforming the Voronoi graph GS into the
final Voronoi skeleton. The complexity analysis of the algorithm is shown in
Subsect. 3.3.

3.1 Algorithm Description

Input: S :¼ P1;P2; . . .;Pm
� �

– the set of polygons, each vertex pki of the polygon Pk

has a binary attribute is Critical pki
� � 2 True; Falsef g. Polygon Pk is oriented such that

its interior of the object is to the right for any its line segment (LS) l 2 Pk.
Algorithm:

1. Compute Voronoi diagram of line segments L (with endpoints Q) ) Obtain
Voronoi graph GS ¼ VS;ESð Þ represented as doubly-connected edge list (DCEL)
[28];

2. Using the breadth-first search (BFS) algorithm to traverse the Voronoi graph GS
and label its edges and vertices (see Subsect. 3.2);

3. Remove the edges GS with labels “R” or “O” and vertices with labels “B” or “O”;
4. Remove isolated vertices of GS if any exist;

3.2 Labeling Voronoi Graph

We traverse the edges and vertices of the Voronoi graph GS and label them according
to their role in a resulting graph of the Voronoi skeleton.

Fig. 1. Examples of the labeled Voronoi vertices and edges.
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function InitQueue(Q)
begin
    Q := EmptyQueue(); 

  for edge e
    Label[e] = “None”; 
    if isInfinite(e)

      EnQueue(e, Q); 
      v : = non-null vertex of e;
      Label[v] := “None”; 

        else 
v1, v2 := non-null vertices of e;

      Label[v1] := Label[v2] := “None”; 
    return Q;
end; 

procedure TraverseBFS(Q)
begin

  while not Empty(Q) do
    e := DeQueue(Q); 
    v := Null;  
    if (isInfinite(e)) then

    v := non-null vertex of e;
      LabelInf initeEdge(e) ;

    else  
      v := vertex of e with “None” label; 
      LabelFiniteEdge(e);

    for edge e incident to v do  
      // Add non-labeled edges to queue
    if (Label[e] = “None”) then

    EnQueue(e, Q); 
end;

procedure LabelInfiniteEdge(e)
begin

  c1, c2 := cells of e and Twin(e); 
  v := non-null vertex of e;

if Type(c1) = “EP” && Type(c2) = “EP” then
    Label[e] := Label[v] := “O”; // Outer
else
    p := unique EP of line segment; 
if v coincides with p then 

Label[v] := (isCritical[p]) ? “C” : “B”;
        Label[e] := “O”; // Outer

else 
  Label[v] := “I”; // Inner
if isCritical[p] then
    Label[e] := “C”; // Critical
    Trim e to p;
else 
    Label[e] := “R”; // Redundant

end;

procedure LabelFiniteEdge(e)
begin

  v0 := labeled vertex of e;
  v1 := unlabeled vertex of e;
  c1, c2 := cells of e and Twin(e); 
  if Label[v0] = “I” || Label[v0] = “O” then

    if Type(c1) = “LS” && Type(c2) = “LS” then
      if LS’ of c1 and c2 share endpoint p then 

        if isCritical[p] then 
          Label[v1] := “C”; // Critical
          Label[e] := (Label[v0]=“I”) ? “C” : “O”; 

  else 
          Label[v1] := “B”; // Boundary

        Label[e] := (Label[v0]=“I”) ? “R” : “O”; 
      else 

    Label[v1] := Label[v0];
        Label[e] := Label[v0];

        else // Edge between LS and EP
      if c1 and c2 belong to the same LS then 

        p := line segment’s endpoint; 
        if p coincides with v1 then 

          Label[v1] := (isCritical[p]) ? “C” : “B”; 
          if Label[v0] = “O” then

Label[e] := “O”; // Outer
          else 

Label[e] := (isCritical[p]) ? “C” : “R”; 
    else 

    Add new vertex v with position p to GS

    Replace e by e0 := (v, v0), e1 := (v, v1); 
    Label[v] := (isCritical[p]) ? “C” : “B”; 
    if Label[v0] = “O” then

    Label[v1] := “I”;  
if isCritical[p] then
    Label[e1] := “C”; 
else 
    Label[e1] := “R”; 
    Label[e0]  := “O”; 

   else 
    Label[v1] := Label[e1] := “O”; 

     Label[e0] := (isCritical[p]) ? “C” : “R”; 
      else // bisector is a parabolic arc

        Label[v1] := Label[v0]; 
        Label[e] := (Label[v0]=“O”)?“O”:“I”; 

  else // Critical or Boundary  
    if v1 is located to the right of c1 or c2 then 

      Label[v1] := “Inner”; 
      Label[e] := (Label[v0] = “C”) ? “C” : “R”; 

    else 
      Label[v1] := “Outer”; 
      Label[e] := (Label[v0] = “C”) ? “C” : “O”; 

end; 

Listing 1. Pseudocode of the Voronoi graph labeling step with auxiliary functions 

Definition 6. Voronoi vertex (cf., Fig. 1) is called (label abbreviation is in parenthesis):

• Inner (“I”), if the vertex is located inside the object’s polygon;
• Outer (“O”), if the vertex is located outside the object’s polygon;
• Critical (“C”), if it coincides with one of the critical vertices of the object’s

polygon;
• Boundary (“B”), if it coincides with one of the non-critical vertices of the polygon;
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Definition 7. Voronoi edge (cf., Fig. 1) e is called (label abbreviation is in
parenthesis):

• Inner (“I”), if it locates in R and doesn’t touch (intersect) any polygon from S;
) both vertices of e are labeled as Inner;

• Critical (“C”), if it locates in R and adjacent to a critical vertex;
• Outer (“O”), if the edge locates outside R ) both vertices of e are labeled as Outer;
• Redundant (“R”), if it locates in R and touches polygon’s non-critical vertex;

The pseudocode illustrating the labeling procedure and the related functions is
shown in Listing 1. Firstly, we initialize the queue Q of the breadth-first search
(BFS) algorithm (see function InitQueue(Q)) by all infinite edges of the Voronoi
graph GS . A common data structure Label[•] is used to store labels of Voronoi
edges and vertices according to the definitions 6 and 7. Then, starting from infinite
edges we label all remaining edges and vertices of GS in function TraverseBFS(Q).
At each iteration of BFS algorithm we label current edge and the adjacent non-labeled
vertex. In Listing 1 (Condition)?Value1:Value2 denotes to the ternary con-
ditional operator.

3.3 Complexity Analysis

Lemma 1. The complexity of Step 1 of the skeletonizing algorithm is O(N log N),
where N is a number of points in a polygon.

Proof. At the Step 1 we construct the Voronoi diagram for polygon’s line segments
using Fortune’s algorithm. According to [27] the complexity of this step is O(M logM),
M - number of line segments. Since N�M, Step 1 has complexity O(N log N). ■

Lemma 2. The complexity of Step 2 of the skeletonizing algorithm is O(N), where N
is a number of the points in an input polygon.

Proof. Step 2 is about labeling the edges and vertices of the Voronoi graph using BFS
traverse algorithm. Note that the Voronoi graph is a planar connected graph. Therefore,
Euler’s formula Vj j � Ej j þ f ¼ 2 take place, where Vj j, Ej j, f is a number of vertices,
edges and faces of a graph. If Vj j ¼ N, then the number of edges Ej j ¼ O Nð Þ. The BFS
algorithm traverses all edges of the Voronoi graph. Since all operations within one
BFS iteration can be performed in O(1), the complexity of BFS routine is
Oð Ej j þ Vj jÞ ¼ O Nð Þ. Thus, the complexity of Step 2 is O(N). ■

Lemma 3. The complexity of Steps 3–4 of the skeletonizing algorithm is O(N), where
N is a number of the points in an input polygon.

Proof. One edge can be removed from DCEL in O(1) by reassigning the pointers
[25, 28]. According to Lemma 2, the number of edges Ej j ¼ O Nð Þ. Therefore, the
complexity of Step 3 is O Nð Þ. A single isolated vertex can be removed from DCEL in
O(1). Therefore, the complexity of Step 4 is O Nð Þ. ■
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Theorem 1. The complexity of the skeletonizing algorithm is O(N log N), where N is
a number of the points in an input polygon.

Proof. According to analysis of the complexities of each algorithm’s step provided in
Lemmas 1–3, the total complexity of skeletonizing algorithm is O(N log N). ■

4 Optimization and Heuristics

We introduce an optimization heuristic allowing us to compute fast the Voronoi
skeleton by reducing the number of vertices of input polygons. The main idea behind
the optimization procedure is illustrated by the following lemma.

Lemma 4. Let P ¼ p1; p2; . . .; pNf g be a polygon and li denotes the line segment
between points pi and piþ 1 of a polygon P, i ¼ 1; . . .;N, (pN þ 1 ¼ p0Þ. The polygon P0

is obtained by subdividing line segments li; i ¼ 1; . . .N of a polygon P such that line
segment li is replaced by a polyline pi;1; pi;2. . .; pi;Ri of points on li, i ¼ 1; 2; . . .;N
(pi;1 ¼ pi, pi;Ri ¼ piþ 1). Then the Voronoi skeletons VS Pð Þ and VS P0ð Þ constructed
using the skeletonizing algorithm above are equal (in terms of the Hausdorff distance
between the corresponding Voronoi graphs).

Proof. The Voronoi diagram of line segments of P and P0 consist of the bisectors of
the following types: a bisector between two line segment’s interiors, a bisector between
a line segment’s interior and an endpoint, bisector between two endpoints. Let’s
consider these cases separately:

Case 1 (see Fig. 2a). The bisector between two line segment’s interiors l1 and l2 is a
line segment l0 [27, 28]. Let’s suppose that in P0 line segment l2 remains the same and
l1 is subdivided into two parts l1;1 and l1;2 connected by a shared endpoint q. Then, the
Voronoi cell corresponding to l1 in VD Pð Þ will be split into two Voronoi cells (cor-
responding l1;1 and l1;2) of VD P0ð Þ by the Voronoi edge e such that e is a bisector
between l1;1 and l1;2 which passes through q and is perpendicular to l1 (and therefore,
l1;1 and l1;2). Thus, the Voronoi edge e will divide bisector line segment l0 in VD Pð Þ
into two parts l01 and l02 in VD P0ð Þ such that l01 is a Voronoi edge of the Voronoi cell of

Fig. 2. Illustration of the proof of Lemma 4
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l1;1 and l02 is a Voronoi edge of the Voronoi cell of l1;2. Note that l
0
1, l

0
2 and edge e are

connected together by a newly introduced Voronoi vertex v0. The remaining part of the
Voronoi diagrams for P0 and P stays the same. The BFS labeling procedure (see Step 2
of the algorithm above) for Voronoi edges and vertices of VD P0ð Þ will split the
introduced in VD P0ð Þ Voronoi edge e into two parts e1 and e2: one part will be labeled
as “Outer” and the other part will be labeled as “Redundant”. Therefore, both parts will
be removed at Step 3 of the skeletonizing algorithm and the resulting Voronoi skeleton
VS P0ð Þ will contain the line segment edges l01, l

0
2 connected by v0.

Case 2. In case of a line segment’s interior l and an endpoint p, two possible
scenarios take place. First scenario is when p is an endpoint of l. In this case Voronoi
diagram contains an edge e0 coming through p and perpendicular l. The edge e0 can be
either removed or not by BFS procedure depending on the type of p. Subdividing l into
two parts la and lb which share an endpoint q will introduce a new edge e parallel to e0,
which will be classifies as “Redundant” and removed from the final skeleton. The
second scenario (see Fig. 2b) is when p is not an endpoint of l. Then the bisector
between p and l is a parabolic arc lp, which is subdivided into two parts lp;1, lp;2 if we
split l into la and lb. The analysis in this case is the similar to the Case 1 except that now
l01 and l02 are parabolic arcs lp;1 and lp;2, respectively.

Case 3. The bisector between two different endpoints of VD P0ð Þ or VD Pð Þ is an
infinite edge (ray), which is classified at Step 2 of the algorithm above as “Outer” and,
therefore, removed from both VS Pð Þ and VS P0ð Þ at Step 3.

The case of single subdivision ðL ¼ 1Þ of polygon’s line segment for different
possible bisectors of the Voronoi diagram is covered above. The general case for
several subdivisions L can be proved by induction on L.

Let’s assume that for L ¼ n subdivisions of P holds that VS Pð Þ and VS P0ð Þ are
equal. The polygon P00 is obtained from P0 by subdividing an arbitrary line segment of
P0 into two line segments. Therefore, we can apply one of the proved cases for a single
subdivision above and obtain that Voronoi skeletons VS Pð Þ and VS P00ð Þ are equal.
Thus, by induction VS Pð Þ and VS P0ð Þ are equal for any L[ 0. ■

Remark. It follows from Lemma 4 that the Voronoi skeleton VS P0ð Þ for a subdivided
polygon P0 is the same (w.r.t. Hausdorff distance) as the Voronoi skeleton VS Pð Þ for

Fig. 3. The Voronoi skeletons (red) for polygon P (blue) and its subdivided version P’ (blue)
and respective Voronoi diagrams (gray). (Color figure online)
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the original polygon P (see Fig. 3). However, in comparison to VS Pð Þ, VS P0ð Þ is
represented with a larger number of Voronoi edges and vertices. Therefore, the concept
of the Voronoi skeleton with a minimal number of vertices/edges take place. Applying
Lemma 4 in the reverse direction allows us to reduce the number of vertices and edges
of the Voronoi skeleton. This in turn reduces the execution time of skeletonization
algorithm and compresses the resulting graph representation of a skeleton.

Therefore, our aim is to design a heuristic based on simplification operation
(reverse to subdivision) and obtain polygon P from P0. According to Lemma 4
simplification procedure (algorithm) should meet the following requirement:

Simplification Requirement (SR): The polygon simplification heuristic removes the
points corresponding to colinear connected line segments of the polygon representing
such line segments by a single line segment.

Thus, we introduce Step 0 of the skeletonizing algorithm: simplify each polygon of
a set S by reducing the points associated with colinear connected line segments (SR).
This operation can be performed using one of the existing polygon simplification
algorithms satisfying the simplification requirement (SR).

Table 1. The overview of polygon (polyline) simplification algorithms.

Name of algorithm (Abbr.) Average complexity Worst-case complexity SR

Ramer-Douglas-Peucker (DP) [30] O(N log N) O(N2) Yes
Visvalingam-Whyatt (VW) [31] O(N log N) O(N log N) Yes
Reumann-Witkam (RW) [32] O(N) O(N) Yes
Opheim (OP) [33] O(N) O(N) Yes
Lang (LA) [34] O(NK) O(NK2) Yes
Zhao-Saalfeld (ZS) [35] O(N) O(N) Yes
Rapso (RA) [36] O(N) O(N) No
Li-Openshaw (LO) [37] O(N) O(N) No
Nth point (NP) [38] O(N) O(N) No
Circle (CI) [38] O(N) O(N) No
Perpendicular distance (PD) [38] O(NK) O(N) Yes

Table 2. Suitable polygon simplification algorithms, their parameter and heuristics.

Algorithm Parameter(s) Heuristics for 2nd parameter

DP e[ 0 – tolerance parameter; No
VW A[ 0 – minimum triangle area; No
RW e[ 0 – distance tolerance; No
OP emin, emax [ 0 – tolerances; emax ¼ þ1 (large number)
LA e[ 0 – distance tolerance;

R 2 N – size of search region;
R ¼ h � N, N – number of points;
h 2 0:05; 0:1; 0:2; 0:25; 0:5; 1:0f g.

ZS e[ 0 – sector bound error; No
PD e[ 0 – distance tolerance;

K 2 N – number of repetitions;
R ¼ h � N, N – number of points;
h 2 0:05; 0:1; 0:2; 0:25; 0:5; 1:0f g.
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Analysis of Simplification Algorithms. We have analyzed the most commonly used
algorithms for polygon (polyline) simplification and summarized the results in Table 1.

However, certain simplification strategies do not agree with the simplification
requirement (SR). For example, a naive Nth point [38] method merely removes every
Nth point from a polygon ignoring its geometry. Circle simplification [38] method
groups together points forming spatial clusters based on the distance threshold. Then, a
single representative point replaces each such cluster. Li-Openshaw [37] and Rapso
[36] algorithms simplify polyline based on spatial pixel (or hexagon-based) grid. These
algorithms instead solve the problem of polyline digitization (useful for solving the
problem of optimal map rescaling). Therefore, we consider only the algorithms ful-
filling SR (see Table 2). Most of the analyzed algorithms have complexity O(N) except
DP [30] and VW [31] algorithms with O(N log N) complexity. In order to select the
algorithm, which shows the best performance improvement, has the smallest compu-
tational overhead and influences the resulting skeleton the least, we investigated these
algorithms empirically as described in the evaluation section.

5 Evaluation

We evaluate the performance of the skeletonization algorithm in terms of the execution
time and measure the influence of the introduced heuristics onto the accuracy, exe-
cution time of the overall algorithm. We also estimate the computational overheads
related to the line simplification algorithms.

Dataset. In order to evaluate the performance
of the skeletonization algorithm and individual
optimization heuristics, we used polygons
obtained from MPEG 7 CE-Shape-1 dataset.
These polygons were extracted from binary
images using the Marching Squares algorithm
[19]. In total the dataset consists of 1282
polygons (see Fig. 4).

Fig. 4. Distribution of polygon’s sizes

Measures. We have measured the following quantities:

1. Execution time (ms) of each simplification algorithm, skeletonizing algorithm with
(without) the mentioned heuristics and overall execution time. The experiments
were carried on Intel Core i7, 2.2 GHz, 16 Gb RAM.

2. Hausdorff distances dH (errors) [39] between the simplified and original polygons
and also between the ground truth skeleton and one obtained using the skele-
tonization with heuristics;

3. Simplification rate (%) of the polygon is computed as follows:

SR P;P0ð Þ ¼ Pj j � P0j j
Pj j � 100% ð3Þ

where P and P0 are original and simplified polygons, respectively. Pj j is the number of
vertices of P (large values of SR P;P0ð Þ correspond to small P0j j w.r.t. Pj j).
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Parameters. The parameters of the simplification algorithms (see Table 2) were cho-
sen using the line search method such that the maximum simplification rate is achieved
for a given threshold value of Hausdorff distance dH between the simplified polygon P0

and an original polygon P. This allows us to compare different simplification algorithm
with respect to the maximum tolerable error. The established parameters of the sim-
plification algorithms for the respective values of dH are shown in Table 3.

For the algorithms with two parameters we applied additional heuristics to choose
the value of the second parameter (see Table 2). These heuristics were devised to
achieve the maximum simplification rate for a given Hausdorff error threshold dH . It
was established that for LA and PD algorithms the optimal value of h is 0:25 (for
h[ 0:25 the simplification rate does not increase, but the execution time of these
simplification algorithms rises).

Evaluation Results. We have measured the execution time of each suitable simpli-
fication algorithm for fixed values of Hausdorff error thresholds dH (see Fig. 5a). These
measurements show the computational overheads related to the optimization step of the
skeleton algorithm. In order to compare the quality of the simplification algorithms, we
measured the respective simplification rates for given values of dH .

Table 3. Parameters of the simplification algorithms.

Hausdorff distance dH Algorithm parameters
DP VW RW OP LA (0.25) ZS PD (0.25)

0.001 0.001 0.0007 0.001 0.001 0.001 0.001 0.001
0.005 0.005 0.0025 0.005 0.005 0.005 0.005 0.005
0.01 0.01 0.005 0.009 0.009 0.01 0.01 0.01
0.05 0.05 0.025 0.04 0.04 0.05 0.05 0.05
0.1 0.1 0.05 0.08 0.08 0.1 0.1 0.1
0.5 0.5 0.25 0.4 0.4 0.5 0.5 0.5
1.0 1 0.5 0.8 0.8 1 1 1

(a) Average execution time (ms) (b) Simplification rates (%), RW OP

Fig. 5. Execution time (ms), simplification rates (%) of optimization heuristics
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Figure 5b shows that the algorithms of LA and ZS have the most substantial extent
of polygon simplification (compression) for a given dH having nearly identical
dependency curves. PD, VW, and PD algorithms achieve slightly smaller simplification
rates showing almost undistinguishable behavior for most of the cases. However, VW
algorithm overperforms other algorithms for small values of dH \ 0:002. OP and RW
algorithms have the lowest simplification rates with nearly identical dependency
curves.

In Fig. 5 one notices that despite being the fastest, algorithms of OP and RW have
the smallest simplification rate and, therefore, might not guarantee the fastest execution
of the skeletonization algorithm. Therefore, we measured the total execution time of the
skeletonization algorithm depending on the value of dH taking into account the over-
head time of the simplification heuristics (see Fig. 6a).

Based on Fig. 6a we can choose the fastest optimization heuristics. However,
different values of dH threshold might affect the accuracy of the final skeleton.
Therefore, we investigated the influence of dH on the result of the skeletonization
algorithm. We calculated the skeletonization error as Hausdorff distance between the
ground truth skeleton and the result of optimized skeletonization algorithm (see
Fig. 6b).

6 Discussion

Figure 6a shows that DP- and VW-based heuristics reduce the computational time to
the greatest extent. Only these two heuristics overperform the optimization-free
approach (NO) for small values of dH � 0:001. The optimization based on OP and RW
algorithms shows the smallest skeletonization error among the other approaches (see
Fig. 6b). However, for dH \ 0:002 these algorithms have outsized computational
overheads eliminating the whole effect of the optimization. Therefore, it is reasonable
to use OP and RW algorithm only for dH [ 0:002. Note that the variance of skele-
tonization error for different heuristics decreases as dH ! 0 (see Fig. 6b).

(a) Total execution time (ms) (b) Skeletonization error (Hausdorff), RW OP

Fig. 6. Total average execution time (ms) and skeletonization errors;
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We computed 2-sample t-test to validate the hypothesis that DP- and VW-based
optimizations produce different average skeletonization errors. The test showed that the
errors produced by DP and VW optimizations are undistinguishable (p-value � 0:24).

Another hypothesis testing was performed to distinguish the execution time
between DP and VW heuristics. It showed that for the most of the cases (except
dH ¼ 0:001) DP algorithm overperforms VW (p-value \0:001).

Speed-Accuracy Trade-Off. Figure 6 shows that none of the tested algorithms min-
imizes the accuracy and execution time of the skeletonizing method at the same time.
Therefore, the choice of the heuristics is a trade-off between accuracy and the execution
time. Based on the performed computational experiments the following conclusions are
drawn:

1. If accuracy of the resulting skeleton is critical, then for dH [ 0:002 the optimization
can be performed using OP or RW algorithms. However, for dH\0:002 the only
reasonable optimization is using the DP or VW algorithms;

2. If execution time of the algorithm is more critical than the accuracy, then opti-
mization can be performed using DP or VW algorithms, which according to the
provided experiments give 1.7 times less accurate result then RW and OP heuristics;

Pruning Effect of Polygon Simplification. It was experimentally discovered, that the
introduced optimization heuristics influences the skeleton in a similar way as pruning
methods [40]. Figure 7 shows that for large values of dH (see bottom row) simplifi-
cation heuristics tends to regularize shape of the object in a way that the branches of the
skeleton corresponding to small shape perturbation disappear (cf., Fig. 7, top row).
Therefore, such optimization allows us not only to speed-up the execution of the
skeletonization, but also to achieve a pruning effect and remove the noisy branches of
the skeleton.

Fig. 7. Examples of the optimized Voronoi skeletons for shapes from MPEG 7 CE-Shape-1
dataset. Optimization heuristics is DP. For dH ¼ 0:001 (top row of images) skeletons contain
redundant branches in comparison to dH ¼ 1:0 (the bottom row of images).
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7 Conclusion

We proposed optimization heuristics for computing the Voronoi skeleton of the
polygonal data. This topic is of relevance due to its direct relation to efficient pro-
cessing of the vectorized geometrical representations (e.g., for image processing,
computer vision, computer graphics). We illustrated in detail the main steps of the
Voronoi-based skeletonization algorithm and determined that its complexity is
O(N log N), where N is the number of vertices in a polygon. We also established an
optimization criterion (requirement) and proposed theoretically justified optimization
heuristics based on the polygon simplification algorithms. In order to evaluate the
efficiency of the proposed heuristic, a series of computational experiments were con-
ducted using the polygons from MPEG 7 CE-Shape-1 dataset. Seven state-of-the-art
simplification algorithms were evaluated to determine the most suitable optimization
heuristic fulfilling the established criterion. We measured the execution time of the
skeletonization algorithm with and without the heuristic optimizations and determined
the computational overheads related to such heuristics. We also determined the accu-
racy of the skeleton produced by the optimized algorithm based on the proposed
heuristics. As a result, we established the criteria, which allow us to choose the optimal
heuristics depending on the system’s requirement. For example, DP- and VW-based
heuristics allow us to speed up the skeleton computation at least by 30%. It was
discovered experimentally, that the optimization heuristics have a pruning effect onto
the resulting skeleton.
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Abstract. Demand for energy is ever growing. Accurate prediction of
energy demand of large buildings becomes essential for property man-
agers to operate these facilitates more efficient and greener. Various tem-
poral modelling provides a reliable yet straightforward paradigm for short
term building energy prediction. However, newly constructed buildings
and recently renovated buildings, or buildings that have energy monitor-
ing systems newly installed, do not have sufficient data to develop accu-
rate energy demand prediction models. In contrast, established build-
ings often have vast amounts of data collected which may be lying idle.
The model learned from these buildings with huge data can be useful if
transferred to buildings with little or no data. An ensemble tree-based
machine learning algorithm and datasets from two leisure centres and an
office building in Melbourne were used in this transfer learning investi-
gation. The results show that transfer learning is a promising technique
in predicting accurately under a new scenario as it can achieve similar
or even better performance compared to learning on a full dataset. The
results also demonstrated the importance of time series adaptation as a
method of improving transfer learning.

Keywords: Transfer learning · Energy use prediction · Leisure centre

1 Introduction

Efficient use of energy is undoubtedly a subject of great importance in sustain-
ability as the increase of world population and economic growth keep adding
pressure on energy supply. One key area of efficient energy management is in
the building sector. According to [23], almost 39% of total energy consumption
in the US is from buildings. China’s energy usage by buildings is expected to
reach as high as 35% by 2030 [5]. In Europe, buildings account for 40% energy
usage which is equivalent to 36% CO2 emissions [18]. Recreational facilities are
attracting attention because of the increased awareness of health and fitness in
modern lifestyle [6]. Sports facilities account for 8% of the total building energy
usage in Europe [8]. Leisure centres, for example in Australia, often offer an array
of different activities under one roof, such as swimming pools (indoor and out-
door), physical fitness centres, spas, and children’s play park. Such arrangement
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exhibit complex and high energy use profiles that present energy management
challenges for building managers. Accurate prediction of energy use at these
leisure centres is of paramount importance for the building managers or owners
as it enables them to make informed decisions to manage better and optimise
the operational performances of their buildings.

Widely used techniques in the literature for building energy consumption pre-
diction, are broadly classified under engineering methods (white box methods
such as EnergyPlus by [7], and DOE-2 by [3], statistical methods, and arti-
ficial intelligence (black box) methods [1]. Comprehensive discussions on the
above techniques and their advantages and disadvantages can be found in recent
reviews [9,10] and [22]. In this study, we introduce transfer learning to facili-
tate the prediction process. The main thrust of transfer learning is the notion
that it ignores the condition that training and testing data must obey the same
distribution. Just like human beings can acquire knowledge while learning tasks
and leverage that knowledge to solve related tasks. Transfer learning operates
intuitively on the same principles. Thus, by utilising knowledge gained from one
task, transfer learning overcomes the isolated learning limitation in the tradi-
tional machine and deep learning methods [20,21] and [14].

In another work [16], investigated energy forecasting in the context of cross-
building transfer with limited historical data by leveraging data from other build-
ings. In this work, reinforcement learning algorithms were combined with a deep
belief network to improve the former’s continuous state estimation capabilities.

In another research, [12] developed a transfer learning methodology for res-
idential buildings climate control. They developed a generalized online transfer
learning algorithm which leveraged forecasting knowledge from the source data
to enhance the prediction of the target house. Their work utilised simulated
residential houses created in EnergyPlus, as a test bed for the developed online
transfer methodology and yielded positive results in the period within the first
five weeks of the target dataset.

Recently, [19] proposed an inductive transfer learning algorithm that is sensi-
tive to seasonality and trends present in electricity consumption data. The algo-
rithm is applicable in a supervised transfer learning setting, that is, it requires
limited data from the target building, and its extent of operation is bound only
to similar buildings. A prediction accuracy increase of up to 11.2% using data
from additional schools was reported on the target school with only one month
of data.

This work is the first to explore transductive transfer learning for building
energy studies, using different building types (leisure centres and office buildings)
in a supervised learning setting. The most skilful of the five machine learning
methods developed and evaluated on the task of building energy consumption
prediction at two leisure centres and an office building is selected for transfer
learning. The work investigates the application feasibility of transfer learning and
how to improve its performances for improved energy consumption prediction
using limited measured data. An ensemble tree based algorithm is tested in the
transfer learning task to transfer knowledge amongst buildings with different
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energy consumption distributions. The work presents some of the initial results
of the ongoing transfer learning experiment with a much broader scope.

2 Transductive Transfer Learning

Given a source domain, a target domain and a learning task, energy consump-
tion prediction in our case, transfer learning aims to help improve the learning
of the target predictive function in a new leisure center (Don Tatnell) using the
knowledge in another leisure center (Waves) and an office building. In the tradi-
tional machine learning, to ensure the accuracy and high reliability of the model
obtained by training, there are two basic assumptions: (1) the training sample
used for learning and the new test sample satisfy the condition of independent
and identical distribution; (2) There must be enough training samples available
to learn a good model. While in transfer learning these assumptions are no longer
necessary.

2.1 Predictive Algorithms

This section gives a brief overview of the adopted predictive algorithms for the
energy consumption prediction exercise. A total of five predictive algorithms that
is, decision trees, random forest(RF), lightGBM, k nearest neighbour(k-NN)and
ensemble extra trees(EET) are considered for the input-output mapping task.

Random forest is an ensemble based learning algorithm used for both regres-
sion and classification problems [4]. RF is an ensemble of models which uses the
decision tree approach to data collection. Initially, an individual tree is trained
by taking note of a random subset of observations. A random subset of the vari-
able is then considered to split the decision thus creating a diverse set of trees
essential for improving overall prediction performance of the ensemble model.

LightGBM is a recently launched algorithm, which by using histogram-based
algorithms buckets continuous feature values into discrete bins. This enhances
training and results in reduced memory usage. While most decision tree algo-
rithms grow their trees by level (depth)-wise, LightGBM instead grows trees
leaf-wise (best-first). The leaf with max delta loss is chosen to grow. However,
when data is small. Leaf-wise often results in over-fitting. More details on the
model performance are found in [15].

The k-nearest neighbour algorithm is one of the most straightforward super-
vised learning regression algorithms to implement but gives highly competitive
results. The k-NN algorithm’s primary assumption is that similar things exist
nearby. The algorithm computes a distance value between the output and each
item in the training data-set. The k-NN then picks the items with the k lowest
distances and conduct a “majority vote” among those data points. The value
of k is determined by either by trial and error or by cross-validation to find an
optimal value [2].
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Decision tree takes the form of a tree-like structure where numerous aspects
and attributes are considered to predict the electrical energy demand. For eval-
uation, a recursive algorithm is used to identify the attributes with the highest
information [13].

Ensemble extra trees (extremely randomised trees) implement a meta esti-
mator that fits randomised decision trees on various dataset sub-samples and
then averages them to have improved predictive accuracy and at the same time
to control over-fitting. Ensemble extra trees differentiate itself from other tree-
based ensembles, in that it splits nodes by selecting cut-points entirely at random
and incorporates the whole learning sample as opposed to a bootstrap replica to
grow the trees. The individual tree predictions are aggregated to give the final
prediction, by arithmetic average in regression type of problems and a majority
vote in classification type of problems. Tree complexity and size is controlled by
adjusting two parameters namely, maxdepth(Dmax) and minsampleleaf [11].

2.2 Evaluation Metrics

Assessment of the models’ performance was done using standard evaluation met-
rics namely, the mean square error (MSE), mean absolute error (MAE) and
R-squared (R2). The MSE is the mean of the square of the errors. The closer
the MSE is to zero the more ideal. The larger the MSE, the larger the error.
The MSE’s basic value is in selecting one prediction model over another. R2

describes the proportion of variance of the dependent variable that is explained
by the regression model. A low R2 value shows a low level of correlation, mean-
ing a regression model that is not valid, but not in all cases. MAE gives the
mean error (positive) for all test data. Note one cannot look at these metrics
in isolation in sizing up the model. These performance evaluation metrics are
calculated using Eqs. (2 to 5) as follows:

R2 = 1 −
∑

(y − y′)2
∑

(y − ȳ′)2,
(1)

RMSE =

√

Σ
(y′ − y)2

N
, (2)

MAE =
1
n

n∑

i=1

|y′ − y| (3)

MSE =
1
n

n∑

i=1

(y′ − y)2 (4)

where y is the measured energy consumption value, y′ is the energy consumption
predicted value, ȳ represents the average values of the corresponding variables,
N is the number of data points considered, CV is the coefficient of variation, σ
is the standard deviation and μ is the population mean.
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3 Development of Prediction Models

3.1 Building Description

The office building and two leisure centres namely, Waves and Don Tatnell leisure
centres are in Melbourne and are both run and managed by Kingston municipal-
ity. Waves leisure centre generally comprises of a standalone Aquatic and Leisure
Centre situated along longitude and latitude 145.0577 ◦E and 37.9516 ◦S respec-
tively. The centre comprises an aquatic area, the health and fitness areas and
ancillary facilities comprise of male and female toilet and change rooms, staff
rooms, school change, family change, creche, retail store, kiosk with associated
food and storage areas, Mezzanine floor party hire area, general administration,
reception area and foyerentry area. The building area sits on approximately
5500 m2 of land on a concrete slab base, with rendered masonry walls and cov-
ered with a pitched tin roof and fitted with aluminium framed windows and
doors.

Don Tatnell leisure centre also houses various indoor leisure activities under
one roof including, a fitness centre, a spa, indoor swimming pool, a formal pool
and an occasional day-care centre. Don Tatnell leisure centre location is to the
northeast corner of the site, with the main entrance facing east. It is constructed
from a concrete slab base, with rendered masonry walls and covered with a
pitched tin roof and fitted with aluminium framed windows and doors. The
longitude and latitude of the site are approximately 145.0924 ◦E and 37.9911 ◦S
respectively. Both leisure centres are open every day of the week, from 6am–9pm
weekdays and 7am–6pm weekends.

The longitude and latitude of the office building site are approximately 145.0
◦E and −37.8◦S respectively. True north is about −57◦ from the front elevation
(Nepean Highway or North Eastern side) of the building. The building is rect-
angular and comprises approximately 10,500 m2 floor area with seven stories of
office space. The building facade primarily comprises painted precast concrete
panels of 200 mm thickness. Within the panels are vision glass window and span-
drel combination sets. The glazing height varies from 2450 mm for the ground
level to 1950 mm for levels 1 to 6. The width of glazing varies from 1980 mm to
3280 mm, while the front and rear have feature combinations on the centre of
the facade.

3.2 Dataset Description

The electrical energy consumption datasets of the three buildings do not con-
tain missing values. All data points correspond with correct timestamp values.
However, the datasets did include some outliers. The system on few instances
recorded a series of zero values then suddenly sums up the total power usage
for that given period (with zero readings) with a very high value which would
not typically be consumed in 15 min. A total of 20 potential input variables
were investigated to test their impact on electrical power demand prediction
at the two leisure centres and the office building. These inputs are: maximum
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and minimum temperature (Tmax, Tmin), dry bulb air temperature (T ◦C),
mean temperature (Tmean ◦C), dew temperature (DewT ◦C), maximum and
minimum wind (Umax, Umin), prevailing wind speed (U), gusty winds (Ug),
relative humidity (RH%), wind direction (Ud), average wind speed (Umean),
average wind direction (Udmean), year, week of the year, weekday, day of the
year, month of the year, hour of the day, and 15 min. The climatic variables of
a nearby weather station were obtained from the Bureau of Meteorology with a
15-min resolution. The two leisure centres’ training and validation datasets con-
tain data from 01/05/2017 00:00 to 24/09/2018 09:30 while the office building
dataset ranges from 01/06/2011-24/03/2018. Melbourne is classified according
to the Köppen climate classification as a temperate oceanic climate. The city
warms up in summer with mean temperatures between 14–25.3 ◦C and winters
averaging between 6.5–14.2 ◦C.

3.3 Statistical Description of the Data

This section provides a brief insight into the energy consumption of the three
datasets used for experimentation. Table 1 gives the statistical description of
the energy consumption profiles at the sites. The office building has the highest
number of historical energy consumption observations followed by Waves, and
then Don Tatnell has the least observations recorded. On average, Waves leisure
has the highest energy consumption rate followed by Don Tatnell and then the
office building.

Table 1. Statistical summary of energy consumption profiles at the three cites

Parameter Waves centre Don tatnell Office building

Count 48998 48050 236268

Mean 55.702233 23.84 19.79

Standard deviation 11.71 8.71 16.53

Min 0 6.50 0.00

25% 45 14.03 7.42

50% 60 24.84 9.79

75% 65 30.63 33.64

Max 94 53.97 176.54

The energy consumption distribution patterns for the Don Tatnell leisure
centre, Waves leisure centre and the office building are shown in Fig. 1.

The two leisure centres show a seemingly similar electrical consumption dis-
tribution shape relative to the office building. Don Tatnell leisure centre has
a somewhat almost symmetric distribution while Waves leisure centre shows
some skewness to the left and the office building being skewed to the right.
The majority of the office building energy consumption readings fall within the
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Don Tatnell distribution Waves distribution

Office distribution

Fig. 1. Energy consumption histograms of the three buildings

0–35 kWh range while Waves leisure centre has a range between 60–70 kWh. It is
worth mentioning that leisure centres tend to consume more energy than office
buildings; however, little building research exists in building energy performance
literature regarding these leisure centres.

3.4 Selection of Candidate Inputs

Among the 20 potential inputs, Temperature, Tmean, Tmax and Tmin showed
high correlation and the same is true with Umean, Umax, Ugust. This means
that they have a similar effect on the dependent variables (energy consumption)
as such, choosing only one as an input in the model is equally effective than using
all. Following this explanation, Tmean and Umean were adopted to represent
temperature and wind-related inputs respectively, bringing the number of input
variables down from 20 to 13 inputs.

3.5 Data Transformation

Due to the vast differences in numerical ranges between the input and output val-
ues standardisation of the inputs values was carried out. Standardisation scales
each feature such that the distribution is centred around 0, with a standard
deviation of 1. Standardisation allows comparability among inputs and it also
enhances the training process since the numerical condition of optimisation is
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improved as opposed to without standardisation. As such, the mean and stan-
dard deviation for each feature is calculated, and then the feature is scaled using
Eq. 5:

z − score = (xi − μ)/σ. (5)

where xi is the observed value, μ is the population mean and σ is the population
standard deviation.

3.6 Transfer Learning Experiment Set-Up

The most skilful of the five machine learning algorithm described in Sect. 2.1 are
selected in the transfer learning investigation. Initially, the models are developed
and fine-tuned from scratch on the office building (DO), Don Tatnell (DC) and
Waves leisure centres (DW). For comparison purposes models developed using
Don Tatnell dataset will act as the baseline models to test transfer learning
effect. During the development of all models, the training set sizes are varied
gradually from 1% (to simulate the lack of data) to 80% (enough data). The
earlier developed office building (DO)and Waves leisure centre (DW) models are
then retrained using data from Don Tatnel for predicting energy consumption at
Don Tatnell centre using a similarly sized training dataset of between 1% to 80%.
The results are then compared using the evaluation metrics already described in
Sect. 2.2.

All learning algorithms were implemented using Python programming lan-
guage. The development of machine learning models was done using the scikit-
learn (Python programming language library) [17]. All model development
and experimental tasks were conducted on a Windows machine (Intel Core i5
2.40 GHz 8GB RAM).

4 Results and Discussion

4.1 Model Selection for Transfer Learning

Four evaluation metrics that are RMSE, MAE, MSE and R2 are used for eval-
uation of the skill of prediction models. The performance of the five models
in energy consumption prediction for Waves Leisure Centre is summarized in
Table 2. All ensemble based tree models had equally good performance with
slight variations amongst themselves. The decision tree algorithm has the least
performance followed by the k-NN algorithm. The EET model with the least
amount of error is adopted for the transfer learning task having MSE, MAE,
RMSE and R2 values of 12.89, 2.52, 3.59 and 0.913 respectively. Following this
result, the EET model became the model of choice in the transfer learning
experimentation.

The optimum number of trees (M), maximum tree depth (Dmax), the min-
imum number of samples needed for splitting a node (nmin) and the attribute
selection strength parameter (K) are 260, 8, 10 and 9 respectively for the best
performing model. The (EET) algorithm was again selected and fine-tuned for
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Table 2. Waves leisure centre energy consumption prediction results

Model MSE MAE RMSE R2

Decision tree 28.83 3.72 5.37 0.805

K-Nearest Neighbour 22.87 3.52 4.78 0.85

Random forest 14.41 2.67 3.79 0.903

Ensemble Extra trees 12.89 2.52 3.59 0.913

LightGBM 13.58 2.64 3.68 0.908

office building energy consumption prediction. The EET model obtained MSE,
MAE, RMSE and R2 values of 0.48, 0.43, 0.69 and 0.97 respectively. Overall
the EET model demonstrated better performance on office building relative to
the leisure centre. This result is as expected and demonstrates the complexity
of the leisure centre prediction exercise and also the larger dataset available at
the office building.

4.2 Transfer Learning Results

Following a series of investigations, this section outlines the finding and gives
discussion around the results. The performances of the developed EET models
in the transfer learning exercise are summarised in Table 3 and 4. Initially, the
EET models are developed using historical data and fine-tuned for the energy
consumption prediction of the three buildings before selection for transfer learn-
ing. After that, the most skilful models according to the discussed evaluation
metrics, are then set aside for the task of transfer learning.

Table 3. Transfer learning results using an undifferenced time-series

With transfer Without transfer (Direct don) With transfer

Pre-trained with Office (DO) Direct Don (DC) Pre-trained with Waves (DW)

Training % MSE MAE RMSE R2 MSE MAE RMSE R2 MSE MAE RMSE R2

80 7.45 1.87 2.73 0.89 8.55 2.0 2.92 0.87 6.85 1.76 2.62 0.9

50 8.62 2.1 2.94 0.88 9.55 2.2 3.1 0.87 7.76 1.92 2.79 0.89

20 9.91 2.25 3.15 0.87 11.19 2.41 3.35 0.85 8.62 2.06 2.94 0.89

10 10.6 2.4 3.26 0.86 11.56 2.5 3.4 0.85 8.96 2.13 2.99 0.88

8 10.38 2.35 3.22 0.86 11.59 2.49 3.41 0.85 9.08 2.14 3.01 0.88

5 10.24 2.27 3.2 0.87 11.67 2.45 3.42 0.84 9.34 2.11 3.06 0.88

3 10.43 2.3 3.23 0.86 11.49 2.45 3.39 0.85 9.68 2.16 3.11 0.87

1 13.13 2.66 3.62 0.83 13.92 2.78 3.73 0.82 11.4 2.42 3.38 0.85

0.8 11.78 2.53 3.43 0.84 12.77 2.6 3.57 0.83 10.65 2.34 3.26 0.86

0.5 12.4 2.59 3.52 0.84 14.01 2.81 3.74 0.82 11.02 2.35 3.32 0.85

0.3 12.28 2.57 3.5 0.84 14.56 2.86 3.82 0.81 11.49 2.38 3.39 0.85

0.1 33.97 4.57 5.82 0.55 31.03 4.44 5.57 0.59 25.6 3.9 5.06 0.66
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Table 4. Transfer learning results using a differenced time-series

With transfer Without transfer (Direct don) With transfer

Pre-trained with Office (DO) Direct Don (DC) Pre-trained with Waves (DW)

Training % MSE MAE RMSE MSE MAE RMSE MSE MAE RMSE

80 8.75 1.8 2.96 11.03 2.18 3.32 8.73 1.8 2.95

50 8.83 1.81 2.97 11.14 2.19 3.38 8.82 1.81 2.97

20 9.5 1.88 3.08 12.14 2.32 3.48 9.54 1.88 3.09

10 9.56 1.91 3.09 12.25 2.33 3.5 9.6 1.92 3.1

8 9.61 1.92 3.1 12.12 2.32 3.48 9.66 1.92 3.11

5 9.72 1.93 3.12 12.08 2.32 3.48 9.78 1.94 3.13

3 9.75 1.94 3.12 11.8 2.31 3.44 9.81 1.95 3.13

1 10.19 2.01 3.19 12.5 2.39 3.54 10.33 2.04 3.21

0.8 10.3 2.03 3.21 12.95 2.44 3.6 10.38 2.06 3.22

0.5 10.22 2.03 3.2 12.32 2.38 3.51 10.34 2.05 3.22

0.3 10.42 2.05 3.23 12.77 2.41 3.57 10.51 2.08 3.42

0.1 11.15 2.25 3.34 13.37 2.55 3.66 11.15 2.25 3.34

Office building prediction has seven years worth of historical data, while both
leisure centres have only sixteen months worth of available historical data. To test
the effect of transfer learning on models the training data for all models is varied
between 0.1% (simulating data shortage scenario) to 80% (simulating enough
data situation) and the performance of the models is monitored consequently by
tracking the evaluation metrics adopted. Particular importance is given to the
instances were models are trained with few data as that represents the primary
motivation for the investigation.

As seen in Table 3, it is evident that both instances of pre-trained models
(with transfer learning) do have superior performances relative to the cases where
the models are trained from scratch (no transfer learning). This phenomenon
is observable at all training data sizes under consideration with the weakest
performance being for training data sizes less than 10%. It is also noted that
while pre-trained models do perform better than training from scratch, models
pre-trained on Waves centre dataset have lower error metrics as opposed to those
pre-trained on office buildings. This may be because of the similarities in building
operations, location and building form. Overall, on average, models pre-trained
on Waves centre relative to those that are trained from scratch, have lower
MSE, MAE and RMSE values by 19%, 14% and 10% respectively. On the other
hand, those models pre-trained on the office building have lower MSE, MAE and
RMSE values by 7%, 5% and 4% respectively compared to Don Tatnell models.
This shows that pre-trained models did have better performance than models
developed from scratch with the models pre-trained on waves having the most
superior performance.

In the last section of the investigation, differenced (lag = 1) time-series data
is considered under the same investigation conditions above, and the results do
show a similar trend as observed earlier. As expected, pre-trained models show
superior performance relative to the one trained from scratch. While in the earlier
example models pre-trained on waves leisure centre had superior performance
to that training on the office building, results show almost similar performance
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on training set sizes greater and 10%. On average, both pre-trained models (DO

and DW) show lower MSE, MAE and RMSE values of 19%, 16% and 10% as
compared to those trained from scratch (Dc) models. However, of particular note
is the rather seemingly equal performance by pre-trained models from Waves
centre and the office building.

Nonetheless models trained on differenced time-series show lower error values
in general across all training data sizes and models (pre-trained and direct).
Thus, transfer learning with differenced time series recorded lower error values
(Table 4) as compared to instances were the time-series is undifferenced (Table 3).

5 Conclusion

The need for fast and accurate models for building energy consumption predic-
tion continues to increase particularly with the rise in the need for renewable
energy sources and ever-changing smart grid networks. Data acquisition is a
costly exercise concerning both time and financial resources. Due to the general
problem of inadequate training data, the authors try to show the benefits of
the well-known transfer learning paradigm. The knowledge learnt from build-
ings with vasts amount of data was leveraged for use in the building with little
data. This study investigated the applicability of transfer learning and ways of
maximising its benefits in the task of building energy consumption prediction.
To exemplify the transfer learning problem case three buildings comprising an
office building and two leisure centres, are analysed and machine learning mod-
els, based on mainly ensemble decision trees, are developed and tested. The
benefits of this approach are evident in our experimental results. Transfer learn-
ing demonstrated advantage, in terms of prediction accuracy, even comparing
with models with adequate training data sets. The study also concluded that
differencing a time series improves transfer learning. This advantage is indepen-
dent of underlying learning methods. Hence we conclude that transfer learning
is valid and a useful method for building energy consumption prediction in com-
plex facilities like leisure centres. With this approach, extensive data collection
prior to the learning becomes less essential.

The authors are currently investigating ways of improving transfer learning
on these time-series related problems using deep learning models as an exten-
sion of this current research work. Unlike classical machine learning models, deep
learning techniques have abilities to learn the temporal dependence automati-
cally and naturally handle temporal structures found within time series data.
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12. Grubinger, T., Chasparis, G.C., Natschläger, T.: Generalized online transfer learn-
ing for climate control in residential buildings. Energ. Buildings 139, 63–71 (2017)

13. Hastie, T., Tibshirani, R., Friedman, J.: Unsupervised learning. The Elements of
Statistical Learning. SSS, pp. 485–585. Springer, New York (2009). https://doi.
org/10.1007/978-0-387-84858-7 14

14. Huang, J.T., Li, J., Yu, D., Deng, L., Gong, Y.: Cross-language knowledge transfer
using multilingual deep neural network with shared hidden layers. In: 2013 IEEE
International Conference on Acoustics, Speech and Signal Processing (ICASSP),
pp. 7304–7308. IEEE (2013)

15. Ke, G., et al.: Lightgbm: a highly efficient gradient boosting decision tree. In:
Advances in Neural Information Processing Systems, pp. 3146–3154 (2017)

16. Mocanu, E., Nguyen, P.H., Kling, W.L., Gibescu, M.: Unsupervised energy predic-
tion in a smart grid context using reinforcement cross-building transfer learning.
Energ. Buildings 116, 646–655 (2016)

17. Pedregosa, F., et al.: Scikit-learn: machine learning in python. J. Mach. Learn.
Res. 12, 2825–2830 (2011)

18. Recast, E.: Directive 2010/31/eu of the european parliament and of the council of
19 May 2010 on the energy performance of buildings (recast). Off. J. Eur. Union
18(06), 2010 (2010)

19. Ribeiro, M., Grolinger, K., Elyamany, H.F., Higashino, W.A., Capretz, M.A.:
Transfer learning with seasonal and trend adjustment for cross-building energy
forecasting. Energ. Buildings 165, 352–363 (2018)

20. Thomas, S., Ganapathy, S., Hermansky, H.: Multilingual MLP features for low-
resource LVCSR systems. In: 2012 IEEE International Conference on Acoustics,
Speech and Signal Processing (ICASSP), pp. 4269–4272. IEEE (2012)

21. Vu, N.T., Imseng, D., Povey, D., Motlicek, P., Schultz, T., Bourlard, H.: Multilin-
gual deep neural network based acoustic modeling for rapid language adaptation.
In: 2014 IEEE International Conference on Acoustics, Speech and Signal Process-
ing (ICASSP), pp. 7639–7643. IEEE (2014)

22. Wei, Y., et al.: A review of data-driven approaches for prediction and classifica-
tion of building energy consumption. Renew. Sustain. Energy Rev. 82, 1027–1047
(2018)

23. Zuo, J., Zhao, Z.Y.: Green building research-current status and future agenda: a
review. Renew. Sustain. Energy Rev. 30, 271–281 (2014)

https://doi.org/10.1007/978-0-387-84858-7_14
https://doi.org/10.1007/978-0-387-84858-7_14


Forecasting Network Throughput of
Remote Data Access in Computing Grids

Volodimir Begy1,2(B), Martin Barisits1, Mario Lassnig1, and Erich Schikuta2

1 CERN, Geneva, Switzerland
volodimir.begy@cern.ch

2 University of Vienna, Vienna, Austria

Abstract. Computing grids are key enablers of computational science.
Researchers from many fields (High Energy Physics, Bioinformatics,
Climatology, etc.) employ grids for execution of distributed computa-
tional jobs. These computing workloads are typically data-intensive. The
current state of the art approach for data access in grids is data place-
ment: a job is scheduled to run at a specific data center, and its execu-
tion commences only once the complete input data has been transferred
there. An alternative approach is remote data access: a job may stream
the input data directly from arbitrary storage elements. Remote data
access brings two innovative benefits: (1) the jobs can be executed asyn-
chronously with respect to the data transfer; (2) when combined with
data placement on the policy level, it can aid in the optimization of the
network load, since these two data access methodologies partially exhibit
nonoverlapping bottlenecks. However, in order to employ this technique
systematically, the properties of its network throughput need to be stud-
ied carefully. This paper presents experimentally identified parameters of
remote data access throughput, statistically tested formalization of these
parameters and a derived throughput forecasting model. The model is
applicable to large computing workloads, robust with respect to arbitrary
dynamic changes in the grid infrastructure and exhibits a long-term pre-
diction horizon. Its purpose is to assist various stakeholders of the grid
in decision-making related to data access patterns. This work is based on
measurements taken on the Worldwide LHC Computing Grid at CERN.

Keywords: Grid computing · Remote data access ·
Network modeling · Applied time series forecasting ·
Applied machine learning

1 Motivation

Computing grids [5] are collections of geographically sparse data centers.
Employing a wide range of heterogenous hardware, these participating facili-
ties work together to reach a common goal in a coordinated manner. Grids store
vast amounts of scientific data, and numerous users run computational jobs to
analyze these data in a highly distributed and parallel fashion. For example,
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within the World-Wide LHC Computing Grid (WLCG) more than 150 comput-
ing sites are employed by the ATLAS experiment at CERN. WLCG stores more
than 450 petabytes of ATLAS data, which is used for distributed analysis by
more than 5000 users.

In order to achieve a modular architecture, the grid resources are typically
divided into three major classes: storage elements, worker nodes and network.
The function of storage elements is to replicate and persist the data for the
long term using various technologies (hard disks, solid state drives or tapes). On
the other hand, the worker nodes perform CPU intensive tasks. WAN and LAN
networks facilitate the data transfer between storage elements and worker nodes.
Such strict division of labour has led to the fact that the current best practice
for data access in the grid is data placement [3]. Data placement is performed
by dedicated distributed data management systems. Consider a job scheduled to
run at the data center DC1, while the required input replica is located at the data
center DC2. The job may commence its execution only after the completion of the
following workflow: (1) the input replica is transferred from the relevant storage
element at DC2 to a storage element at DC1; (2) the input replica is staged-in
from the relevant storage element at DC1 to the worker node. This simplistic
approach has two major disadvantages: (1) the jobs are staying idle while waiting
for the input data; (2) due to the limited infrastructure resources the distributed
data management system handling the data placement may queue the transfers
up to several days. An alternative approach is remote data access, which allows
to directly stream the input replica from a local or remote storage element.

To demonstrate the potential of remote data access to optimize the resource
utilization when combined on policy level with traditional data placement, con-
sider two following scenarios.

In the first example, a computational workload is submitted to a worker node
at the data center DC1. The jobs require the input replica R, which is persisted
in the remote storage element at the data center DC2. Currently, the storage
element in the local data center DC1 has a high load because of transfers to
various other data centers. Assume that the bottleneck is only present at this
local storage element. This is recognized by the distributed data management
system, and it queues the transfer of the input replica R. Employing remote data
access, the bottleneck can be immediately bypassed.

In another example, the input replica is located at the local storage element.
However, the worker node does not have enough disk space available for stage-
in. The distributed data management system queues the file transfer, until the
required disk space becomes available. In contrast, using remote data access to
the local storage element, the input data can be streamed in fractions without
persisting the complete input file.

Given the magnitude of real-life computing grids, it is obvious that many
more potential scenarios will benefit from remote data access in the context of
resource utilization. This has motivated us to study the properties of its net-
work throughput. Furthermore, a forecasting model of the network throughput
is needed for coordination of scientific workloads.
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2 Related Work

A substantial body of related work in the literature focuses on prediction of
network throughput [1,2,7,11,13,17,18]. However, many authors present only
short-term forecasts. In addition, numerous proposed models operate on low-
level metrics, which cannot be obtained globally in a computing grid. Finally,
the results from the older contributions are outdated with respect to the con-
temporary network requirements in computing grids. Below we present some
notable contributions in more detail.

The authors in [4] describe a method for derivation of short-term through-
put predictions based on regression, whose coefficients are continuously updated
based on a running time window. The effect of concurrent traffic is not explic-
itly investigated in this work. The experiments are performed with data probes
of up to 16 megabytes. In contrast, our model delivers long-term predictions,
taking into account the concurrent traffic of parallel threads and processes. Our
work is based on experiments with file transfers totaling up to tens of gigabytes.

Kim et al. [9] have presented an analytical model for prediction of TCP
throughput with varying amounts of parallel streams. The performance of the
model is not demonstrated for extended forecasting horizons. The model operates
on low-level parameters, such as maximum segment size, round-trip time and
packet loss ratio. In a grid computing setting such low-level metrics are typically
not available globally, since they are not monitored by the data management
systems. On the other hand, our model requires only realistically obtainable
metrics on file accesses.

Mirza et al. [12] have applied support vector regression for TCP throughput
prediction, considering following features as inputs: estimated available band-
width, queueing delay and packet loss. During the experimental evaluation of
the model in the wide area setting, the authors make certain simplifying assump-
tions (selection of nodes with no or minimal concurrent third-party workloads
and concrete operating system), which are impractical for computing grids. Only
transfers of 2 MB files are considered.

A novel approach for prediction of throughput in data centers is proposed in
[14]. First, various components of a data center (topology, configuration, etc.) are
modeled in a highly abstract fashion. Then, the initial meta-model is transformed
into a Queueing Petri Net. In order to derive predictions, the net is executed by
a simulator. The approach is evaluated in a minimal isolated LAN environment.

Recent work in [10] demonstrates feature engineering for throughput predic-
tion based on a wide spectrum of Globus logs. File transfers, which are expected
to encounter high third-party concurrent loads during the execution are filtered
out from the analyzed dataset. Moreover, the authors assume that nodes within
a given site may be treated as equivalent. Our detailed investigation reveals that
this is not the case.
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3 Parameters of Remote Data Access Throughput

The first phase of this study is the experimental identification of the crucial
parameters, which impact remote data access throughput. In our experiment
the throughput is indirectly represented by transfer time for a given filesize.
Note that these quantities can be easily converted to one another. The hard-
ware of the communicating hosts is a black box. The properties of the hosts
are represented exclusively by the observed network throughput. A single com-
putational job is equivalent to a process. Within a process, a new file access is
executed by an individual thread. The null hypothesis for the experiment states
that for a computational job streaming a given remote file, the total transfer
time T cannot be linearly regressed onto the following independent variables:
(1) S, the size of the original file; (2) ConTh, the cumulative concurrent traffic
originating from other threads in the same process during the streaming of the
original file; (3) ConPr, the cumulative concurrent traffic originating from other
processes in the given computing workload during the streaming of the original
file. The alternative hypothesis states that such a regression represents the true
relationship between the mentioned independent and dependent variables.

The independent variable ConPr stands for traffic, which is created as part
of the investigated computing workloads. Other traffic originating from latent
workloads is present on the investigated links. In practice it is not possible to
obtain complete metrics about a grid. Nevertheless, our minimal approach (fol-
lowing the Occam’s razor principle) of monitoring a single additive workload
allows us to construct an accurate forecasting model for regression coefficients.
The dynamic aspects of the grid are implicitly learned by the model.

To sample the data, 12 computational jobs are launched on a single worker
node at the CERN data center (Switzerland) in the period of 28.04.2018 00:00–
30.04.2018 14:30. In 15-min steps the processes initiate remote accesses to the
storage element GRIF-LPNHE SCRATCHDISK at the GRIF-LPNHE data cen-
ter (France). At each step, various numbers of concurrent processes (up to 12)
launch various amounts of concurrent threads (up to 4). The threads stream
files of different sizes (300 MB–3 GB). This allows us to sample a wide range of
data for the independent variables. Each launched file access is treated as an
observation in the final dataset. After such sampling and transformations we
derive 1122 observations, each having values for the variables T, S, ConTh and
ConPr. The protocols used for remote data access are WebDAV/HTTP. Note
that such an intrusive sampling design was necessary, because currently these
metrics are not logged in WLCG. Once proper remote data access monitoring is
implemented grid-wide, the observations can be mined from logs unintrusively.
Since WLCG employs commodity hardware, the presented findings are univer-
sally generalizable.

A multiple linear regression is fit to the sampled data using ordinary least
squares, resulting into the following equation:

T = 0.023568 ∗ S + 0.043705 ∗ ConTh + 0.001538 ∗ ConPr (1)
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The fit has an F-statistic of 4.514e+04 on 3 degrees of freedom, 1119 residual
degrees of freedom and a p-value of < 2.2e−16. Thus, the null hypothesis is
rejected.

Note that the coefficient of ConTh is about 28.4 times greater than the
coefficient of ConPr. This means that concurrent traffic among threads within
one process is penalized to a much higher extent in terms of throughput than
concurrent traffic among different processes.

To check for interaction among the variables ConTh and ConPr, two reduced
multiple linear regression models are fit on accordingly adjusted datasets using
ordinary least squares. The resulting models are demonstrated below:

T = 0.02565 ∗ S + 0.04293 ∗ ConTh (2)

which is statistically significant, having an F-statistic of 3.119e+04 on 2 degrees
of freedom and 340 residual degrees of freedom and a p-value of < 2.2e−16, and

T = 0.023195 ∗ S + 0.001575 ∗ ConPr (3)

which is also statistically significant with an F-statistic of 2.035e+04 on 2 degrees
of freedom and 832 residual degrees of freedom and a p-value of < 2.2e−16. These
fits are depicted in Figs. 1 and 2.

T = 0.02565*S + 0.04293*ConTh
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Fig. 1. Regression fit T ∼ 0+S+ConTh
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Fig. 2. Regression fit T ∼ 0+S+ConPr

The coefficient of ConTh in the reduced model exhibits a log change of only
−0.018 in relation to the full model. The coefficient of ConPr has a log change
of 0.024. This is a hint that in the true relationship, there is no interaction
between the variables ConTh and ConPr.
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4 Forecasting Model

The idea behind our novel throughput forecasting model is the following. We
have demonstrated that transfer time T can be regressed onto the variables S,
ConTh and ConPr. To facilitate modeling of transfer time T at various points
in time, multivariate time series of regression coefficients are formed. Computing
grids are highly complex and dynamic systems. Thus, it is practically impossible
to capture all the independent variables, which impact the response T. The
uncaptured variables remain latent. The 3 presented independent variables S,
ConTh and ConPr explain a significant portion of the variability in the response,
but not all of it. The effect of the latent variables manifests itself in the variability
of the coefficient values throughout time, as can be seen further in their time
series plots. Using time series analysis and forecasting techniques, the effect of
the latent variables is implicitly captured by learning the patterns in the time
series data. The derived model allows to accurately calculate the transfer time
(and thus throughput) given arbitrary amounts for S, ConTh and ConPr at any
past, present or forecasted time step. Such calculations can be iteratively applied
to every file access in a complex distributed workload.

Consider the time series plot in Fig. 3, which shows transfer times for 2
threads, transferring 2 gigabytes and 300 megabytes respectively, within 1 com-
puting job in the time window 10.03.2018 22:00–12.04.2018 21:30. The observa-
tions are sampled once every 30 min. The computing job runs in the worker node
pool ANALY AUSTRALIA and streams the data from a local storage element
AUSTRALIA-ATLAS SCRATCHDISK. Once per day the job gets resubmitted
to a new worker node in the pool, which is selected by the workload management
system. This is done to emulate the real-life workflow during job submission.
Throughout the rest of the paper a sampling day is equivalent to 48 sampling
points. It is evident from the daily shifts along the y-axis that various worker
nodes exhibit either very different, or very similar throughputs. We assume that
these large shifts are caused by major differences in the hardware of various
nodes. Given a single worker node - storage element pair, the captured inde-
pendent variables explain the vast majority of the variability in transfer time
T. Thus, the regression model needs to be constructed for each worker node -
storage element pair separately. In what follows, we normalize the sampled data
with respect to the daily shifts in T to emulate a time series for a single worker
node - storage element pair.

Let a, b and c denote the coefficients of the regression

T ∼ 0 + a ∗ S + b ∗ ConTh + c ∗ ConPr (4)

The time series plot in Fig. 3 demonstrate that given a single worker node -
storage element pair, the coefficient values slightly vary over time due to latent
factors. The sampled time series can be transformed into a multivariate time
series of coefficients a and b. The reduced regression is written as

T ∼ 0 + a ∗ S + b ∗ ConTh (5)
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Let T1 and T2 be the sampled transfer times for the 2 GB and 300 MB files
respectively. Since the transfer of the 300 MB file always terminates first in our
data, the coefficients a and b can be estimated for each time step using the
following system of equations:{

T1 = 2000 ∗ a + 300 ∗ b

T2 = 300 ∗ a + (2000 ∗ (T2/T1)) ∗ b
(6)

after substitution we get:

a = −((17 ∗ T1 ∗ T2)/(100 ∗ (9 ∗ T1 − 400 ∗ T2))) (7)

b = (T1 − 2000 ∗ a)/300 (8)

Note that we did not sample data, which would allow us to reconstruct the
time series for the coefficient c. This is due to the demonstrated fact that a
vast amount of concurrent traffic among processes is required, in order to reach
a noticeable effect. Such sampling would be highly intrusive during a complete
month. The complete multivariate coefficient time series can be unintrusively
mined from logs, once proper remote data access monitoring is implemented.

Figure 4 demonstrates the transformation of the sampled time series of trans-
fer times into time series of normalized regression coefficients. The variate for
the coefficient c is simulated based on the previous demonstration that in case
of remote data access from CERN to GRIF-LPNHE data centers, its value on
average was 28.4 times smaller, than that of the coefficient b.
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We have performed an analogous sampling and analysis for the
storage element - worker node pool pair BNL-OSG2 SCRATCHDISK -
ANALY BNL LONG (USA). The transfer time and coefficient time series are
shown in Figs. 5 and 6. In infrequent instances in Fig. 6 the values of the coef-
ficients are negative, because the time series is normalized with respect to the
first sampling day.
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4.1 Input Features

The forecasting model individually predicts the 3 variates of the multivariate
coefficient time series. When forecasting a single variate, following features are
considered as inputs to the forecasting model: (1) lagged values of the variate
itself; (2) lagged values of 2 other variates; (3) slightly lagged values of the time
series representing the overall traffic at the data center of interest.

Consider Fig. 7, which depicts the cross-correlation functions between the
normalized coefficients a and b sampled at data centers Australia-ATLAS and
BNL-ATLAS.
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Fig. 7. CCF between normalized coefficients a and b

It is evident from the CCF plots that the values are highly symmetric around
the origin. Thus, we do not use other variates as input features to predict a given
variate, since they do not posses any additional information for forecasting.

Without a posteriori knowledge, a plausible hypothesis is that the time series
of overall network load at the data center of interest leads the amplitude of the
coefficient time series with a positive cross-correlation at small negative lags
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(i.e. if the amount of the overall traffic increases, the time to transfer an addi-
tional unit will increase shortly after). We have mined 4 different traffic time
series from the logs recorded by the WLCG’s distributed data management sys-
tem Rucio [6] for the investigated period at the data center Australia-ATLAS:
(1) intra-data center traffic in bytes; (2) inter-data center traffic in bytes; (3)
sum of intra- and inter-data center traffic in bytes; (4) amount of intra-data
center file accesses. It can be seen from the cross-correlation plots in Fig. 8 that
none of the 4 mentioned traffic time series is significantly leading the normalized
coefficient a at small lags with positive cross-correlation. Due to the symmetric
CCF between the coefficients a and b, this result is also present in the analysis
of CCF between the mentioned traffic categories and the normalized coefficient
b. The same analysis delivers insignificant results at the BNL-ATLAS data cen-
ter. Thus, the overall traffic time series is not used as an input feature for the
prediction of the coefficients.
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Fig. 8. Australia: CCF between traffic time series and normalized coefficient a

Finally, only the lagged values of the variate of interest will be used as inputs
to predict the future values.

We have not sampled authentic data for derivation of coefficient c due to the
high associated cost. We assume that in the demonstrated scenarios the CCF
between c and other variates exhibits an analogous behavior.

4.2 Benchmark of Forecasting Models

The time series of the normalized coefficient a at the Australia-ATLAS (Fig. 4)
and BNL-ATLAS (Fig. 6) data centers are used for demonstrational purposes in
this paper. Due to the shown symmetric CCF between coefficients a and b it is
known that the coefficient b exhibits an analogous behavior. We assume, that so
does the coefficient c.

The aforementioned time series are split into 16 datasets respectively, each
spanning a period of 2 sampling days. 80% of each dataset are used for the con-
struction of the model, the remaining 20% are used for its validation. Thus, we
are forecasting the series for the next 9.5 h. Following methods are benchmarked
in the context of coefficient time series forecasting: (1) Auto-Regressive Inte-
grated Moving Average (ARIMA) [15]; (2) Long Short-Term Memory Artificial
Neural Networks (LSTM ANN) [8].
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ARMA is a statistical state of the art approach for derivation of a mathe-
matical model describing the time series of interest in terms of its past values
(AR part) and forecast errors (MA part). ARMA models work with stationary
time series. ARIMA, the integrated version of ARMA, allows to work with time
series, which become stationary after a certain degree of differencing. The model
parameters are identified based on the analysis of the (partial) auto-correlation
function and stationarity tests. Such models are computationally cheap to con-
struct. They remain one of the dominant forecasting methods due to their sim-
plicity and effectiveness.

Consider Fig. 9, which depicts the auto-correlation functions of the normal-
ized coefficients a and b at both the data centers.
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Fig. 9. ACF of normalized coefficients a and b

It is evident from the figure that all the time series have a seasonal component
with a period of 48 points, which is equivalent to a day. To fit ARIMA models we
use the auto.arima() function from R, which will estimate the model parameters
based on a number of statistical tests (KPSS, OCSB and others). When passing
a time series object to the function, we indicate the discovered seasonality.

Long Short-Term Memory neural networks are a kind of recurrent neural
networks. Employing a gating architecture and a recurrent state, LSTM nets
are optimized to partially overcome the vanishing gradient problem and learn
from arbitrarily extended lags. They have been used for time series forecasting
by researchers in different domains, e.g. for traffic speed prediction, detection of
faults in industrial data, etc. It has been also demonstrated at the recent time
series forecasting competition CIF 2016 [16] that LSTM has delivered outstand-
ing results, outperforming common statistical and soft computing methods. In
contrast to ARIMA, LSTM models can learn more families of functions.

We use the PyTorch library to construct LSTM models. At each timestep
the input is 1- and the output is 19-dimensional. Prior to the training the data
is projected onto the [−1; 1] interval with the goal to achieve stronger gradients.
The models are trained using the mean squared error (MSE) loss, since no further
normalization is required. We use the Adam algorithm for the optimization of
the model parameters. The first 3 datasets from each of the data centers (6
in total) are used to perform a grid search and determine the optimal values for
hyperparameters based on the validation set approach. The number of considered
hidden layers varied from 1 to 3, the number of training epochs from 1 to 2000
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and the learning rate from 1e−4 to 1e−2. A dropout layer with probability 0.5
is introduced between the hidden layers for regularization. Based on the results
of the grid search, the final model has one hidden layer, and is trained for 1827
epochs (which corresponds to early stopping regularization) with a learning rate
of 1e−2. Figure 10 shows the validation loss for different combinations of epochs
and hidden layers, given the optimal learning rate.

Fig. 10. Grid search validation loss
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Fig. 11. LSTM outperforming ARIMA

The remaining 13 datasets from each of the data centers (26 in total) are used
to compare the performance of ARIMA and LSTM. Given the input time series,
the auto.arima() function returns a deterministically computed ARIMA model.
In contrast, LSTM instances will differ from run to run due to the stochastic
aspects of their training. To facilitate an extensive comparison of the performance
of both methods, we train 50 LSTM instances on each dataset. The scale of the
LSTM forecasts is reversed from [−1; 1] to the original one. Normalized root
mean squared error (NRMSE) is used to compare loss among all datasets and
forecasting methods. For each of the datasets the corresponding LSTM training
runs are considered, and the log changes between ARIMA and LSTM NRMSE
(holding ARIMA NRMSE as reference) are computed, resulting into a distribu-
tion. Our findings show that given a dataset, one approach will systematically
outperform the other. Consider Figs. 11 and 14, which show concrete examples
of LSTM outperforming ARIMA(3, 0, 2) with non-zero mean and ARIMA(0, 1,
1)(0, 0, 1) [48] with drift outperforming LSTM.

We have performed the augmented Dickey-Fuller test implying stationarity
under the alternative hypothesis on each dataset (on its fraction used for model
construction). We have then tested for an association between the ADF test
statistic and the type of the forecasting method, which dominates in terms of
performance given the dataset. Unfortunately, this analysis did not deliver sig-
nificant results. Thus, the method, which is more beneficial on average needs to
be selected. Figure 12 shows boxplots of all measured log NRMSE changes for
the two separate data centers. The median log NRMSE changes are 0.27 and
0.14 for Australia-ATLAS and BNL-ATLAS data centers respectively. Accord-
ing to these results, ARIMA models exhibit better performance. We attribute
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this to the fact that low-capacity models are able to robustly fit high-variance
data and adopt ARIMA for our throughput forecasting model. The boxplots of
ARIMA NRMSE across all datasets are shown in Fig. 13.
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The forecasting model delivers short- and long-term predictions. Figure 15
demonstrates multivariate 2 days forecasts. The mean forecasts are depicted in
red and their 95% confidence intervals in purple. Note that the confidence inter-
vals miss only few outliers. Figure 14 demonstrates that by increasing the time
resolution, the forecasts become more accurate in the short-term.

5 Conclusions and Future Work

In this paper we have demonstrated that the network throughput of remote
data access in computing grids can be framed as a multiple linear regression.
The regression needs to be fit for each worker node - storage element pair. The
estimates of the regression coefficients can be mined from logs in form of time
series. This requires realistically obtainable logs on file accesses from only 2 con-
current processes, one of them having 2 concurrent threads. Given a proper
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implementation of remote data access monitoring, these time series can be
mined unintrusively. We have identified useful input features for the forecast-
ing model. The ARIMA model learns to explain the residual variance in the
response induced by the latent factors, e.g. changes in the grid infrastructure.
A benchmark of LSTM ANN has partially shown good results, but did not sig-
nificantly outperform ARIMA. The model can be constructed with a predefined
resolution and deliver short- and long-term forecasts with the state of the art
accuracy.

These findings allow to robustly model the remote data access throughput
for any virtual links in the grid. The model was constructed and validated using
performance metrics from randomly selected data centers in the World-Wide
LHC Computing Grid.

Currently we are focusing on the following aspects for the future work:

– Formalization and forecasting of network throughput of other data access
techniques in the grid (data placement and stage-in).

– Construction of a grid simulator with a heavy emphasis on various data access
techniques.

– Evolutionary optimization of data access patterns within bags of jobs with
the objective to minimize the joint data transfer time. This constitutes a
constrained optimization problem. The solution fitness evaluation employs
the aforementioned simulator.
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Abstract. While distributed computing infrastructures can provide
infrastructure-level techniques for managing energy consumption,
application-level energy consumption models have also been developed to
support energy-efficient scheduling and resource provisioning algorithms.
In this work, we analyze the accuracy of a widely-used application-level
model that have been developed and used in the context of scientific
workflow executions. To this end, we profile two production scientific
workflows on a distributed platform instrumented with power meters.
We then conduct an analysis of power and energy consumption measure-
ments. This analysis shows that power consumption is not linearly related
to CPU utilization and that I/O operations significantly impact power,
and thus energy, consumption. We then propose a power consumption
model that accounts for I/O operations, including the impact of wait-
ing for these operations to complete, and for concurrent task executions
on multi-socket, multi-core compute nodes. We implement our proposed
model as part of a simulator that allows us to draw direct comparisons
between real-world and modeled power and energy consumption. We find
that our model has high accuracy when compared to real-world execu-
tions. Furthermore, our model improves accuracy by about two orders of
magnitude when compared to the traditional models used in the energy-
efficient workflow scheduling literature.

Keywords: Scientific workflows · Energy-aware computing ·
Workflow profiling · Workflow scheduling

1 Introduction

Computational workloads that require from a few hours to a few months of
execution are commonplace in scientific simulations. These simulations often
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comprise individual computational (but often I/O-intensive) tasks with some
dependency structure, which is why many scientists today formulate their com-
putational problems as scientific workflows [26]. To obtain simulation results
within acceptable time-frames, large scientific workloads are executed on dis-
tributed computing infrastructures such as grids and clouds [21]. The need to
manage energy consumption across the entire suite of information and communi-
cation technology has received significant attention in the last few years [1,3]. As
a result, large data-centers have developed techniques for managing cooling and
energy usage at the infrastructure level. Concurrently, researchers have investi-
gated application-level techniques and algorithms to enable energy-efficient exe-
cutions [19]. In the context of scientific workflows, researchers have proposed a
range of energy-aware workflow task scheduling or resource provisioning algo-
rithms [8,17,20,23,30]. Results therein are obtained based on a model of power
consumption that is easy to instantiate but that makes strong assumptions:
power consumption is considered to be linearly correlated with CPU utilization,
and equally divided among virtual machines or CPU cores within a computa-
tional node. An interesting question is whether this model is accurate in practice,
and whether it can be applied to I/O-intensive workflow executions.

Our broad objective in this work is to characterize the energy consumption
behavior of complex workflow applications that execute on distributed plat-
forms. We profile real scientific workflow applications on a distributed platform
that comprises multi-socket, multi-core compute nodes equipped with power
meters. We select two widely scientific workflows, each of which has some I/O-
intensive tasks, for which we conduct a comprehensive analysis of the power
and energy consumption of their execution. Via this analysis, we quantify the
accuracy, or lack thereof, of power consumption models commonly used in the
energy-efficient workflow scheduling literature. We then propose a more accu-
rate power consumption model. More specifically, this work makes the following
contributions:

1. The power and energy consumption profiles of two real I/O-intensive scientific
workflow applications;

2. A comprehensive analysis of these profiles with respect to resource utilization
and I/O operations;

3. An evaluation of the accuracy of the power model that is widely used in
workflow scheduling research;

4. A power consumption model for I/O-intensive workflows that accounts for
the allocation of cores to sockets, CPU utilization, and I/O operations;

5. An experimental evaluation of the proposed model that shows that it can
produce nearly accurate energy consumption estimates, with improvements
over traditional models by almost two orders of magnitude.

2 Workflow Characterization

The analysis presented in this work is based on the execution of two produc-
tion scientific workflow applications on the Grid’5000 [2] platform. Grid’5000
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is a testbed for experiment-driven research, which provides resource isolation
and advanced monitoring and measurement features for the collection of power
consumption traces. We consider these two I/O-intensive workflows:

– Epigenomics [12]: A bioinformatics workflow that maps the epigenetic state
of human cells on a genome-wide scale by processing multiple sets of genome
sequences in parallel. We consider an Epigenomics instance with 577 tasks.

– SoyKB [11]: A bioinformatics workflow that re-sequences soybean germplasm
lines selected for desirable traits such as oil, protein, soybean cyst nema-
tode resistance, stress resistance, and root system architecture. We consider
a SoyKB instance with 676 tasks.

We profiled these workflows when executed with Pegasus [5], a state-of-the-art
workflow management system. Pegasus monitors and logs fine-grained profiling
data such as I/O operations, runtime, memory usage, and CPU utilization [13].

The workflows were executed on the taurus cluster at the Grid’5000 Lyon
site, which is instrumented at the node level with power meters. We used a
single node to run the workflow tasks and collect power measurements (although
not efficient, it allowed us to collect non-biased measurements). Each node is
equipped with two 2.3 GHz hexacore Intel Xeon E5-2630 CPUs, 32GB of RAM,
and standard magnetic hard drives. Power measurements are collected every
second from power meters (with an accuracy of 0.125 Watts1) that are connected
to a data collector via a serial link. We are interested in identifying relationships
between power consumption, task duration, CPU utilization, and volume of I/O.
Detailed execution profiles (but without power/energy data) and performance
analysis for both workflows can be found in [25].

Table 1 shows the execution profiles of Epigenomics and SoyKB tasks, with
one row per task type. Since most Epigenomics tasks require 1 CPU core,
power measurements were collected from a resource where only a single core
was enabled (i.e., only 1 CPU slot is advertised by the resource manager). Only
the pileup task requires 2 cores, but there is only one such task in the work-
flow. For SoyKB, many tasks require 2 CPU cores. Therefore, we collected power
measurements from a resource configured with two cores. The last two columns
in Table 1 show the average power consumption per task and the energy con-
sumption to compute all tasks of that type in sequence. As power measurement
were collected every second, tasks with very short runtimes (e.g., sol2sanger
in the Epigenomics workflow) may not allow accurate power measurements, and
are not emphasized in our upcoming analyses.

3 Workflow Energy Consumption Analysis

Energy-aware workflow scheduling studies [8,17,20,23,30] typically assume that
the power consumed by the execution of a task at time t, P (t), is linearly related
to the task’s CPU utilization, u(t), as:

P (t) = (Pmax − Pmin) · u(t) · 1
n , (1)

1 Manufactured by OMEGAWATT: http://www.omegawatt.fr/gb/index.php.

http://www.omegawatt.fr/gb/index.php
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Table 1. Execution and energy profiles of the Epigenomics (top) and SoyKB (bottom)
workflow tasks. Energy measurements are for running all tasks of that type in sequence.
Runtimes are shown in seconds, I/O operations in MB, and power in W. (μ is the mean,
and σ the standard deviation.)

Task Count #cores Runtime CPU util. I/O Read I/O Write Power Energy

μ σ μ σ μ σ μ σ μ σ (Wh)

fastqSplit 7 1 5.8 1.9 99.8% 0.0 508.1 173.2 254.1 86.6 126.9 5.48 1.4

filterContams 140 1 1.2 0.2 99.1% 0.0 25.4 3.7 12.7 1.8 100.9 5.6 4.6

sol2sanger 140 1 0.4 0.1 95.7% 0.2 66.9 9.8 29.0 4.3 98.5 3.8 1.4

fast2bfq 140 1 0.8 0.1 97.8% 0.1 35.5 5.2 6.4 0.9 98.3 3.6 2.9

map 140 1 57.9 5.0 99.9% 0.0 437.9 2.4 2.6 0.6 126.8 0.9 285.7

mapMerge 8 1 5.9 6.9 99.5% 0.0 171.2 205.6 84.0 103.4 113.5 7.7 1.5

maqIndex 1 1 33.5 – 99.9% – 511.7 – 338.3 – 125.1 – 1.2

pileup 1 2 38.4 – 80.8% – 559.3 – 264.1 – 135.5 – 1.4

Task Count #cores Runtime CPU util. I/O Read I/O Write Power Energy

μ σ μ σ μ σ μ σ μ σ (Wh)

align reference 25 2 1.8 0.0 53.9% 0.0 2609.7 0.0 186.6 0.01 134.8 4.7 1.6

sort sam 25 2 1.3 0.1 61.9% 0.0 901.5 0.0 187.2 1.6 101.7 1.9 0.9

dedup 25 2 2.0 0.0 60.7% 0.0 901.9 0.0 186.9 0.2 106.2 4.3 1.5

add replace 25 2 1.3 0.0 62.0% 0.0 901.5 0.0 186.9 0.0 102.6 1.7 0.9

realign creator 25 2 133.1 2.6 75.9% 0.0 3230.8 8.7 189.6 2.8 135.3 0.3 125.1

indel realign 25 1 34.3 0.0 18.9% 0.0 953.8 5.8 187.0 0.0 123.2 0.6 25.9

haplotype caller 500 1 79.3 6.9 66.7% 0.0 1149.8 24.2 186.9 0.0 130.8 1.0 1329.5

genotype gvcfs 20 1 263.8 29.6 95.9% 0.0 1058.0 16.2 187.6 0.1 126.6 0.3 185.5

comb variants 1 1 35.5 – 26.5% – 958.0 – 186.9 – 108.9 – 1.1

variants indel 1 2 48.6 – 23.7% – 1699.5 – 454.4 – 114.0 – 1.5

filtering indel 1 1 34.7 – 20.3% – 955.2 – 186.9 – 109.1 – 1.0

variants snp 1 2 48.6 – 23.2% – 1699.5 – 454.4 – 115.4 – 1.5

filtering snp 1 2 34.7 – 10.2% – 955.3 – 186.9 – 109.6 – 1.0

merge gcvf 1 1 46804.5 – 99.9% – 3061.2 – 238.8 – 128.9 – 1675.3

where Pmax is the power consumption when the compute node is at its maxi-
mum utilization, Pmin is the idle power consumption (i.e., when there is no or
only background activity), and n is the number of cores on the compute node.
Therefore, the energy consumption of the task, E, is defined as follows:

E = r · Pmin +

∫ r

0
P (t)dt, (2)

where r denotes the task’s runtime. To determine the idle power consumption
Pmin, we collected power measurements on one node of our cluster at every
second whenever no activity was performed on that node over a 2-month period
(for a total of 216,000 measurements). The average idle power consumption from
these measurements is 98.08W (standard deviation 1.77W).

The power model in Eq. 1 does not consider the energy consumption of I/O
operations, and hereafter we quantify the extent to which this omission makes
the model inaccurate. Figure 1 shows scatter plots of the power consumption
versus CPU utilization for all task types of both workflows. We observe very low
Pearson’s correlation coefficient values between power consumption and CPU
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utilization (0.38 for Epigenomics, −0.02 for SoyKB). This means that no lin-
ear increase is observed in the power consumption as CPU utilization increases.
For example, the align reference SoyKB task has an average CPU utiliza-
tion at about 108% and consumes about 135W, while the sort sam task from
that same workflow has a CPU utilization at about 124% but consumes only
102W. This difference in power consumption is mostly explained by volumes of
I/O (reads and writes). Figure 2 shows scatter plots of the power consumption
versus I/O read volumes per task and computational resource. In contrast to
the CPU utilization analysis, Pearson’s correlation coefficient values are 0.86 for
Epigenomics, and 0.64 for SoyKB.
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Fig. 1. Task power consumption vs. CPU utilization for the Epigenomics (left) and
SoyKB (right) workflows.
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Fig. 2. Task power consumption vs. I/O read for the Epigenomics (left) and SoyKB
(right) workflows.

These results show that power consumption is not strictly dependent, or even
mainly influenced, by CPU utilization u(t) (Eq. 1), but that it depends signifi-
cantly on I/O volumes. Hence, we conduct a principal component analysis (PCA)
to evaluate the variance of each parameter (CPU utilization, I/O reads, and I/O
writes) and their impact on the power consumption. In this analysis, we aim to
understand how CPU utilization and I/O operations are influencing (positively
or negatively) power consumption, and consequently quantify the weight of each
parameter. From the principal components, set of values of linearly uncorrelated
variables, we obverse the loadings (the weight by which each standardized orig-
inal variable should be multiplied to get the component score), which contain
the data variance.
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Table 2 shows the principal component (PC) loadings (rotations) for each
parameter. For Epigenomics, the first two PCs explain most of the variability
(85.3%). All parameters present similar variance for PC1, with the I/O read and
I/O write parameters dominating, while CPU utilization has greater impact on
PC2. Since PC1 explains most of the variance (64.3%), the power consumption
of the Epigenomics workflow is also significantly impacted by the number of I/O
operations (in particular I/O reads) as shown in Fig. 2-left. Similarly, the first
two PCs for SoyKB explain most of the variability (85.4%). I/O read has greater
impact on PC1, while PC2 is mostly impacted by CPU utilization and I/O write.
Although I/O read has significant impact on PC1, this component only explains
49% of the variance, thus I/O read has less influence on the power consumption
for SoyKB (Fig. 2-right). Note that the impact of I/O read on PC2 is minimal.

Overall, these results provide motivation and quantitative bases for develop-
ing a more accurate power model that captures the implications of I/O opera-
tions on power consumption in addition to that of CPU utilization.

Table 2. Principal component (PC) loadings (rotations) for the Epigenomics and
SoyKB workflows.

Parameter Epigenomics SoyKB

PC1 PC2 PC3 PC1 PC2 PC3

CPU utilization 0.53 0.84 −0.03 −0.55 −0.62 0.56

I/O Read 0.59 −0.35 0.71 −0.73 0.04 −0.67

I/O Write 0.59 −0.40 −0.69 −0.39 0.78 0.47

4 Analysis of Power and Energy Consumption
for Concurrent Task Execution

The power consumption model in Eq. 1 assumes that the consumed power is
simply the CPU utilization divided by the number of cores. To evaluate the
validity of this assumption we collected and analyzed power measurements for
solitary and concurrent workflow task executions.

Since our cluster nodes are all equipped with dual, hexacore CPUs, we
performed task executions with two schemes for core allocation (see Fig. 3):
(1) unpaired—cores are enabled in sequence on a single socket until all cores
on that socket are enabled, and then cores on the next socket are enabled in
sequence; and (2) pairwise—cores are enabled in round-robin fashion across sock-
ets (i.e., each core is enabled on a different socket than the previously enabled
core). We report on results for only a subset of workflow tasks because (1) some
tasks are unique; (2) some task runtimes are very short and overheads in Pega-
sus, such as releasing the next task, make the benefit of running these tasks in
parallel negligible; or (3) energy measurements may not be accurate for tasks
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with very short runtimes due to the measurements interval of 1s. Finally, all our
results report average runtime, power and energy measurements for concurrent
executions of instances of the same task type.
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Fig. 3. Example of CPU core usage for the unpaired (left) and parwise (right) schemes
when 6 cores are enabled.

Epigenomics: Figure 4 shows the average task runtime, average task power
consumption, and total energy consumption (i.e., to run all 140 tasks) when
running map tasks concurrently for different numbers of CPU cores. Task per-
formance is significantly impacted when multiple cores are used within a single
socket. For example, when 2 cores are enabled in different sockets (pairwise), no
performance decrease is observed. However, a performance degradation of about
25% occurs when both cores are within a single socket (unpaired). The above is
due to the fact that each socket has a single L3 cache shared between its cores.
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Fig. 4. Average task runtime (left), average task power consumption (center), and
energy consumption to run all 140 map tasks from Epigenomics (right). Power and
energy consumption computed using Eqs. 1 and 2 are shown as estimation.

While the use of multiple cores within a single socket limits performance,
it consumes less power per unit of time: on the order of 10% (Fig. 4-center).
According to Eq. 1, power consumption should grow linearly. Instead, we observe
that power consumption is not equally divided among the number of cores per
CPU. Equation 1 thus underestimates the energy usage per unit of time—root
mean squared error (RMSE) for pairwise is 10.64, and 4.92 for unpaired.

The energy profile shown in Fig. 4-right accounts for the execution of all 140
map tasks. Although power consumption is lower when using a single socket, the
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total energy consumption is higher due to higher task runtimes. Workflow task
executions may benefit from single socket CPU usage if task runtimes are very
short. In this case, the performance loss is negligible and the difference of power
consumption may save energy (e.g., the filterContams task in Epigenomics).
The energy consumption for the set of map tasks presents a logarithmic decrease
as a function of the number of cores. This logarithmic behavior is due to the
increase in power consumption. The estimation errors propagated by Eq. 1 into
Eq. 2 leads to energy consumption estimation errors up to 23% (RMSEs are 0.02
for pairwise and 0.03 for unpaired).

SoyKB: Figure 5 shows the average task runtime, the average task power con-
sumption, and total energy consumption (i.e., to run all 500 tasks) when running
haplotype caller tasks concurrently using 2 up to 8 CPU cores. Due to disk
space quota on Grid’5000, we were unable to run workflow instances that used
more than 8 cores concurrently. We only report on results for more than 2 cores
because the workflow cannot be executed on a single core. Task runtime differ-
ences between unpaired and pairwise is minimal regardless the number of cores
used. A small degradation in runtime is observed when the number of cores
increase from 2 to 4. However, there is a significant performance decrease when
the number of cores exceeds 4. This is because haplotype caller performs sub-
stantial I/O operations (it only has 67% of CPU utilization on average). The
performance degradation is due to simultaneous I/O operations, which cause
tasks to idle due to I/O resources being unavailable and/or saturated. This idle
time (IOWait) is reported in the logs generated by Pegasus.
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Fig. 5. Average task runtime (left), average power consumption (center), and energy
consumption to run all 500 haplotype caller tasks from SoyKB (right). Power and
energy consumption computed using Eqs. 1 and 2 are shown as estimation.

Similar to Epigenomics, the unpaired scheme consumes slightly less power
(about 5%, as see in Fig. 5-center. The power consumption estimated by Eq. 1
lies between the real-world consumption with the two schemes, with prediction
errors up to 10% (RMSE up to 4.85 for pairwise). In Fig. 5-right, we see that
the actual energy values are well above the estimated values (up to 22% higher).
The main factor for this discrepancy is I/O operations, including the time spent
waiting for I/O to complete (as indicated by IOWait values in the Pegasus logs).
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5 Modeling and Simulating Energy Consumption
of I/O-Intensive Workflows

In this section, we present an augmented model for power consumption that
accounts for I/O in addition to CPU utilization. This model also accounts for
the number of cores and the way in which they are activated (unpaired or pairwise
schemes), as well as for the time spent waiting for I/O operations to complete
(IOWait).

5.1 Model

We model P (t), the power consumption of a compute node at time t, as:

P (t)=PCPU(t)+PI/O(t), (3)

where PCPU(t), resp. PI/O(t), is the power consumption due to CPU utilization,
resp. I/O operations. In what follows, we detail the model for both these terms.
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Fig. 6. Linear regression models. Left: power consumption increase in function of
number of cores enabled for the Epigenomics map tasks. Right: dynamic power
consumption vs. I/O-intensiveness for the SoyKB realign creator, indel realign,
haplotype caller, and genotype gvcfs tasks.

CPU – Let s denote the number of sockets on the compute node, and n the
number of cores per socket, so that the total number of cores on the compute
node is s · n. Let K the set of tasks that use at least one core on the compute
node. We have:

PCPU(t)=
∑

k,i,j PCPU(k,i,j,t), (4)

where PCPU(k, i, j, t) is the power consumption of CPU utilization at time t due
to the execution of task k (k ∈ K) on socket i (0 ≤ i < s) at core j (0 ≤ j < n).

In previous sections, we examined the impact of cores/socket allocation on
power consumption in addition to CPU utilization. We have seen that the power
consumption does not have constant increase as cores are enabled on sockets,
and the behavior depends on the scheme used to enable further cores (pairwise
or unpaired). Figure 6-left shows a scatter plot of power consumption increase for
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each additional enabled core for the map task of the Epigenomics workflow. The
increase for the unpaired scheme can be approximated by linear regression with
negative slope. For the pairwise scheme, an approximation by linear regression
leads to nearly constant increase (noting that the RMSE is relatively high).
Although this figure is for a particular task of the Epigenomics workflow, very
similar results are obtained for all tasks for both production workflows considered
in this work. Therefore, we derive a model that is only dependent on the task’s
CPU utilization and the hardware platform.

Based on the above, we now define our model for PCPU(k, i, j, t) as:

PCPU(k,i,j,t)=

⎧
⎪⎨

⎪⎩

(Pmax−Pmin)· u(t)
s·n if j = 0 (first core on a socket)

0.881·PCPU(k,i,j−1,t) if j > 0 and pairwise

0.900·PCPU(k,i,j−1,t) if j > 0 and unpaired

(5)

where u(t) is the task’s CPU utilization at time t (which can be computed
by benchmarking the task on a dedicated compute node). The model is written
recursively as the power consumption due to enabling a core on a socket depends
on the power consumption due to previously enabled cores on that socket. The
0.881 and 0.900 constants above are obtained from the aforementioned linear
regressions. Finally, note that PCPU(k, i, j, t) does not depend on i since only
the rank (j) of a core in a socket matters.

I/O – Similarly to the above model for power consumption due to CPU utiliza-
tion, we have:

PI/O(t)=
∑

k,i,j PI/O(k,i,j,t), (6)

where PI/O(k, i, j, t) is the power consumption of I/O operations at time t due
to the execution of task k (k ∈ K) on socket i (0 ≤ i < s) at core j (0 ≤ j < n)
on the compute node.

Figure 6-right shows dynamic power consumption (i.e., power consump-
tion beyond Pmin) vs. I/O-intensiveness for 4 tasks of the SoyKB workflow
(realign creator, indel realign, haplotype caller, and genotype gvcfs).
We define the I/O-intensiveness as the I/O volume (for reads and writes) in
MB divided by the time the task spends performing solely computation (i.e.,
the runtime minus the time for performing and waiting for I/O operations). A
higher value indicates a more I/O-intensive task, as it represents I/O overhead
per second of CPU usage. We are able to compute the I/O-intensiveness of each
task based on profiling data in Pegasus logs. The four task types in Fig. 6 exhibit
a range of CPU utilizations, with relatively high volumes of data read/written.
As for the results in Fig. 6, similar results are obtained for all tasks in the work-
flows we consider. We use a linear regression, shown in the figure, which has
positive slope regardless of the core allocation scheme (with a steeper slope for
the pairwise scheme). Based on these results, we model PI/O(k, i, j, t) as follows:

PI/O(k,i,j,t)=

{
0.486·(1+ 0.317·ω(t))·PCPU(k,i,j,t) if pairwise

0.213·(1+ 0.317·ω(t))·PCPU(k,i,j,t) otherwise
(7)
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where the 0.486 and 0.213 values above come from the linear regressions, and
ω(t) is 0 if I/O resources are not saturated at time t, or 1 if they are (i.e., idle time
due to IOWait). ω(t) is equal to 1 whenever the volume of I/O requests placed
by concurrently running tasks exceeds some platform-dependent maximum I/O
throughput. When using this model, e.g., to drive simulations of workflow task
executions so as to evaluate energy-efficient workflow scheduling algorithms, it
is then necessary to keep track of simulated I/O requests so as to set the ω(t)
value accordingly. It turns out that, in our result, the impact of IOWait does not
show any strong correlation with the features of different task types. This is why
ω(t) in Eq. 7 is weighted by a single factor (0.317). We computed this factor as
the average of the most accurate such factor values we computed individually for
each task type. Our evaluation of the model (see Sect. 5.2) shows that it achieves
high accuracy across task types. It is thus tempting to claim that the impact of
the IOWait effect on power consumption can be captured reasonably well using a
single, application-independent value for the above factor. Providing a definitive
answer as to whether this claim is general would require a comprehensive set of
experiments with more workflow applications running under this condition.

5.2 Experimental Evaluation

To evaluate the accuracy of our model, we extended a simulator [29] of the state-
of-the-art Pegasus [5] workflow management system (WMS), which is the WMS
we used to perform the experiments described in Sect. 2. This simulator is built
using the WRENCH simulator framework [28], which can be used to build sim-
ulators of WMSs that are accurate, can run scalably on a single computer, and
can be implemented with minimal software development effort [4]. We extended
the simulator by replacing its simulation model for power consumption (the tra-
ditional model in Eq. 1) by the model proposed in Sect. 5.1. We provide the sim-
ulator with a description of the hardware specifications of the taurus Grid’5000
cluster and with traces from individual Epigenomics and SoyKB workflow task
executions. As a result, our simulator can simulate the exact procedure used
for obtaining all real-world experimental results described in previous sections,
making it possible to draw direct comparisons between real-world and simulated
results. The simulator code, details on the simulation calibration procedure, and
experimental scenarios used in the rest of this section are all publicly available
online [29].

Figure 7 shows the simulated power and energy consumption measure-
ments as well as with the traditional model based on Eqs. 1 and 2 (shown
as estimation) and with our proposed model (shown as wrench-*). Due to
space constraints, we only show results for the map Epigenomics task, and the
haplotype caller and indel realign SoyKB tasks. For the map tasks, the
RMSE for pairwise is 4.24, and 3.49 for unpaired, which improves over the tra-
ditional model by about two orders of magnitude for the former, and a half for
the later. Similarly, RMSEs for the haplotype caller tasks are 2.86 and 2.07
for pairwise and unpaired respectively, or improvements of about two orders of
magnitude for both schemes. Last, RMSEs for the indel realign tasks are 0.59
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Fig. 7. Per-task power (top) and total energy (bottom) consumption measurements for
the Epigenomics map task and the SoyKB haplotype caller and indel realign, as
well as estimated with Eq. 1 and 2 (estimation) and our proposed model (wrench-*).

for pairwise and 0.47 for unpaired, or improvements by about an order of magni-
tude. Predicted energy consumption based on our proposed model nearly match
the actual measurements for both schemes for all task types (RMSEs � 0.01).

6 Related Work

In the past few years, green computing has become a major topic of discussion in
the scientific computing community. Many recent studies have addressed green
solutions, in particular on distributed computing platforms. Research efforts in
this field commonly include powering off or putting idle machines into low power
states based on predictions of future workloads. On the application side, efforts
are mainly focused on the optimization of resource provisioning and workload
scheduling constrained by budgets and application deadlines.

A recent survey [19] of techniques for improving energy-efficiency describes
methods to evaluate and model the energy consumed by resources on distributed
systems. The survey presents taxonomies of compute node and network energy-
aware techniques classified according to the technology employed. These tech-
niques include adjustment of the processor’s frequency and power consumption
through DVFS [9], workload consolidation by running multiple tasks on the
same physical machine in order to reduce the number of nodes that are powered
on [16], energy-aware task scheduling [14,27], virtual machine migration [3,18],
the coordination of network protocols [10], etc. These strategies often model
energy consumption as a function of runtime, or do not consider the perfor-
mance loss of running multiple tasks within a socket.
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Several models have been developed to predict the power consumption of
distributed system workloads. Most of them focus on measuring the resource
utilization of distributed systems [6,15,22]. In [7], an integrated power con-
sumption model, which incorporates previous approaches into a single model,
describes a distributed system where several clients issue requests to a central
storage server. Most of these models are limited to single-core and energy con-
sumption is related to CPU usage. A few models consider data transfers, but as
a separate operation (I/O operations during task execution are not considered).

In the context of scientific workflows, several works [8,17,20,23,30] have
proposed energy-aware algorithms for task scheduling or resource provisioning.
These algorithms are often designed to meet energy budget or deadline con-
straints. Their model assumes that the total energy usage is equal to the integral
of the consumed power, which is linearly related to the resource utilization. In
this work, we have shown that I/O operations also have significant impact on
the power consumption, and thereby the energy. To the best of our knowledge,
this is the first work that profiles and analyzes power and energy consumption of
real scientific workflow applications at a fine-grained level, and proposes a model
that also accounts for cores/sockets allocation and I/O usage.

7 Conclusion and Future Work

In this work, we have profiled and analyzed the power consumption of two pro-
duction scientific workflow applications executed on a distributed platform. We
have investigated the impact of resource utilization and I/O operations on the
energy usage, as well as the impact of executing multiple tasks concurrently
on multi-socket, multi-core compute nodes. In contrast to traditional power
consumption model used in the energy-efficient workflow scheduling literature,
we find that power consumption is impacted non-linearly by the way in which
cores in sockets are allocated to workflow tasks. Furthermore, our experimental
results show that I/O operations have significant impact on power consumption.
Based on these results, we proposed a power model for I/O intensive workflows
that accounts for the above behaviors. Experimental evaluation of this model
shows that it accurately captures real-world behavior, with order of magnitude
improvement over the traditional model.

In future work, we plan to instantiate and validate our proposed model for
other workflows and platform configurations. In particular, we hope to use power-
metered platforms in which compute nodes have SSDs instead of HDDs. With
SSDs, the impact of I/O on power consumption may exhibit different behav-
iors that could mandate augmenting our model. The power consumption of I/O
could also be smaller relative to that of computation, but note that platforms
that target extreme-scale computing also often employ low-power compute nodes
(i.e., equipped with ARM processors). Another future work goal is to extend the
synthetic workflow generator in [24], which produces realistic synthetic work-
flow configurations based on profiles extracted from workflow execution traces.
The objective is to extend the generated workflow descriptions to include data
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obtained from real-world power profiles that is sufficient to instantiate the power
consumption model proposed in this work.
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Abstract. Online analysis of runtime behavior is essential for perfor-
mance tuning in streaming scientific workflows. Integration of anomaly
detection and visualization is necessary to support human-centered anal-
ysis, such as verification of candidate anomalies utilizing domain knowl-
edge. In this work, we propose an efficient and scalable visual analytics
system for online performance analysis of scientific workflows toward the
exascale scenario. Our approach uses a call stack tree representation to
encode the structural and temporal information of the function execu-
tions. Based on the call stack tree features (e.g., execution time of the
root function or vector representation of the tree structure), we employ
online anomaly detection approaches to identify candidate anomalous
function executions. We also present a set of visualization tools for veri-
fication and exploration in a level-of-detailed manner. General informa-
tion, such as distribution of execution times, are provided in an overview
visualization. The detailed structure (e.g., function invocation relations)
and the temporal information (e.g., message communication) of the exe-
cution call stack of interest are also visualized. The usability and effi-
ciency of our methods are verified in a real-world HPC application.

Keywords: Anomaly detection · High Performance Computing ·
Streaming analysis · Trace events · Visual analytics

1 Introduction

Performance analysis is a critical task for the diagnosis of parallel High Per-
formance Computing (HPC) applications. In particular, domain scientists are
typically interested in detecting abnormal runtime behaviors during the execu-
tion of HPC applications. Since the supercomputer resources in use are limited
and costly, the timely identification of the causes of adverse performance events
(e.g., abnormal communication latencies) is essential. We have been working
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with a group of chemists who use an HPC cluster to solve complex molecular
equations. The development of the system presented in this paper was driven by
their need to monitor and identify computation latencies at runtime.

Anomalous function executions are usually identified by examining the
detailed traces collected in the HPC cluster. A trace is essentially a log of a
sequence of specific events (determined by program instrumentation) that occur
in a computing core during execution (e.g. function entry, function exit, or mes-
sage passing). Figure 1(a) shows an example sequence of trace events inside one
execution of the main function in an HPC core. It represents the call stack infor-
mation (Fig. 1(b)) inside the execution of the root function. Domain scientists
typically detect anomalous function executions based on the extracted temporal
information [2,18] (e.g., execution time and exit timestamps) or structural infor-
mation [22] (e.g., call relations from parent function to children) from the trace
events. While existing detection approaches achieve good performance and scala-
bility in offline analysis, detecting abnormal runtime behavior in online analysis
remains challenging. One reason for this is that the complexities of most fea-
ture extraction and anomaly detection algorithms are too high to support online
training. It would be prohibitively slow to use a standard algorithm like Local
Outlier Factor (LOF) [3] to update the learning result every time a new trace
event is generated. Conventional anomaly detection models do not support con-
tinuous updates, rather they need to be re-trained in each time window. Further-
more, in order for human experts to stay aware and gain insights into the per-
formance data an interactive visual interface will be most appropriate. However,
offline visual analysis tools are not designed to provide visualizations sufficiently
responsive in a streaming data environment. For example, standard visualiza-
tion algorithms such as Multidimensional Scaling (MDS) [12] or t-Distributed
Stochastic Neighbor Embedding (t-SNE) [13] are not fast enough to plot tens of
thousands of points at the rate of streaming data.

We recently devised a visual analysis approach for the detection of abnormal
HPC runtime behavior [22]. This tool, however, was designed for offline analysis
and cannot be used for online analysis of streaming data. In the current work

Fig. 1. (a) Example trace events during an execution of main in a compute core. (b)
The call stack of the execution reconstructed from the trace events. (c) The call stack
represented as a Call Stack Tree (CSTree), which is a directed tree with vertex weights.
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we build on this approach to create a new method for streaming trace event
data. Similar to our earlier work we make use of the call stack tree (CSTree)
representation we devised there (Fig. 1(c)), but we now use it to encode the
structural as well as the temporal information inside a function execution via
a directed tree. Abnormal behavior of function execution can then be detected
by identifying abnormal trees in a call stack forest. We also modify our original
tree feature extraction process to now support online tree representation and
online anomaly detection. We propose a set of new online visualizations to assist
the scientist in the understanding and exploration of the function executions.
In particular, we visualize the feature vectors and the learned anomaly labels of
the function executions in an overview projection. The structural and temporal
information of the CSTree are visualized in a structure and timeline visualization,
respectively, capable of dealing with large amounts of data in real time.

The remainder of our paper is structured as follows. Section 2 reviews related
work. Section 3 defines the problem and gives an overview of our approach.
Section 4 introduces our online algorithms for vector representation and anomaly
detection of CSTrees. Section 5 describes our visual analytics approach for
anomalous CSTree exploration. Section 6 presents a case study to validate our
approach. And Sect. 7 concludes the paper and discusses the future work.

2 Related Work

Domain scientists usually employ instrumentation and measurement tools
[1,5,10,16] to generate performance data, such as trace events, and associated
metrics. Many techniques have been proposed for the evaluation and diagnosis
of these data [4]. In this paper, we focus on the most important two tasks in the
diagnosis of the HPC application performance: detection of abnormal runtime
behavior and visualization of performance.

2.1 Abnormal Runtime Behavior Detection

For anomalous runtime behavior detection, most existing approaches identify
candidates based on temporal information [7]. For example, a disproportionately
large function execution time has a very high probability of being abnormal
since it has a large negative impact on the downgraded performance. However,
diagnosis without the execution context makes it difficult to determine the source
of this major latency. For example, the cause in the delay may be triggered
by a child function or by another node in the HPC system (due to delayed
communication). Furthermore, semantics of the executions are also necessary
for the diagnosis. For example, the initialization function call may execute more
computations and communicates more than other functions and as result takes
more time to complete than other function calls. However, this phenomenon
should not be identified as abnormal runtime behavior.
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In contrast, the Call Stack Tree representation (CSTree) [22] can encode
the temporal information as well as the context structure obtained from the call
stacks to identify the potential anomalous executions. The embedding vectors are
then generated from the CSTrees. Each vector encodes the structural information
from the call stack of one function execution. A conventional anomaly detection
algorithm such as the One-Class Support Vector Machine (OCSVM) [15] is then
able to take the vectors and identify the anomalies.

However, both the tree representation and the anomaly detection are too
complex for online analysis. To deal with that, in this paper, we modify the
training strategy of these learning algorithms for the analysis of streaming data.

2.2 Performance Visualization

Performance visualization makes problem detection and diagnosis of HPC
applications [7,21] more transparent to domain experts. Most visualization
approaches support the comprehension of different levels and aspects of the
performance data, including the trace timeline, call stack structures, and the
messages.

For the trace events, a common practice is to visualize the events along a
time axis, as is done in Vampir [9] and Jumpshot [23]. Most existing temporal
visualizations provide level-of-detail explorations. Users can zoom into different
time window granularities to see detailed events [21]. Other temporal visualiza-
tions are also capable of presenting the relationships between threads, such as
SyncTrace [8].

Call path visualization (e.g., the call relationship between parent and children
functions) is critical for understanding the behavior of the runtime execution.
Existing approaches employ a directed tree or graph to present the structure
in a call stack, such as Vampir [9]. These visualizations usually use the visual
properties of the tree to encode detailed information from the call path. For
example, CSTree [22] utilizes the color and size of a tree node to encode the
type and the execution duration of a function.

Communication delay is usually the main reason for application latency. A
straightforward approach to encode the message passing is to draw a directed
line between the sending and receiving functions, which is adopted in the Jump-
shot [23] implementation. Since the messages can also be regarded as directed
edges, the communication between threads or processes can also be summarized
in terms of an adjacency matrix [9].

One major issue with the existing visualizations is their limited capability for
online performance evaluation. Some offline analysis tools focus on the complete
event or message passing structure which is available only when the communica-
tion is finished. In addition, most visualization paradigms, such as MDS are too
complex for real time streaming data. On the other hand, we also need to deal
with online data reduction and sampling to prevent overdraw. In our approach,
we adjust the common projection, timeline, and tree visualizations for streaming
to facilitate incremental updates and data visualizations.
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3 Problem Formulation and Approach Overview

We focus on the following problem: Given a set of functions of interest (FOIs)
{A} and all of their invoked executions in an HPC cluster, determine which exe-
cutions are associated with anomalous runtime behavior. An FOI A is usually a
key function for computation or communication, which is specified by domain
experts. An anomalous runtime behavior is then in most cases indicated by tem-
poral or structural features. For example, a deadlock will cause large execution
time and an infinite loop will generate unexpected call path structure.

3.1 Call Stack Tree Representation and Problem Formulation

As mentioned in Sect. 2, the Call Stack Tree (CSTree) (Fig. 1(c)) representation
provides a comprehensive way to encode the execution of an FOI A since it
takes advantage of the execution’s context information. Each execution of A
is converted to a CSTree T where a vertex in T is a function invoked in the
call stack and a directed edge represents the call from the parent to the child
function. All executions of A collectively give rise to a forest T = {Ti} where
each tree T represents a single execution of A. The runtime behavior can be
observed directly from the features of a CSTree. For example, if the volume of
a vertex in the CSTree is proportional to the execution time of that function,
then a very large vertex in the tree can represent a delayed function execution.
Furthermore, a large set of child vertices of the same function type indicates
that the parent function invokes the child function multiple times in a loop.

Given this representation the detection of anomalous behavior is then formu-
lated as the problem of finding anomalous tree structures in the call stack forest.
Our visual interface exposes the candidate anomalies, which are those CSTrees
whose structures differ most.

3.2 Approach Overview and System Architecture

Based on the CSTree representation, our online visual analytics approach for
detecting anomalous CSTrees uses the following four steps with the architecture1

in Fig. 2:
Step 1 Data processing: First, the data analysis server (Fig. 2(b)) pairs

and orders trace events (Fig. 2(a)) generated during the execution of an HPC
application by their type (i.e., message or function event). Second, given a set
of functions of interest {A}, the data analysis server can also generate the call
stack trees rooted at A and insert them into the call stack forest T = {Ti}.

Step 2 Tree feature extraction and anomaly detection: Each new
CSTree in the forest is converted into a feature vector. For this paper the feature
vector consists of the temporal features of the root functions (i.e. total duration
of execution). However, other options for feature extraction, such as the graph

1 Please visit https://github.com/CODARcode/ChimbukoVisualization to see the
project page and the source code.

https://github.com/CODARcode/ChimbukoVisualization
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kernel, are also provided in the code. Anomaly detection is then performed based
on these features, resulting in a set of candidate anomalous CSTrees.

Step 3 Overview visualization: An overview projection is calculated by
the visualization server (Fig. 2(c)). The visualization platform is the web browser
(Fig. 2(d)) showing the feature vector distribution and their learned labels.

Step 4 Detailed visual exploration: The detailed visualizations enable
the user to investigate the execution’s context and make a decision whether a
candidate anomalous CSTree is truly anomalous. In specific, the user can select
a feature vector from the overview to view the associated CSTree structure and
communication patterns (both provided by the visualization server) to under-
stand the execution’s context.

Steps 3 and 4 can be performed repeatedly for better insights into the
anomaly detection results.

Fig. 2. Our system architecture for online anomalous CSTree detection. (a) The
streaming trace events. (b) Feature vectors of the new CSTrees are generated in the
data analysis server. Then the anomaly labels (normal or abnormal) of the CSTrees are
learned online based on their feature vectors. (c) The visualization server calculates the
layout of the overview and generates the CSTree of interest for detailed exploration.
(d) On the browser end, the user is allowed to interact with the overview of the tree
distribution in a 2D view. The candidates of interest in the overview can be further
investigated via the detailed visualizations provided by the server.

4 Online Anomaly Detection of Call Stack Trees

Our approach begins with updating the call stack forest in the data server. For
a FOI A, a new CSTree is generated and inserted into the call stack forest when
an exit event of A is received in the trace stream. Since the user will focus on
the recent data, the CSTrees older than a given threshold (e.g., 1 h) will be
removed from the forest. Then the feature extraction and anomaly detection are
performed for the updated call stack forest in the data analysis server.

4.1 Feature Vector Representation

Our approach provides different options for temporal and structural feature
extraction from the CSTree for anomaly detection, including time-based and
tree-based extraction methods.
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Time-Based Representation. A straightforward way to represent runtime
behavior is to utilize the information from the root function of the CSTrees. The
domain expert is able to customize the specific set of features to be extracted,
such as the execution duration, message frequency, and the exit time of the exe-
cution. With this pre-designed feature set, a vector of each CSTree is constructed
and used as the input for anomaly detection.

Tree-Based Representation. Thus far there is no contextual information
in the above temporal feature construction, however, structural representation
is critical for the diagnosis of the runtime behavior. To provide an option for
structural feature extraction, we follow the Graph Kernel [22] approach for the
vector representation, which uses an analogy to document analysis. A tree is
analogous to a document while the subtrees are analogous to the words in a
document. The subtrees (Fig. 3(b)) are extracted using Weisfeiler-Lehman Graph
Kernels [17]. In the initialization of the algorithm, each node is considered as a
subtree of depth 0 (e.g., A - E in Fig. 3(b)). Then in the following iteration, each
subtree is expanded towards the children to find sub-structures of larger depths,
such as F - J in Fig. 3(b). At last, the CSTree (Fig. 3(a)) is represented as a bag-
of-subtrees (Fig. 3(c)). The duration of each subtree in a CSTree is synonymous
to “word frequency” in a document.

Fig. 3. (a) An example CSTree with the function execution time of the vertices. (b) An
example of the result substructure generated from a CSTree using Weisfeiler-Lehman
Graph Kernels. (c) The bag-of-subtree representation of the CSTree.

4.2 Online Anomaly Detection

The extracted feature vectors of the CSTrees are used as the input of the anomaly
detection. Conventional algorithms such as Local Outlier Factor can be too com-
plex for online training. For better online performance in the presence of a very
large amount of streaming data we chose a fairly straightforward statistical app-
roach. Using a Gaussian distribution to model the feature vector distribution
of the CSTrees, we calculate the rolling mean (μ) and standard deviation (σ)
of the feature vectors in the call stack forest using Welford’s method [14]. We
then label all CSTrees at 3σ (i.e., 0.003%) of the data distribution as anomaly
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candidates. In our own experiments we found this to be a good threshold, but
the confidence level can be user-adjusted based on the estimated percentage of
anomalies in the dataset.

5 Visual Exploration of Anomalous Call Stack Trees

It is necessary that human experts can verify the learning results to make sure the
identified candidates are true anomalies. In addition, exploration of the temporal
and structural patterns of the candidates also helps the user understand why
they are potentially anomalous. In this section, we describe our level-of-detail
visualization system designed for the exploration and verification of the CSTrees
in different granularities.

5.1 Overview Visualization

The overview visualization is generated by the visualization server and displayed
in a browser-based interface. The overview shows the general distribution of the
feature vectors of CSTrees. As noted above, the most common approach available
for this purpose is a low-dimensional embedding method such as MDS. However,
after some experimentation we determined, as we also mentioned above, that
these methods are not sufficiently fast and scalable for large streaming datasets.

To deal with this problem, we resorted to a standard bivariate projective
scatterplot approach. In this visualization the x and y positions are calculated by
the basic attributes of the CSTrees specified the user. For example, in Fig. 4(a),
the CSTrees are visualized as points in the scatter plot. They are projected by
the execution time and exit time of their root functions. The color of each points
represent the FOI type. The points highlighted with thick borders are candidate
anomalies which are detected in the previous step.

Display scalability can still be a problem when the data volume is massive.
After discussing this with a domain expert we decided to adopt a negative down
sampling strategy to reduce the data that are displayed. Since users are typically
mainly interested in the candidate anomalies, they can set a down sampling rate
(see the dashed box in Fig. 4(a)) to keep only a portion of the normal points in
the projection. At the extreme, when the down sampling rate is set to 0, the
projection will only visualize the candidate anomalies. In addition, users can also
filter the displayed data by FOI type. This helps users to put more focus on a
subset of more important FOIs.

In an online analysis, as opposed to a postmortem analysis, users will usu-
ally want to focus on the latest trace data. Hence, the visualization server will
only maintain a subset of the data, namely those collected within a given time
period (e.g., 1 h). The scatter plot will also be updated whenever new CSTrees
are processed and generated from the server end. On the other hand, even in
online analysis, keeping a historical perspective is desirable. We provide this
view by visualizing the distribution of all history data in form of a heatmap (see
Fig. 4(b)). In this map the user is free to specify the color encoding used for
highlighting the number of anomalies or trace events.
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Fig. 4. (a) The CSTrees are projected by the execution durations and the entry times-
tamps of their root functions. The user can specify other axis-encoding schema for
projection. Filtering and negative down sampling are supported to reduce visual clut-
ter. (b) The heatmap visualizes the temporal distribution of all the history data.

Further, the user can specify the points of interest in the scatter plot, which
will send requests to the visualization server for more detail on these selections.
The structure and timeline visualizations will then provide the corresponding
CSTree structures and events sequences for further exploration.

5.2 Structure Visualization

The details of the selected CSTree are visualized in the Structure Visualization,
as shown in Fig. 5(a). The tree vertex size and color respectively represent the
execution time and function name of the corresponding tree node. The directed
edge shows the call relationship from a parent to a child function. Force-directed
Layout [11] is employed to calculate the position of the tree vertices. For clearer
representation, we set a maximum depth to only keep important parent functions
which influence the tree the most. This reduces the visual clutter, which is helpful
especially for CSTrees with a large number of descendant functions. On the
other hand, in order to provide complete anomaly information, the abnormal
substructures are preserved in the visualization even if they are beyond the
maximum depth limit.



162 C. Xie et al.

Fig. 5. (a) The call stack tree structure visualization shows the tree at a limited depth
except for abnormal substructures. (b) The timeline visualize the event sequence and
message communications. (c) The timeline can be zoomed in for detailed exploration.

5.3 Timeline Visualization

While the structure visualization is effective, the message communication
between different HPC cores is not visualized. To deal with this problem, we
propose the Timeline Visualization (Fig. 5(b)), which basically follows the visual
design of Vampir [9] and Jumpshot [23]. Our visualization shows the event
sequence as well as the message passing in a stack timeline. The x and y axes of
the timeline encode the timestamp and the growing direction of the call stack.
Since communication is one of the main reasons for HPC application delays,
messages are also visualized, via lines between different cores, as indicated in
Fig. 5(b). Users can zoom in and out of the x-axis (see red box in Fig. 5(b)) and
so explore the detailed call stack in different time ranges, as shown in Fig. 5(c).

6 Case Study

We conducted a case study2 with an NWChem [19] developer at Brookhaven
National Laboratory (BNL). NWChem is a massively-parallel computational
chemistry application deployed on BNL’s HPC cluster. Our performance analysis
study presented here focuses on analyzing NWChem’s the molecular dynamics
functions.

2 Please see our video demo here and case study design details here.

https://drive.google.com/open?id=1niuI4YB3uF0WNe2y9OtkJQUpTdRSOnL2
https://drive.google.com/file/d/1cGXeXwgAkIkXD61OaJIre-W542E7a1dK/view


Exploratory VA of Streaming Anomalous Runtime Behavior in HPC 163

6.1 Experiment Settings and Online Performance Evaluation

Our participant is a chemist and not an expert in visualization or machine learn-
ing and sought to use our system to find anomalous runtime behaviors in the
function executions. In the onset, we had a number of thorough discussions with
this domain scientist to learn about functions of interest and possible anoma-
lous behavior patterns. We also held a short training session to introduce our
visualization system.

We applied the temporal feature extraction described in Sect. 4.1 since it
was faster for large scale datasets. We also employed the anomaly detection
by standard deviation described in Sect. 4.2. After studying the dataset in our
interface, the participant set the significance level defining a candidate anomaly
to be roughly 3σ (i.e., 0.003%) to reduce false positives.

The online analysis will not affect the HPC application execution since it
only takes the trace events output. The streaming trace events of NWChem
were generated by SOSFlow [20] and ADIOS [6] in real time. We tested differ-
ent NWChem application settings with different molecular system sizes (small
and large in the first columns of Table 1) as well as the scalability in different
HPC settings (the second columns of Table 1). The details for the six datasets
are shown in Table 1. We found that our feature extraction and anomaly detec-
tion algorithms did not cause significant delays for the streaming analysis. The
throughput of our system was acceptable according to our user.

Table 1. Summary of experiment datasets and the throughput.

NWChem
Setting

Number of
HPC cores

Number of
trace events

Number of trace
events per second

Number of
anomalies

Throughput
(MBps)

Small 2 393, 542 58.5k 350 5.2

Small 4 1, 201, 533 128.1k 445 11.5

Small 8 4, 024, 651 224.2k 2235 20.5

Large 2 784, 122 52.9k 818 4.7

Large 4 2, 386, 634 101.0k 1121 9.1

Large 8 7, 972, 872 172.9k 3683 15.8

6.2 Case 1: Delay of Communication

During the online analysis, our participant first examined the overview distri-
bution of the CSTrees. He was interested in the SP BALANC function, which was
designed to redistribute the work over the processors to minimize the time spend
waiting in communication functions. He suggested that it was a critical factor
to the overall performance of the code. In the scatter plot, he noticed that most
of the points in the projection were normal. To put more focus on the potential
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abnormal CSTrees, he reduced the negative sampling rate (Fig. 4(a)). He noticed
an abnormal point, which was execution #31517 of the Thread #0 in Rank #0
of the program #0, as shown in the upper left of Fig. 5(a).

From the Structure Visualization, he found that there was a big green func-
tion of comex barrier which spent the majority of the time in SP BALANC.
comex barrier was a function responsible for the communication between dif-
ferent HPC cores. He made an assumption that the barrier function was the
major reason for the latency of this execution.

To learn about the temporal pattern and message communication, our par-
ticipant examined the Timeline Visualization. He found that barrier function
invoked some communications, as shown in the message passing visualizations
with Rank #1 in Fig. 4(c). After comparing with other regular executions of
SP BALANC, he concluded that this execution waited for a long time for the
response of Rank #1. As a result, the communication delay to other comput-
ing cores made this execution a candidate anomaly. He concluded that our sys-
tem helped him understand one of the reasons for the performance fluctuation
of SP BALANC, which provided insights of how to optimize the source code to
improve the overall program performance.

6.3 Case 2: Delay of Computation

Our participant continued to explore other functions of interest. In the scat-
ter plot, he only visualized CF CENMAS function, which computed the center of
mass coordinates of individual molecules in the NWChem simulation. He located
another candidate anomaly and showed its detailed structure and timeline. From
the structure visualization (Fig. 6(a)) he learned that it was abnormal since the
root node in the CSTree was very huge. He zoomed into the timeline (Fig. 6(b))
and found that all of the child functions were executed as expected; however,
they were invoked after waiting a long time for CF CENMAS.

He expressed that this could happen when the computation in CF CENMAS
took a long time. The descendant functions (e.g., comex barrier) had to wait
for the computation to finish to communicate with other HPC cores. Our expert
noted that the visual exploration our system provided was a critically important
supplement to the learned labels (i.e., normal or abnormal) of the automatic
algorithm. He stated that our system provided the much needed comprehensive
analysis support for understanding and diagnosing the runtime behavior.

6.4 Feedback and Discussion

After the case study with the chemist, we invited additional 5 scientists from
BNL to use our system. We conducted an interview session where we asked them
to rate our system and give feedback. Their average ratings were 4.8 for usability
(1 = not useful, 5 = very useful) and 4.7 for learning cost (1 = hard to learn, 5
= easy to learn). One participant mentioned that the visualizations were easy to
understand since they are also commonly used by the existing performance anal-
ysis tools [4,7]. He also compared our system with the commonly available tools
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Fig. 6. (a) The CSTree structure of the CF CENMAS function. (b) The user zoomed in
the timeline to see the detailed temporal sequence at the beginning of the execution,
as shown in the gray range in the time axis.

in his community. He indicated that with current tools such as Jumpshot [23] he
would only be able to learn about the executions after a lengthy session with the
system. He would first manually locate the time window of an anomaly candi-
date and then look at a detailed view on the respective call paths and messages.
Conversely, he said that our interface was more intuitive, enabling him to quickly
discover the anomaly and succinctly explain it by using the three linked views.

7 Conclusion and Future Work

We described a visual analytics approach for the online detection of anomalous
function executions in HPC clusters and their visual exploration. Our approach
is based on the CSTree representation. It provides effective anomaly detection
and visualization tools that address challenges with streaming performance eval-
uation for parallel computation at scale. We demonstrated our approach with a
real world NWChem application.

In the case study, we learned that our bag-of-subtree vector can be too sparse
since the subtree corpus will be massive. To cope with this problem, a Stack2vec
embedding [22] can be a viable option to generate the embedding vectors from
the sparse bag-of-subtree vector. We also plan to integrate machine log analysis
and source code examination into our system which will provide more insights
into the execution scheduling and code design optimization.

Acknowledgments. This research was partially supported by NSF grant IIS 1527200,
BNL LDRD grant 16-041 and 18-009, ECP CODAR project 17-SC-20-SC, and the
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Abstract. Similarity matrices are 2D representations of the degree of
similarity between points of a given dataset which are employed in
different fields such as data mining, genetics or machine learning. How-
ever, their calculation presents quadratic complexity and, thus, it is spe-
cially expensive for large datasets. MPICorMat is able to accelerate the
construction of these matrices through the use of a hybrid paralleliza-
tion strategy based on MPI and OpenMP. The previous version of this
tool achieved high performance and scalability, but it only implemented
one single similarity metric, the Pearson’s correlation. Therefore, it was
suitable only for those problems where data are normally distributed
and there is a linear relationship between variables. In this work, we
present an extension to MPICorMat that incorporates eight additional
metrics for similarity so that the users can choose the one that best
adapts to their problem. The performance and energy consumption of
each metric is measured in two platforms: a multi-core platform with
two Intel Xeon Sandy-Bridge processors and a many-core Intel Xeon Phi
KNL. Results show that MPICorMat executes faster and consumes less
energy on the many-core architecture. The new version of MPICorMat
is publicly available to download from its website: https://sourceforge.
net/projects/mpicormat/

Keywords: Similarity matrix · High Performance Computing ·
Intel Xeon Phi · Performance evaluation · Energy consumption

1 Introduction

The construction of similarity matrices is a fundamental step for many appli-
cations of different areas such as bioinformatics, data mining, text mining or
machine learning. For instance, they are usually necessary when constructing
gene co-expression networks, as they can represent the similarity between genes.
However, the calculation of these 2D matrices is highly time-consuming due to
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its quadratic complexity. In the Big Data era the size of datasets is continuously
increasing in many fields, and thus finding fast and scalable solutions is a highly
important task.

We have recently developed the tool MPICorMat [3], a High Performance
Computing (HPC) framework that accelerates the construction of similar-
ity matrices with Message Passing Interface (MPI) and OpenMP routines. It
presents high performance and scalability on multi-core clusters, but has the
following limitations:

– It only includes Pearson’s correlation as similarity metric, as it is suitable for
data with linear relationship (very common in genetic scenarios, the focus
of the previous work). However, there are in literature a number of metrics
to build similarity matrices and the choice of the best one depends on the
application field and the input data. For instance, if the linearity hypothe-
sis cannot be assumed, Spearman’s or Kendall’s tau-b correlations may be
more useful than Pearson’s because they identify both linear and non-linear
relationships [13].

– The calculation of the similarity metric for each pair of attributes relies on
the GNU Scientific Library [4], which forces the users to install and tune that
library in their systems.

– The experimental evaluation is limited to performance measures in traditional
multi-core clusters, without taking into account energy consumption and/or
the use of many-core platforms.

This work overcomes these limitations by presenting a new version of MPI-
CorMat (v3) that includes eight additional metrics. The choice of the metric is
made by the users through a command line parameter in order to adapt the exe-
cution to the characteristics of their data. The eight metrics were implemented
using C++, MPI and OpenMP in order to avoid any dependency with external
libraries and thus improve the portability of the tool. We also provide a highly
detailed experimental evaluation that compares the performance of the differ-
ent metrics on a multi-core platform and an Intel Xeon Phi Knights Landing
(KNL) many-core system, not only in terms of performance but also of energy
consumption.

The rest of the paper is organized as follows. Section 2 presents the related
work. Section 3 describes the behavior of the extended application and the met-
rics included. Section 4 shows the results of the experimental evaluation in both
the multi-core and many-core systems. Finally, conclusions are discussed in
Sect. 5.

2 Related Work

There are in the literature a number of works than compare the behavior of
different similarity measures for the reconstruction of gene co-expression net-
works [5,15,17]. These studies show that the choice of the most appropriate
measure depends on the nature of the gene interactions to be analyzed.
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On the other hand, similarity matrices also play a crucial role in other fields
such as clustering, image retrieval, or recommending systems. For instances,
in [11] authors compare seven popular similarity measures for the clustering of
patients. They include the Euclidean distance, as well as the Pearson, Spearman
and Kendall correlations, among others. Authors conclude that an absolute best
similarity measure does not exist, but it strongly depends on data.

However, most of the available software tools for the calculation of simi-
larity matrices on parallel architectures focus on only one similarity metric.
For instance, TINGe [20] and CUDA-MPI [12] are parallel approaches based
on Mutual Information (MI) for clusters (implemented with MPI), and GPUs
(implemented with CUDA), respectively. In [8] TINGe is adapted for the first
generation of the Intel Xeon Phi (KNC) architecture. The construction of Pear-
son’s correlation-based similarity matrices was addressed for MPICorMat [3],
LightPCC [7] and FastGCN [6] for multicore clusters (implemented with MPI
and OpenMP), the Intel Xeon Phi KNC coprocessor and NVIDIA GPUs, respec-
tively.

MPICorMat v3, in contrast, allows the user to choose among several similar-
ity metrics to better adapt to the characteristics of the problem in hand. More-
over, up to our knowledge, our performance evaluation is the first one focused
on using the KNL generation of Intel Xeon Phi to accelerate the construction of
similarity matrices.

3 MPICorMat Version 3

As previously explained, MPICorMat is a parallel tool to accelerate the con-
struction of similarity matrices on HPC systems. It receives as input a file that
contains a 2D matrix with dimensions n×m, where n is the number of attributes
and m the number of samples. It returns a file with an n × n similarity matrix
with the similarity values for each pair of attributes.

The third version of this tool increments its usefulness by including eight
additional similarity metrics (besides the Pearson’s correlation already available
in the previous versions of the tool). The users should indicate its desired metric
using a command line parameter. Information about the input parameters, as
well as installation and execution instructions, are available in the reference
manual of the tool.

The implementations of the nine metrics have been integrated into the par-
allel approach already available in previous versions of MPICorMat, as it was
proved efficient in our previous work [3]. MPICorMat follows a hybrid paral-
lel approach with MPI and OpenMP that is able to exploit the computational
capabilities of multi-core clusters, with hybrid distributed/shared memory archi-
tecture. As will be shown in Sect. 4, the focus of the experimental evaluation of
this work consists in testing the suitability of this parallel implementation in
the Intel Xeon Phi KNL many-core processor, compared to an Intel multi-core
system. Only the OpenMP parallelization is necessary for both platforms, as
they are shared-memory machines. OpenMP is a parallel programming interface
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based on compiler directives that follows a fork-join model, where a master or
parent thread creates a number of slaves or children that are able to access to
the same shared memory and perform different tasks to complete a work.

As the similarity metric must be calculated for all gene pairs, the MPICorMat
workload can be seen as a 2D matrix, where each point represents one pair of
attributes. Only half of the matrix (upper or lower triangular) must be calculated
as all metrics are symmetric. Concretely n·(n−1)

2 pairs. MPICorMat divides the
workload (pairs) among the threads, which do not need any synchronization as
computation is completely independent among pairs. Pairs are assigned by rows
(the whole row to the same thread) in order to reuse data (one attribute is
repeated in all the pairs of the row). However, due to the triangular nature of
the problem, the most intuitive static block distribution, with the same number
of rows per thread, would lead to unbalanced workload (some rows have more
pairs than other, as can be seen in Fig. 1). Instead, MPICorMat uses a dynamic
OpenMP distribution, where each (still not computed) row is assigned to a
thread once it has finished all its previously assigned work. We refer to [3] for
more information.

Fig. 1. Not efficient distribution of pairs among threads.

Algorithm 1 shows the pseudocode of the parallel OpenMP implementation
in MPICorMat, the one tested in the experimental evaluation of Sect. 4. After
reading the file with the input values for each attribute and sample (Line 1) and
allocating memory for the output similarity matrix (Line 2), several OpenMP
threads are launched to parallelize the loop that traverses the rows (Lines 3 and
4). As previously explained, each thread is in charge of a complete row. The
thread starts calculating the position of the row in the output triangular matrix
(Line 5). Then, it calculates the metric for all the pairs of the row (Lines 6 and
7). Next, the parallel region finishes and the output is written by the master
thread (Line 8).
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Algorithm 1. Pseudo-code of the OpenMP parallelization in MPICorMat.

1 Read input matrix M with the values of the attributes
2 Initialize matrix of scores S
3 #pragma omp parallel for schedule(dynamic)
4 for each row i from 0 to n do
5 rowPos = CalculatePos(i)
6 for each column j from i to n do
7 S[rowPos + j − i] := CalculateMetric(i, j)

end

end
8 Write S in the output file

3.1 Similarity Metrics Included in MPICorMat v3

A different implementation of CalculateMetric() (Line 7 in Algorithm 1) is
performed for each metric. The following nine similarity metrics are available for
MPICorMat users since its third version.

Pearson’s Correlation. It measures the strength of the linear relationship
between two random variables. The value of the correlation is between −1 and
1. A correlation close to 1 or −1 indicates that the relationship is almost perfectly
linear while a value close to 0 indicates that the two variables are uncorrelated.
The Pearson’s correlation assumes the data are normally distributed and there
is a linear relationship between the two variables. It is sensitive to outliers and
requires the data to be measured on interval or ratio scale. Assume that X and
Y are two random variables with n observations (xi, yi with i = 1, 2,..., n) and
x and y are the means of X and Y , respectively. Then, Pearson’s correlation is
defined as: ∑n

i=1(xi − x) · (yi − y)
√∑n

i=1(xi − x)2 · ∑n
i=1(yi − y)2

(1)

Spearman’s Correlation. It is equal to the Pearson’s correlation between
the rank values of the variables, being the rank value of an observation its
relative position within all the values of the variable. While Pearson’s corre-
lation assesses linear relationships, Spearman’s correlation assesses monotonic
relationships (whether linear or not). It takes values between −1 and 1. A posi-
tive correlation implies that the ranks of both variables increase together, while
a negative correlation implies that the rank of one variable increases as the rank
of the other decreases. A definition of the Spearman’s correlation able to deal
with tied ranks (elements that have the same rank value) is:

1
n · ∑n

i=1(R(xi) −R(x)) · (R(yi) −R(y))
√

( 1
n · ∑n

i=1(R(xi) −R(x))2) · ( 1
n · ∑n

i=1(R(yi) −R(y))2)
(2)
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where R(xi) and R(yi) are the ranks of the observation i in the variables X and
Y , respectively, while R(x) and R(y) are the means of the ranks. The procedure
to calculate the ranks usually consists in sorting the observations of the variable.

Euclidean Distance. This is probably the simplest metric, indicating the
straight-line distance between two points in Euclidean space. The Euclidean
distance between two attributes X and Y , with xi and yi denoting their value
for sample i, is measured as:

√
√
√
√

n∑

i=1

(xi − yi)2 (3)

Mutual Information (MI). It quantifies the amount of information that one
random variable provides about another. MI can only take positive values. High
MI indicates a large reduction in uncertainty, while low MI indicates a small
reduction in uncertainty, and MI equal to 0 means that the variables are inde-
pendent. MI is a metric that only works over discrete values. If the input data
are real values (either in simple or double precision), a preliminary step that dis-
cretizes the values, grouping similar elements into the same bucket, is required.
The number of buckets is indicated by the user as an argument of the application
through the command line. The accuracy of the metric usually increases with
the number of buckets, but also its complexity. Mi is defined as:

n∑

i=1

n∑

i=j

p(xi, yj) log2
p(xi, yj)

p(xi) · p(yj) (4)

where p(xi) and p(yj) are the probabilities of the buckets that contain the values
xi and yi, and p(xi, yj) is the joint probability of the buckets associated to xi

and yj .

Kendall’s Tau-b. It is a non-parametric metric of association based on the
number of concordances and discordances in paired observations. It is an alter-
native method to Spearman’s correlation, i.e., it also identifies monotonic rela-
tionships. Suppose two pairs (xi, yi) and (xj , yj), they are concordant if they are
in the same order with respect to each variable. That is, if xi < xj and yi < yj ,
or if xi > xj and yi > yj . Otherwise, they are discordant. The value of this coef-
ficient ranges from −1 (one ranking always reverses the other) to 1 (the ranks of
the two attributes are the same). If the two variables are independent, the value
is approximately equal to 0. Assume that P is the number of concordant pairs,
Q is the number of discordant pairs, X0 the number of tied pairs on X and Y0

the number of tied pairs on Y . Then, Kendall’s tau-be is defined as:

P −Q
√

(P + Q + X0) · (P + Q + Y0)
(5)
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Goodman & Kruskal Gamma Coefficient (G&K). It is another widely-
used rank-based coefficient that ranges between −1 and 1. As Kendall’s tau-b,
a value −1 indicates 100% perfect inversion, value 1 indicates 100% perfect
agreement, and value 0 indicates the absence of association. It is defined as:

P −Q

P + Q
(6)

Maximal Information Correlation (MIC). It is based on the idea that
if a relationship between two variables exists, then a grid that partitions the
data to encapsulate that relationship can be drawn on the scatterplot of the two
variables [10]. Its value ranges between 0 and 1 and it takes the value 0 if the
variables are independent. The MIC for two attributes X and Y is defined as:

MI(X,Y )
H(X)

(7)

where MI(X,Y ) is the mutual information between the variables X and Y and
it can be obtained from Eq. 4, and H(X) is the entropy of the attribute X,
which can be calculated as follows (being p(xi) the probability of the bucket
that contains the variable xi):

−
n∑

i=1

p(xi) · log2(p(xi)) (8)

Hoeffding D Test. This metric approximates a weighted sum over observations
in order to test the independence of two datasets. In this work, each attribute is
seen as a dataset. The statistic D is defined as:

30 · (n− 2) · (n− 3) ·D1 + D2 − 2 · (n− 2) ·D3

n · (n− 1) · (n− 2) · (n− 3) · (n− 4)
(9)

where:

D1 =
n∑

i=1

(Qi − 1) · (Qi − 2) (10)

D2 =
n∑

i=1

(R(xi) − 1) · (R(xi) − 2) · (R(yi) − 1) · (R(yi) − 2) (11)

D3 =
n∑

i=1

(R(xi) − 2) · (R(xi) − 2) · (Qi − 1) (12)

being R(xi) and R(yi) the ranks as in Spearman’s correlation and Qi the bivari-
ate rank, which refers to the number of points j (j = 1, 2, ..., n) with both xj and
yj values lower than the ith point. Hoeffding’s D lies on the interval [−0.5, 1],
with larger values indicating a stronger relationship.
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Table 1. Characteristics of the datasets used for evaluation.

Name Number of attributes Number of samples

GDS5037 41,000 108

GDS3795 61,170 160

GDS3244 54,675 200

Weighted Rank Correlation. It is a variation of the Spearman’s rank cor-
relation but giving weight to the distance between two ranks by using a lin-
ear function of those ranks (more weight to higher ranks than to lower ones).
Assume that R(xi) and R(yi) are the ranks as in Spearman’s correlation, then
the weighted rank correlation metric can be calculated as:

1 − 90
g(n)

·
n∑

i=1

(R(xi) −R(yi))2 · (2 · (n + 1) − (R(xi) + R(yi)))2 (13)

where:
g(n) = n · (n− 1) · (n + 1) · (2 · +1) · (8 · n + 11) (14)

4 Experimental Evaluation

Three datasets, with a different number of attributes and samples, were used
in the evaluation of the nine metrics included in the third version of MPICor-
Mat. The datasets were downloaded from the Geo Expression Omnibus (GEO)
Dataset Browser available at the National Center for Biotechnology Information
(NCBI) website [9]. Table 1 shows their characteristics. As they contain genetic
information, the attributes represent genes of a population.

Although MPICorMat includes support for MPI parallelization, all the exper-
iments were carried out with only one MPI process and several OpenMP threads,
as the two platforms are shared memory architectures. The scalability of the
hybrid MPI/OpenMP parallel approach has not been tested again in a multi-
core cluster as it has not been modified since [3].

4.1 Performance Evaluation on an Intel Xeon Phi KNL

Knights Landing (KNL) is the code name for the second-generation Intel Xeon
Phi product family [14]. It is a many-core processor that delivers massive thread
and data parallelism with high memory bandwidth. Concretely, it provides fea-
tures such as four threads per core, deeper out-of-order buffers, higher cache
bandwidth, new instructions, better reliability, larger translation look-aside
buffers (TLBs), and larger caches. Additionally, it introduces the new Advanced
Vector Extensions instruction set, AVX-512 [19], in order to fully exploit its
512-bit vector registers, which can hold 16 single precision or 8 double preci-
sion floating-point numbers. In this project, we used the Intel Xeon Phi KNL
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Fig. 2. Runtime of MPICorMat v3 on the Intel Xeon Phi KNL for different metrics
and number of threads. Automatic vectorization with Intel AVX-512 instructions has
been used.

processor 7210. It has 64 active cores at 1.30 GHz, allows up to four threads
per core (256 total threads) and it is configured in the quadrant clustering [16]
and the flat memory modes [1]. MPICorMat has been compiled with the Intel
ICPC compiler version 18.0.3 activating the automatic vectorization with Intel
AVX-512 instructions (-xMIC-AVX512 flag). Remark that all the runtimes shown
in this section were obtained with the many-core system in exclusive mode, i.e.,
no other works were executed at the same time.
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Figure 2 shows the runtime for the three datasets, the nine metrics and dif-
ferent number of threads (from 64 threads or one thread per core to 256 threads
or four threads per core). 32 buckets are used for MI and MIC. The first con-
clusion that can be obtained is that the runtime heavily depends on the metric.
Pearson’s correlation and Euclidean distance are the simplest metrics, while
Kendall’s tau-b is the most complex one. The results shown in these graphs also
indicate that hyperthreading is beneficial for MPICorMat. Using two threads per
core reduces the runtime on average 1.41, 1.47 and 1.45 times compared to the
single-thread execution with the GDS5037, GDS3795 and GDS3244 datasets,
respectively. This average speedup increases to 1.71, 1.77, 1.80 if fully exploiting
the hyperthreading, with four threads per core. 256 threads will be used from
now on for all the experiments in the Intel Xeon Phi KNL, as this configuration
obtains the best runtime for all scenarios (combination of dataset and metric).

As previously mentioned, the runtimes shown in the graphs of Fig. 2 were
obtained by activating the automatic vectorization with the Intel AVX-512
instructions. Table 2 shows the speedups compared to an execution with 256
threads but without vectorization (-no-vec flag in the compiler). Its impact
depends on the characteristics of the metrics, being especially beneficial for the
ranking procedure necessary for Spearman’s correlation, Hoeffding D test and
weighted rank correlation (see Sect. 3.1).

Table 2. Speedup obtained thanks to the use of automatic vectorization with Intel
AVX-512 instructions in the Xeon Phi KNL, compared to not vectorized versions of
the metrics. All executions are carried out with 256 threads.

GDS5037 GDS3795 GDS3244

Pearson 1.50 1.43 1.41

Spearman 10.59 14.65 13.63

Euclidean 1.36 1.31 1.30

MI 3.66 4.36 4.26

Kendall 1.46 1.49 1.49

G&K 1.56 1.90 1.81

MIC 3.55 4.27 4.15

Hoeffding 7.33 9.52 9.06

Weighted rank 10.59 14.71 13.66

4.2 Performance and Energy Consumption Comparison Between
Intel Architectures

The experimental evaluation has also been performed in an Intel multi-core plat-
form in order to compare its performance to the Intel Xeon Phi KNL many-core.
Concretely, a machine with two eight-core Intel Xeon E5-2660 Sandy Bridge-EP
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Table 3. Speedup of the execution of MPICorMat v3 in the Xeon Phi KNL for each
metric (with 256 threads and automatic vectorization using Intel AVX-512 instructions)
compared to the execution on the Sandy Bridge-based multi-core platform (with 16
threads and automatic AVX 256-bit vectorization).

GDS5037 GDS3795 GDS3244

Pearson 1.54 1.13 1.15

Spearman 3.92 4.94 4.74

Euclidean 1.73 1.07 1.34

MI 5.63 6.79 6.59

Kendall 2.97 2.91 2.82

G&K 1.56 1.50 1.47

MIC 5.41 6.58 6.36

Hoeffding 4.36 5.56 5.39

Weighted rank 3.93 4.96 4.75

processors (i.e., a total of 16 cores) and 64 GB of memory. The Intel ICPC com-
piler has also been used in this machine (in this case, version 18.0.1) activating
the automatic vectorization with AVX instructions. Remark that the impact of
vectorization should be lower than in the Intel Xeon Phi KNL as the length of
the vector registers is 256 bits, instead of 512 bits as in the many-core.

The execution in the Intel Xeon Phi KNL is faster than in the Sandy Bridge-
based multi-core system using 16 threads (one per core) for all combinations of
dataset and metric. Table 3 shows the speedup for each scenario. The highest the
speedup, the fastest the execution in the many-core compared to the multi-core
systems (speedup equal to 1 would mean same execution time). The magnitude
of the benefit thanks to running on the Intel Xeon Phi KNL depends again
on the metric. Speedups are higher for those metrics that require a ranking of
the data (such as Spearman’s correlation, Hoeffding D test and weighted rank
correlation, with average speedups of 4.53, 5.10 and 4.55, respectively), as well
as for those based on probabilities (MI and MIC, with average speedups of 6.34
and 6.12, respectively).

Nowadays, reduction of energy consumption is key in order to develop
and maintain large HPC infrastructures. In this sense, many-core systems are
expected to accelerate the execution at the same time that save energy. The Per-
formance API (PAPI) analysis library [2,18], together with the Running Average
Power Limit (RAPL) of the Intel architectures, has been used to measure and
report energy values on both platforms when calculating the similarity matri-
ces with different metrics. Figure 3 shows the energy consumption (in Joules)
for each metric and platform using the GDS5037 dataset. On average, the Intel
Xeon Phi KNL consumes 4.46 times less energy than the multi-core platform,
reaching factors of 5.31 and 5.85 for MI and MIC, respectively.
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Fig. 3. Energy consumed by MPICorMat v3 on the Intel Xeon Phi KNL (with 256
threads and automatic vectorization using Intel AVX-512 instructions) and the Sandy
Bridge-based multi-core machine (with 16 threads and automatic AVX 256-bit vector-
ization) for different metrics.

5 Conclusions

The construction of similarity matrices is a bottleneck for many algorithms of
different areas due to its quadratic complexity with the number of attributes.
MPICorMat is a publicly available tool that helps to alleviate this problem
by efficiently exploiting HPC resources. However, previous versions of this tool
were only able to calculate similarity matrices based on Pearson’s correlation,
which limited its interest for many researchers. In this work, we have presented
a new version of MPICorMat that includes a total of nine different similarity
metrics so that the users can choose the one most suitable for their applications.
The implementations of the new metrics were integrated into the framework of
MPICorMat so all of them can benefit from the parallel implementation.

The experimental evaluation has focused on testing the adequacy of the met-
ric implementations to the hardware characteristics of the Intel Xeon Phi KNL,
as the scalability in multi-core clusters had been effectively tested in a previ-
ous work [3]. The use of this and other kind of many-core accelerators (such as
GPUs) is gaining popularity in the last years as they provide high performance at
low power consumption. Our experimental evaluation using three datasets from
genetic scenarios with different characteristics has led to several conclusions:

– The best performance is obtained in all cases with four threads per core
(256 threads per Intel Xeon Phi KNL). For instance, the runtime of applying
Kendall’s tau-b metric to the GDS3422 dataset is reduced from around 29 min
with only one thread per core, to around 15 min when hyperthreading with
four threads per core is used.
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– Automatic vectorization with Intel AVX-512 instruction should be applied in
order to improve performance. The magnitude of this performance improve-
ment depends on the metric, varying from an overall speedup of 1.32 for
Euclidean distance to 12.99 for weighted rank correlation.

– Execution times in the Intel Xeon Phi KNL are lower than in a multi-core
platform with two octa-core Sandy Bridge processors for every combination
of metric and dataset. The overall performance improvement is 3.74, being
more significant for metrics based on probabilities such as MI and MIC, with
an overall speedup of 6.34 and 6.12, respectively.

– The energy consumption is lower in the many-core architecture for all the
experiments, needing on average 4.46 times less energy.

As future work, we plan to implement a GPU version of the code and compare
the results with the ones obtained in the Intel Xeon Phi architecture.
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Abstract. The problem of counting collisions or interactions is com-
mon in areas as computer graphics and scientific simulations. Since it
is a major bottleneck in applications of these areas, a lot of research
has been carried out on such subject, mainly focused on techniques that
allow calculations to be performed within pruned sets of objects. This
paper focuses on how interaction calculation (such as collisions) within
these sets can be done more efficiently than existing approaches. Two
algorithms are proposed: a sequential algorithm that has linear complex-
ity at the cost of high memory usage; and a parallel algorithm, math-
ematically proved to be correct, that manages to use GPU resources
more efficiently than existing approaches. The proposed and existing
algorithms were implemented, and experiments show a speedup of 21.7
for the sequential algorithm (on small problem size), and 1.12 for the par-
allel proposal (large problem size). By improving interaction calculation,
this work contributes to research areas that promote interconnection in
the modern world, such as computer graphics and robotics.

Keywords: Collision count · Pairwise interaction · GPU ·
High performance computing · Parallel computing · Algorithm

1 Introduction

As the performance growth of a single processor core decreases, attention has
been shifting towards other means to decrease execution time of programs. Given
the lower price of primary and secondary memory, compared to processors,
exchanging memory usage for a reduction on algorithm complexity is an interest-
ing option. Another commonly explored alternative is to exploit the increasing
parallelism available in hardware, which can be accomplished by parallelizing
existing sequential algorithms. This does not always work well, and a good par-
allel algorithm might only be brought forth by a complete re-analysis of the
problem and design of new parallel algorithms. In this article, solutions that
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explore these two options are provided to accelerate the problem of calculating
interactions (e.g. forces, contacts) in N-body environments.

The problem of interaction counting is widely present in areas that promote
interconnection in the modern world: computer graphics and virtual reality, that
connect people through games and link computer science to medicine, for exam-
ple, where virtual environments can be used for practicing surgery; robotics,
that interconnects objects and robots; and scientific simulations, that connect
computing with areas that need to simulate complex natural phenomena such as
protein folding and planet motion. Despite being largely used, interaction count-
ing is a major bottleneck [12] in many applications. It may come in two flavors:
(1) interactions might only matter within subsets of objects (e.g. collisions, where
only neighbor objects are relevant), and it is common to use strategies such as
spatial partitioning [6] or bounding volume hierarchies [18] to find these sub-
sets before performing interaction counting; or (2) all interactions matter (e.g.
gravitational forces), where it is common to use techniques that allow a set of
objects to be regarded as a single object, such as the Fast Multipole Method [8].
Besides that, it is also often the case where the objects in question are in motion
and collision detection must be done every small time steps, such as in a robot
calculating collision-free paths. For such situations, besides the aforementioned
strategies, time and space coherence is also used, that is, the fact that objects
won’t move too much in a short time span is exploited [9]. In any of these cases,
however, there will still be a phase where smaller sets of objects undergo inter-
action calculation, and the usual way is to iterate over each object and compare
it with the others, giving a O(N2) complexity.

Even though a lot of research has been carried out on alternative strategies
to amortize the cost of this pairwise-comparisons O(N2) approach, not much has
been done regarding this brute-force algorithm itself. This paper proposes a new
parallel algorithm for calculating interactions that is designed to make better
use of architectural resources on GPUs. The algorithm is mathematically proved
to be correct, and results show a speedup of 1.12 over parallelization of the
straightforward approach. We also propose a sequential algorithm for counting
collisions among punctual objects, which has a O(N) complexity at the cost of
high virtual memory usage, and experiments show a speedup of 21.7 for limited
size objects. By accelerating the pairwise-comparisons algorithm, we hope to
facilitate smoother animations and virtual reality environments, simulations that
take less time (or provide better results in the same amount of time), and robots
that can better avoid collisions with its surroundings.

The document is organized as follows. An overview of research in collision
counting is discussed in Sect. 2. In Sects. 3 and 4, two algorithms for collision
counting are proposed. Experiments with the proposed algorithms are discussed
in Sect. 5. Finally, Sect. 6 concludes the paper.
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2 Related Work

Calculating interactions is a common problem that has been the subject of a
vast amount of interesting research. Covering all of its facets is not our objective
here, so in the following a short overview of the subject is provided.

I-COLLIDE [5] is a well-known suite of algorithms that perform fast collision
detection among a large number of rigid or deforming objects, such as an envi-
ronment with tens of thousands of triangles (that might compose an object).
They focus on pruning potentially colliding sets (PCS) multiple times before
performing the exact collision detection. CULLIDE [7] follows the same line and
is parallelized for GPUs. Specializations of these algorithms for haptic systems,
where collision detection must be performed thousands of times per second, were
done in [9,10].

Spatial partitioning and bounding volumes hierarchies (BVHs) are broadly
used for defining reduced sets of potentially colliding objects. A comparison
among such techniques is found in [6], and k-d trees and octrees are notable
in such problem. Reference [18] gives an efficient approach to construct BVH
trees borrowing techniques from spatial partitioning, and [21] focuses on fast
re-building of these trees on situations where there are moving objects.

Collision detection often involves calculating trajectories of objects, which
is not always simple. In [20] the authors present fast and accurate methods for
evaluating collision between triangulated models in such circumstances; their
method involves a series of coplanarity and inside tests among elements (e.g.
edges, vertices). In [17], where hair simulation is explored, there is a large number
of hair-body collisions and hair-hair interactions (collisions and other forces such
as friction and static attraction). In either case, the GPU approach we propose
in this paper could be used to accelerate the calculation of interactions, such as
the coplanarity tests. Similar studies are found in [3,4,15,16,19].

More related to engineering, in [22] is proposed a parallel algorithm for con-
tact detection using spatial partitioning strategies, which is then experimented
on simulation of concrete. Similarly, a framework that uses GPU for evaluating
forces among particles of sand is given in [13]. Finally, in [14] the authors show
an efficient parallelization, in the CUDA programming model, for the problem of
evaluating gravitational forces among all bodies in an N-body system. They par-
allelized the straightforward sequential algorithm, where each body is compared
with every other body. For summing these forces, in this paper is proposed a
different sequential algorithm whose parallelization manages to make better use
of GPU resources. To the best of our knowledge, this is the first work that brings
an alternative to the pairwise-comparisons approach (for summing interactions)
which provides benefits when parallelized.
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3 A Sequential O(N) Approach

Consider the problem of counting the total number of collisions or contacts
among beads (i.e. punctual objects) in a space S3 such that{

S3 = S × S × S
S = {−a, −a + 1, . . . , a − 1, a} ⊂ Z

that is, S3 is a three-dimensional, discrete and finite space whose axes are sym-
metric around the 0. Problems that do not suit such description are those that
involve objects that have length, area or volume, possess non-discrete coordi-
nates, or the range of possible coordinates is not bound by some known value a.
Although this excludes a large number of problems, there still remains some
that fit in the given conditions. For example, in [1] proteins are represented as
a chain of beads in Z

3, so each bead is located at a limited distance from the
previous one, which limits the coordinates to some interval, therefore allowing
us to define a space S3 for the problem.

If the problem at hand can be made to fit into the aforementioned conditions,
then the brute-force counting algorithm can be replaced by one with lower time
complexity. First, the space S3 must be computationally represented in a way
that each coordinate in S3 maps uniquely to a number stored in memory. This
can be accomplished with a three-dimensional array of some numeric data type,
which can be indexed using the coordinates of S3 themselves; however, to avoid
indexing with negative numbers the space S3 must be translated to have its origin
in (a, a, a). For simplicity, in what follows we consider that three-dimensional
arrays can be indexed with negative numbers.

Algorithm 1. Counting num-
ber of collisions among a vector
of beads.

int countColls(point3D beads[],
int space[][][]){

int collisions = 0;
for (b in beads){
int beadCnt = space[b.x][b.y][b.z];
collisions += beadCnt;
space[b.x][b.y][b.z] += 1;

}
return collisions;

}

Algorithm 2. Counting number
of contacts among a vector of
beads.

int countContacts(point3D beads[],
int space[][][]){

int contacts = 0;
for (b in beads)
space[b.x][b.y][b.z] += 1;

for (b in beads){
contacts += space[b.x+1][b.y][b.z];
contacts += space[b.x-1][b.y][b.z];
contacts += space[b.x][b.y+1][b.z];
contacts += space[b.x][b.y-1][b.z];
contacts += space[b.x][b.y][b.z+1];
contacts += space[b.x][b.y][b.z-1];

}
return contacts / 2;

}

Having defined the array that represents S3 in memory, we may then perform
the counting algorithm. Algorithm 1 shows the main procedure for counting, with
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linear time complexity, the number of collisions among a vector of beads, each
of which has three integer coordinates. In this algorithm, the number associated
with a point of S3 represents the number of beads in that spot so far (assume,
for now, that it is initialized with zeros). We begin by initializing the number of
collisions with zero, and then iterate over the vector of beads. For each bead, we
access the S3 space array using the bead’s coordinates as the index, retrieving
from memory the number beadCnt of beads in that place. We are on the process
of adding a bead to a place that already contains beadCnt beads, thus generating
beadCnt extra collisions that are added into collisions. Finally, we increment the
number associated with that place in the space, to effectively add one new bead
there. For initializing the space array, we would also iterate over the vector of
beads, initializing only elements at the coordinate of each bead.

With another similar algorithm (see Algorithm 2), we can also calculate the
total number of contacts among beads, that is, count how many pairs of beads
are neighbors. As in the previous algorithm, the space array holds how many
beads are placed in each coordinate of S3 so far, and we begin by initializing
a contacts variable with zero. The first loop “places” beads in the space array,
such that its element (x, y, z) has the number of beads with coordinates (x, y, z).
Afterwards, we iterate over the vector of beads again, and for each bead b we
fetch from space the number of beads in each of the six spots that are neighbors
of b, then add them into contacts. There is still a problem to deal with: if beads
b1 and b2 are neighbors, their contact is counted twice (in iterations for b1 and
b2); because of this, the function returns contacts/2.

Determining the initialization pattern for the problem of contact counting
follows a reasoning similar to the one used with collisions. The elements of space
that are accessed are all neighbors of each bead, including the bead’s own posi-
tion, so they must be initialized to zero.

The presented algorithms involve 2 steps: initializing space and counting
either contacts or collisions. Both steps consist of N iterations, one for each
bead, and in each iteration we perform a fixed number of O(1) instructions:
sum, subtraction and memory load/store. Hence, the algorithms have O(N)
time complexity, so they tend to perform better than the quadratic approach
for large enough N . However, experiments show that these algorithms are faster
even for small N (< 64), which are elaborated in Sect. 5.

On the other hand, the algorithms make use of the three dimensional array
space, whose size depends on the cardinality of S3. As defined earlier, S =
{−a, −a + 1, . . . , a − 1, a}, so each axis of S3 has 2a + 1 elements, resulting
in a total of (2a+1)3 elements and consequently a O(a3) complexity of memory
consumption. The a might be known on compilation time, in problems where
the beads are confined in a box of known edge length. Another possibility is that
a is a function of N . For example, in the case of proteins modelled as a chain of
beads that begins in (0, 0, 0), a chain of size N would require each axis to span
from −N to N , meaning a would be a function a(N) = N , and the memory
usage complexity can be rewritten as O(N3).
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Although there are cases in which the memory complexity is O(N3), this
concerns only virtual memory. When counting collisions, for example, virtual
pages are mapped physically only if they contain beads. In the worst case, each
bead will be in a different page and N pages will be mapped, making it O(N) in
physical memory usage. An important consequence of this is that swap memory
tends to be depleted before physical memory, so by the time swap depletes the
counting program still will not have begun to access disk for swapping, which
would greatly impact performance.

4 An Efficient Parallel Algorithm

The O(N) approach tends to incur high memory consumption, which poses
an obstacle to handle large problem sizes, in which case it is reasonable to use
parallel computing to distribute memory usage or computation among processing
nodes. Applying this technique is possible for both the O(N) and the O(N2)
approaches, but due to the seemingly higher difficulty in using it for the O(N)
one, we analyze and propose an efficient parallelization of the O(N2) algorithm
for counting any kind of symmetric pairwise interactions (SPI) among objects,
not limited to collisions. The proposed algorithm is aimed mainly at GPUs,
since it makes better use of its architectural characteristics, and experiments
were performed using them. However, results are not limited to GPUs as there
might be parallel architectures with similar characteristics and could be better
exploited with the algorithm presented in the following.

In Algorithm 3, we present the standard sequential code for calculating SPI.
For each object, we accumulate its interaction with all subsequent objects. Ana-
lyzing the nested loops in search for parallelization, we notice that they are not
completely data-parallel due to the interactions variable, which is read and writ-
ten in every iteration. Such variable is a reduction variable, which implies that
parallelizing the iterations is still viable, provided that there is a reduction phase
that agglomerates the intermediate results calculated by each parallel execution
unit (denoted as threads from here on).

A second aspect of the standard sequential algorithm is that the outer loop
is not balanced in terms of work executed per iteration. The first outer iteration
executes N − 1 inner iterations, whereas the last outer iteration executes none.
When we try to parallelize the problem, this could cause threads to be assigned
different amounts of work, resulting in idle threads waiting for others to finish
their larger burden. One way to promote balancing is to assign outer iterations
to GPU threads in a round-robin fashion such that each thread performs at least
two outer iterations. However, by agglomerating outer iterations this approach
reduces the number of threads we can launch, and it also arguably reduces
memory locality, which are undesirable properties for GPU algorithms.
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Algorithm 3. Standard
algorithm for calculating SPI.
for (i = 0 to N-1)
for (j = i+1 to N-1)
interactions += interact( obj[i],

obj[j]);

Algorithm 4. Proposed
algorithm for calculating SPI.
for (i = 0 to N-1)
for (j = 1 to (N-1)/2)
interactions += interact( obj[i],

obj[(i+j)%N]);

For balancing the loop iterations in a way optimized for GPU, we offer an
alternative solution whose main portion of code is shown in Algorithm 4. We
now explain the idea behind it, prove that it works when N is odd and finally
elaborate on how to make it work with even N too.

In the proposed algorithm, the outer loop can be seen as follows. Each bead
i (we will use the term bead for simplicity, but it can be any kind of object)
evaluates the interaction of itself with subsequent beads in a circular fashion.
This circularity can be mathematically modelled by working in the universe of
integers modulo N [11], which has interesting properties that we will use later:

a ≡N b =⇒ ∀k ∈ Z a + k ≡N b + k (1)
a ≡N 0 ⇐⇒ ∃c ∈ Z a = c.N (2)

For each bead i we can now define two functions: reach(s), that returns the
index of the bead being evaluated in step s; and reached(s) that returns the
index of the bead evaluating bead i in step s. The algorithm begins in step s = 1
and goes forward until some stopping condition that we discuss now. For any
bead i, we have:

s = 1 reach(1) ≡N i + 1 reached(1) ≡N i − 1
s = 2 reach(2) ≡N i + 2 reached(2) ≡N i − 2

...
s reach(s) ≡N i + s reached(s) ≡N i − s

where bead i evaluates beads j with j increasing, and bead i is evaluated by
bead k with k decreasing as s advances (see Fig. 1).

An undesired situation here is that bead i evaluates bead j when bead j
has already evaluated bead i, so the same interaction would be evaluated twice.
This is illustrated in Fig. 1, where this situation happens in step 3, where bead
3 reaches bead 1, but bead 1 had already reached bead 3 in step 2. For an odd
number N of beads, this hazard happens on the step where bead i reaches bead
j+1 on the same step that bead j reaches bead i. Mathematically, the violation
happens when reach(s) − 1 ≡N reached(s), which for an arbitrary bead i gives

i + s − 1 ≡N i − s

2s − 1 ≡N 0 using (1)

2s − 1 = c.N c ∈ Z using (2)

s =
c.N + 1

2
∴ s =

N + 1
2

(3)
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Fig. 1. Algorithm execution from the perspective of bead 1. Bead 1 reaches beads 2
and 3, and it is reached by beads 0 and 4 as s increases.

Note that modular arithmetic gives a set of answers instead of a unique one.
It shows that the step s where the violation occurs is (c.N+1)/2 for some integer
c. If c is 0, then s = 1/2 which is invalid because, as stated earlier, the first step
is s = 1; any c < 0 gives s < 0 which also does not make sense; c = 1 gives
(N + 1)/2, which is in fact the first step where the violation occurs (N is odd,
so the division results in an integer). Taking c = 2, 3, and so on yields higher
steps where the violation would occur, but they do not matter for us because we
will stop the algorithm before the first violation. Finally, since the first violation
occurs at s = (N + 1)/2, we need to stop at the previous iteration, that is, at
s = (N − 1)/2.

We still need to prove the equivalence between the proposed and straightfor-
ward algorithms. First, the number of different interactions among beads amount
to N.(N − 1)/2, which is precisely the amount of interactions evaluated by the
straightforward approach. We now prove that the proposed algorithm performs
this same amount of work, and that all interactions evaluated are mutually dif-
ferent, hence proving the equivalence of both approaches.

Proposition 1. The proposed algorithm evaluates N.(N − 1)/2 interactions
among beads, for odd N .

Proof. As stated before, each of the N beads evaluates its interaction with (N −
1)/2 subsequent beads, which amounts to a total of N.(N − 1)/2 evaluations. �

Proposition 2. All N.(N − 1)/2 interactions evaluated by the proposed algo-
rithm are different from each other, for odd N .

Proof. Take two arbitrarily different beads i and j, with i < j. Each bead
evaluates the interaction between itself and subsequent beads, so for beads i and
j one side of the interactions they evaluate is inherently different since i 	= j.
Consequently, both beads would only evaluate the same interaction if it was the
interaction among beads i and j themselves. Let us see when this happens.
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For bead i to evaluate the interaction of i with j, it would be necessary that

reach(s) ≡N j from bead i’s perspective
i + s ≡N j

i + s − j ≡N 0
i + s − j = c.N c ∈ Z

s = c.N + (j − i) ∴ s = j − i (4)

For c < 0, s would be a negative value because j−i (the distance between beads i
and j) cannot be higher than N −1, and this is a contradiction because negative
s never happens. If c > 0, then s = c.N + (j − i) > N , but s only gets values
1, ..., (N − 1)/2. Finally, taking c = 0 makes s = j − i, which happens as long as
j − i also resides in interval 1, ..., (N − 1)/2, that is, the distance between j and
i is lower than or equal to (N − 1)/2. On the other side, bead j will evaluate its
interaction with i when its reach(s) ≡N i, and developing this expression in a
similar way as before we obtain s = c.N − (j − i), but the only valid value for c
is 1. This gives s = N−(j−i), and s ∈ {1, ..., (N−1)/2} only if j−i ≥ (N+1)/2.

Therefore, let the distance between i and j be called d = j − i, then i will
evaluate j only if d ≤ (N − 1)/2, and j will evaluate i only if d ≥ (N + 1)/2.
This means that i and j do not mutually evaluate each other, so the interaction
among beads i and j is evaluated only once. This proves that all interaction
evaluations are mutually different, completing the proof of equivalence between
this approach and the straightforward one, for odd N . �

When N is even, a slight modification is needed1. The stopping condition of
the outer loop is derived in a similar way as done before, but in this case the
problem is not that the reach() and reached() arrows cross themselves; instead,
they reach the same value. That is, for a given bead i we have reach(s) ≡N

reached(s), which will result, following the same mathematical steps as before,
in s = N/2. This is the step in which bead i is evaluating some bead j while
bead j is also evaluating bead i. To prevent this situation, we allow execution of
N/2 − 1 steps normally, and the first half of the beads are made to execute one
more. This works because in step N/2 the beads being reciprocally evaluated
are on different halves of the vector of beads, since they are within a distance of
N/2 from each other. The consequence of this modification is that the algorithm
is not completely balanced any longer; some outer iterations execute one extra
inner iteration.

This concludes the formulation of the alternative, balanced algorithm. This
proposed approach has some nice theoretical properties, based on the concepts
of depth and work [2]. Depth is the largest amount of work done sequen-
tially by a single thread, while work is the total amount of work done by all
threads launched. In the straightforward algorithm, we have a work-complexity
of N.(N − 1)/2 because that is the number of interactions that need to be eval-
uated, and a depth-complexity of N − 1 because the thread that performs the
1 Full formulation is available in mjsaldanha.com/articles/1-hpc-sspi/.

https://mjsaldanha.com/articles/1-hpc-sspi/
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first outer loop evaluates that many interactions. Note that we are ignoring the
work and depth of the reduction phase because it is performed in the exact same
way in both the straightforward and the proposed approaches. In our proposed
algorithm, the work-complexity is maintained (seen in Proposition 1), while the
depth-complexity becomes (N − 1)/2 for odd N , and N/2 for even N . There-
fore, we reduced the depth while preserving the amount of work, which indicates
that if we had infinite physical processing units, the proposed approach could
be faster.

In practice, both approaches can be parallelized by assigning each outer iter-
ation to one thread, followed by a reduction phase where the threads cooperate
to accumulate the intermediate results obtained. As was already mentioned, it
is possible to parallelize the straightforward approach in a balanced way by dis-
tributing the outer loops over a smaller number of threads in a round-robin
fashion. However, although this might perform well in distributed or multicore
systems, it increases the algorithm’s depth, reduces the number of threads that
can be launched and degrades memory locality, which are not good properties for
GPUs. Besides that, it also makes it considerably more difficult to manage usage
of shared memory, which is a fast memory shared only by a block of threads.
For these reasons, we have implemented in the CUDA programming model only
the straightforward parallelization and the proposed one, and we show in Sect. 5
that the proposed approach is slightly better.

5 Experiments and Results

In order to evaluate the performance of the O(N) sequential counting algorithm
of Sect. 3, we implemented both approaches, linear and quadratic, for counting
collisions2. We designed the implementations so that they had similar charac-
teristics to the protein structure prediction program (from [1]) analyzed and
implemented in the broader context of this research. Hence, in each execution
we perform the counting procedure upon multiple bead vectors, the space array
is allocated only once, and each bead vector is generated by placing the first bead
at (0, 0, 0) and positioning the next bead in the neighborhood of the previous
bead (similar to a protein), choosing any of the 6 directions randomly.

Figure 2 (left side) shows the experimental results. Each program was exe-
cuted with varying problem sizes and each execution comprised counting the
number of collisions for 1000 different bead vectors. For each problem size, we
collected the wall clock time for each of 100 executions and took their mean.
The total vertical length of the black error bars equals four standard deviations
of the samples. These experiments were run using an Intel i7-4790 3.6 GHz and
32 GB of primary memory. For a problem size of 1920, which was the largest
problem size that could be run in the system, the speedup was 21.7 and the
linear approach required 52.82 GB of virtual memory, as pointed in Fig. 2 (left).

2 In mjsaldanha.com/articles/1-hpc-sspi/ the reader can find the source code for all
experimented programs mentioned in this article.

https://mjsaldanha.com/articles/1-hpc-sspi/
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With the results shown in Fig. 2 (left), the gain in execution time provided by
the linear approach is clear. However, this comes at the cost of high consumption
of virtual memory, which greatly limits the largest problem size that can be
supported by one’s system. In the case of the protein structure prediction (PSP)
program we implemented2 during the research project that revolves this paper,
the number of beads among which collisions are calculated rarely exceeds 1000
(proteins rarely have that number of amino acids), and for this problem size the
virtual memory usage is 7.5 GB, a feasible amount. Experiments with the PSP
program showed speedups of 11.8 and 72.4 for proteins with 128 (a common
size) and 768 amino acids, respectively, so by using the proposed algorithm the
program was accelerated significantly. Possible reasons for the higher speedup
are related to factors that are discussed below.

Some considerations must be made regarding the generation of beads in
resemblance to the PSP algorithms. By allocating the space array only once
in each execution, we reduce the cost of requesting memory from the operat-
ing system, which is present only in the linear approach; on the other hand,

Fig. 2. To the left, execution time for linear and quadratic approaches for counting
collisions. To the right, for counting collisions in GPU. All vertical black error bars
have a length of four standard deviations of 100 samples taken.

Fig. 3. Linear approach when: (to the left) varying the rate by which memory is reallo-
cated, for a problem size of 13 000 vectors of beads; and (to the right) generating bead
coordinates with a normal distribution with mean 0 and varying standard deviation,
for a problem size of 1000 bead vectors.
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this means we do not reclaim virtual memory after using it for a single vec-
tor of beads, causing physical pages that were mapped to remain mapped until
the end of the program execution. For bigger problem sizes, memory should be
reallocated every K iterations so as to free unused allocated virtual pages and
prevent the program to swap memory. In Fig. 3 (left), we show what happens
to the execution time when varying such number K of iterations. Notice that
performance improves as we reallocate memory less often (due to lower memory
management overhead), reaching an optimal point at a rate of one reallocation
every 10 000 iterations. After that, the program begins to swap memory and
performance degrades significantly.

A second consideration is that, by generating bead vectors as “random pro-
teins”, we are statistically confining beads to a smaller region around the origin
of the space, hence improving cache usage and reducing the number of mem-
ory pages required. For better illustrating this, we show in Fig. 3 (right) what
happens to execution time if we generate the beads’ coordinates using a normal
distribution with mean 0 and varying standard deviation. As expected, perfor-
mance degrades at higher deviation due to a lower rate of cache hits.

It follows from these two considerations that the frequency of reallocation
of the space array, as well as the regularity of bead positions, must be taken
into consideration when using the linear approach. There is a lot of room for
analyzing such factors and how they apply to real applications; as that is not
the objective of this paper, it is left as future work.

The parallel algorithms for SPI presented in Sect. 4 were implemented2 in
the CUDA programming model and evaluated using NVIDIA GPUs. Experi-
ments used an NVIDIA Tesla P100 with 16 GB of memory and 3584 CUDA
cores spread over 56 multiprocessors. Both the straightforward and the proposed
approaches were optimized to achieve high occupancy and memory bandwidth,
and all optimizations were applied to both approaches alike. Then, we executed
each program 100 times for each problem size and took the mean of their wall
clock execution times, which are shown in Fig. 2 (right side); four standard devi-
ations are represented by the black vertical error bars. Each program execution
comprised calculating collisions for 100 randomly generated vectors of floating
point spheres with a diameter of 1. Even though comparisons with sequential
approaches could have been made, it is quite clear that parallel algorithms yield
lower execution times and the objective here is mainly to show the benefits of
the proposed parallelization compared with the straightforward one.

Figure 2 (right) shows that the proposed approach seems to perform well on
GPU. In fact, for all problem sizes larger than 525 000, the proposed approach
is more than 12% faster than the straightforward one (p < 0.01 using a t-test
assuming unknown and different variances). The speedup is mainly due to two
factors. First, in the straightforward approach each CUDA block is responsi-
ble for calculating interactions of a group of 1024 spheres with all subsequent
spheres; because of this, some blocks perform more work than others, and in the
last moments not all of the 56 multiprocessors are used, and the program is wait-
ing for a few lengthy blocks to end their part of the work. Second, besides this
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block-level unbalance, threads within a warp (group of 32 threads that execute
simultaneously) are also unbalanced, so when the warp is nearly concluding its
work the 32nd thread ends its job earlier and becomes idle waiting for the other
threads to finish. In our proposed balanced approach, threads or multiprocessors
that would otherwise be idle are put to perform useful work and contribute to
finishing the interaction counting more quickly. Finally, if the problem in hand
allowed the CUDA kernels to be launched in parallel, the GPU could hide a lot of
the block-level unbalance; however, the warp-level one would remain negatively
impacting the program speed.

6 Conclusion

Interaction counting is a usual problem, and when it needs to be performed,
the quadratic pairwise-comparisons approach immediately comes to mind. For
a long time this has been a significant bottleneck [12] on important areas such
as computer graphics and scientific simulations; in the former, collision counting
must be performed enough times per second to allow image frames to be delivered
in a visually fluid way, and more frames mean more fluidity, so every millisecond
matters; in the latter, simulations of galaxies or proteins may need a large number
of iterations if a high level of reality is desired (possibly taking weeks to execute),
so if the interaction counting performed every iteration is accelerated, either less
simulation time would be required or more iterations could be performed in order
to achieve better results. In either case, performing interaction counting in less
time yields great benefits, which is why a lot of research has been done on the
subject. However, research walked toward algorithms that focus on reducing the
number of objects among which interaction counting must be performed using
the usual O(N2) approach, often in parallel.

In this paper two algorithms are proposed that aim at improving the pairwise-
comparisons approach itself: a sequential approach with O(N) complexity that
works well for punctual objects in a limited discrete space, and a parallel app-
roach that runs more efficiently on GPUs than the pairwise-comparisons algo-
rithm’s straightforward parallelization. These approaches can, of course, be used
together with the algorithms that focus on pruning sets of interacting objects,
in order to accelerate the phase where brute-force interaction counting must
be performed. By using the O(N) approach, interaction counting can be made
significantly faster, at the cost of high memory consumption; our experience
with accelerating a protein structure prediction algorithm, as already mentioned,
shows a speedup of 72.4 using the same hardware. The proposed parallel algo-
rithm may be used on large problems, with objects of any shape, for counting
any kind of interactions, and experiments using GPU show that it can yield a
1.12 speedup.

A possible direction for future research is to evaluate possible benefits of
parallelizing the proposed O(N) algorithm in order to share the memory con-
sumption among nodes, which would allow the algorithm to be used for bigger
problem sizes. Also, the O(N) algorithm is sensitive to cache effects and to how
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frequently memory is allocated and deallocated, so these factors should be fur-
ther investigated, especially when applied to real problems. Besides that, since
the proposed parallel algorithm has nice properties it could be analyzed on dif-
ferent parallel platforms so as to understand the limitations of the algorithm on
each architecture; examples are Intel Xeon Phi processors and FPGAs.
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Abstract. Current research challenges in hydrology require high reso-
lution models, which simulate the processes comprising the water-cycle
on a global scale. These requirements stand in great contrast to the
current capabilities of distributed land surface models. Hardly any liter-
ature noting efficient scalability past approximately 64 processors could
be found. Porting these models to supercomputers is no simple task,
because the greater part of the computational load stems from the eval-
uation of highly parametrized equations. Furthermore, the load is het-
erogeneous in both spatial and temporal dimension, and considerable
load-imbalances occur triggered by input data. We investigate different
domain decomposition methods for distributed land surface models and
focus on their properties concerning load balancing and communication
minimizing partitionings. Artificial strong scaling experiments from a sin-
gle core to 8, 192 cores show that graph-based methods can distribute the
computational load of the application almost as efficiently as coordinate-
based methods, while the partitionings found by the graph-based method
significantly reduce communication overhead.

Keywords: Load-balancing · Graph-partitioning · Hydrology ·
High-perfomance computing

1 Introduction

Predicting hydrological phenomena is of great importance for various fields
such as climate change impact studies and flood prediction. An outline of the
principles and structure of physically-based hydrological models is given in [8].
Experimental hydrology often provides the scientific basis for hydrological catch-
ment models. However, the great complexity, size and uniqueness of hydrological
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catchments1 makes a methodology involving physical experiments unfeasible if
not impossible for catchments exceeding a few hectars. Hydrologists remedy by
performing in silico experiments, simulating the hydrological processes in the
basins.

Different classes of hydrological models exist. In this study, we focus on dis-
tributed land-surface models (dLSMs). dLSMs focus on detailed modelling of
vertical processes and the correct simulation of mass and energy balance at the
land-surface. To this end, they solve the hydrological water balance equation
globally for the entire domain and locally for the subdomains dictated by the
discretization.

A key characteristic of dLSMs is their focus on vertical surface-processes,
such as evapotranspiration, snow processes, infiltration and plant growth. Lat-
eral processes such as discharge concentration and lateral subsurface flow are
simulated in a simplified way, if they are simulated at all. For this investigation
we will consider vertical and lateral processes in a de-coupled way. The reason for
this is the fact that vertical processes can, in general, be computed concurrently
for all points in the domain. Lateral processes, in contrast, require information
from the surrounding area and can therefore not be computed concurrently. They
consist mainly of simple fluid dynamics simulations, and are computationally less
demanding than the vertical processes. However, the structure of communica-
tion is dictated by the lateral processes, so for a scalable, parallel dLSM, an
integrated approach that considers both aspects is required.

Various computer codes exist that implement different aspects of the hydro-
logical theory behind dLSMs. WaSiM [22] for example is a hydrological model
that solves the one-dimensional Richards’s equation to simulate vertical soil
water movement. PROMET [16] features a detailed simulation of plant growth.
The open-source code WRF-Hydro [9] was designed to link multi-scale process
models of the atmosphere and terrestrial hydrology. These models are the basis
for a number of different applications ranging from flood prediction [10], climate
change impact studies [17] to land use scenario evaluation [19].

In contrast to dLSMs, which focus on surface processes, integrated hydrolog-
ical models such as Parflow [18] or HydroGeoSphere [6] focus on the simulation
of subsurface flow. They solve the three-dimensional Richards’s equation fully
coupled to the surface runoff. Parallel implementations of integrated hydrological
models, scaling to supercomputer capabilities are already available [7]. However,
for a number of reasons integrated hydrological models can not be used substi-
tutively for dLSMs.

The hydrological modelling community using dLSMs is currently moving
from desktop models to small-size distributed clusters. Currently, dLSMs do not
scale well beyond 64 processors [24]. The authors of [4] list four examples related

1 In [25], the hydrological catchment is defined as “the drainage area that contributes
water to a particular point along a channel network (or a depression), based on its
surface topography.” As such it makes a suitable logical unit of study in hydrology,
which can be modelled by physically-based models.
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to global environmental change that require high-resolution models of terrestrial
water on a global scale.

Advanced methods for Bayesian inference and uncertainty quantification such
as e.g. [3] are often based on Markov-Chain Monte Carlo methods, which require
a great amount of sequential model evaluations. In order to obtain results for
dLSM-based hydrology analyses in a reasonable amount of time, the execution
time of a single model evaluation needs to be reduced. Parallelization and deploy-
ment on supercomputers is one possibility to achieve this. In summary, better
parallelization schemes and dLSMs scaling to the abilities of modern supercom-
puters would greatly advance the capabilities of hydrologists.

Parallelization efforts have been undertaken for a number of hydrological
models. However, the employed strategies rarely aim for an ideal load bal-
ancing and minimized communication efforts. In [14], a hydrological model is
parallelized under the assumption that downstream cells require information of
upstream cells. The catchment is interpreted as a binary tree, which is parti-
tioned and distributed among processors, using a master-slave approach. With
this approach, the authors decrease the execution time of the serial algorithm by
a factor of five on multiple processors. WRF-Hydro partitions the domain into
rectangular blocks [9], yet we are not aware of any scaling experiments for this
implementation. In WaSiM [22], the domain is partitioned by distributing dif-
ferent rows to different processors. The parallelization strategies of WRF-Hydro
and WaSiM both do not take the communication structure into account that is
necessary to compute the flow-equations in parallel. It is likely that this limits
the scaling potential to a limited amount of processors. In [24], the TIN-based
hydrological model tRIBS is parallelized. A graph-based domain decomposition
method is employed to produce a communication efficient partitioning. Scal-
ing experiments indicate scalability up to about 64 processors. No contribution
except [24] attempts to minimize the required point-to-point communication.
Therefore, the hydrological community still lacks a parallelized dLSM which
efficiently scales to the capabilities of modern supercomputers.

In this paper, we re-visit some of the graph-based domain decomposition
methods suggested by [24], adapt it for a regular grid and conduct a more thor-
ough analysis of its communication patterns. We compare different coordinate-
based domain decomposition methods with a graph-based method, and investi-
gate the impact on the necessary point-to-point communication. Furthermore,
we perform an artificial strong scaling experiment and compute theoretical peak
values for parallel speed-up for an example application on up to 8, 192 proces-
sors. As we want to conduct a methodological study of the suitability of different
domain-decomposition methods for dLSMs we limit the evaluation to a simpli-
fied communication and work-balance model and do not measure performance
of an actual application.

We will start by giving an overview over the functionality of dLSMs. Subse-
quently, we introduce the governing equations of the lateral processes and show
how they dictate a specific communication structure. We then introduce the
different domain decomposition methods. Finally, we present theoretical peak
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values of speed-up and efficiency and evaluate the potential for the minimiza-
tion of point-to-point communication.

2 Theory

2.1 The Computational Domain of dLSMs

The focus of this study lies on the efficient decomposition of the computational
domain of dLSMs. The computational domain commonly comprises one hydro-
logical catchment as defined in the introduction, is denoted by Ω ∈ R

2 and
fulfills the following assumptions:

1. Any point x ∈ Ω has an elevation h(x).
2. There is exactly one outlet OΩ located on the boundary ∂Ω of the domain

Ω, where the minimum h0 of h is located.
3. Ω does not contain any sinks, i.e., there is a monotonously decreasing path

from any point x ∈ Ω to the outlet OΩ .

In practice, the domain is commonly derived from a digital elevation model
of the basin and a given outlet OΩ with a gauging station where discharge
measurements are taken.

For Ω as well as for any subdomain ω of Ω, the hydrological water bal-
ance equation holds. Commonly the domain is discretized into a regular grid.
However, other discretization methods also exist. The water budget equation is
then solved for any cell of the grid individually. This step usually requires the
greatest computational effort. The structure of point-to-point communication
is dictated by the lateral processes. In dLSMs these processes are commonly
simulated under the following assumptions:

1. The flow direction is dependent on the topography given by h.
2. Flow follows the steepest gradient of h on the domain Ω.
3. Flow is one-dimensional along the deterministic flow paths derived under the

previous two assumptions.

The exact drainage network is commonly derived from the digital elevation model
of the domain by the D8-Algorithm [20]. This algorithm assigns a flow direction
to each cell under the consideration of the altitude h(x) of all eight neighbouring
cells. The flow is always directed towards the neighbouring cell with the smallest
altitude. In Fig. 1, a simple example of a domain for a dLSM is given.

2.2 Governing Equations

In hydrological catchments, a number of lateral processes occur physically. These
include, but are not limited to, channel flow, surface runoff and subsurface flow.
In this paper, we focus on channel flow, but the method can be extended to
include other lateral processes. Given the assumption of one-dimensional flow,
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flow path
not in domain
outlet

Fig. 1. Typical domain for the solution of the Saint-Venant Equations in hydrological
land surface models. White cells show cells for which the hydrological water balance
equation is solved. Black lines indicate the flow structure, derived by the D8-Algorithm,
on which the Saint Venant equations are solved. Grey cells are not part of the catchment
to be simulated and thus not part of the domain Ω.

the governing equations of the channel flow are the Saint-Venant equations, with
spatial dimension x and time t:

δQ(x, t)
δt

+
δA(x, t)

δt
= f(x, t) (1)

1
A(x, t)
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+
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δ

δx

(
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)
+ g

δy

δx
− g(S0 − Sf ) = 0 (2)

Here, Q is the discharge measured in [m3/s], A represents the cross-sectional
area given in [m2], g is gravitational acceleration and y is the water level in [m].
Finally, S0 represents the slope of the channel, Sf is the friction slope and f(x, t)
is a source term describing the runoff generated on every point x for every time
step t. The source term f(x, t) represents the result of the hydrological water
budget equation, and as such its computation comprises the simulation of all
vertical processes. The one-dimensional Saint-Venant equations are solved on
the flow structure derived by the D8-Algorithm. For the flow structure graph,
the following holds:

1. All cells of the discretized domain Ωh are nodes of the graph.
2. A cell can only be connected by an edge to its neighbouring cells.
3. The root of the flow structure is located at the outlet OΩ .

Note that whenever the flow structure (i.e. the graph) is cut during domain
decomposition, point-to-point communication is induced. Hence, for an efficient
communication the graph should be cut as little as possible.
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Solutions of the Saint-Venant equations in dLSMs are commonly obtained by
kinematic or diffusive wave approximations. Solution methods for the kinematic
wave usually involve looping over the cells in an upstream to downstream order
to compute a discharge for each cell. For these kinematic wave methods, only the
discharge of upstream cells is required, as backwater effects cannot be simulated
with this method [23]. Diffusive wave methods can be used to simulate backwater
effect. Thus, they also require additional information from downstream cells,
which induces additional communication. The exact parallel implementation of
these methods is not part of this study, but a rough overview is necessary in
order to comprehend the method proposed in the following section.

2.3 Domain Decomposition

At the core of most parallelization strategies lies the division of computational
work among computational resources. We investigate an approach which involves
the decomposition of the domain Ω into subdomains ω to be computed on dif-
ferent processors. For the domain decomposition, we consider four different algo-
rithms, three coordinate-based and one graph-based. For all algorithms we use
the implementation provided by the Zoltan library [5].

The first algorithm considered is called “Block-Partitioning”. The algorithm
considers the unique ID of each cell and assigns each processor a block of ids.
Therefore, this algorithm is heavily dependent on the cell-ID, which is application
dependent. We include this algorithm in the analysis, as it is the most commonly
used domain decomposition method included in current parallel implementations
of dLSMs. WaSiM [22], for example, uses an altered version of this algorithm.

Secondly, we consider Recursive Coordinate Bisection [2]. This algorithm
determines partitions by recursively dividing the domain along its longest dimen-
sion. This method reduces communication by minimizing the length of partition
borders.

Additionally, a method employing the Hilbert curve was considered. Here,
discrete iterates of the space-filling Hilbert curve2 are constructed. Partitioning
is done by cutting the preimage of the discrete iterates of the Hilbert curve
into parts of equal size and assigning the resulting 2D subdomains to different
processors [5].

Finally, we investigate the method also used by [24]. Here, the flow direc-
tion graph is considered in order to minimize the necessary communication. We
employ graph-partitioning methods, which attempt to partition the given graph
into sub-graphs of almost equal size, while minimizing the amount of edges cut.
We use the parallel graph-partitioning algorithm described in [11,13] and paral-
lelized in [12,21].

2 Space-filling curves are surjective maps of the unit interval onto the 2D unit square
(or a general rectangle) which provide decent surface-to-volume ratios of the result-
ing 2D subdomains when used for parallel partitioning; see [1] for details on and
properties of space-filling curves.
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3 Application Example

In order to avoid the overhead of the parallelization of an entire dLSM, we first
measured the execution time per cell and time step of a PROMET model of
the Upper-Danube catchment with 76, 215 cells. These measurements were then
used to perform an artificial strong scaling experiment from one processor to
8, 192 processors. The outlet of this model is located at the gauging station in
Passau, Germany. A more detailed description of the catchment, the model and
its validation is given in [15]. The catchment was chosen for its heterogeneous
domain, which includes cells in alpine regions as well as cells with agricultural
use in the Alpine Foreland. These characteristics suggest a heterogenous load
behaviour. Furthermore, it represents a typical model size of current dLSMs.

01.02-1999 09:00 1 year mean

0 20 40 60
time in [10−6 · s]

Fig. 2. Measured execution times for individual cells for one time step (left) and mean
execution time over one year (right) of the hydrological Model PROMET [16]. The
individual time step demonstrates the heterogeneity of computational load in one time
step. The one-year mean shows the homogeneity of the total computational effort over
the entire simulation period.

The measured cell executions times of the Upper-Danube model are displayed
in Fig. 2. While the total computational effort is homogeneously distributed, the
computational effort for individual time steps can be quite heterogeneous.
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Block Rec. Coord. Bisection

Hilbert Graph

Fig. 3. Resulting partitioning of the different algorithms applied to a small head-
catchment. Cells with identical colour are computed on the same processor. Flow paths
in red correspond to cut edges in the graph.

The results of the domain decomposition algorithms introduced in the pre-
vious section for a small, overseeable head catchment are displayed in Fig. 3.

The illustration of the block-wise domain decomposition (top-left) shows
PROMET’s scheme to determine the cell-ID by sequential assignment from the
top left to the bottom right corner of the domain.

The scaling experiments in Sect. 4 were performed using the measured cell
execution times. Rather than performing dummy-calculations to simulate the
load generated by the source-term f(x, t) of Eq. (1), we decided to estimate the
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runtime by computing the sum of execution times on each processor. So with
exception of the single cell measures, no real application code is executed. This
allowed us to consider more methods without the overhead of implementing them
into a dLSM and wasting CPU-hours on dummy calculations. Consequently, the
reported metrics are theoretical peak values, which only take into account the
load balance.

In order to evaluate the scaling experiments, we computed theoretical peak
values of parallel speed-up Sp and the parallel efficiency Ep based on the esti-
mated runtimes. These are:

Sp =
T1

Tp
(3)

Ep =
Sp

p
, (4)

where T1 is the total runtime on a single processor, and Tp is the runtime on
p processors. Furthermore, the edge-cut count EC was computed, which is the
sum of all edges spanning over two processors. We use the edge-cut count as an
estimate for the communication overhead introduced by a parallel implementa-
tion of the lateral processes.

We considered two synchronization scenarios, which should represent the
lower and upper boundary in terms of synchronization requirements. The first
scenario (unsynchronized) assumes no synchronization during the simulation and
represents the lower boundary. The second scenario (synchronized) assumes that
all cells need to be synchronized at the end of every time step and therefore
represents the upper boundary, and would be required for a diffusive wave model
for the lateral processes.

4 Results

The theoretical speed-up values computed during the strong scaling experiment
are displayed in Fig. 4.

Figure 4 shows that, for synchronized simulations, all methods solve the load-
balancing task equally well, and produce a partitioning which yields a theoretical
speed up of 5, 740. This corresponds to a parallel efficiency of 0.7. For unsynchro-
nized simulations, the coordinate-based methods outperform the graph-based
method by 6%, with theoretical speed up values of 7, 200 and 6, 722 respec-
tively. This can be explained by the more constant partition size produced by
the coordinate-based methods. Without a synchronization barrier at the end
of each time step, the total computational load over the whole simulation time
needs to be balanced, rather than the more heterogeneous load at each individual
time step. The distribution of partition sizes is less relevant for the synchronized
case, because load-imbalances are realized at the end of every time step without
the possibility to be damped over the remaining simulation.

Much more severe differences between the methods can be found in the
communication overhead potentially introduced by a parallel implementation
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Fig. 4. Theoretical peak values of parallel speed-up computed for the four different
domain decomposition algorithms for the synchronized and unsynchronized scenario.
Runtime was estimated by summing the execution times of all cells on given processor.
At 8, 192 processors, each partition contains approximately nine cells.

of lateral processes. In Fig. 5, the total amount of flow paths cut is displayed.
Here, the graph-based method shows significant advantages over the coordinate-
based methods. The superiority of graph-partitioning becomes even more appar-
ent if the flow paths cut per partition are considered. Here, the graph-based
method is capable of producing partitionings with approximately 2.1 flow path
cuts per partition, which mostly corresponds to one inlet and one outlet per
partition. This holds true over the entire range of processors considered. For
coordinate-based methods the number of flow paths cut is strongly dependant
on the length of the partition border. Thus, for decreasing partition sizes the
methods approach again. However, for future problems with significantly more
than 76, 000 cells and therefore bigger partitions the superiority of the graph-
based method will be even more severe.

5 Discussion

For unsynchronized simulations, there is a strong connection between the num-
ber of cells computed on a processor and the workload of this processor. This
is caused by the homogeneous distribution of the total computational effort of
the simulation (see Fig. 2 (right)). For synchronized simulations, this connec-
tion is significantly weaker, because load-imbalances that are present in a given
time step are realized immediately. In unsynchronized simulations, these imbal-
ances can dissipate over the remaining simulation. Therefore, the disadvantage
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Fig. 5. Total number of flow paths cut and number of paths cut per partition for four
different domain decomposition algorithms on different numbers of processors. The
edge-cut count is determined by counting the edges that connect nodes on different
partitions. It serves as a proxy for the necessary point-to-point communication. At
8, 192 processors, each subdomain contains approximately 9 cells.

of the graph-based method seen for unsynchronized simulations is not relevant
for synchronized simulations.

Furthermore, the great drop between unsynchronized and synchronized sim-
ulations indicates that speed-up could be further improved by relaxing the syn-
chronization requirements of the different algorithms for the simulation of the
lateral processes. Of course, this has to be done under the consideration of the
underlying physical processes.

Subsequently, the superiority of the of the graph-based domain decomposition
in terms of the number of flow paths cut per partition over the entire range of
processors needs to be noted. This result emphasizes the advantages of using
graph-based domain decomposition for parallel implementations of the lateral
processes in dLSMs most convincingly.

The artificial strong scaling experiment was conducted up to 8, 192 processors
and yielded parallel efficiences between 0.70 and 0.88. These are, in comparison
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to integrated hydrological model such as Parflow, rather poor efficiencies on a
small amount of processors. The catchment model of the Upper-Danube in the
considered resolution simply is not big enough to be scaled to more processors.
Models with more cells need to considered for scaling experiments with more
processors. It is assumed that hydrologists will want to compute such models in
the near future. Therefore, larger test scenarios with the possibility to be scaled
up to the capabilities of current supercomputers will become available soon.

Furthermore, these results have to be seen in the context of current parallel
dLSMs. The implementation of [24] reaches a parallel efficiency of approximately
0.3 on 64 processors.

Other codes scale even worse. For hyper-resolution global modelling as
described in [4] this will not suffice. Also, for catchment studies at higher spatial
resolutions, scalability beyond 64 processors is advantageous and would support
scientific progress in hydrology.

6 Conclusion

We investigated several domain decomposition strategies for dLSMs. Strategies
based purely on the coordinates of cells as well as a strategy acknowledging the
special nature of the domain of the lateral processes were considered. We per-
formed simplified scaling experiments to evaluate the suitability of these meth-
ods, and computed theoretical peak values for speed-up and parallel efficiency.
For synchronized simulations, graph-based and coordinate-based domain decom-
position yield similar speed-up values, which suggests that the advantageous
communication structure of the graph-based methods would lead to a more scal-
able solution. For unsynchronized simulations, coordinate-based methods scale
about 6% better. It remains to be demonstrated that the advantageous commu-
nication structure makes up for this gap.

One of the shortcomings of this study, the disregard of the induced communi-
cation effort, will be addressed by a parallel implementation of the methods used
to solve the Saint-Venant equations in dLSMs. Furthermore, for dLSMs induc-
ing greater and more heterogenous computational effort dynamic load-balancing
strategies should be researched. Examples for such dLSMs include WaSiM, where
the vertical soil water movement is simulated by the 1D-Richards’s equation.
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Abstract. Wildcard record is a type of resource records (RRs) in DNS, which
can allow any domain name in the same zone to map to a single record value.
Former works have made use of DNS zone file data and domain name blacklists
to understand the usage of wildcard domain names. In this paper, we analyze
wildcard domain names in real network DNS logs, and present some novel
findings. By analyzing web contents, we found that the proportion of domain
names related to pornography and online gambling contents (referred as abused
domain names in this work) in wildcard domain names is much higher than that
in non-wildcard domain names. By analyzing behaviors of registration, reso-
lution and maliciousness, we found that abused wildcard domain names have
remarkably higher risks in security than normal wildcard domain names. Then,
based on the analysis, we proposed GSCS algorithm to detect abused wildcard
domain names. GSCS is based on a domain graph, which can give insights on
the similarities of abused wildcard domain names’ resolution behaviors. By
applying spectral clustering algorithm and seed domains, GSCS can distinguish
abused wildcard domain names from normal ones effectively. Experiments on
real datasets indicate that GSCS can achieve about 86% detection rates with 5%
seed domains, performing much better than BP algorithm.

Keywords: DNS � Abused wildcard domain name � Analysis � Detection

1 Introduction

The Domain Name System (DNS) is an important part of critical Internet infrastructure,
which aims to translate domain names into IP addresses. In fact, the mappings are
recorded in different record types, called resource records (RRs). One of these record
types is wildcard record, which can allow any domain name in the same zone to map to
a single record value (i.e. IP or domain name). Wildcard RRs are original used to
forward mail to the same zone [1]. But today, with the development of Internet
applications and services, wildcard RRs are used widely. Besides normal applications
and services, some malicious attacks also take advantage of wildcard RRs.
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To understand the use of wildcard domain names, especially the malicious usage,
some works have been presented. In paper [2], based on DNS zone files, researchers
found that 17.8% domain names were wildcard domain names and 19.1% of them were
involved in blackhat SEO. In paper [3], based on zone file data and domain name
blacklists, researchers found that wildcards are popular among all types of Internet
domains. And among malicious users, spammers use wildcards the most. All these
works have made rich achievements, but so far, there is no comprehensive study to
analyze wildcards usage based on user request data (e.g. passive DNS data or DNS
logs), which can directly express real query behaviors of wildcard domains.

In this paper, we first perform an analysis on wildcard domain names from per-
spectives of normal domain names and abused domain names. In this study, we regard
the domain names related to pornography and online gambling as ABUSED domain
names, because these contents are illegal in China1. And we regard all wildcard domain
names except for abused ones as normal wildcard domain names. Being different from
prior studies constructing dataset from zone files or known malicious domain lists, we
analyze wildcard domain names in real network DNS logs, which are collected from a
large ISP network containing millions of hosts. In addition, we collect auxiliary data
including WHOIS information and web content information to gain an insight from
original DNS logs. On the whole, we analyzed 919,939 domain names. We found that
153,163 (17% of all) domain names are wildcard domain names. Then by analyzing the
66.4% wildcard domain names with web contents, we found that 22.5% of them are
abused domain names (related to pornography and online gambling). What’s more, by
analyzing wildcard domain names’ behaviors of registration, resolution and mali-
ciousness, we also found that the abused wildcard domain names have remarkably
higher risks in security than normal ones.

Then, based on the analysis of wildcard domain names, we propose a machine
learning based algorithm named GSCS (Graph based Spectral Clustering with Seeds) to
distinguish abused wildcard domain names from normal ones. Our GSCS algorithm
includes the following steps. First, to discover the similarity of resolution behaviors, we
build a bipartite DNS graph and its projection graph for abused domain names. Then,
by applying simple and efficient spectral clustering algorithm on the similarity matrix
of the projection graph, we can divide wildcard domain names into different clusters.
Finally, based on seed domain names, we can discover inherent clustered groups of
abused wildcard domain names. Our experiment results based on real datasets show
that GSCS can detect abused wildcard domain names more effectively than BP (belief
propagation) algorithm.

Our main contributions in this paper include:

– We found that the proportion of abused domain names (i.e., domain names related
to pornography and online gambling contents) in wildcard domain names is much
higher than that in non-wildcard domain names. Specifically, 22.5% versus 4.4%.

1 For illegal contents, we should note that various countries hold different laws. For example, all
pornographic contents in the Internet are illegal in China, but only the contents with child
pornography are illegal in U.S.

212 G. Yu et al.



– We found that, compared with normal wildcard domain names, abused wildcard
domain names have remarkably higher risks in security, including a higher pro-
portion of domains related to malicious activities (10% versus 2.7%), a lower
proportion of domains deploying SSL (2.3% versus 14%), and being more likely to
avoid regulation (be registered out of China, in bulk and in recent years).

– We propose an effective algorithm GSCS to detect abused wildcard domain names.
Compared with the BP algorithm which can get only 72% detection rate, GSCS can
improve the detection rate to 86%.

The rest of this paper is structured as follows. In Sect. 2, we provide background
information on DNS and wildcard domain names. Section 3 describes the analysis of
our dataset. In Sect. 4, we make a comprehensive analysis of wildcard domain names
based on web content and WHOIS information. And we propose an abused wildcard
domain names detection algorithm in Sect. 5. Section 6 summarizes the related work.
Finally, Sect. 7 concludes the paper’s work.

2 Background

Domain Name System. The domain name system is a hierarchical system, which
contains local DNS servers, authority name servers and root servers. Correspondingly,
a domain name is also a hierarchical string with each level related to a zone. In detail, a
domain name d consists of a set of labels separated by dots; they are called top-level
domain (TLD), second-level domain (2LD), third-level domain (3LD), etc., from right
to left. TLDs are managed by registries such as CNNIC (for cn) and Versign (for com
and net), and 2LDs are offered to public by registrars such as Alibaba and GoDaddy.
Before using a domain name in the Internet, domain owner should get its 2LD from a
registrar. Then, the WHOIS information of this domain name is updated to database. In
general, for a domain name with a benign website, the meaning of domain name is
related to content of website. However, malicious domains are usually not.

Wildcard Domain Names. Wildcard domain names are domain names starting with
an asterisk label (*) to match non-existing subdomain names. Note that, names
beginning with other labels are never wildcard domain names, and the asterisk at other
places in the domain will also not work as a wildcard. As mentioned before, wildcard
RRs can allow any domain name in the same zone to map to a single record value, and
simple examples are shown in Table 1.

Table 1. Simple examples of wildcard RR.

*.example1.com 3600 IN MX 10 a.example1.com
*.example2.com 3600 IN A 1.2.3.4
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In the beginning, wildcard domain names are used to forward mails [1]. As shown
in Table 1, the MX RR would cause any MX query for any domain name ending in
example1.com to return an MX RR pointing at a.example1.com. In the following,
because many DNS implementations diverge from the original definition of wildcards,
some other record types are extended [4]. In addition, several domain name registrars
have also deployed wildcard records for TLDs to provide a platform for advertising.
Some of these TLDs are country code TLDs (ccTLDs) such as .fm, .la, and there are
also some Internationalized TLDs, for example the wildcard domain name has
been resolved to an IP address 218.241.116.40, which belongs to CNNIC. Because
wildcard TLD domain names are usually maintained by domain name registrars, in this
paper, we ignore these cases and only consider the wildcard domain names with 2LDs.

3 Data Collection

Previous works about wildcard domain names analysis collected dataset from some
zone files or some malicious domain lists. In this paper, we collect data from real
network DNS logs, and analyze the usages of wildcard domain names comprehen-
sively. Additionally, we utilize auxiliary data like WHOIS and web content, etc. Below
we elaborate our data.

DNS Logs. We measure wildcard domain names by analyzing DNS real logs, which
are generated by local DNS servers operated by a large ISP in China. These logs record
the interactive information between local DNS servers and client hosts. As shown in
Table 2, each record in the logs consists of five fields. For the log data size, take a
middle level province as an example, it is over 1.9 TB per day. In this paper, we
collected DNS logs over five days, from January 1 to January 5, 2018. Note that we
only considered the normal queries with NOERROR response. Finally, we obtained
919,939 distinct domain names with different 2LD zones. Next, we make a compre-
hensive analysis based on these domain names.

Wildcard Domain Name. For each of 919,939 domain names, we queried its wild-
card domain using the dig tool, and collected their responses together. For example, for
google.com, we directly queried the wildcard domain name *.google.com. In our study,
we focus on A and CNAME records, because these two types of records are the main
part of host queries. Finally, we collected 153,163 wildcard domain names, which
accounts for about 17% of the total number of collected domain names. The result is
similar to that obtained in paper [2].

WHOIS Information. To obtain the registration information of the collected wildcard
domain names, we leverage the WHOIS records published by registrars. We used the

Table 2. The form of a record in DNS logs

Source 
IP

Domain 
name

Query 
time

Destination 
IP

RCODE 
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Ruby whois2 tool to obtain WHOIS information of 135,785 (88.7% of all) wildcard
domain names and used a python script to sparse them. For the missing of remaining
domain names, the major reasons are request block and incomplete information pro-
vided by registrars.

Web Content. We implemented a crawler to visit the websites of the collected
wildcard domain names. Meanwhile, we also recorded the HTMLs and URLs for
further analysis. We finally extracted 101,763 (66.4% of all the wildcard domain
names) HTMLs. The two major reasons for missing web contents of the remaining
domain names are the request timed out and websites lacking (i.e., Websites not exist).

4 Analysis on Abused Wildcard Domain Names

Wildcard domain names offer DNS administrators the convenience of changing host
names. However, problems do exist. In this section, we analyzed the usages of wildcard
domain names through a series of automated and manual experiments, and then gave
quantitative analysis based on these experiments. In detail, first, we grouped domain
names into several categories according to text of HTMLs crawled in Sect. 3. Second,
we analyzed the registration characteristics based on WHOIS data of the collected
wildcard domain names. Next, we analyzed the resolution behaviors of these domain
names. Finally, we checked the maliciousness and SSL deployment of the collected
wildcard domain names.

4.1 Content Categories

Based on web content data from 101,763 (66.4% of all) wildcard domain names, we
grouped these collected wildcard domain names into several categories using a semi-
automatic method. We first manually looked into the title, page text of a few HTMLs
and summarized seven main categories according to the key words of websites. For
example, adult websites usually contain some descriptive words, such as porn, sex,
gay, etc. Descriptions of seven main categories are as follows:

(1) Porn. We define domain names linked to adult content like pornographic pictures,
videos and novels as porn domain names;

(2) Gambling. It refer to domains related to online gambling;
(3) Parking. It refer to domains linked to ads constructed by domain-parking agency,

based on the words included in a domain name;
(4) Sale. Domain names sold over the Internet by domain agency are regarded as

domains for sale;
(5) Business & Gov. Domain names serve as normal business and government;
(6) Entertainment. Domain names serve as entertainment content like games;
(7) Error. Web pages of domain show an error caused by web servers.

2 https://whoisrb.org/.
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Then, based on these key words belonging to different categories, we created
generic content-signatures to automatically categorize the remaining pages into each
category. Finally, we automatically classified all crawled webpages, and the results are
shown in Table 3.

Finding 1. Looking over the website categories, pornographic and online gambling
websites take up a remarkable proportion of the wildcard domain names. Notably,
about 22.5% crawled webpages contain adult and gambling contents, which are
referred as ABUSED domain names. As a comparison, using the same method, we
analyzed 100K non-wildcard domain names (i.e., domains without wildcard RRs).
Finally we found that only about 4.4% crawled webpages contain pornographic or
online gambling information. In China, pornographic and online gambling websites are
banned by the Internet regulators. In other words, the relatively large proportion of
websites of abused domain names suggests that wildcard domain names used to spread
illegal information have not been regulated efficiently.

4.2 Registration Characteristics

As mentioned before, we obtained WHOIS information of 135,785 (88.7% of all)
wildcard domain names. Based on the WHOIS data, in this subsection, we made a
comprehensive analysis of wildcard domain name registration from perspectives of
registrars, registrants and registration time windows. Specially, we studied registration
behaviors by correlating domain names with their content categories. In the following,
we summarize our findings.

Finding 2. Compared with normal wildcard domain names, abused wildcard
domain names were much more likely to be registered out of China.We identified more
than 2,100 registrars. For abused wildcard domain names and normal ones, the detailed
distributions of the top 5 registrars are shown in Table 4. Especially, Godaddy and
Alibaba are two dominant registrars in domain market, and Alibaba plays an important
role in China domain market. From Table 4 we can see that, for abused wildcard
domain names, only one registrar (Alibaba) in top 5 is from China, while for normal
wildcard domain names, only one registrar (GoDaddy) in top 5 is not from China.

Table 3. Content categories

Categories Number Proportion Description

Porn 19028 18.7% Adult/Pornographic domain
Gambling 3888 3.8% Online gambling domain
Parking 2032 2% Parking Domain
Sale 5860 5.8% Domain for sale
Business & Gov 28303 27.8% Business/Government related domain
Entertainment 7206 7.1% Entertainment/Game/Lottery, etc.
Error 9268 9.1% Server error
Unclassified 26178 25.7% Unclassified domain
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This suggests that registrars out of China may hold loose conditions for registration,
thus abused wildcard domain name owners like to register illegal domain names from
them to avoid regulation.

Finding 3. Compared with normal wildcard domain names, abused wildcard
domain names were registered more recently. About 40% abused wildcard domain
names were registered in recent one year, and about 53% were registered in recent two
years. However, registration dates of domain names in other categories were scattered.
Totally, about 26% normal domain names were registered in recent one year, and 35%
were registered in recent two years. The cause of this phenomenon may be that in
recent years more and more people try to register abused domain names for great
economic benefit, and they also try to avoid regulation by using a large number of new
domain names.

Finding 4. Compared with normal wildcard domain names, abused wildcard
domain names were more likely to be registered in bulk. As shown in Fig. 1, based on
the data of created date, we compared the differences of registration characteristics
between abused wildcard domain names and normal ones. Finally, by counting the
days that have more than 20 registered domain names, we found that there are 8 days
for normal wildcard domain names while 103 days for abused ones. Correspondingly,
only 175 (0.2% of all) normal wildcard domain names were registered in these 8 days,

Table 4. Categories of registrars (Top 5)

Abused wildcard domain
names

Ratio Normal wildcard domain names Ratio

GoDaddy.com, LLC 18.3% Alibaba Cloud Computing Co., Ltd. 25.5%
NameCheap Inc. 9.6% GoDaddy.com, LLC 10.1%
Alibaba Cloud Computing
Co., Ltd.

9.3% Xin Net Technology Corporation 6.1%

NameSilo, LLC 6.6% Chengdu West Dimension Digital
Technology Co., Ltd.

5.7%

Danesco Trading Ltd. 3.9% eName Technology Co.,Ltd. 4.3%

Fig. 1. Comparisons of abused and normal domains based on their created date data
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and 4,239 (18.5% of all) abused wildcard domain names were registered in those 103
days. As a case, registrant Li xiaoyu registered 203 domain names in June 14, 2017,
and resolved all of them to pornographic websites.

4.3 Resolution Behaviors

To understand the resolution behaviors of wildcard domain names, we analyzed
wildcard records of destination IPs and name servers. In this paper, we obtained
destination IP and name server for each wildcard domain name by using the dig tool.
We summarize our findings as follows.

Finding 5. For abused wildcard domain names, their destination IP addresses are
relatively concentrated than those of normal wildcard domain names. We collected
90,897 IP addresses used by wildcard domain names and analyzed the IP distributions
of abused wildcard domain names and normal ones. By analyzing/24 IP addresses, we
found that the IP addresses of abused wildcard domain names are relatively concen-
trated than the normal ones. As shown in Fig. 2(a), we could find that about 20%
abused wildcard domain names were resolved to top 10 IP addresses, and top 100 IP
addresses held about 50% abused wildcard domain names. We also collected 87,546 IP
addresses used by non-wildcard domain names and compare their distributions with
those of wildcard domain names. Results are shown in Fig. 2(b), which indicates that
the IP addresses of wildcard domain names are relatively concentrated than those of
non-wildcard ones.

Finding 6. For wildcard domain names resolved to the same IP, the name servers
of abused ones are more concentrated than those of normal ones. To analyze the usage
of name servers, we first grouped the wildcard domain names by each destination IP,
and then we analyzed the number of distinct name servers used in each group.

As shown in Fig. 3, the X-axis is the ratio of the number of name servers over the
number of wildcard domain names in each group. A lower value of this ratio means
more wildcard domain names are resolved by the same name server. And the Y-axis is
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the relative number of wildcard domain names within different ratio ranges. The results
show that the proportions of abused wildcard domain names are always higher than
those of normal ones when the value of X-axis is lower than 0.5, suggesting the name
servers of abused wildcard domain names are more concentrated than those of normal
ones.

4.4 Maliciousness and Security of Domain Names

To analyze the malicious use of collected wildcard domain names, we checked these
domain names with VirusTotal3 and malicious domain lists, including DNS-BH4,
Malware Domain List5, etc. Besides the malicious use, to analyze security of the
collected wildcard domain names, we also checked SSL configuration of them.

Finding 7. The proportion of malicious domain names in abused wildcard domain
list is apparently higher than that in normal wildcard domain list. Totally, we found
4,155 domain names were involved in malicious activities. When we looked into the
categories of these malicious domain names, we found that about half of them were
abused wildcard domain names. In other words, about 10% abused wildcard domain
names were involved in malicious activities, however, only 2.7% normal wildcard
domain names were related to malicious activities. This finding suggests a higher risk
of being compromised for users when accessing websites with abused wildcard domain
names. Obviously, pornography and online gambling contents provided by abused
wildcard domain names are easy to allure victims.

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

Ra
tio

 o
f W

ild
ca

rd
 D

om
ai

ns

0-
0.

1

0.
1-

0.
2

0.
2-

0.
3

0.
3-

0.
4

0.
4-

0.
5

0.
5-

0.
6

0.
6-

0.
7

0.
7-

0.
8

0.
8-

0.
9

0.
9-

1

Abused wildcard domain names
Normal wildcard domain names

Fig. 3. Usage of name servers. The black bars describe the case of name servers used by abused
domain names, and the white bars describe the case of name servers used by normal ones.

3 https://www.virustotal.com.
4 http://www.malwaredomains.com.
5 https://www.malwaredomainlist.com.
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Here, we also made a blackhat SEO analysis of wildcard domains based on our
DNS logs. For blackhat SEO testing, we use the method proposed in paper [2], which
only considers the difference of hyperlinks in webpages between two visits for a
domain name. We randomly selected 5K domain names and we finally found that 77
(1.5%) domain names are suspicious blackhat SEO domain names, which is much
lower than 19.1% mentioned in paper [2]. In detail, 24.7% of these SEO domain names
are abused domain names and 34.5% domain names are parking related domain names.

Finding 8. Only 2.3% abused wildcard domain names have adopted wildcard
certificates to secure Internet traffic between users and web servers. As a contrast,
about 14% normal wildcard domain names have adopted wildcard certificates. In
today’s Internet, HTTPS is a popular and effective information security protection
method. Usually, web administrators adopt HTTPS only for several detailed domain
names. For wildcard domain names, wildcard certificates can secure entire domains
under the same zone with a single, flexible certificate. To analyze the SSL deployment
of wildcard domain names, we extracted URLs of these domain names. Finally, dis-
carding redirection, we found 11,306 URLs among all 101,763 domains with web
contents adopted wildcard certifications. In detail, only 527 URLs belonged to abused
domain names. To make a comparison, we also analyzed the SSL deployment of
normal wildcard domain names. Finally, we found the application rate of SSL
deployment in these domain names is higher than that in abused ones. This finding
suggests that owners of abused wildcard domains rarely concern the security of
transportation between their websites and users.

According to the above findings, we can see that abused wildcard domain names
not only are related to illegal contents but also have higher risks in security than normal
wildcard domain names. So it’s necessary to distinguish wildcard domain names from
normal ones. In the next section, we propose the GSCS algorithm to detect abused
wildcard domain names.

5 Abused Domain Detection Based on DNS Graph

5.1 The GSCS Algorithm

In this section, to mine the relationships among abused wildcard domain names and
detect them, we propose a graph-based method. In fact, graph-based method has
already been used in malicious domain names detection [5–7]. Different from the
former works, we exploit the inner relationships among abused wildcard domain names
based on information of name servers and WHOIS. In addition, we avoid using tra-
ditional classification algorithms, which will be heavily influenced by unbalanced
dataset of abused wildcard domain names.

We first describe the DNS graph model. Given a bipartite DNS graph G = (D, I, E),
the vertex setD and I consists ofwildcard domain names and destination IPs, and the edge
set E represents the connections between domain names and IPs. We then build a pro-
jection graph (named P) of bipartite G to extract hidden information between nodes in
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vertex set D. Here, we show the GSCS algorithm and introduce the detailed steps as
follows:

– Using step 1 and 2, we transform records of wildcard domain names into a graph. In
our analysis, we use/24 IPs to construct the bipartite graph, because IP addresses of
collected wildcard domain names are relatively concentrated and/24 is a common
block size of BGP routing prefixes [8].

– Through systematic analysis of the graph, we find that the projection graph consists
of a large number of isolated components, so we analyze each of them separately
(step 3–14).

– Based on finding 6, we use a consistency score to filter out components. The score
is defined by

ns consistency score ¼ maxns
numns

Where, maxns refers to the number of name server, which is used by the largest
number of domain names in one component, and numns is the total number of name
servers in one component. For example, if all domain names in one component are
resolved by the same name server, the score is equal to 1.

– For other components, we first apply a spectral clustering algorithm to decompose
each of them into sub-components. Then, using seeds of abused domain names, we
filter out all sub-components with seeded domain names.

Next, we simply describe the spectral clustering algorithm used in algorithm GSCS.
The key step in the spectral clustering algorithm is computing similarity matrix. In this
paper, we construct similarity matrix using weight of edge, and the weight is defined by

Algorithm GSCS (Graph based Spectral Clustering with Seeds)
Input:    Wildcard domains

IPs: destination IPs of wildcard domains
   Seeds: Abused domain name seeds
Output: Abused Clusters: Clusters of abused domain names
1. G = Bulid_graph(Wildcard domains, IPs)
2. P = Projection(G)
3. for each connected component of P do
4. if ns_consistency_score < confidence_threshold then 
5. sub_component = Spectral_cluster(component)
6. for each element of sub_component do
7. if seed in element  then 
8. Move element to Abused Clusters 
9. end
10.     end 
11.    else 
12. Move component to Abused Clusters 
13.    end 
14. end
15.return Abused Clusters
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weight ¼ 1� D1�D2j j
T D1 � D2j j\T

1
jD1�D2j D1 � D2j j � T

(

Where, jD1 � D2j is the interval of registration date between every two domain
names. In detail, we extract the information of registration data from WHOIS data.
Additionally, we set T ¼ 30 based on results of several experiments and use X-means
to cluster nodes of domain names.

5.2 Evaluation

Based on the information of wildcard domain names, we first built a domain resolution
graph and its corresponding projection graph. Totally, we found 29,492 connected
components in the projection graph. Next, to evaluate the effectiveness of our GSCS
algorithm, we varied confidence threshold of the consistency score and seed size. In
experiments, we set the threshold to 0.6, 0.7 and 0.8 respectively. Under the condition
of each value, we randomly selected seeds from the abused wildcard domain name list,
and set the seed size range from 1% to 10% with a step length of 1%. Then we
calculated the true positive rate (TPR) and the false positive rate (FPR) based on
different groups of seeds that are arranged in order of size. Finally, we found that both
TPR and FPR increase with the size of seeds, and we drew the ROC of GSCS with
different thresholds in Fig. 4. We can see that the performance when threshold is set to
0.8 is better than the performance when threshold is set to the other two values.
Especially, when setting threshold to 0.8 with 5% seed domain names, we can get 86%
TPR with 3% FPR. We can also see that, when we set a small seed size, we get low
TPR and FPR. Because the graph is composed of many isolated components, the
smaller seed size we set, the more components are discarded. Conversely, the smaller
threshold we set, the more components are considered, so FPR will go higher. How-
ever, when the seed size goes higher than 5%, TPR will nearly not increase while FPR
will still get higher. So, threshold 0.8 and seed size 5% should be appropriate choices
for our GSCS algorithm.
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For false positives, we found that most of them belonged to Error or Unclassified
categories mentioned in Subsect. 4.1. For example, when setting threshold to 0.8 with
5% seeds, there were 2,171 false positives. However, we found about 70% of them
belonged to Error or Unclassified categories, which suggests that these domain names
would have been used as abused domains before they were discarded.

To further analyze the effectiveness of our detection method, we make a compar-
ison with BP algorithm, which is often used in the field of graph analysis and has also
been used to detect malicious domain names [6, 9]. In this paper, we used the abused
wildcard domain names and normal wildcard domain names collected from our data as
ground truth, and we assigned priors to graph nodes and edge potential matrices
according to [6], which are shown in Tables 5 and 6.

In our comparison experiments, we also set the seed size range from 1% to 10%
with a step length of 1%, and we found both TPR and FPR increase with the size of
seeds, as those in GSCS do. For the convenience of study, we show the results of BP in
Fig. 4. We can see that our proposed method outperforms BP for the task of abused
wildcard domain names detection. In detail, when using the same 5% seed domains
used in GSCS, BP only obtained 72% TPR with 5.3% FPR. After analyzing, we found
the factor of isolated components is a key reason leading to this inferior performance.
Because we use a small number of seeds lying in several isolated components, other
components without seeds cannot get information of propagation from these compo-
nents with seeds.

From the above results and analysis, we can conclude that our GSCS algorithm is
an effective solution to detect abused wildcard domain names.

6 Related Work

Wildcard Domain Names. Wildcard record is a type of RRs, which has been widely
used in the Internet. Now, several studies have been proposed and focused on security
implications of wildcard domain names. Du et al. [2] conducted the first comprehensive

Table 5. Priors assigned to a domain node

Node P (Abused) P (Normal)

Abused 0.99 0.01
Normal 0.01 0.99
Unknown 0.5 0.5

Table 6. Edge potential matrices

Abused Normal

Abused 0.51 0.49
Normal 0.49 0.51
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investigation on wildcard domain names used for blackhat SEO technique called
“spider pool”. Based on DNS zone files, their research shows 17.8% of all domain
names are wildcard domains and 19.1% wildcard domain names are used for spider
pool. Similarly, based on DNS zone files and known malicious domain lists, Kalafut
et al. [3] studied the prevalence of wildcard DNS configuration and showed that it is
broadly involved in malicious behaviors. In addition, several studies also briefly
mentioned usage of wildcard domain names. Liu et al. [10] mentioned that wildcard
records were also used to spawn shadowed domains, which are malicious subdomains
under legitimate domains compromised by miscreants. Sharifnya et al. [11] found
wildcard records used in botnet to resolve to a C&C server.

Although wildcard domain name has been widely used, now the study has still not
paid much attention to it. And there is no comprehensive study to analyze abused
wildcards usage based on user request data. So our study can be regarded as a com-
plementary research on wildcard domain names.

Graph-Based Detection Method. As DNS data has the characteristics of graph,
graph-based methods have been proposed to detect malicious or abused domain names.
In general, graph-based methods can be divided into two categories, including hosts-
domains graph and domain resolution graph. For hosts-domains graph, Lee et al. [5]
proposed GMAD, a graph expressing DNS query sequences, to detect infected clients
and malicious domain names. Using event logs collected by enterprises, Manadhata
et al. [6] constructed a host-domain graph to detect malicious domain names. For
domain resolution graph, Berger et al. [7] proposed a detection system called DNSMap
to detect malicious website using dynamic FQDN-to-IP address mappings. In addition,
to infer the maliciousness of unknown node in graph, some researchers chose to use BP
algorithm [6, 9, 12]. To distinguish an abused wildcard use from a benign one, we
proposed a detection method referencing graph idea.

7 Conclusion

In this paper, we first performed comprehensive analysis on wildcard domain names.
Being different with former works that use DNS zone file data and domain name
blacklists, our work is based on real DNS query logs and information of web content
and WHOIS. We found that 153,163 (17%) domain names in our dataset were wildcard
domain names. Our important findings from the analysis include: (1) the proportion of
abused domain names (i.e., domain names related to pornography and online gambling
contents) in wildcard domain names is much higher than that in non-wildcard domain
names (22.5% versus 4.4%); (2) abused wildcard domain names have remarkably
higher risks in security than normal wildcard domain names. Then, based on the
analysis, we proposed an effective algorithm named GSCS to detect abused wildcard
domain names. GSCS first uses a domain graph to study the similarities of abused
wildcard domain names’ resolution behaviors, and then applies spectral clustering
algorithm and seed domains to detect abused wildcard domain names. Experiments on
real datasets indicate that GSCS can get about 86% detection rates with 5% seed
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domains, performing much better than BP algorithm. Future work will focus on further
improving the detection rate by applying more machine learning methods with several
datasets and more entries.
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Abstract. Many scientific communities have adopted community-based
models that integrate multiple components to simulate whole system
dynamics. The community software projects’ complexity, stems from
the integration of multiple individual software components that were
developed under different application requirements and various machine
architectures, has become a challenge for effective software system under-
standing and continuous software development. The paper presents an
integrated software toolkit called X-ray Software Scanner (in abbrevia-
tion, XScan) for a better understanding of large-scale community-based
scientific codes. Our software tool provides support to quickly summarize
the overall information of scientific codes, including the number of lines of
code, programming languages, external library dependencies, as well as
architecture-dependent parallel software features. The XScan toolkit also
realizes a static software analysis component to collect detailed structural
information and provides an interactive visualization and analysis of the
functions. We use a large-scale community-based Earth System Model
to demonstrate the workflow, functions and visualization of the toolkit.
We also discuss the application of advanced graph analytics techniques
to assist software modular design and component refactoring.

Keywords: Application software analysis · Community-based code ·
Code modulation · Code refactoring

1 Introduction

Many scientific communities have employed community-based models to simu-
late complex dynamics [8,22]. These community-based models usually adopted
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open modeling and open coupling infrastructure, and integrated many individ-
ual components to address community-driven scientific questions. Since these
models are developed by multidisciplinary communities over a variety of high-
performance computational facilities [8], close collaborations and continuous
communications among many domain science groups and computational sci-
ence groups are required for improving model understanding and development.
To this end, we present a software toolkit to facilitate the understanding of
these complex software systems and layout some considerations on further code
migration and refactorization. We design and develop a static software analy-
sis tool, which is named as X-ray Software Scanner (i.e., XScan). The XScan
toolkit can collect an array of software specific information related to overall
source code meta data, third-party library requirements/dependencies, major
HPC software features, and detailed function relationship. XScan consists of
four components (see Fig. 1): (1) an integration with CLOC [3] to provide infor-
mation about the used high level programming languages and number of lines of
code in each programming language (Sect. 2.1.1); (2) a CMake [13] based anal-
ysis component to reveal what external third-party libraries are required by an
open-source community project and their dependency relationship (Sect. 2.1.2);
(3) an HPC-specific query language (Feature Query Language FQL) and compo-
nent to search for HPC hardware and architecture features that are required by
an open-source project (Sect. 2.1.3); and (4) a Doxygen [24] based data collector
to collect function-relevant information and build graphs to facilitate big graphs
and networking analysis targeting software engineering problems (Sect. 2.2).

Fig. 1. Architecture of the XScan toolkit.

Finally, for the demonstration purpose, we apply the XScan toolkit to collect
the overall information and structural relationship of an open-source community
Earth System Modeling system, called Exascale Energy Earth System Model
(E3SM). Mainly funded by US Department of Energy, E3SM is a computation-
ally advanced coupled climate-energy model to investigate the challenges posed
by the interactions of weather-climate scale variability with energy and related
sectors.
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2 Methodology

Figure 1 shows the architecture of our XScan toolkit, whose four components can
be classified into two categories: (1) Components to show overall information of
source code, and (2) Components to show function relationship information. The
two categories will be described in the following two subsections, respectively.

2.1 Category 1: Overall Information of Source Code

2.1.1 Language and Size

The very first step of software system understanding is to present the information
about a community project’s size and programming languages. There are several
existing tools available for code size evaluations, such as CLOC (Counting Lines
Of Code) [3], Sonar [19] and SLOC [25]). We incorporates CLOC to XScan to
provide the language and size information because CLOC consists of a single
Perl file and can be executed on any machine. With CLOC, XScan can measure
the lines of source code for a variety of languages, and can differentiate between
the actual code, blank lines, code crossing multiple lines, and comment lines
for each programming language. We consider it a convenient feature for XScan
users.

2.1.2 External Library Dependency

In addition to the programming language and size information, it is important
for community users to know what third-party libraries are needed by the open-
source code. Since physically installing open-source projects is often challenging
and time-consuming, we target designing a module (inside XScan) to parse and
analyze the project’s build systems (e.g., Makefile [20], CMake [13], Autoconf
[12]) to automatically collect the library dependency information. This quick
scan functionality is particularly useful when users are evaluating many choices
of open source software and considering distinct computer architectures.

Fig. 2. Workflow of the CMake analyzer.
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In this paper, we choose CMake as an example to achieve the objective
without any physical software installation. CMake is an operating system inde-
pendent tool for building and testing software. By modifying a configuration file
(commonly named as CMakeLists.txt), developers are able to control the whole
building process on most systems.

We design and develop a “CMake Analyzer” module in XScan, which scans
all the CMakeLists.txt files in an open-source software project, and finds all the
needed external libraries and identifies the dependency relationship among the
detected libraries.

The design of CMake Analyzer is shown in Fig. 2, in which ellipses represent
the data exchanged between software components meanwhile rectangles repre-
sent the software components. CMake Analyzer works in the following three
steps: (1) Search for CMake files by using the CMakeLists.txt Finder compo-
nent (see Fig. 2); (2) Scan the CMake files and identify the needed external
libraries by the External Library Finder component; And (3) Use the Parent
Library Finder and Parent Library Marker components to search and mark the
parent of each needed library. The final output is a dependency graph for all the
libraries.

2.1.3 Query Software Features

User community may want to understand special characteristics of the complex
community projects. We defined these special characteristics as “features” of
these community projects. For example, the user who are interested in high
performance computing (HPC), may ask whether MPI or GPU is used by the
code. To answer these questions, we created a new language, called Feature
Query Language (FQL) [26] to describe the user’s questions. It is an extensible
and flexible language. Users can translate their questions to a query quickly
when they know the keywords of a feature. Next, we design and implement a
program parser to parse and execute the FQL queries. We also provide a number
of predefined queries for commonly asked HPC related feature questions. By
executing those queries, the FQL component can provide users with an overview
of the HPC features in the community project.

2.2 Category 2: Function Relationship of the Source Code

It is important to gather function relationship information, from which users can
gain insights into the internal structure of a community project.

XScan uses Doxygen [24] as a lower-level internal library to collect detailed
information including code structure, function dependency, class inheritance
relations as well as collaboration diagrams. Instead of using Doxygen as a GUI
tool that generates documentation for projects, we call the Doxygen library and
API directly to create an in-memory software-data repository, and perform in-
situ graph partitioning, coloring, and data analysis.

Figure 3 shows an overview of the in-memory Doxygen-enhanced Analyzer,
which consists of three major parts: (1) Data Collection (i.e., the large blue
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Fig. 3. Workflow of Doxygen-Based software analyzer (Color figure online)

rectangle on the upper left in Fig. 3), (2) Doxygen API (the large yellow rectangle
at the bottom), and (3) Data Presentation and Analysis (the blue rectangle on
the upper right). The following subsections will describe them in more details.

2.2.1 Data Collection and the Doxygen API

Data Collection: The input is a configuration file to configure Doxygen. Next,
Data Collector calls the Doxygen APIs (shown in the yellow box) to obtain
information of the code. In our implementation, Data Collector first calls init-
Doxygen(), then calls readConfiguration to read the configuration file, and finally
calls generateOutput to generate the output.

Function Dictionary: The generateOutput function yields a Function Dictionary,
which is stored in an in-memory data structure. In XScan, we need to know each
function’s function name, caller, module name and location. All of them are
stored in this data structure. Because any information can be found by looking
up the in-memory Function Dictionary data structure, XScan can perform fast
graph and network data analytics efficiently in an in-situ manner.

Data Parser: Finally, XScan converts the code information stored in Function
Dictionary to different graphs. The output graphs are stored in the Dot format
[5]. Note that a Dot file can be read by many graph visualization tools.

2.2.2 Data Presentation and Analysis

This last part is responsible for reading the graphs generated from Data
Parser, and using the open-source graph visualization tool Gephi [2] to visu-
alize them with different layouts. These graphs will also be processed by using
big graph/network analysis tools to facilitate software engineering code opti-
mization, redesign and refactoring.

3 Case Study

In this section, we first introduce an Earth System Model. Then, we show the
general code information of the model using XScan functions stated in Sect. 2.1.
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After that, we present different function call graphs generated by the Doxygen-
based Software Analyzer within XScan. Preliminary data analyses based on those
graphs are also demonstrated at the end of the section.

3.1 The E3SM Application

The Energy Exascale Earth System Model (E3SM) is a computationally
advanced coupled climate-energy model to investigate the challenges posed by
the interactions of weather-climate scale variability with energy and related sec-
tors [8]. E3SM is a 3D (plus time) computer-based general-circulation model that
uses mathematical formulas to simulate the chemical and physical processes that
drive Earth’s climate. Being extraordinarily sophisticated, E3SM can be used to
study phenomena ranging from the effect that an ocean surface temperature
has on tropical cyclone patterns to the impact of land use on carbon dioxide
concentration in the atmosphere.

Currently, E3SM contains several major community model components to
simulate Earth systems: Atmosphere, Ocean, Land, Glacier, and Sea Ice. E3SM
also provides a complicated system script tool, which allows science-oriented
modelers to automatically reconfigure, compile, build, and submit jobs. It is
an extremely valuable feature in helping E3SM users conduct computational
experiments on various high-end computers.

3.2 Overall Source Code Information of E3SM

3.2.1 Language and Code Size

We use XScan/CLOC to check the overall information about E3SM’s source
code with respect to the source code size and programming languages. As listed
in Table 1, the top ten programming languages used in E3SM (from the most to
least) are FORTRAN 90, HTML, XML, C, Perl, Python, Tex, Fortran 77, Shell,
and CMake. FORTRAN 90 is the most used programming language. There are
2184 FORTRAN files and nearly 1 million lines of FORTRAN code (excluding
comments and empty lines), while HTML is mainly used for the documentation
purpose.

3.2.2 External Library Dependencies

XScan is applied to scan the required third-party libraries for E3SM. Figure 4
shows the external libraries needed by E3SM. From the XScan-generated graph,
we can see that E3SM needs more than ten external libraries, which include
the data library NetCDF, message passing library MPI, numerical libraries of
LAPACK, timing library GPTL, scientific application library Trillinos, scientific
simulation library Zoltan, and program instrumentation library Extrae. We may
also notice that MPI appears twice in the graph as it is used by both GPTL and
the main program of E3SM.
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Table 1. Top 10 programming languages inside the E3SM source code package

Detected language Number of files Number of lines of the code

Fortran 90 2,184 934,296

HTML 429 158,640

XML 307 85,785

C 124 46,245

Perl 156 37,860

Python 240 34,786

Tex 171 23,596

Fortran 77 70 21,118

Bourne Shell 236 20,598

CMake 213 6,125

Fig. 4. CMake analyzer results of E3SM via XScan.

3.2.3 HPC Specific Features in E3SM

We apply XScan/FQL to extract HPC related features that are used and required
by E3SM. The HPC results obtained by executing related FQL queries are listed
in Table 2.

From the table, we find that MPI, OpenMP and OpenACC are all employed
by the E3SM project. We can also find further information about how E3SM
uses MPI, OpenMP, and OpenACC. For instance, E3SM uses the MPI Cartesian
topology, one-sided communication and MPI I/O techniques. E3SM is written
mainly in the FORTRAN language meanwhile using the C language for system
level functions, such as parallel I/O and string handling. Also, please note that
OpenMP is not listed in previous Fig. 4 since recent GCC compiler has the full
support of OpenMP.
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Table 2. FQL result of the E3SM.

3.3 Presentation and Exploration of Code Function Relationship
in E3SM

In this section, we present two sets of graph results generated by XScan for
the E3SM project: Partitioned function graphs computed by Doxygen-enhanced
Software Analyzer, and Preliminary data analysis results on investigating soft-
ware modularity.

3.3.1 Different Presentations of Source Code Function Graphs

Figure 5 presents the global function-call graph for the E3SM project. In this
graph, different functions have different colors which are decided by their res-
ident directories. As shown in the figure, the directory /components/cam has
the largest number of functions (i.e., the green nodes). Moreover, the functions
located in directory /cime—which are shown as the red nodes and working as the
coupler to combine different models—have many connections with other colored
nodes.

Fig. 5. Global function graph for the E3SM project. (Color figure online)
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Next, we want to dive into the specific /components/cice directory to inves-
tigate the function relationship in the CICE component. For example, Fig. 6a
shows a colored function graph for the CICE component only, based on each
function’s subdirectory location. Since there are four sub-directories in CICE,
the function graph has four colors.

Finally, we use XScan to study how a software module of interest can interact
with other modules. By using the identical set of vertices and edges as Fig. 6a,
Fig. 6b focuses on the module of ice forcing, and reveals its interaction with
other modules. In Fig. 6b, all the nodes that have no connection with the module
ice forcing are colored in the grey color. The rest of the nodes (i.e., with colors)
are colored separately based on their corresponding module names. As shown in
the figure, nine modules have interactions with the ice forcing module.

Fig. 6. Different colored function graphs for the CICE component of E3SM. (Color
figure online)

3.3.2 Preliminary Graph Analysis Results

Here, we present our preliminary big graph data analysis results based on the
graph information collected by XScan. One purpose of the data analysis is to
help users better understand the software modularity, and assist users to make
good decision on software component refactoring. We use the CICE case again
to illustrate our data analysis approach.

As shown in Fig. 6, the CICE component has more than 50 modules. For the
purpose of demonstration, we abstract 13 modules as presented in Fig. 7. We
propose and make a few modifications to those nodes, using common software
engineering approaches, such as function encapsulation, merge, and function
interface redesign. For all the modifications, we check how graph modularity
score are changed. Graphs with higher modularity scores are more modular with
denser connections inside the module and sparser connections between modules.
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Fig. 7. Partial function graph for CICE before merging interface functions. (Color
figure online)

In Fig. 7, there are a certain number of functions (presented as nodes in the
graph) that have edges connected with other modules. We call them interface
functions of a module. We can merge the interface functions of the module
ice timers as shown in the red rectangle box. It is an action to mimic the function
encapsulation and interface redesign. As a result, the new graph is more modular
with its modularity score improved from 0.649 to 0.66. On top of that, we further
combine the interface functions of module ice forcing, which is shown in the big
rectangle box on the top of the figure. The modified new graph is even more
modular with its modularity score rising to 0.71. Therefore, we can conclude
that merging the interface functions of a module is able to make open source
software more modular.

Currently, we only apply the modularity metric to evaluate the impact of
source code modifications. Our next research plans to design new metrics and
apply graphs analysis techniques to guide our further code developments, such as
using k-component analysis [15] to estimate the difficulties of module refactoring.

4 Related Work

A number of tools have been developed to collect various kinds of overall code
information. For example, a few tools can analyze a project’s code size and
languages by scanning the source code [3,19,25]. Certain tools like the Scan-
Code toolkit [18] and fossology [6] can provide the software license, copyright,
dependency and other kinds of information of the code. By integrating other
third party package managers (e.g., MAVEN, PIP, NPM) and code scanners
(e.g., Licensee [11], ScanCode), OSS Review toolkit can tell user dependencies
of different open-source libraries of the project [21].

Function call graph is commonly used to represent the calling relationship
between different functions [17]. Many tools such as Doxygen [24], CFlow [16]
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and Egypt [4], are developed to statically extract the relationship. There are also
many different ways to use the function-call graph. For example, some researchers
analyze the software change impacts by checking the transitive closure of the
function-call graph [1,9]. Function-call graph based reverse engineering work,
such as the work of Mitchell et al. [14] and Vassilios et al. [23], can abstract the
structure of software by applying clustering based machine learning algorithms
to function call graphs.

5 Future Work

In the next phase, we will further enhance the in-memory software analyzer to
collect more information (such as global variable, data context, data aliases)
from static software analysis and to help users to evaluate the complexity of
scientific software projects. We will apply graph algorithms and graph analysis
tools (such as networkX [7] and SNAP [10]) to the software function graphs to
estimate efforts to factorize a submodule as well as the workload to combine sub-
modules from multiple different software to build an integrated software system.
We will also look into the methods to estimate the effort of migrating software to
a new platform. For instance, we can list modules, functions, and libraries (i.e.,
both internal and external) that need to be modified. Furthermore, with the vast
collection of software information, we can transform the software understand-
ing problem into software optimization problem. Then, we will apply machine
learning approaches (such as reinforcement learning) to aid users in optimizing
software structure and functional redesigns.
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Abstract. The expected high levels of parallelism together with the
heterogeneity and complexity of new computing systems pose many chal-
lenges to current software. New programming approaches and runtime
systems that can simplify the development of parallel applications are
needed. Task-based runtime systems have emerged as a good solution
to cope with high levels of parallelism, while providing software porta-
bility, and easing program development. However, these runtime sys-
tems require real-time information on the state of the system to prop-
erly orchestrate program execution and optimise resource utilisation. In
this paper, we present a lightweight monitoring infrastructure developed
within the AllScale Runtime System, a task-based runtime system for
extreme scale. This monitoring component provides real-time introspec-
tion capabilities that help the runtime scheduler in its decision-making
process and adaptation, while introducing minimum overhead. In addi-
tion, the monitoring component provides several post-mortem reports as
well as real-time data visualisation that can be of great help in the task
of performance debugging.
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1 Introduction

The increase in size and complexity of upcoming High Performance Comput-
ing (HPC) systems pose many challenges to current software. Upcoming, and
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already existing, HPC infrastructures contain heterogeneous hardware with mul-
tiple levels of parallelism, deep memory hierarchies, complex network topolo-
gies and power constrains that impose enormous programming and optimisation
efforts. Thus, new high-productivity, scalable, portable, and resilient program-
ming approaches are needed.

Task-based runtime systems have emerged as a good solution for achieving
high parallelism, performance, improved programmability, and resilience. Proof
of that is the amount of new task-based runtimes that have appeared in the HPC
landscape in recent years, e.g. HPX [11], Legion [3], StarPU [2], or OmpSs [5]
among others.

The AllScale project tries to settle in the HPC runtime landscape as a new
solution that provides a unified programming interface for parallel environments.
One key aspect differentiating AllScale against other existing runtimes is that
it is heavily based on recursive parallelism to diminish the amount of global
synchronisation present in classical parallel approaches. Reducing thereby one
of the main factors that hinders scalability.

In this paper, we give an overview of the AllScale toolchain as well as an
extensive characterisation of one of its key components, the AllScale Monitoring
Component. This monitoring framework provides introspection capabilities such
as real-time performance data visualisation and real-time performance feedback
to the AllScale Runtime Scheduler. In addition, it can also provide several per-
formance reports suited for post-mortem performance debugging. Furthermore,
even though the monitoring component presented in this paper has been espe-
cially designed for the AllScale Runtime, it can easily be decoupled and adapted
to any other task-based runtime system.

The paper is structured as follows: Sect. 2 provides an overview of the AllScale
project; the AllScale Monitoring Component is described in depth in Sect. 3;
Sect. 4 provides a detailed evaluation of the monitoring component; related work
is described in Sect. 5, and finally, conclusions and future work are presented in
Sect. 6.

2 AllScale Overview

2.1 Vision

The AllScale project pursues the development of an innovative programming
model supported by a complete toolchain: an API, a compiler, and a runtime
system. AllScale is strongly based on recursive programming in order to over-
come inherent limitations that nested flat parallelism presents, for example, the
use of global operations and synchronisation points that limit the scalability of
parallel codes. Moreover, AllScale aims to provide a unified programming model
to express parallelism at a high level of abstraction using C++ templates. In
that way, problems imposed by the use of multiple programming models can be
mitigated, for example, the need of expertise in complementary models such as
MPI, OpenMP, or CUDA. Furthermore, by using a high level of abstraction to
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express parallism, problems such as the need to design the algorithm based on
the underlying hardware can be mitigated too.

2.2 Architecture

The AllScale toolchain is divided into three major components: an API, a com-
piler, and a runtime system. The AllScale API, based on the prec operator [10],
provides a set of C++ parallel operations such as stencils, reductions, and paral-
lel loop operations, as well as a set of data structures (arrays, sets, maps, etc.) to
express parallelism in an unified manner. AllScale applications can be compiled
with standard C++ tools, however, in order to take advantage of all the bene-
fits of the AllScale environment, the code has to be compiled with the AllScale
Compiler. The compiler, based on the Insieme source-to-source compiler [8],
interprets the API and generates the necessary code to execute the applica-
tion in the most optimal manner by the AllScale Runtime System. Finally, the
AllScale Runtime System [9] manages the execution of the application follow-
ing customisable objectives that can be defined by the user. This multi-objective
optimisation combines execution time, energy consumption, and resource utilisa-
tion, and thus, improves classical approaches where self-tuning during execution
is mainly based in execution time. In addition, the AllScale Runtime provides
transparent dynamic load balancing and data migration across nodes, and it is
the basis for the resilience, scheduler and performance monitoring components.
The AllScale Runtime System builds on top of the High Performance ParalleX
(HPX) runtime [11].

3 AllScale Monitor Component

The AllScale environment includes a monitoring framework with real-time intro-
spection capabilities. Its main purpose is to support the AllScale Scheduler in
the management of resources and scheduling of tasks. To this end, the AllScale
Monitor Component has been designed to introduce minimum overhead while
being able to continuously monitor the system and provide in real time the per-
formance information collected. In addition, the AllScale Monitoring Component
can also generate several post-mortem reports to help developers in the process
of performance debugging.

3.1 Performance Data

The AllScale Monitor Component collects several performance metrics on the
execution of tasks (WorkItems [8,9] in AllScale jargon). These WorkItems, which
can be hierarchically nested, are entities that describe the work that has to
be performed by the runtime system. The AllScale Monitor Component takes
control at the beginning and end of a WorkItem, and collects performance data
such as execution time or WorkItem dependencies (what WorkItems have been
spawned from within the current one). From these raw metrics, the monitoring
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component is also able to compute multiple derived metrics: execution time
of a WorkItem and all its children; percentage of exclusive and inclusive time
per WorkItem over total execution time; average execution time of all children
of a WorkItem; or standard deviation of the execution time for all children of
a WorkItem, among others. These derived metrics are computed on demand to
minimise the amount of overhead introduced into the application when collecting
the data. In other words, they are computed only if the scheduler requests them
or if a performance report that includes them has to be generated.

The metrics described above are collected in an event action basis, that is, the
collection is triggered by an event such as WorkItem start or stop for example.
However, the AllScale Monitor Component also samples many other metrics on
a per-node basis1, for instance, WorkItem throughput, memory consumption,
runtime idle rate, or CPU load, among others. The runtime idle rate is defined
as the percentage of time spent by the runtime in scheduling actions against the
time spent executing actual work. In addition, the AllScale Monitor Component
is able to sample HPX counters (HPX internal metrics) and PAPI counters.

Power is becoming an important constraint in HPC, and therefore, the
AllScale Monitoring Component can also provide power and energy consumed
on x86 platforms, Power8, and Cray systems. If power and energy measurements
are not available, the monitoring component is able to provide simple estimates.

3.2 Data Collection

The AllScale Monitor Component has been designed to introduce as minimum
overhead as possible. When an application starts, the AllScale Runtime system
creates a pool of worker threads that execute tasks as they are generated. These
WorkItems, which are then monitored by the AllScale Monitor, are very small
and thousands of them are executed in every run. Therefore, solutions where
each thread collects and writes its data to shared data structures do not work
due to heavy thread contention.

For this reason, the AllScale Monitor Component has been implemented fol-
lowing a multiple producer-consumer model with a double buffering scheme. All
runtime worker threads measure and keep their raw performance data locally.
Once their local buffers are full, they transfer the data to specialised monitor-
ing threads that process and store such data into per-process global structures.
The data have to be stored at a process level in order to facilitate the perfor-
mance introspection later on. Only the specialised monitoring threads write into
global data structures, and thereby, the contention is very low. Furthermore,
producers and consumers utilise a double buffering scheme, that is, while pro-
ducers create data in their buffers, consumers process data from an exclusive
buffer that nobody else accesses. When a consumer finishes processing its data,
it switches buffers with the next producer waiting to send data, and the process
starts again. Even though our system has the possibility to have more than one

1 Node defined as compute or cluster node.
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consumer thread, we have seen in our experiments than one specialised thread
per node is enough to process the amount of data generated.

The monitoring infrastructure also has another specialised thread responsible
for collecting metrics sampled on a per-node basis. This thread awakes at fixed
time intervals and collects performance metrics such as WorkItem throughput,
node idle rate, memory consumption, or energy consumed, among others.

The AllScale Monitor Component is also able to select the type of tasks
monitored, thereby, further reducing its overhead and memory footprint. In
AllScale, there are two types of WorkItems derived from the recursive paradigm
exploited in the runtime: splittable and processable. Splittable WorkItems are
tasks that are split and generate more tasks, they correspond to the induc-
tive case of the recursion. Processable WorkItems correspond to the base case
of the recursion, and are WorkItems that are not split anymore. The user can
configure the monitoring component to monitor only Splittable WorkItems, Pro-
cessable WorkItems, or both. In addition, the AllScale Monitor can also monitor
WorkItems to a certain level of recursion.

3.3 Execution Reports

The AllScale Monitor Component can generate text reports at the end of pro-
gram execution. These reports include raw measurements per WorkItem such as
exclusive time, i.e. execution time of the WorkItem, as well as several derived
metrics such as inclusive time per WorkItem, or mean execution time for all
children of a WorkItem.

The AllScale Monitoring Component can also generate task dependency
graphs, in other words, graphs with all the WorkItems executed by the runtime
and their dependencies. WorkItem dependencies are created when a WorkItem is
spawned from within another WorkItem due to the recursive model used. In our
task graphs, each node represents a WorkItem and contains WorkItem name,
exclusive execution time, and inclusive execution time. WorkItem graphs are
coloured by exclusive time from yellow to red, being yellow shorter execution
time and red longer execution time.

In addition, the monitoring framework can also generate heat maps with
processes in the Y-axis and samples in the X-axis. These plots allow the user to
inspect the evolution of certain metrics across processes and time, for example,
the node idle rate, the WorkItem throughput, or the power consumed.

3.4 Introspection and Real-Time Visualisation

The AllScale Monitor Component provides an API to access the collected per-
formance data in real time, while the application runs. As previously explained,
some performance measurements can be accessed directly whereas more com-
plex metrics are calculated on-demand to reduce the overhead introduced into
the application. Several of these on-demand metrics are computed recursively,
taking advantage of the task dependency graph stored in memory, for example,
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the total time of a WorkItem and all its children, or the average execution time
of the children for a certain WorkItem.

The AllScale Monitor Component provides a distributed global view of the
performance, that is, there is an instance of the monitoring component per node,
and each one of these instances can be directly asked for its performance data.
The introspection data can also be pipelined in real time via TCP to a web-server
based dashboard, the AllScale Dashboard. This dashboard can be accessed with
any available web browser.

The AllScale Dashboard provides two views as shown in Fig. 1, a global view
of the system, and a more detailed view per node. Figure 1a shows the overview
page of the system performance. In the upper part of the picture, the dashboard
presents the system wide total speed, efficiency, and power for all nodes. The
speed is the ratio of time doing useful work (executing WorkItems) against total
time at maximum processor frequency. Efficiency is the ratio of useful time
against the time at the current CPU speed and number of nodes used. Finally,
power is the ratio of current power consumed against total power at the highest
CPU frequency. Under each metric there is a slider bar that allows the user to
change the weight of each objective in the multi-objective optimiser, thereby,
being able to change the behaviour of the runtime in real time. The global score
in the right part of the frame indicates how well the three customisable objectives
(time, resource, power) are fulfilled. Finally, the frame also contains information
of the system task throughput.

The global view also contains plots that depict the speed, efficiency, and
power per node across time. Remember that this dashboard presents live infor-
mation so all these plots evolve in real time while the application runs. In the
right lower quadrant of the dashboard, we have a view on how the work is dis-
tributed across the system. Its dropdown menu allows the user to change in real
time the policy used by the runtime to distribute such work. Thereby, allowing
the user to observe how the work (and data) gets redistributed by changing the
scheduling policy. The distribution of data within the runtime is unfortunately
beyond the scope of this paper. This topic is covered in detail in [9].

Figure 1b shows the detailed view where performance data is depicted per
node. For every node we have the CPU load, the memory consumption, the
amount of data transferred through the network (TCP and MPI), speed, effi-
ciency and power, the task throughput, and the amount of data owned by the
node.

The AllScale Dashboard is a very powerful and convenient tool that can
speed up the development process, because it allows developers to see as soon as
they run the code the effect of source code changes. Furthermore, it also allows
developers to change in real time the behaviour of the runtime to explore how
the system behaves when changing different parameters.

The current version of the AllScale Dashboard uses one server that collects
information from all the nodes involved in the execution. We are currently work-
ing on more scalable solutions to be able to tackle high node counts, for example,
collecting the data in a tree manner, or having several hierarchically distributed
servers. We also want to explore how to improve the graphical interface for high
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(a) Dashboard global system view.

(b) Dashboard view with detailed metrics per node.

Fig. 1. The AllScale Dashboard showing performance data in real time while the appli-
cation runs.
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node counts, for instance, showing clusters of nodes instead of individual ones
in the dashboard.

4 Evaluation

4.1 Overhead

The AllScale Monitoring Component has been designed with focus on having as
minimum footprint in the system as possible to allow continuous performance
introspection. We evaluated its overhead with several experiments. In the first
set of experiments, we used a node with two 12-core E5-2690v3 Haswell and
512 GB of RAM memory, and run two benchmarks executing parallel loops that
perform a simple stencil. The first benchmark (chain test) is a sequence of par-
allel loops where each loop waits for the completion of the previous one. The
second benchmark (fine grain test), on the other hand, computes loops in par-
allel by only waiting for the part of the previous loop it actually depends on.
Both benchmarks were run with a grid of 128 × 1024 × 1024 elements and for
100 time steps.

Figure 2a shows the overhead introduced by the monitoring framework into
the stencil benchmarks running in 12, 24, and 48 logical cores (24 physical
cores with hyper threading). Overhead is computed as the percentage difference
in total execution time of the benchmark with and without the performance
monitoring. In the experiments, the monitoring component collected execution
time and dependencies for each WorkItem as well as node metrics every sec-
ond. The picture depicts the overhead for two different versions of the monitor-
ing component. First, an early naive implementation that we wrote where all
threads process their own performance data and write it into per-process data
structures. And second, our current producer-consumer implementation using a
double buffering scheme.

(a) Overhead with the stencil benchmarks (b) Overhead with iPIC3D

Fig. 2. Overhead introduced by the AllScale Monitoring Component. Naive is an early
implementation in which all threads process their own performance data. DB is the
producer-consumer model with double buffering.
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As can be seen in the picture, the overhead increases as we increase the
number of cores, especially in the naive implementation due to its high thread
contention. It is particularly bad for the chain benchmark, going from less than
0.5% to around 40%. In contrast, the overhead introduced when using our double
buffering implementation is much lower, being always less than 1%. We can also
see in the plot that there is a difference in the overhead between both bench-
marks. This difference is caused by the nature of each benchmark. While the
fine grain benchmark executes all the iterations in parallel, the chain bench-
mark imposes threads to wait for the previous iteration to be finished. This
synchronisation prevents the updates to the shared information to spread out,
increasing the contention in global data structures.

We also evaluated the overhead of the monitoring component using a real-
world application: iPIC3D [13], a Particle-in-Cell code for space plasma sim-
ulations that simulates the interaction of Solar Wind and Solar Storms with
the Earth’s Magnetosphere. In our evaluation we used sets of 8 × 106 particles
uniformly distributed, and run 100 time steps of the simulation.

Figure 2b shows the overhead introduced by both implementations of the
AllScale Monitoring Component. As can be seen in the picture, the naive imple-
mentation has a high overhead that increases rapidly with the number of threads
used. This naive implementation introduces more than 90% of overhead with 48
logical cores. Thus, demonstrating that classical implementations where each
thread processes its own data do not work in a scenario where lots of threads
execute a huge amount of small tasks. For the double buffering implementation,
the overhead is always smaller than 1%.

Figure 3 shows three different Paraver timelines of iPIC3D where we can
see how the monitoring infrastructure interacts with the application. Figure 3a
depicts two time steps of the application with the AllScale Monitoring turned
off. We can see in Fig. 3b how our current AllScale Monitor Component imple-
mentation does not affect the application. In contrast, Fig. 3c serves to expose
how the first naive approach we implemented affects the application execution
a lot.

We also performed distributed experiments in a Cray XC40 equipped with
two Intel Xeon E5-2630v4 Broadwell at 2.2 GHz and 64 GB of RAM per node.
Nodes were connected with an Intel OmniPath interconnect. Figure 4 shows the
running time of iPIC3D for different number of particles per node up to 64 nodes.
The graph contains for each number of particles the simulation time with and
without the monitoring infrastructure. The monitoring component used is the
producer-consumer version with double buffering. As can be seen in the picture,
the overhead of our monitoring component is negligible. It can also be observed
that in some cases the execution time with the monitoring component activated
is shorter than without monitoring. This can be explained by the fact that the
overhead is so small that it gets absorbed by the natural execution noise and
job execution time variability present in HPC systems.
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(a) WorkItem execution in iPIC3D without the AllScale Monitoring (24 cores)

(b) WorkItem execution in iPIC3D with the AllScale Monitoring using double
buffering (24 cores)

(c) WorkItem execution in iPIC3D with the naive implementation of the AllScale
Monitoring (24 cores)

Fig. 3. Paraver timelines for two iterations of iPIC3D. Y-axis contains threads and
X-axis time. Green is WorkItem execution. Black is outside WorkItem execution. (Color
figure online)

4.2 Use Case

As previously explained, the AllScale Runtime can optimise the execution of
applications regarding three different weighted objectives: time, resource, and
energy. The runtime contains a prototype of an optimiser module that imple-
ments the Nelder-Mead method [14] to search for the best set of parameters
that fulfil the objectives set. There are several parameters that the runtime can
tune while trying to fulfil such objectives, for instance, number of threads and
frequency of the processors used. The multi-objective optimiser uses the perfor-
mance data provided by the AllScale Monitor Component to guide this parame-
ter optimisation. It uses power consumed, system idle rate and task throughput
among others.

In this section, we demonstrate how the AllScale Runtime uses in real time
the introspection data collected by the AllScale Monitor Component to run an
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Fig. 4. Execution times for different configurations of particles per node with and
without the AllScale Monitor Component. Columns with the suffix -mon are the runs
with the monitoring infrastructure activated.

application as energy efficient as possible. To that aim, we run iPIC3D with three
different tests cases: one with a uniformly distributed set of particles in a nebula
(uniform case), one with a non-uniformly statically distributed set of particles
(cluster case), and finally, one with a non-uniformly dynamically changing set
of particles in an explosion (explosion case). We run the experiments in a node
with 2 Intel Xeon Gold processors (36 cores in total), and 16 × 106 particles.

In the experiments we gave the maximum weight to the energy objective, that
is, the runtime will try to optimise only by the energy consumed. To this end, the
runtime will dynamically tune the number of threads and the frequency of the
processors used. Figure 5 shows the power consumed for the three test cases while
running with and without the optimiser. The green line (label Power) shows
the power when running without any self-tuning using the ondemand governor
for the CPU frequencies. With the ondemand governor the operating system
manages the CPU frequencies. The purple line (label Power-opt) represents the
power consumed when using the optimiser with the energy objective. The blue
line shows the number of threads the runtime is using when the optimiser is
tuning the run.

We can see several things in the figure. First, we can see how the optimiser
starts always with the maximum number of threads and changes it until it finds
an optimal value. Second, it is noticeable that even though the runs without
optimisation (green line) consume much more power, they are much shorter.
In terms of total energy consumed, in the explosion case, the version using the
optimiser consumes a total of 4,066.97 J compared to 5,400.48 J without it. For
the cluster case the numbers are 3,758.3 J with the optimiser against 3,696.75 J
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without it. Finally, for the uniform case, the run with the optimiser consumes
3,197.12 J against 2,064.93 J without it. As can be seen from the numbers, the
current optimiser prototype does not find an optimal configuration for the cluster
and uniform cases. Figure 5c for example, shows how the optimiser does not find
an optimal thread number and keeps changing it during the whole execution.
Thus, further investigation on why the current optimiser prototype does not find
optimal solutions for these two test cases is needed. It is important to remark
however that thanks to the AllScale Monitor Component we have been able to
detect the bad behaviour of the optimiser module, thereby, being able to warn
their developers and helping them to improve it.
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(b) iPIC3D cluster case
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(c) iPIC3D uniform case

Fig. 5. Power consumed by iPIC3D when running with (power-opt line) and without
(power line) the AllScale Multi-objective Optimiser.

5 Related Work

Performance observation and analysis is a topic extensively explored in HPC.
There are many tools that can be used for post-mortem performance analysis of
parallel applications, e.g. Paraver [15], Score-P [12], Scalasca [6], or TAU [17].
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These tools are really useful to detect and optimise performance problems, how-
ever, they were designed for post-mortem analysis and are not sufficient for
continuous monitoring introspection. In contrast, our monitoring component is
not a stand-alone tool but a runtime system component, which cannot provide
the same level of performance detail as the previous tools, but allows continuous
monitoring introspection with very low overhead.

Most state-of-the-art runtime systems include means to generate performance
reports for post-mortem analysis. StarPU [2] uses the FXT library [4] to generate
Pajé traces and graphs of tasks. Legion [3] provides profiles and execution time-
lines with performance data of the tasks executed by the runtime. OmpsSs [5]
generates Paraver [15] traces with Extrae. It also provides task dependency
graphs in pdf format. APEX [7] generates performance profiles that can be
visualised with TAU [17].

Nevertheless, classical post-mortem techniques will not suffice in the Exas-
cale era. Real-time introspection capabilities are a requirement for performance
tuning and adaptation. Thus, several performance tools and task-based runtimes
implement introspection strategies. Tools such as the work of Aguilar et al. [1]
or Score-P [12] include online introspection capabilities. However, these tools
are mainly designed for MPI monitoring. The runtime Legion [3] contains task
mappers that can request performance information to the runtime while the
application runs. OmpSs has an extension to use introspection data to guide the
process of task multi-versioning [16]. StarPU provides an API to access perfor-
mance counters from the runtime.

6 Conclusions and Future Work

The path to Exascale brings new challenges to scalability, programmability,
and performance of software. Future systems will have to include performance
introspection to support adaptivity and efficient management of resources. In
this paper we have presented the AllScale Monitor Component, the monitoring
infrastructure included within the AllScale Runtime. This monitoring frame-
work provides real-time introspection to the AllScale Scheduler with minimum
overhead as we have demonstrated. We have also shown that real-time intro-
spection capabilities are very useful to orchestrate application execution as well
as to analyse the performance of the system in real time. Thus, speeding up the
development process because performance deficiencies can be detected almost
instantly, without the need to wait until the end of a long running job for exam-
ple. In addition, the monitoring framework is self-contained, so it can be easily
decoupled and used in other runtimes.

As future work, we want to further investigate the use of historical perfor-
mance data together with real-time introspection data to help in the decision-
making process of the scheduler. We are also working in improving the scalability
of the dashboard server as well as the scalability of its graphical interface.
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2 Université de Lille, CNRS/CRIStAL, Lille, France
nouredine.melab@univ-lille.fr

Abstract. Parallel tree search algorithms offer viable solutions to prob-
lems in different areas, such as operations research, machine learning
and artificial intelligence. This class of algorithms is highly compute-
intensive, irregular and usually relies on context-specific data structures
and hand-made code optimizations. Therefore, C and C++ are the lan-
guages often employed, due to their low-level features and performance.
In this work, we investigate the use of Chapel high-productivity language
for the design and implementation of distributed tree search algorithms
for solving combinatorial problems. The experimental results show that
Chapel is a suitable language for this purpose, both in terms of per-
formance and productivity. Despite the use of high-level features, the
distributed tree search in Chapel is on average 16% slower and reaches
up to 85% of the scalability observed for its MPI+OpenMP counterpart.

Keywords: Tree search algorithms · High productivity · PGAS ·
Chapel · MPI+OpenMP

1 Introduction

Tree-based search algorithms are strategies that implicitly enumerate a solution
space, dynamically building a tree. This class of algorithms is often used for the
exact resolution of permutation combinatorial optimization problems (COP) and
offers viable solutions to problems in different areas, such as operations research,
artificial intelligence, bioinformatics and machine learning [15,19]. As the deci-
sion version of permutation COPs are usually NP-Complete, the size of problems
that can be solved to optimality is limited, even if large-scale distributed com-
puting is used [9,16]. In this sense, it is expected that exascale computers are
willing to allow a significant decrease in the execution time required to solve
COP instances to optimality. However, such large scale systems are going to be
complex to program, and efforts towards programmability are crucial for better
exploiting this future generation of computers [2,13].
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Tree-based search algorithms are compute-intensive and highly irregular,
which demands hand-optimized data structures for efficient search and load
balancing [6,14,17]. Thus, high-productivity languages are not often employed
within the scope of tree search, as they historically suffer from severe perfor-
mance penalties [11]. Instead, this kind of application is frequently written in
either C or C++, due to low-level features present in both languages [5,9].

Chapel is a productivity-aware programming language for high-performance
computing that is competitive to both C-OpenMP and C-MPI+OpenMP in
terms of performance, considering different benchmarks [8]. The objective of
the present research is to investigate Chapel’s features to design and implement
distributed tree search algorithms for solving permutation combinatorial prob-
lems. To the best of our knowledge, the present research is the first one that
investigates the use of a high-productivity language for this purpose.

The experimental results show that Chapel is a suitable language for the
design and implementation of distributed tree search algorithms, both in terms
of performance and productivity. It is possible to conceive a distributed tree
search algorithm starting from its multicore counterpart by adding few mod-
ifications. The distributed algorithm performs load balancing among differ-
ent computer nodes and also uses all CPU cores that a computer node has.
Despite the high level of its features, the distributed tree search in Chapel is
on average 16% slower and reaches up to 85% of the scalability achieved by its
C-MPI+OpenMP counterpart. Finally, the distributed load balancing strategies
provided are effective: the dynamic load balancing version is up to 1.5× faster
than its static counterpart.

The remainder of this paper is structured as follows. Section 2 brings back-
ground information and related works. The distributed tree-based search in
Chapel is detailed in Sect. 3. Section 4 presents a performance evaluation. Then,
Sect. 5 brings a discussion in terms of performance, programmability, and limi-
tations of Chapel for programming distributed tree search algorithms. Finally,
conclusions are outlined in Sect. 6.

2 Background and Related Works

2.1 The Chapel Programming Language

Chapel is an open-source parallel programming language designed to improve
the programmability for high-performance computing. It incorporates features
from compiled languages such as C, C++, and Fortran, as well as high-level
elements related to Python and Matlab. The parallelism is expressed in terms of
lightweight tasks, which can run on several locales or a single one. In this work,
the term locale refers to a symmetric multiprocessing computer in a parallel
system [10].

In Chapel, both global view of control flow and global view of data structures
are present [8]. Concerning the first one, the program is started with a single
task and parallelism is added through data or task parallel features. Moreover,
a task can refer to any variable lexically visible, whether this variable is placed
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in the same locale on which task is running, or in the memory of another one.
Concerning the second one, indexes of data structures are globally expressed,
even in case the implementation of such data structures distributes them across
several locales. Thus, Chapel is a language that realizes the Partitioned Global
Address Space (PGAS) programming model [1].

Finally, indexes of data structures are mapped to different locales using distri-
butions. Contrasting to other PGAS-based languages, such as UPC and Fortran,
Chapel also supports user-defined distributions [7].

2.2 Tree-Based Search Algorithms

Tree-based search algorithms are strategies that implicitly enumerate a solution
space, dynamically building a tree [15]. The internal nodes of the tree are incom-
plete solutions, whereas the leaves are solutions. Algorithms that belong to this
class start with an initial node, which represents the root of the tree, i.e., the
initial state of the problem to be solved. Nodes are branched during the search
process, which generates children nodes more restricted than their parent node.
Generated nodes are evaluated, and then, the valid and feasible ones are stored
in a data structure called Active Set.

At each iteration, a node is removed from the active set according to the
employed search strategy [19]. The search generates and evaluates nodes until
the data structure is empty or another termination criterion is reached. If an
undesirable state is reached, the algorithm discards this node and then chooses
an unexplored (frontier) node in the active set. This action prunes some regions
of the solution space, keeping the algorithm from unnecessary computation. The
degree of parallelism of tree-based search algorithms is potentially very high, as
the solution space can be partitioned into a large number of disjoint portions,
which can be explored in parallel.

As these algorithms are compute-intensive, diverse strategies have been used
for improving performance, such as instruction-level parallelism, architecture-
specific code optimizations and problem-specific data structures [6,12,14,17].
Thus, parallel tree-based search algorithms are frequently written in C/C++,
due to their low-level features and supported parallel computing libraries [5].
In the context of distributed algorithms, the same performance-aware strate-
gies are combined with distributed programming libraries for implementing load
balancing and explicit communication between processing nodes [9,16,18]. As a
consequence, programming distributed tree search algorithms can be challenging
and time-consuming.

3 Distributed Tree-Based Search Algorithms in Chapel

A major objective of Chapel concerning productivity is allowing distributed pro-
gramming using concepts close to the ones of shared-memory programming [8]. In
this section, a multicore single-locale tree-search algorithm is initially proposed.
Then, it is extended using Chapel’s productivity-aware features for distributed
programming.
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3.1 Algorithm Overview

This work focuses on permutation combinatorial problems, for which an N -sized
permutation represents a valid and complete solution. Permutation combinato-
rial problems are used to model diverse real-world situations, and their decision
versions are often NP-Complete [16,19].

This section presents two backtracking algorithms for enumerating all com-
plete and feasible solutions of the N-Queens problem. Backtracking is a fun-
damental problem-solving paradigm that consists in dynamically enumerating
a solution space in a depth-first fashion. Due to its low memory requirements
and its ability to quickly find new solutions, depth-first search (DFS) is often
preferred [19].

The N-Queens problem consists in placing N non-attacking queens on a
N×N chessboard, and it is often used as a benchmark for novel tree-based search
algorithms [3,12]. The N-Queens is easily modeled as a permutation problem:
position r of a permutation of size N designates the column in which a queen
is placed in row r. Furthermore, the concepts herein presented are similar to
any permutation combinatorial problem and can be adapted for solving other
problems of this class with straightforward modifications [6,14].

3.2 The Single-Locale Multicore Implementation

Algorithm 1 presents a pseudocode for the single-locale backtracking in Chapel.
The algorithm starts receiving the problem to be solved (line 1 ) and the cutoff
depth (line 2 ). Then, it is required to generate an initial load for the parallel
search. For this purpose, task 0 performs backtracking from depth 1 (initial
problem configuration) until the cutoff depth cutoff , storing all feasible, valid,
and incomplete solutions at depth cutoff in the active set A (line 4 ). After
generating the initial load, the parallel search strategy begins through a forall
statement (line 5 ).

Fig. 1. Task 0 is responsible for managing the centralized active set A and performing
load balancing. The searches are independent, and metrics are reduced using the Reduce
Intents of Chapel (Own representation adapted from [9]).
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Fig. 2. Task 0 is responsible for distributing the active set across several locales. The
distributed active set Ad consists of several sets Ai

d, i ∈ {0, ..., l − 1}, where l is the
number of locales on which the application is going to run.

As one can see in Fig. 1, nodes in the centralized active set A are assigned to
tasks in chunks. Each task has its active set and executes a backtracking search
strategy. In turn, nodes are used to initialize the backtracking, which enumerates
the solution space rooted by a node. The load balancing is done through the
iterator (DynamicIters) used to assign indexes of A to tasks, like in OpenMP.
Metrics are reduced through Reduce Intents. In Chapel, it is possible to use the
Tuple data type (equivalent to C-structs) and reduce all metrics at once (line 6 ).
Differently from OpenMP, it is not required to define a tuple reduction. Finally,
the parallel search finishes when the active set A is empty.

Algorithm 1. The multicore tree-based search algorithm.
1 I ← get problem()
2 cutoff ← get cutoff depth()
3 A ← ∅
4 A ← generate initial active set(cutoff, I)
5 forall node in A with(+ reduce metrics) do
6 metrics+ = tree search(node, cutoff, I)
7 end

3.3 The Multi-locale Distributed Implementation

One can see in Algorithm 2 a pseudocode for the distributed tree-based search
algorithm in Chapel. Thanks to Chapel’s global view of control flow, the search
also starts serially, with task 0 generating the initial load to populate the active
set A (line 4 ). To make it possible to distribute A, it is required to define a
domain (line 5 ) and define how this domain it is going to be distributed across
different locales (line 6 ) [7]. In this work, only standard distributions are used1.
Finally, the distributed active set Ad of type Node is defined over the domain D
(line 8 ).

After the initial load generation, the nodes of A are distributed across several
locales by using a parallel forall (line 9 ), which generates the distributed active
1 https://chapel-lang.org/docs/modules/layoutdist.html.

https://chapel-lang.org/docs/modules/layoutdist.html
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set Ad. Thanks to Chapel’s global view of Ad, the indexes of both active sets are
directly accessed in line 9. The compiler is responsible for the communication
code. Moreover, as shown in Fig. 2, Ad is an abstraction. The distributed active
set Ad consists of several sets Ai

d, i ∈ {0, ..., l − 1}, where l is the number of
locales on which the application is going to run.

The parallel search takes place in line 12. As one can see in Algorithm 2, its
forall is similar to the one of Algorithm 1. However, distributed iterators are
used instead (DistributedIters). Additionally, the distributed search exploits
two levels of parallelism, and the compiler is also responsible for generating the
code that exploits all CPU cores a locale has. Finally, the metrics are reduced
in the same way as in the single-locale algorithm.

Algorithm 2. The multilocale tree-based search algorithm.
1 I ← get problem()
2 cutoff ← get cpu cutoff depth()
3 A ← ∅
4 A ← generate initial active set(cutoff, I)

5 Range ← 0..(|A| − 1)
6 D ← Range mapped according to a standard distribution
7 Ad ← ∅
8 Ad ← [D] : Node

9 forall s in Range do
10 Ad[s] ← A[s]
11 end

12 forall node in Ad following the iterator with(+ reduce metrics) do
13 metrics+ = tree search(node, cutoff, I)
14 end

3.4 Search Procedure and Data Structures

The kernel of both parallel algorithms previously presented is based on a serial
and hand optimized backtracking for solving permutation combinatorial prob-
lems, originally written in C [6]. The serial backtracking was then adapted to
Chapel, obeying the handmade optimizations, instruction-level parallelism, data
structures, and C-types. The data structure Node is similar to any permuta-
tion combinatorial problem. It contains an unsigned 8-bit integer vector of size
cutoff , identified by board, and an unsigned integer variable. The vector board
stores the feasible and valid incomplete solution. In turn, the integer variable,
identified by bitset, keeps track of board lines by setting its bit n to 1 each time
a queen is placed in the n-th line.

The search performed by the kernel is a non-recursive backtracking that
does not use dynamic data structures, such as stacks. Initially depth receives the
value of cutoff . Next, board and bitset are initialized with Node[i].board and
Node[i].bitset, respectively. The semantics of a stack is obtained by trying
to increment the value of the vector board at position depth. If this increment
results in a feasible and valid incomplete solution, the depth variable is then
incremented, and the search proceeds to the next depth. After trying all config-
urations for a given depth, the search backtracks to the previous one.
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4 Performance Evaluation of a Multi-locale Backtracking

The objective of this section is to show that it is possible to use a high-
productivity language for programming distributed tree-based search algorithms
and achieve metrics similar to MPI+X.

4.1 Protocol

The following programs were conceived for enumerating all valid and complete
configurations of the N-Queens problem.

– Chapel: implementation of the multi-locale backtracking search algorithm
described in Algorithm 2, written in Chapel.

– MPI+X: single program - multiple data (SPMD) counterpart written in
C of the program above introduced. This program uses MPI for communi-
cation and X means the use of OpenMP for exploiting all cores/threads a
locale has.

Both implementations use the data structures and search procedure detailed
in Sect. 3.4. In this section, it is investigated how the application scales according
to the number of locales. Furthermore, the influence of the PGAS data struc-
ture distribution on the application execution time is also studied. Tree search
algorithms for solving combinatorial problems are usually highly irregular appli-
cations. Therefore, the influence of the distributed load balancing strategies on
the overall performance of the application is also investigated. Finally, all metrics
collected for the implementation in Chapel are compared to the ones achieved
by its MPI+X counterpart.

4.2 Parameters Settings

Problems of size (N) ranging from 15 to 20 are considered. The experiments take
from few seconds to several hours of parallel processing. The number of locales
ranges from 1 to 32, and the application is the same for either one or more than
one computer node(s). The number of locales is passed to the application using
Chapel’s built-in command line parameter -nl l (-np l for MPI), where l is
the number of locales on which the application is executed.

All computer nodes are symmetric and operate under Debian 4.9.130 − 2,
64 bits. They are equipped with two Intel Xeon X5670 @ 2.93 GHz (a total of
12 cores/24 threads), and 96 GB RAM. Thus, up to 384 cores/768 threads are
used in the experiments. All locales are interconnected through an Infiniband
network: Mellanox Technologies MT26428 (ConnectX VPI PCIe 2.0 5GT/s - IB
QDR/10GigE).

Concerning the MPI+X implementation, OpenRTE 2.0.2 along with gcc 6.3.0
and OpenMP 4.5 were used for compilation and execution. The Chapel imple-
mentation was programmed in its current version (1.18), and the default task
layer (qthreads) is the one employed. Chapel’s multi-locale code runs on top of
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Table 1. Summary of the environment configuration for multi-locale execution and
compilation.

Variable Value

CHPL RT NUM THREADS PER LOCALE 24

CHPL TARGET ARCH native

CHPL COMM gasnet

CHPL COMM SUBSTRATE ibv

GASNET IBV SPAWNER mpi

GASNet, and several environment variables should be set with the character-
istics of the system the multi-locale code is supposed to run. One can see in
Table 1 a summarization of the runtime configurations for multi-locale execu-
tion. The Infiniband GASNet implementation is the one used for communica-
tion (CHPL COMM SUBSTRATE) along with MPI, which is responsible for getting
the executables running on different locales (GASNET IBV SPAWNER).

Chapel provides several standard distributions to map data structures onto
locales. Different tests were also carried out to identify the best option in the
context of this work. The one chosen was the one-dimension BlockDist, which
horizontally maps elements across locales. For instance, in case l = 3 and |Ad| =
8, elements 0, ..., 2 are on locale l0, 3, .., 5 on locale l1, and 6, 7 on locale l2. In
the scope of the present research, choosing a different standard distribution does
not lead to performance improvements.

Experiments were carried out to choose a suitable cutoff depth. This parame-
ter directly influences the size of Ad, and therefore the time spent in distributing
the active set across locales. As observed in Fig. 3, the fastest data structure
distribution is observed for cutoff = 3. However, such a cutoff value limits par-
allelism, resulting in a slow distributed search. In contrast, when the cutoff is
set to 6, the distribution of Ad becomes 10× slower than the search procedure
itself. This behavior happens due to the combinatorial nature of N-Queens: a
cutoff depth twice deeper results in an active set 725× bigger. When choosing
cutoff = 5, the search takes the same time as for cutoff = 4. Despite that,
the distribution of Ad is on average 9× slower for cutoff = 5. Thus, the cutoff
depth chosen is 4. Preliminary experiments also show that cutoff = 4 is the
best value for the MPI+X implementation.

Chapel also provides two different distributed load balancing iterators: guided
and dynamic, which are also similar to OpenMP’s schedules of the same name.
Experiments were carried out to identify the best chunk for both guided and
dynamic multi-locale load balancing strategies. Both strategies present the best
performance using the default chunk size.
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4.3 Results

First of all, concerning the distributed load balancing strategies provided by
Chapel, using the dynamic iterator is from 1.17× to 1.51× times faster than using
no load balancing (static version). Moreover, the guided iterator does not seem a
suitable load balancing in the scope of this work: it shows benefits compared to
the static version only for sizes ranging from 18 to 20. For these problem sizes,
using the guided iterator makes the search up to 1.21× faster than its static
counterpart. In turn, using the dynamic distributed iterator results in a search
from 1.21× to 1.25× faster than using the guided one.

The benefits of using load balancing are not observed for the smallest solu-
tion space, i.e., for the problem of size N = 15. In such a situation, the static
search performs better because there is no communication among locales dur-
ing the search. As shown in Fig. 4, the overhead of data structure initialization

Fig. 3. Influence of the cutoff choice on the execution time. Values are for the
N-Queens of size N = 17 and 32 locales (384 cores). On the X axis: the cutoff depth
and the distributed active set size in parentheses (in 106 nodes).

Fig. 4. Proportion of the initialization and distribution of Ad compared to the whole
execution time. Results are for the N-Queens of sizes (N) ranging from 15 to 20 and
executed on 32 locales (384 cores).
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and distribution becomes less detrimental as the solution space grows, and the
benefits of using distributed load balancing can be observed.

It is shown in Fig. 5 how the distributed search scales according to the number
of locales. The worst scalability is observed for the smallest size (N = 15). In
such a situation, the initialization and distribution of Ad amount for almost the
whole execution time (see Fig. 4). For problem sizes ranging from 17 to 20, the
dynamic version scales up to 20.5× (N = 19), whereas guided and static scale
up to 16.8× and 16.9×, respectively (also for N = 19). The MPI+X version scales
up to 25.4× (N = 18). Therefore, the distributed search in Chapel achieves up to
80% of the scalability observed for its MPI+X counterpart.

As shown in Fig. 4, running the Chapel program on multiple locales comes
with the overhead of distributing Ad across several nodes. However, the scalabil-
ity results previously discussed take into account the search running on 1 locale
(-nl 1). In such a situation, the active set is not distributed across different
nodes, and the search works similarly to a multicore and single locale one. One
can see in Fig. 6 the best speedup reached for 4 to 32 locales compared to the
search running on 2. Results closer to the linear speedup are observed: for 32
locales (16× more nodes) all three variations of the search written in Chapel and
the MPI implementation reach a speedup of almost 13×, which corresponds to
81% of the linear speedup.

It is worth to mention that the time spent on distributing Ad does not grow
linearly according to the number of locales. As one can see in Fig. 7, the time
required to distribute Ad grows up to size N = 16, then it becomes almost
constant. This behavior comes from the fact that the size of Ad is the same
for one or more locale(s). Thus, as the number of locales grows, the number of
messages sent grows as well, but their size decreases. Moreover, the Ad distribu-
tion is performed in parallel (Algorithm 2, line 9 ), and the Infiniband GASNet
implementation supports one-sided communication.

Fig. 5. The highest speedup achieved by Chapel and MPI+X implementations when
executed on 2 (24) to 32 locales (384 cores).
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Fig. 6. The highest speedup achieved by Chapel and MPI+X implementations when
executed on 4 (48) to 32 locales (384 cores) and compared to the execution on 2 (24).

Fig. 7. Normalized time required to initialize and distribute Ad. Results are for 2 (24)
to 32 locales (384 cores).

In terms of wall-clock time, Chapel is equivalent to MPI+OpenMP when
running on one locale. For the smaller solution space (i.e., N = 15), Chapel
stands out and it is up to 25% faster than MPI+X. In such a situation, Ad is
not distributed, and the program behaves like a single-locale and multicore one.
Moreover, MPI implements the SPMD programming model. This way, MPI is
started, and its functions are called even for one locale. Additionally, it is worth
to mention that Chapel is a compiled language and it is possible to program in
Chapel both search strategy and data structures equivalent to the ones present in
its counterpart written in C. In contrast, for multiple locales and bigger problem
sizes, the Chapel distributed search is on average 16% slower than its MPI+X
counterpart.

5 Discussion

Chapel’s high-productivity features make it straightforward to design and imple-
ment a distributed backtracking based on a multicore and single-locale ver-
sion. There is no need for dealing with communication, metrics reduction, or
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distributed load balancing. Moreover, differently from the classic MPI+X, there
is no need for using a different parallel library for each level of parallelism.

Thanks to Chapel’s global view of the control flow and data structures, the
main difference between the multi- and single-locale versions lies mainly in the
use of the PGAS data structures and distributed iterators for load balancing.
As a consequence, the multi-locale version is only 8 lines longer than its single-
locale counterpart, which results in a code 33% bigger. In contrast, it is required
to add 24 lines to the backtracking written in C-OpenMP to use MPI, which
almost doubles the program size.

Chapel also shows to be competitive to MPI+OpenMP regarding perfor-
mance. It is possible to program the search and data structures in a way equiv-
alent to C, resulting in efficient single-core use. Additionally, the compiler also
generates code for exploiting all cores a locale has, and the load balancing pro-
vided by Chapel is effective. One would argue that it could be possible to program
an MPI+X version faster than the one used, and the results of the last section
could have been more advantageous for MPI+X. However, that is also the case
for Chapel.

The multicore portion of the MPI+X implementation was programmed by
hand, differently from its counterpart written in Chapel. Therefore, a first
improvement in the Chapel implementation is programming the code for using
all CPU cores a locale has. Additionally, It is worth to mention that Chapel also
supports MPI and ZeroMQ libraries for programming inter-locale communica-
tion and the distributed load balancing. However, it does not seem necessary,
as the use of high-productivity features resulted in performance competitive to
MPI+OpenMP.

Concerning limitations, it took much more time to configure the GASNet
library for running on a cluster than programming the multi-locale code itself.
Moreover, Chapel’s documentation is restricted to a few system configurations,
e.g., Infiniband network with Slurm for job spawning. In our case, GASNet could
not run on an MXM network with a non-default partition key, and a modification
in the GASNet code was necessary. This problem would keep a not so enthusiastic
user from Chapel. The bright side is that it was not a Chapel-only effort, as other
PGAS libraries, such as UPC, Fortran, SHMEM use GASNet as communication
layer.

Finally, graphics processing units are crucial for solving big and challeng-
ing combinatorial optimization problems [5,14]. The adoption of Chapel by the
parallel optimization community, besides performance and productivity, also
depends on the support of GPUs. According to Chapel’s official documenta-
tion, the Xeon Phi accelerator is supported. However, there is no information
concerning the support of GPUs.

5.1 Future Works

Permutation combinatorial optimization problems are commonly solved to opti-
mality by using Branch-and-Bound search algorithms (B&B) [9]. Therefore, a
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first future research direction is to extend the proposed multi-locale backtrack-
ing into a distributed B&B. This way, it will be possible to solve challenging
optimization problems, such as the Quadratic Assignment and the Flow-shop
Scheduling Problem. Additionally, this future work will aim at larger scale clus-
ters. Thus, it will be possible to investigate the limits of the productivity-aware
features of Chapel concerning performance and scalability. A final future work
is to compare Chapel to other PGAS-based libraries and high-productivity lan-
guages, such as SHMEM, UPC, and Julia.

6 Conclusion

This work investigated the use of Chapel high-productivity language for the
design and implementation of distributed tree search algorithms. A distributed
backtracking for enumerating all valid solutions of the N-Queens problem was
conceived. The concepts herein presented can be adapted for solving other per-
mutation combinatorial problems by performing straightforward modifications.

Programmers familiarized with OpenMP can easily conceive a distributed
tree-based search in Chapel. Despite the high level of its features, the dis-
tributed search written in Chapel scales well and the distributed load balancing
schemes are effective. Experimental results show that Chapel is competitive to
C-MPI+OpenMP in terms of performance and scalability. The most significant
drawbacks found do not concern performance nor scalability. Instead, they are
related to the configuration of the communication layer, which can be more time
consuming than programming the distributed application itself.

It is worth to point out that the parallel optimization community already
possesses legacy code mainly written in C, C++. Therefore, programmers may
be resistant to learn another language and translate programs to Chapel. The
capacity of Chapel to include C code can be a partial solution for this situation.
One can reuse C code for node bounding and search procedure, whereas Chapel
distributed programming features are employed for load balancing and commu-
nication. Finally, the lack of support for accelerators may also limit the adoption
of Chapel by the parallel optimization community.
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binatória através do uso de aceleradores gráficos. In: Proceedings of the XXXV
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Abstract. Acceleration of the Element-by-Element (EBE) kernel in
matrix-vector products is essential for high-performance in unstructured
implicit finite-element applications. However, the EBE kernel is not
straightforward to attain high performance due to random data access
with data recurrence. In this paper, we develop methods to circumvent
these data races for high performance on many-core CPU architectures
with wide SIMD units. The developed EBE kernel attains 16.3% and
20.9% of FP32 peak on Intel Xeon Phi Knights Landing based Oakforest-
PACS and Intel Skylake Xeon Gold processor based system, respec-
tively. This leads to 2.88-fold speedup over the baseline kernel and 2.03-
fold speedup of the whole finite-element application on Oakforest-PACS.
An example of urban earthquake simulation using the developed finite-
element application is shown.

Keywords: Finite-element method · Random data access ·
Many-core · SIMD

1 Introduction

Energy efficiency is one of the requirements for exascale computing, and many-
core CPUs with wide SIMD units are considered to be one of the architectures
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towards this goal. For example, the Post-K supercomputer that is scheduled
for operation around 2021 is announced to equip many-core CPUs with 512
bit wide SIMD cores [1]. However, some applications are difficult to benefit
from wide SIMD and many-core architectures due to random data access and
data recurrence, and thus algorithms enabling efficient use of these architectures
are important towards exascale computing. The unstructured low-order implicit
finite-element method is one of the applications that are not straightforward
for efficient use of many-core wide SIMD CPUs. As the unstructured low-order
implicit finite-element method is the de facto standard in structural simulations
used in the manufacturing industry, the acceleration of this method is expected to
lead to large ripple effects. In this paper, we focus on the unstructured low-order
implicit finite-element method as a target for scalable algorithm development
for many-core wide SIMD CPUs.

Many studies target implicit solvers on large scale systems. For example,
the SC15 Gordon Bell Prize Paper [2] uses multi-grid solvers for simulation of
extremely large mantle convection problems, and the SC16 Gordon Bell Prize
Paper uses the Sunway Taihu Light Supercomputer to solve climate problems
[3]. Also, an SC15 Gordon Bell Prize Finalist [4] solves an urban earthquake
problem on the K computer. However, all of these simulations use structured or
semi-structured mesh, which are both SIMD and multi-core friendly, for efficient
computation of matrix-vector products for the implicit solvers. However, for
solving general manufacturing or geoscience problems, use of pure unstructured
mesh is required. The state-of-the-art of low-order unstructured finite-element
method on CPU based systems is SC14 Gordon Bell Prize Finalist GAMERA [5].
Targeting architectures with high arithmetic capabilities and relatively low mem-
ory bandwidth, GAMERA uses a matrix-free kernel for computation of matrix
vector products (i.e., the Element-by-Element kernel, EBE [6]). Here, instead
of storing and reading the global matrix from memory, element matrices are
generated and multiplied with the right hand side vector every time a matrix-
vector product is called. This enables fast computation of matrix-vector products
with good load balance on massively parallel systems with relatively low mem-
ory bandwidth, which lead to high application performance and high scalability.
However, as GAMERA is targeted for the K computer which comprises 8 core
CPUs with 2 wide SIMD cores [7], the computation algorithm used for the EBE
kernel does not consider the wider SIMD and larger core counts of current and
near future many-core CPUs. Thus, a new time-parallel computation algorithm
GHYDRA was developed in a 2018 IPDPS paper [8], that enables use of uni-
formity of mesh in time domain to reduce random data access. This algorithm
is suitable for recent wide SIMD CPUs; however, EBE kernel algorithms suit-
able for this type of architecture is required to fully exploit its performance.
In this paper, we develop EBE kernel algorithms for efficient computation of
the GHYDRA finite-element solver algorithm on many-core CPU systems, and
compare with conventional EBE algorithms on the K computer, Intel Xeon Phi
Knights Landing based Oakforest-PACS, and an Intel Skylake Xeon Gold CPU
based system. We also show an urban earthquake simulation example using
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the unstructured finite-element solver accelerated by the developed EBE kernel
algorithms.

2 Finite-Element Solver Algorithm

2.1 Target Problem

Earthquake simulations involve large domain nonlinear time-evolution problems
with locally complex structures. For example, soft soil near surface have complex
geometry and softens during strong ground motion under large earthquakes.
Thus, we solve the target dynamic nonlinear continuum mechanics problem using
a nonlinear dynamic 3D finite-element method with low-order solid elements
because this method is suitable for modeling complex geometry and analytically
satisfies the traction-free boundary condition at the surface. The target equation
using Newmark-β method (β = 1/4, δ = 1/2) for time integration is:

An δun = bn, (1)

where {
An = 4

dt2M + 2
dtC

n + Kn,

bn = fn − qn−1 + Cnvn−1 + M
(
an−1 + 4

dtv
n−1

)
,

and ⎧⎪⎪⎪⎨
⎪⎪⎪⎩
qn = qn−1 + Knδun,

un = un−1 + δun,

vn = −vn−1 + 2
dtδu

n,

an = −an−1 − 4
dtv

n−1 + 4
dt2 δun.

(2)

Here, δu, u, v, a, and f are incremental displacement, displacement, velocity,
acceleration, and external force vectors, respectively. M, C, and K are the con-
sistent mass, damping, and stiffness matrices, respectively. dt is the time incre-
ment and n is the time step. We use Rayleigh damping for C, where the element
damping matrix Cn

e is calculated using the element consistent mass matrix Me

and the element stiffness matrix Kn
e as Cn

e = αMe + βKn
e . Here, α and β are

obtained by solving the following least squares equation:

minimize

[∫ fmax

fmin

(
h − 1

2

(
α

2πf
+ 2πfβ

))2

df

]
,

where, fmax, fmin, and h are the maximum and minimum target frequency and
the damping ratio, respectively. Although arbitrary constitutive models can be
used, we use the Ramberg Osgood model [9] and Masing rule [10] for the non-
linear constitutive modeling in urban earthquake simulations. In summary, time
history response un is computed by repeating the following steps.
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1. Read boundary conditions.
2. Evaluate Cn and Kn based on the constitutive relations and strain at time-

step n − 1.
3. Obtain δun by solving Eq. 1.
4. Update Eq. 2 using δun.

Since most of the computation cost is incurred in solving Eq. 1, we explain the
details of the solver in the next subsection.

Fig. 1. Standard and time-parallel solver algorithm. The same solution is obtained
within error tolerance ε using both of the solver algorithms.

2.2 Overview of Time-Parallel Finite-Element Solver Algorithm

Solving Eq. 1 is a common target problem arising from low-ordered implicit finite-
element methods used in solid continuum mechanics problems in engineering and
science fields. In these low-ordered (e.g., second-ordered) implicit simulations,
iterative solvers such as Conjugate Gradient (CG) methods are generally used.
Since these solvers involve much random access and intensive memory access, it
is difficult to attain performance on current systems.

The time-parallel algorithm in GHYDRA aims to accelerate this solver by
reducing random access by using the uniformity of mesh in the time domain [8].
As shown in Fig. 1, instead of solving one time step at a time, several time steps
are solved together in parallel. When solving m time steps together, the arith-
metic count per iteration of the iterative solver becomes m times larger. However,
as the solutions for future time steps can be used as accurate initial solutions, the
total number of iterations becomes approximately 1/m (see [8] for detailed com-
parison of convergence of this method). Thus, the total arithmetic count does
not change by using this algorithm. However, since the mesh connectivity does
not change in time, the random access involved in the kernel used to compute
matrix-vector products can be reduced, which leads to shorter time-to-solution
of the application with the same solution within the solver error threshold ε.
This time-parallel algorithm is different from parallel-in-time integration meth-
ods intended to improve the time-to-solution at the strong scaling limits, as the
GHYDRA algorithm uses the uniformity of mesh in the time domain to reduce
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random data access and thus enables speedup of the application even within the
strong scaling limits.

In GHYDRA, the time-parallel algorithm is combined with inexact precon-
ditioned conjugate gradient method, multi-grid method, and mixed precision
computation. Below we briefly summarize these components:

– Inexact preconditioned conjugate gradient method [11]: An inexact precon-
ditioned conjugate gradient method is a preconditioned conjugate gradient
method which uses another solver for solving the preconditioning matrix equa-
tion instead of multiplying a fixed preconditioning matrix. As it is common to
use another iterative solver for solving the preconditioning matrix equation,
we call the original CG loop as the “outer loop” and the preconditioning solver
as the “inner loop”. As the inner loop does not need to be solved exactly, this
makes room for making improvements such as multi-grid and mixed precision
arithmetic.

– Multi-grid method: We reduce the computation cost and communication size
of the inexact preconditioned conjugate gradient method by using a multi-
grid solver for the inner loop. Here we use a two step geometric multi-grid; we
use the targeted second-ordered tetrahedral mesh FEmodel for the inner fine
loop, and use the same mesh without intermediate nodes of each element for
the inner coarse loop (i.e., a first-ordered tetrahedral mesh FEmodelc). We
use a 3 × 3 block Jacobi preconditioned conjugate gradient solver for solving
the inner fine and inner coarse loops.

– Mixed precision arithmetic: Even for a target problem in FP64, we need
only to solve the preconditioning matrix equation roughly. Thus, we compute
the whole multi-grid preconditioner in FP32. This leads to halving memory
access and communication size, and enable usage of high-performance FP32
arithmetic units equipped in recent CPUs.

When using the algorithm above, we can move most of the compute cost of
the outer loop to the inner loops by using appropriate threshold values in the
inner CG solvers. Thus, even though it may seem a complicated algorithm,
the performance of the whole solver is dependent on kernels such as matrix-
vector product kernels, inner product kernels, or saxpy kernels which are in
common with standard CG solvers. In the following, we explain the most time
consuming matrix-vector product kernel used in the inner fine loop, which is not
straightforward to attain performance on many-core wide SIMD CPUs.

2.3 Baseline Element-by-Element Kernel Algorithm

As the relative memory transfer capability to floating point computation capa-
bility is becoming lower, using an algorithm that can reduce memory access
is becoming important for fast time-to-solution. Thus, the Element-by-Element
(EBE) method, which is a matrix-free matrix-vector multiplication method, is
used for computation of f = Au. Here, u, f are displacement and nodal force
vectors, and A is the global matrix that is generated by superimposing element
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matrices Ae
i . A

e
i can be computed by using coordinates of nodes (x) and element

material properties. In standard matrix-vector product methods, f = Au is com-
puted by reading the global matrix A from memory and multiplying it with u.
In the contrary, in the EBE method, matrix-vector products are computed by
computing local matrix-vector products

fei = Ae
iu

e
i = Ae

iQ
eT
i u, (3)

and adding them up as
f =

∑
i

Qe
i f

e
i . (4)

Here, Qe
i are matrices for mapping element-wise nodal values to global nodal

values. Since the coordinates, displacement and force vectors x,u, f can be kept
on cache by reordering of nodes and elements, we can drastically reduce memory
access when compared with methods reading the global matrix from memory. On
the other hand, the EBE method involves more computation and consequently
transfers memory access cost to computation cost.

1 !$OMP PARALLEL DO
2        do iu=1,numberofthreads ! for each thread
3          do i=1,nnum(iu)
4            i1=nlist(i,iu)
5            do im=1,m
6              ft(im,1,i1,iu)=0.0 ! clear temporary vector
7              ft(im,2,i1,iu)=0.0
8              ft(im,3,i1,iu)=0.0
9            enddo
10        enddo
11        do ie=npl(iu)+1,npl(iu+1)
12          cny1=cny(1,ie)
13          cny2=cny(2,ie)
14          cny3=cny(3,ie)
15          cny4=cny(4,ie)
16          xe11=x(1,cny1)
17          xe21=x(2,cny1)

...
18 xe34=x(3,cny4)
19          do im=1,m
20       ! compute BDBu using ue11~ue34 and xe11~xe34
21            ue11=u(im,1,cny1)
22            ue21=u(im, 2,cny1)

...
23            ue34=u(im, 2,cny1)
24 ! compute BDBu using ue11~ue34 and xe11~xe34
25            BDBu11=...
26            BDBu21=...

...
27            BDBu34=...
28       ! add to temporary vector
29            ft(im,1,cny1,iu)=BDBu11+ft(im,1,cny1,iu)
30            ft(im,2,cny1,iu)=BDBu21+ft(im,2,cny1,iu)

...
31            ft(im,3,cny4,iu)=BDBu34+ft(im,3,cny4,iu)
32          enddo ! im
33        enddo ! ie
34      enddo ! iu
35 !$OMP END PARALLEL DO

SIMD computation 
with width m

2. Update 
components by 
EBE (black)

1. Initialize necessary 
components (gray)

Core-wise 
temporary 
vectors (ft)

36 !$OMP PARALLEL DO
37 ! clear global vector
38      do i=1,n
39        do im=1,m
40          f(im,1,i)=0.0
41          f(im,2,i)=0.0
42          f(im,3,i)=0.0
43        enddo
44      enddo
45 !$OMP END PARALLEL DO
46      do iu=1,numberofthreads
47 !$OMP PARALLEL DO
48 ! add to global vector
49        do i=1,nnum(iu)
50          i1=nlist(i,iu)
51          do im=1,m
52            f(im,1,i1)=f(im,1,i1)+ft(im,1,i1,iu)
53            f(im,2,i1)=f(im,2,i1)+ft(im,2,i1,iu)
54            f(im,3,i1)=f(im,3,i1)+ft(im,3,i1,iu)
55          enddo
56        enddo
57 !$OMP END PARALLEL DO
58      enddo

3. Add necessary 
components

+ =
=
=

+ =
=

+ =

Global left hand side vector (f)

Fig. 2. Baseline EBE kernel with m vectors

Although the EBE method has low algorithmic Byte/FLOP and is poten-
tially suitable for current computers, it is not straightforward for parallel com-
putation due to the data recurrence for adding local force vectors of elements
with shared nodes in Eq. 4. Figure 2 shows the multi-core EBE computation
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algorithm for GHYDRA. Here, temporary vectors ft are allocated for each core,
initialized on lines 3–10, and the core wise results are added to ft in lines 11–
33. Finally, the core-wise results are added to the global vector f in lines 46–58.
The innermost loop for time-parallelism (m) can be computed using SIMD units.
However, in practice, we use m = 4 in earthquake problems as increasing m leads
to deterioration of the accuracy of the predicted solutions and thus increase in
the total number of arithmetic counts. Thus, only 1/4 of the SIMD lanes of 512
bit SIMD registers (i.e., 4 out of the 16 FP32 lanes) can be used. Although this
is better than the non-time-parallel algorithm in which SIMD cannot be used
completely due to the data recurrence involved in lines 29–31, this EBE imple-
mentation is expected to lead to poor performance on recent many-core CPUs
with wider SIMD units. Development of EBE kernel algorithms that uses SIMD
in full width is required for improving performance.

1 !$OMP PARALLEL DO
2        do iu=1,numberofthreads ! for each thread
3          do i=1,nnum(iu)
4            i1=nlist(i,iu)
5            do im=1,m
6              ft(im,1,i1,iu)=0.0 ! clear temporary vector
7              ft(im,2,i1,iu)=0.0
8              ft(im,3,i1,iu)=0.0
9           enddo
10 enddo
11 ! block loop with blocksize NL/m
12     do ieo=npl(iu)+1,npl(iu+1),NL/m
13 ! load ue, xe
14       do ie=1,min(NL/m,npl(,iu+1)-ieo+1)
15         cny1=cny(1,ieo+ie-1)
16         cny2=cny(2,ieo+ie-1)
17         cny3=cny(3,ieo+ie-1)
18         cny4=cny(4,ieo+ie-1)
19         do im=1,m
20            ue11(im+(ie-1)*m)=u(im,1,cny1)
21            ue21(im+(ie-1)*m)=u(im,2,cny1)

...
22            ue34(im+(ie-1)*m)=u(im,3,cny4)
23            xe11(im+(ie-1)*m)=x(1,cny1)
24            xe21(im+(ie-1)*m)=x(2,cny1)

...
25            xe34(im+(ie-1)*m)=x(3,cny4)
26          enddo
27        enddo

SIMD computation

SIMD 
(width=m) 
computation

28 ! compute BDBu
29         do i=1,NL
30            BDBu11(ie)=...
31            BDBu21(ie)=...

...
32            BDBu34(ie)=...
33          enddo
34 ! add to global vector
35          do ie=1,min(NL/m, npl(icolor,iu+1)-ieo+1)
36            cny1=cny(1,ieo+ie-1)
37            cny2=cny(2,ieo+ie-1)
38            cny3=cny(3,ieo+ie-1)
39            cny4=cny(4,ieo+ie-1)
40            do im=1,m
41              ft(im,1,cny1,iu)=BDBu11(im+(ie-1)*m)+f(im,1,cny1,iu)
42              ft(im,2,cny1,iu)=BDBu21(im+(ie-1)*m)+f(im,2,cny1,iu)

...
43              ft(im,3,cny4,iu)=BDBu34(im+(ie-1)*m)+f(im,3,cny4,iu)
44            enddo
45          enddo
46        enddo ! ieo
47      enddo ! iu
48 !$OMP END PARALLEL DO
49 Add ft in to f (same as lines 36-58 of Fig. 2)

SIMD 
(width=m) 
computation

Fig. 3. EBE kernel with m vectors for wide-SIMD CPUs

3 Developed EBE Kernel Algorithms for Many-Core
Wide SIMD CPUs

In this section, we show the developed algorithms for faster EBE computation
on many-core wide SIMD CPUs.

We first develop an algorithm to utilize SIMD units in the main computa-
tion loop (Fig. 3). As the data recurrence in addition of results into the ft vector
was blocking the use of SIMD units, we split the innermost loop into two loops;
i.e., the computation part of fei = Ae

iu
e
i (Fig. 3 lines 14–33) and the summation

part of fei to f (lines 35–45). This leads to use of SIMD operations to the com-
putationally rich first loop. Here, we reduce the overhead of loop splitting by
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1   !$OMP PARALLEL DO
2  ! clear global vector
3 do i=1,n
4 do im=1,m
5            f(im,1,i)=0.0
6            f(im,2,i)=0.0
7            f(im,3,i)=0.0
8          enddo
9        enddo
10 !$OMP END PARALLEL DO
11      do icolor=1,ncolor ! for each color or element set
12 !$OMP PARALLEL DO 
13      do iu=1, numberofthreads
14 ! block loop with blocksize NL/m
15        do ieo=npl(icolor,iu)+1,npl(icolor,iu+1),NL/m
16 ! load ue, xe
17          do ie=1,min(NL/m,npl(icolor,iu+1)-ieo+1)
18            cny1=cny(1,ieo+ie-1)
19            cny2=cny(2,ieo+ie-1)
20            cny3=cny(3,ieo+ie-1)
21            cny4=cny(4,ieo+ie-1)
22            do im=1,m
23               ue11(im+(ie-1)*m)=u(im,1,cny1)
24               ue21(im+(ie-1)*m)=u(im,2,cny1)
25        ...
26               ue34(im+(ie-1)*m)=u(im,3,cny4)
27               xe11(im+(ie-1)*m)=x(1,cny1)
28               xe21(im+(ie-1)*m)=x(2,cny1)

...
29               xe34(im+(ie-1)*m)=x(3,cny4)
30            enddo
31         enddo

SIMD computation

SIMD 
(width=m) 
computation

32 ! compute BDBu
33         do i=1,NL
34            BDBu11(ie)=...
35            BDBu21(ie)=...

...
36            BDBu34(ie)=...
37          enddo
38 ! add to global vector
39          do ie=1,min(NL/m, npl(icolor,iu+1)-ieo+1)
40            cny1=cny(1,ieo+ie-1)
41            cny2=cny(2,ieo+ie-1)
42            cny3=cny(3,ieo+ie-1)
43            cny4=cny(4,ieo+ie-1)
44            do im=1,m
45              f(im,1,cny1)=BDBu11(im+(ie-1)*m)+f(im,1,cny1)
46              f(im,2,cny1)=BDBu21(im+(ie-1)*m)+f(im,2,cny1)

...
47              f(im,3,cny4)=BDBu34(im+(ie-1)*m)+f(im,3,cny4)
48            enddo
49          enddo
50        enddo ! ieo
51      enddo ! iu
52 !$OMP END PARALLEL DO 
53      enddo ! icolor

SIMD 
(width=m) 
computation

Fig. 4. Coloring/thread partitioning of EBE kernel with m vectors for wide-SIMD
CPUs. The same code can be used for both coloring/thread partitioning methods
shown in Fig. 5.

blocking the loop with small block size (NL, which is typically set to the SIMD
vector length). This keeps the temporary buffers BDBu11-34 on cache.

When using many cores, the size of the thread-wise temporary buffer ft
becomes large. In addition, the overhead of initializing ft and adding the thread-
wise results to the global vector f is not negligible in the total kernel cost. Thus,
we developed a thread partitioning method to eliminate the use of thread-wise
temporary buffers (Fig. 4). The procedure in standard coloring methods are to
color the whole mesh such that elements in each color does not have shared
nodes (Fig. 5a). Instead, we partition the domain with prescribed thread numbers
(Fig. 5b). Here, we partition the overall mesh into the number of threads using a
graph partitioning method (METIS [12]). Then, we remove elements that share
nodes between the thread partitions. The remaining elements becomes the first
set of elements to be computed (Set #1 of Fig. 5b). The removed elements are
partitioned again to recursively decompose the mesh into sets (Set #2 and #3
of Fig. 5b). As will be shown in Sect. 4, the proposed thread partitioning method
enables better cache reuse of nodal values u, x and f when compared with the
case of standard coloring methods.

In practice, we use m = 4 in earthquake problems as increasing m leads to
deterioration of the accuracy of the predicted solutions and thus increase in the
total number of arithmetic counts. On the other hand, 16 FP32 floats can be
packed in a single 512 bit SIMD register; thus, we can only use the first 1/4 of
the SIMD capability in the vector load/store computation. In order to accelerate
this part, we used 16 wide SIMD for loading from u while using 4 wide SIMD
for storing to local vectors ueXX (Fig. 6a). Similarly, we used 4 wide SIMD for
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loading local vectors BDBuXX while using 16 wide SIMD for loading and storing
f (Fig. 6b). This enables reduction of inefficient 4 wide SIMD accesses and thus
improvement in overall kernel performance.

4 Performance Measurements

We measure performance of the developed kernels and the accelerated finite-
element application on the K computer, Intel Xeon Phi Knights Landing based
Oakforest-PACS, and an Intel Skylake Xeon Gold CPU based system. The latter
two systems are examples of many-core systems with 512-bit SIMD. Table 1
summarizes the configuration of the systems. K computer (K) [7] consists of
82,944 compute nodes, each with a single eight-core SPARC64 VIIIfx CPU.
Each core has two sets of SIMD FMA arithmetic units of width 2. Oakforest-
PACS (OFP) [13] is a supercomputer system introduced by the Joint Center
for Advanced HPC, which was established by the University of Tokyo and the
University of Tsukuba. The system comprises 8,208 nodes with a 68-core Intel
Xeon Phi 7250 (Knights Landing) CPU [14], 96 GB of DDR4 RAM, and 16 GB
of stacked 3D MCDRAM. Intel Skylake Xeon Gold CPU based system comprises
two 20-core Intel Skylake Xeon Gold 6148 CPU [15] and 192 GB of DDR4 RAM.

Overall mesh Color #1 Color #2 Color #3
All threads compute each color

Overall mesh

Thread 1, Thread 2, Thread 3

Set #1 Set #2 Set #3
(Threads 
2,3 idle)

Decompose mesh using graph 
partitioning method

b) Developed thread partitioning methoda) Standard coloring method

…

Fig. 5. Coloring/thread partitioning methods for the EBE kernel

Table 1. Performance measurement environment. Memory bandwidth on OFP is mea-
sured values of STREAM benchmark, while others are hardware peak values.

K computer Oakforest-PACS Intel Skylake Xeon
Gold based server

Nodes 8 1 1

Sockets/node 1 1 2

Cores/socket 8 68 20

FP32 SIMD width 2 16 16

Clock frequency 2.0GHz 1.4GHz 2.4GHz

Total peak FP32 FLOPS 1024 GFLOPS 6092 GFLOPS 6144 GFLOPS

Total DDR bandwidth 512GB/s 80.1GB/s 255.9GB/s

Total MCDRAM bandwidth - 490GB/s -
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22            do im=1,m
23               ue11(im+(ie-1)*m)=u(im,1,cny1)

! Load u(1:4,1,cny1) to xmm1
! Store xmm1 to ue11(1+(ie-1)*m: 4+(ie-1)*m)

24               ue21(im+(ie-1)*m)=u(im,2,cny1)
! Load u(1:4,2,cny1) to xmm1
! Store xmm1 to ue21(1+(ie-1)*m: 4+(ie-1)*m)

25               ue31(im+(ie-1)*m)=u(j,3,cny1)
! Load u(1:4,3,cny1) to xmm1
! Store xmm1 to ue31(1+(ie-1)*m: 4+(ie-1)*m)

...
30            enddo

SIMD width=4
computation

44            do im=1,m
45              f(im,1,cny1)=BDBu11(im+(ie-1)*m)+f(im,1,cny1)

! Load f(1:4,1,cny1) to xmm1
! Load BDBu11(1+(ie-1)*m: 4+(ie-1)*m) to xmm2
! Store (xmm1+xmm2) to f(1:4,1,cny1)

46              f(im,2,cny1)=BDBu21(im+(ie-1)*m)+f(im,2,cny1)
! Load f(1:4,2,cny1) to xmm1
! Load BDBu21(1+(ie-1)*m: 4+(ie-1)*m) to xmm2
! Store (xmm1+xmm2) to f(1:4,2,cny1)

47              f(im,3,cny1)=BDBu31(im+(ie-1)*m)+f(im,3,cny1)
! Load f(1:4,3,cny1) to xmm1
! Load BDBu31(1+(ie-1)*m: 4+(ie-1)*m) to xmm2
! Store (xmm1+xmm2) to f(1:4,3,cny1)

…
48            enddo

SIMD width=4
computation

23-25 ! Load u(1:16,cny1) to zmm1
! Store zmm1(1:4) to ue11(1+(i-1)*4:4+(i-1)*4)
! Store zmm1(5:8) to ue21(1+(i-1)*4:4+(i-1)*4)
! Store zmm1(9:12) to ue31(1+(i-1)*4:4+(i-1)*4)
...

45-47 ! Load f(1:16,cny1) to zmm1
! Load BDBu11(1+(i-1)*4:4+(i-1)*4) to zmm2(1:4) 
! Load BDBu21(1+(i-1)*4:4+(i-1)*4) to zmm2(5:8) 
! Load BDBu31(1+(i-1)*4:4+(i-1)*4) to zmm2(9:12) 
! Store (zmm1+zmm2) to f(1:16,cny1)
...

SIMD width=16 
computation

SIMD width=4 
computation

SIMD width=16 
computation

SIMD width=4 
computation

b) Summation of BDBuXX

a) Loading of ueXX

Fig. 6. Tuning of m vector EBE kernel for 512 bit SIMD architecture. Here, xmm indi-
cate 128 bit FP32 registers and zmm indicate 512 bit FP32 registers.

Both the Xeon Phi 7250 CPU and Skylake Xeon Gold 6148 CPU support AVX-
512 SIMD instructions.

We first measure performance of the EBE kernel. For the K computer, we
use 8 nodes each with 1 MPI process with 8 OpenMP threads per process. For
OFP, we use quadrant/flat mode, and run 8 MPI processes with 8 OpenMP
threads per process on a single node. Each thread is bound to one CPU core
(hyperthreading is not used), and we use numactl --preferred=1 option such
that memory is preferentially allocated to MCDRAM. For the Skylake system,
we use 8 MPI processes with 5 OpenMP threads per process on a single node.
Each MPI process on K/OFP/Skylake runs on a mesh with 6,534,144 second-
order tetrahedral elements and 9,044,560 nodes and elapsed time for computing
529 times of matrix-vector products is measured. Figure 7 shows the EBE ker-
nel performance. Comparing the K computer and OFP for the baseline kernel
with one vector, we can see that high performance of 26.1% FP32 peak effi-
ciency is attained for the K computer; however, only 1.98% is attained on OFP.
The kernel performance is improved by using the time-parallel algorithm with
m = 4; a 9.45 s/7.52 s = 1.25-fold speedup was obtained on K computer and
20.1 s/7.50 s = 2.68-fold speedup was obtained on OFP, respectively, for elapsed
time per vector. This performance is expected to be further improved by using
the developed EBE algorithms. First we see the effectiveness of the kernel algo-
rithm enabling use of SIMD for the main computation part. By using SIMD by
loop splitting and blocking for the main computation part of the EBE kernel,
we can shorten elapsed time from 7.50 s to 3.75 s on OFP. Note that loop split-
ting and blocking is disabled for the K computer as the 2 wide FP32 SIMD of
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Fig. 7. EBE kernel performance. Elapsed time per vector is shown. Numbers in brackets
indicate efficiency to FP32 peak, and numbers in square brackets indicate memory
bandwidth efficiency to hardware peak of K computer and Skylake system. 8 nodes
of the K computer (1 MPI process × 8 OpenMP threads per node), 1 node of OFP
(8 MPI processes × 8 OpenMP threads), and a Skylake system (8 MPI processes × 5
OpenMP threads) is used for computation.

the K computer can be directly applied to the innermost time-parallel m loop.
Next we see the effectiveness of using coloring and thread aware partitioning.
When using standard coloring generated by serial greedy algorithm, the mesh
was decomposed into 41 colors, resulting in total of 263.9 GB memory trans-
fer per node incurred for computation of the EBE kernel on the K computer.
This is more memory transfer than the baseline algorithm with 69.3 GB memory
transfer, as the cache reuse for u, x and f/ft is disabled; which lead to longer
elapsed time. When using the developed thread partitioning method, the mesh
was decomposed into 5 colors. With more cache reuse, the total memory transfer
was reduced to 45.3 GB, which resulted to 7.52 s/6.62 s = 1.13-fold speedup on
the K computer and 3.75 s/3.25 s = 1.15-fold speedup on OFP. Furthermore, by
using the AVX-512 tuning for reducing random data access, the elapsed time
was decreased to 2.60 s on OFP. This lead to high performance of 16.3% of peak
FP32 performance on 64 cores of OFP’s Intel Xeon Phi Knights Landing CPU.
We can see that the effective use of SIMD and circumventing random access to
temporary vectors lead to significant speedup of 7.50 s/2.60 s = 2.88-fold from
the baseline algorithm with m = 4 vectors on OFP. Compared with the base-
line algorithm without time-parallelism (m = 1), this is 20.1 s/2.60 s = 7.73-fold
speedup on OFP. The developed EBE algorithm is also effective for the Skylake
system, and lead to 3.98 s/2.04 s = 1.95-fold from the baseline algorithm with
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236 [cm/s]113
b) Elevation of interfaces of three soil layers

10 40m

c) Response at ground surface (merged 
horizontal component of SI value)

a) Model of 1.25 km x 1.25 km area of Tokyo 
with 4066 structures

Fig. 8. Urban earthquake problem settings and computation results. Earthquake wave
propagation in the three-layered soil structure is computed in this application example.

m = 4 vectors. Compared with the baseline algorithm without time-parallelism
(m = 1), this is 14.1 s/2.04 s = 6.89-fold speedup on the Skylake system.

Next we see the performance of developed application on an urban earthquake
problem targeting a 1.25 km × 1.25 km area of Tokyo. Using digital elevation map
of [16] and soil information of [17], we constructed a soil model consisting of
three soil layers. We discretized this problem with minimum element size of 1 m,
which lead to a problem size of 1,022,620,536 degrees-of-freedom, 252,738,195
second-order tetrahedral elements and 340,873,512 nodes (Fig. 8a, b). We input
the wave observed during 1995 Kobe Earthquake [18] with time stepping dt =
0.01 s. The mesh is partitioned with METIS into 1,152 partitions and computed
using 144 nodes of OFP (8 MPI processes per node). Figure 9 shows the elapsed
time for solving the first 25 time steps using GHYDRA with the baseline EBE
kernel and GHYDRA with the developed EBE kernel (both with m = 4). We
also show performance of GAMERA, which can be considered as the non-time
parallel version of GHYDRA with the baseline EBE kernel (m = 1). We can see
that the application was accelerated by 125.6 s/61.9 s = 2.03-fold by using the
developed EBE kernel algorithms leading to high peak performance of 11.6% of
FP64 peak. Together with the 247.2 s/125.6 s = 1.97-fold speedup using time-
parallelism, the application was accelerated by total of 3.99-fold when compared
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GHYDRA (with 
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GHYDRA (with 
time parallelism)

Fig. 9. Elapsed time for solving the first 25 time steps of application problem. Measured
on 144 nodes of OFP.
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to the SC14 Gordon Bell Prize Finalist solver GAMERA. We can see that the
acceleration of the EBE kernel with algorithms suitable for wide SIMD and
multi-cores are effective for attaining high performance and shorter time-to-
solution of the overall application. With less energy-to-solution, we can afford to
conduct more detailed simulations of larger areas of interest, which is expected
to contribute to earthquake disaster mitigation.

5 Closing Remarks

In this paper we developed algorithms to accelerate the Element-by-Element
kernel in unstructured low-order implicit finite-element methods on systems with
many-core wide SIMD CPUs. By using the developed algorithm on the Intel
Xeon Phi Knights Landing based Oakforest-PACS system, the elapsed time of
the EBE kernel and total unstructured finite-element application was accelerated
by 2.88-fold and 2.03-fold, respectively. The developed EBE kernel algorithms
were also effective for the K computer and an Intel Skylake Xeon Gold CPU
based system. These insights are expected to enable high performance on other
large-scale many-core wide CPU based supercomputer systems, enabling energy
efficient finite-element computation towards exascale computing.
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Abstract. Recently grid-based physical simulations with multiple
GPUs require effective methods to adapt grid resolution to certain sensi-
tive regions of simulations. In the GPU computation, an adaptive mesh
refinement (AMR) method is one of the effective methods to compute
certain local regions that demand higher accuracy with higher resolu-
tion. However, the AMR methods using multiple GPUs demand compli-
cated implementation and require various optimizations suitable for GPU
computation in order to obtain high performance. Our AMR framework
provides a high-productive programming environment of a block-based
AMR for grid-based applications. Programmers just write the stencil
functions that update a grid point on Cartesian grid, which are executed
over a tree-based AMR data structure effectively by the framework. It
also provides the efficient GPU-suitable methods for halo exchange and
mesh refinement with a dynamic load balance technique. The framework-
based application for compressible flow has achieved to reduce the com-
putational time to less than 15% with 10% of memory footprint in the
best case compared to the equivalent computation running on the fine
uniform grid. It also has demonstrated good weak scalability with 84%
of the parallel efficiency on the TSUBAME3.0 supercomputer.

Keywords: Adaptive mesh refinement · GPU · Stencil computation

1 Introduction

The stencil-based applications are important applications running on the GPU
supercomputers. Thanks to the wide bandwidth and high computational power
of GPU, various stencil applications have successfully achieved high perfor-
mance [7,8,11]. Recently grid-based physical simulations with multiple GPUs
require effective methods to adapt grid resolution to certain sensitive regions
of simulations. An adaptive mesh refinement (AMR) method is one of the key
technique to compute certain local regions that demand higher accuracy with
higher resolution [1,3,6]. While GPU computation has the potential to achieve
c© Springer Nature Switzerland AG 2019
J. M. F. Rodrigues et al. (Eds.): ICCS 2019, LNCS 11536, pp. 281–294, 2019.
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high performance, it forces the programmer to learn multiple distinctive pro-
gramming models such as CUDA or OpenACC and introduce various compli-
cated optimizations. For this reason, most of existing AMR libraries supporting
GPU provide only several numerical schemes that optimized for GPU, or the
programmer has to provide GPU optimized kernels written in CUDA [6].

In order to improve productivity and achieve high performance, various types
of high-level programming models for GPU were proposed [2,4,5,9,10,13]. How-
ever, since these programming models focus on stencil computations on uniform
grids, it is difficult to apply them to the AMR applications where additional data
structures such as tree structures are essential. Although Daino was proposed
as a directives-based programming framework for AMR on GPUs, it needed
to use its own directives [14]. To enhance the portability and transparency of
frameworks themselves and the user codes using them, the framework should be
written in standard languages without language extension.

In this paper, we propose a high-productivity framework for a block-
based AMR for grid-based applications running on multiple GPUs. In previ-
ous research, we proposed a high-productivity GPU programming environment
for stencil computations on uniform grids [9,10]. By extending this framework
and adding the AMR data structure with halo exchange functions and mesh
refinement mechanisms, we construct this AMR framework. The framework is
implemented in the C++ language with CUDA and can be used in the user
code is written just in C++, which improves portability of both framework and
user code and facilitates cooperation with the existing codes. The framework
provides data structure suitable for AMR method and class which can easily
express stencil calculation on grid with various resolutions.

2 Overview of AMR Framework

The proposed block-based AMR framework is designed to provide highly-
productive programming environment for stencil applications with explicit time
integration and adapting grid resolution to certain sensitive regions of simula-
tions. The framework is intended to execute the user program on NVIDIA’s
GPU. The programmer can develop user programs just in the C++ language.
The programmer simply describes a C++11 lambda expression that updates a
grid point, which is applied to the entire grids with various resolution over a
tree-based AMR data structure effectively.

The framework can locally change the resolution of the grids for arbitrary
regions in the time integration loop of applications. An entire computational
domain is divided into a large number of the small uniform grid blocks with the
same size recursively. The computation for all grid blocks can be solved with a
single execution of a conventional stencil calculation for Cartesian grid regard-
less of their resolutions. This strategy may be effective for performance improve-
ment because GPU can often derive high performance when accessing contiguous
memory. The framework also provides some functions and C++ classes to realize
other processes required for the AMR computations, such as mesh refinement,
exchanging data in halo regions between grid blocks with different resolutions,
and data migration to maintain load balancing.
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3 Implementation and Programming Model of AMR
Framework

This section describes the implementation and programming model of this pro-
posed framework.

3.1 Data Structure for AMR Framework

In order to realize AMR computations, this framework recursively divides a
computational domain into a large number of uniform grid blocks and represent
their spatial distributions by tree structures. Each leaf node of the tree structures
has a uniform grid block per each physical variable. Each block contains the
same number of cells regardless of the resolution to be expressed. A grid block,
for example, contains 163 cells in 3D with halo regions, which size depends on
the numerical schemes adopted by the application. Figure 1 shows a schematic
diagram of the physical spatial distributions of grid blocks with trees and the
memory space layout that holds the actual data. A quadtree or an octree tree is
used as the tree structure in 2D or 3D, respectively. Since the GPU often achieves
high performance when accessing consecutive memory areas, the grid blocks are
allocated in one large contiguous memory area for each physical variable.

Each leaf node does not directly hold a grid block itself but holds an ID that
specifies an assigned grid block. From these IDs, the position of the assigned
grid block in the contiguous memory area can be determined. By based on ID
mapping, a single tree structure can be associated with an arbitrary number of
physical variables, which is important in developing a framework. Changing the
positions and the number of grid blocks with time integration can be made only
by changing the tree structure with varying the values of the IDs on the leaf
nodes. It is unnecessary to allocate and deallocate the memory for grid blocks
that may cause performance degradation especially on GPU. In order to express
arbitrary shapes of the computational domains flexibly, the framework arranges
multiple tree structures in an entire computational domain as shown in Fig. 2.

In order to represent the AMR data structure by the multiple tree structures,
this framework provides Field class, which is used as follows.

Field field(3, {4, 4, 8}); // dimension and size of trees
field.grow(2); // grow all trees by 2 levels

In the multi-GPU computation, the entire program is parallelized by MPI and
each process handles a single GPU. Each process independently holds the same
tree structures as an object of the Field class at all times. The change of the tree
structures, which means the change of the spatial resolution of the computational
domain, is determined by (1) instructions to change mesh resolution and (2)
instructions to migrate grid blocks between GPUs. Only the instructions in (1)
and (2) are synchronized with MPI without explicit synchronization of the tree
structures themselves. By sharing all the instructions in all processes, every
process can change the own tree structures in the same way, which allows us
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to always keep the same tree structures among all processes. In addition to the
ID indicating the grid block, each leaf node holds a rank number of MPI that
handles a GPU in which the grid block data are actually stored.

3.2 Array Structure for Multiple Grid Blocks

In order to represent the entire computational domain by a large number of grid
blocks, the framework provides an unique data type MArray with Range type,
which represents a 1D/2D/3D rectangular range. An object of MArray holds a
single large array data, which is virtually divided into and used as multiple grid
blocks as shown in Fig. 1, with the number of grid blocks and one object of
Range. By using these types, the multiple grid blocks are allocated as follows:

unsigned int length[] = {16+2*mgn, 16+2*mgn, 16+2*mgn};
int begin [] = {-mgn, -mgn, -mgn};
int narrays = 4096; // number of grid blocks
Range3D whole(length, begin); // size of each grid block
MArray<float, Range3D> f(whole, narrays, MemoryType::DEVICE);

MArray is initialized with parameters that specify a Range that represents the
range of a grid block, the number of grid blocks the MArray contains, and a
location of memory to allocate. This Range object is used to determine the halo
regions of each grid block. These grid blocks are also exploited as temporary
areas for storing data used for mesh refinement and halo exchange with MPI.

3.3 Writing and Executing Stencil Functions

In this framework, a stencil calculation must be defined as a C++11 lambda
expression called a stencil function with MArrayIndex provided by the frame-
work. The stencil function for 3D diffusion equation is defined as follows:
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auto diffusion3d = [] __device__ (const MArrayIndex &idx,
int level, float ce, float cw, float cn, float cs, float ct,
float cb, float cc, const float *f, float *fn) {
fn[idx.ix()] = cc*f[idx.ix()]

+ ce*f[idx.ix(1,0,0)] + cw*f[idx.ix(-1,0,0)]
+ cn*f[idx.ix(0,1,0)] + cs*f[idx.ix(0,-1,0)]
+ ct*f[idx.ix(0,0,1)] + cb*f[idx.ix(0,0,-1)]; }};

MArrayIndex holds the size of given grid block n3 and represents a certain grid
point (i, j, k), which is the coordinate of the point where this function is applied.
It provides a function for accessing to the (i, j, k) point and its neighboring
points for the stencil access; idx.ix(-1, -2, 0), for example, returns the index
representing (i−1, j−2, k) point. Stencil functions can be defined as device (i.e.,
GPU) functions by using the qualifier device provided by CUDA.

To update MArray by the user-written stencil functions, the framework pro-
vides the Engine class, which is used to invoke the diffusion equation on the
three-dimensional grid as follows:

Range3D inside; // where stencil functions are applied.
Engine_t engine;
engine.run(amrcontroller, inside, LevelGreaterEqual(1),

diffusion3d, idx(f.range()), level(), ce,cw,cn,cs,ct,cb,cc,
ptr(f), ptr(fn));

The parameters of Engine::run must begin with an object of AMRController
that holds Field and another data structures required for AMR. The fourth
parameter is a stencil function defined as a lambda expression, followed by any
number of different types of additional parameters that are provided to this
function. f and fn are MArray data. Engine::run applies a given stencil function
to the grid blocks of the given MArray fn in the region represented by the second
parameter inside and satisfying the condition for the AMR level given as the
third parameter. Typically, inside specifies an inside region that is a region
excluding the halo region from the computational domain as shown in Fig. 3. By
specifying LevelGreaterEqual(1), this stencil function is applied to the grid
blocks on level 1 or higher. The ptr function provides the pointer pointing to
(i, j, k) of the given grid block in the MArray to the user-defined stencil function.
Similarly, level is used to obtain the AMR level of the applied given block inside
the stencil function, which allows us to perform level-dependent computation.
Since the grid blocks are allocated in the contiguous memory area as described
above, the framework can apply a single stencil function to all grid blocks at
various levels that are contained inside a single MArray simultaneously.

3.4 Data Transfer of Halo Regions

In this framework, each grid block on a leaf node has halo regions for stencil
calculations. To advance the time step, it is necessary to exchange data in the
halo regions between adjacent grid blocks with the same and different resolutions.
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Data exchange of the halo regions inside a GPU is performed in the following
order. First, data exchange of the halo regions is performed between adjacent
grid blocks with the same resolution (i.e., the same level), which do not need
the interpolation of values. Next, the data of the halo regions are transferred
from the high-resolution grid blocks to the low-resolution grid blocks. Finally,
the data of the halo regions are transferred from the low-resolution grid blocks to
the high-resolution grid blocks. The framework can handle values defined at cell
center and node center points. It can copy values at the same physical location
between high- and low-resolution with interpolation functions. Currently, the
interpolation values are calculated by a linear function.

Figure 4 shows exchanging data in the halo regions between the grid blocks
allocated in the different GPUs. First, the framework designates several pieces
of current unused grid blocks from the continuous memory area as temporary
regions in each process. They are placed in the surround area of the subdomain
of each process. These temporary grid blocks are called the ghost blocks in our
framework. Next, the data in the grid blocks that are necessary for the stencil
computation are actually transferred from the adjacent GPU using the CUDA
APIs with MPI and stored in the ghost blocks. Referring to these ghost blocks,
the stencil functions are executed at each process independently.
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To execute the stencil computations, only the halo regions of the ghost blocks
are required. However, in this framework, the whole regions of the ghost blocks
are transferred between neighboring GPUs instead of the halo regions of them.
In order to make full use of transferred data of grid blocks, we exploit a tempo-
ral blocking method that is a well-known technique for locality improvement in
stencil computations [12,15]. By using this method with several decomposed sub-
domains, several time steps can be advanced in each subdomain independently
of the others. This also contributes to reducing the number of communications.

The framework exploits the temporal blocking based on the countdown pro-
posed in our previous research [12]. Figure 5 shows the scheme of halo exchange
using the temporal blocking with multiple GPUs. The number of executions
of the function of halo exchange is counted. Based on this count, when it is
expected that there will be no more effective data for performing the stencil
calculation, actual communication will be carried out. Otherwise, the function
of halo exchange does not perform any communication. As a result, the pro-
grammers can use the temporal blocking method without modifying their user
codes.
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Fig. 5. Scheme of halo exchange using the temporal blocking with multiple GPUs. For
the sake of simplicity, this figure is supposed to exchange halo regions at the same level.

In order to perform the halo exchange inside a GPU and between differ-
ent GPUs with the temporal blocking method, this framework provides the
AMRController::exchange halo. This function is typically used as follows:

amrcontroller.exchange_halo(f, u, v, w);

f, u, v and w are MArray data. By using the C++11 variadic templates, this
function can apply halo exchange between grid blocks to any number of dif-
ferent types of MArray data simultaneously. In this function, first inter-GPU
communication with MPI is performed, which updates values on ghost blocks
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allocated each GPU. After that, inside each GPU, the halo exchanges between
grid blocks including the ghost blocks are performed.

3.5 Mesh Refinement

Modifying the resolution of the grid blocks on the leaf nodes is not done auto-
matically on the framework side because it is necessary to take care of the change
of arbitrary physical quantities and variables in the user codes. To change the
resolution of the grid blocks, the programmers explicitly specify the leaf nodes
that having these grid blocks in the user code and issue the instructions of chang-
ing their resolutions by using the functions provided by the framework. These
instructions issued to some leaf nodes in each process are shared by all processes
before mesh refinement is actually executed.

After all instructions are shared by all processes, each process changes its
own tree structure as follows. When a leaf node is specified to be fine resolution
by an instruction for refining mesh, the framework forcibly raises its level by 1.
To maintain a 2:1 balance of the resolution, the levels of its adjacent leaf nodes
are also increased by 1 if necessary. When a leaf node is specified to be coarse
resolution by an instruction, the framework decreases its level if it is able to
continue to meet a 2:1 balance with its surrounding leaf nodes.

The resolution of the grid blocks is actually changed, after the new levels of
the all leaf nodes after mesh refinement are determined on the tree structures.
First, some of the unused grid blocks pooled in the continuous memory area
are assigned to the grid blocks that store fine or coarse values after the mesh
refinement. The framework assigns the grid blocks for this purpose in order
from the smallest numeral to prevent fragmentation of memory. After that, the
framework actually copies the values between grid blocks for the mesh refinement
with interpolation in parallel. The unnecessary grid blocks that hold original
values are returned to a group of the unused grid blocks for future use.

When several grid blocks with a high resolution that are not allocated on the
same single GPU are changed to a single grid block with a low resolution, data
migration is executed before mesh refinement in order to collect those original
data on the same GPU.

3.6 Data Migration Between GPUs and Load Balancing

In the AMR method, the sizes and the physical positions of local regions with
high resolution change in the time integration loop of applications. The load
balancing among GPUs using data migration is necessary to make efficient use
of computational resources and improve performance.

This framework provides a function to issue an instruction to migrate grid
blocks from a GPU to another GPU. When migrating a grid block, the program-
mer first issues this instruction with specifying a new process for the leaf node
handling this grid block. All instructions issued in each process are shared by
all processes with MPI Allreduce. After that, the framework actually performs
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the migration of the grid blocks using MPI according to these instructions. The
some of the unused grid blocks are assigned to store the migrated grid blocks.

By using this migration mechanism, dynamic load balancing is realized as
follows. In our framework, a computational domain is represented by multiple
trees (Fig. 2). While traversing trees in turn, the leaf nodes are assigned to each
process in a depth-first search on each tree. The leaf nodes assigned to a certain
process are typically owned by a few adjacent trees. By using this strategy, our
applications can achieve localizing the distribution of the leaf nodes handled by
each process and load balancing of them. Localizing their distribution contributes
to making inter-process communication more effective. In our application, when
the number of leaf nodes assigned to a certain process increases by 10% compared
to the average number of leaf nodes assigned to each process, the redistribution
of all leaf nodes based on the migration described above is carried out.

4 Performance Analysis and Discussion

This section presents the performance of compressible flow simulation based
on the proposed framework on a NVIDIA Tesla P100 GPU and its weak scal-
ing results obtained on TSUBAME3.0. TSUBAME3.0 is equipped with 2,160
P100 GPUs. The peak performance of each GPU in double precision is 5.3
TFlops. Each node of it has four P100 attached to the PCI Express bus 3.0 ×16
(15.8 GB/s), four Intel Omni-Path Architecture HFI (12.5 GB/s) and two sockets
of the Intel CPU Xeon E5-2680 V4 2.4 GHz 14-core.

4.1 Application: 3D Compressible Flow

We perform 3D compressible flow computation written by this framework and
show computational results of the Rayleigh-Taylor instability. To simulate this,
we solve 3D Euler equations described as follows:
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where ρ is density, (u, v, w) are velocity, p is pressure, and e is energy. Here, g is
gravitational acceleration. An advection term is solved using three-order upwind
scheme with three-order TVD Runge-Kutta method. Time integration of five
variables ρ, ρu, ρv, ρw, and ρe is solved, which requires 13 neighbor elements of
each variable are used to update them on a center point of the grid.
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4.2 Performance Evaluation on Single GPU

We show the performance results of the application on a single GPU by varying
the size of the grid blocks assigned to leaf nodes. We change the number of cells
that each grid block contains to 83, 123 or 163, and evaluate performance using
5 levels of resolution of AMR. In each grid block, halo regions having a width of
2 are added around those cells in this simulation due to the adopted numerical
schemes. The maximum width of a grid block is 16 times the minimum one in
physical space on the 5-level AMR. When the number of cells each grid block
contains is increased, the volume occupied by one grid block becomes large and
it is difficult to finely adjust the resolution locally. Then, we set the maximum
value of the length of one side of a grid block to 16 in this measurement.

Table 1 shows the total performance of computational kernels themselves and
the overall performance of an entire time step at a certain time step when the
number of cells in each grid block is changed. The 15 different computational
kernels are executed at each time step. The entire time step includes computa-
tional times for exchange of the halo regions and control of the AMR structure
as well as the above 15 kernels. These results are evaluated by using NVIDIA
GPU profiler nvprof. This table also shows the number of leaves from the coars-
est level 1 to the finest level 5. Note that the length of the whole computational
domain needs to be a constant multiple of the length of a grid block in the cur-
rent implementation. Then, when the number of cells each grid block contains
is 123, the size of whole computational domain is different from others.

As shown in Table 1, comparing the total performance of the 15 kernels, the
performance is higher when the length of one side of a grid block is longer. This
is because when the volume of the halo regions with respect to that of the inside
region decreases in each grid block, the memory access needed for updating values
in the inside region is reduced, resulting in performance improvement. When the
length of one side of a grid block is 16, the total performance of the kernels is 914
GFlops, which is 65% of the performance obtained by the same computation on
the normal structure grid with the size of 1283 (i.e., 1.41 TFlops). Considering
that the ratio of the inside region to the entire computational region including
the halo regions is 51% in each grid block and the cache can be used as part of
the memory access, the ratio of 65% is considered appropriate.

In this framework, each grid block has halo regions so that the stencil func-
tions for the structure grid can be used without any modification. However, the
cost of exchanging these halo regions is relatively high. Due to this overhead,
the observed overall performance decreases to 246 GFlops in the above case.

Table 1. Performance on a single NVIDIA Tesla P100 GPU.

# of

cells

Equivalent

domain size

# of leaves (level

1/2/3/4/5)

Kernels’ performance

(GFlops)

Overall performance

(GFlops)

83 512 × 512 × 2048 180/449/705/2385/17208 765.2 102.4

123 576 × 576 × 2304 20/176/210/786/4848 811.9 178.1

163 512 × 512 × 2048 16/80/220/718/4752 913.9 245.9
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4.3 Time to Solutions

We evaluate the computation time of two versions of simulation codes. The first
version uses the temporal blocking method to reduce the number of commu-
nications and the second one does not exploit it. The latter version is used as
references for this performance evaluation. Both versions may migrate data on
grid blocks every 200 steps to improve load balancing if necessary. We perform
simulations on a physical volume equivalent to the finest uniform grid with the
size of 2, 048 × 1, 024 × 4, 096 using 5 levels of AMR by using 4 GPUs on each
node and total 32 GPUs on TSUBAME 3.0. We use grid blocks having 163 cells
with 2-width halo region from the results of the previous section.

Fig. 6. A snapshot of density distribution
results obtained by the simulation of 3D
compressible flow. The boundary lines of the
grid blocks are also shown in part.

Fig. 7. Computational times for each
time step using 32 GPUs. (Color figure
online)

Figure 6 shows a snapshot of computational results of the Rayleigh-Taylor
instability obtained by 3D compressible flow computation written by this AMR
framework. By applying the AMR method to fluid simulation, we have succeeded
in simulating with a fine structure around the interface of two fluids.

Figure 7 shows the computation time taken for the calculation of each time
step in the above two versions. At the 10,000th step, the first version takes 0.41 s
for the computation on this time step, while the second version takes 1.28 s for the
same computation. With the benefits of the framework, programmers can easily
introduce the temporal blocking to this application and achieve approximately
3.1 times speedup without any additional development cost. When the finest
uniform grid is used over entire computational domain instead of AMR, the
computational time of 2.7 s per each time step is required, which is depicted as
a blue dashed line in Fig. 7. It indicates that the first version is 6.7 times faster
than the same computation on the finest uniform grid. Since the restart files
are output every 10,000 steps, the computational times for every 10,000 steps is
longer than the those required for other time steps.
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Fig. 8. Ratio of memory usage of AMR
simulation for each time step in compar-
ison with the computation on the finest
grid.

Fig. 9. Weak scaling on TSUBAME 3.0.

Figure 8 shows the memory consumption ratio of this AMR simulation at
each time step, compared to the simulation performed using the finest uniform
grid over the physical volume having the same size. By using 5 levels of AMR,
this memory consumption rate is kept to be less than 10% in overall runtime.

4.4 Weak Scaling Results

We show the weak scaling results of AMR applied simulation for the Rayleigh-
Taylor instability using multiple GPUs on TSUBAME3.0. Figure 9 shows the
performance results of the simulation using 5-level AMR with the temporal
blocking method and the data migration to improve load balancing. We use
4 GPUs per each node for this simulation. We assign a physical volume equiv-
alent to the finest uniform structure grid with the size of 10243 to each GPU.
As shown in this figure, the weak scaling efficiency is above 84% for a physical
volume equivalent to the finest uniform grid with the size of 6144× 6144× 8192
on 288 GPUs with respect to the 8-GPU performance.

In order to further analyze the weak scaling results, Fig. 10 shows the break-
down results of the computation time using 8 and 288 GPUs at the 1000th step.
The computation time obtained by the stencil functions and the time taken by
the halo exchange inside each GPU are almost the same in both figures. On the
other hand, the communication time among GPUs with MPI is greatly affected
by the number of GPUs to be used. Because of the complex geometry of the
subdomains, each GPU needs to communicate with more number of GPUs in
AMR than in the case of computation using a structure grid with multiple GPUs.
When the number of GPUs used increases, the number of GPUs each GPU com-
municates increases, resulting that the communication time takes longer. In the
refinement and data migration, MPI Allreduce is used to share the instructions
among all processes to update the tree structures held by each process. As the
number of GPUs increases, the communication between all processes increases,
resulting in increasing the total computation time in one time step.
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Fig. 10. Breakdown of the computation time at one time step using 8 GPUs (left
figure) and 288 GPUs (right figure).

5 Conclusion

This paper has presented the programming model and implementation of the
high-productivity framework for a block-based AMR for stencil applications,
and evaluation of 3D compressible flow based on the proposed framework per-
formed on a supercomputer equipped with multiple GPUs. The framework can
execute the user-written stencil functions that update a grid point on Carte-
sian grid over a tree-based AMR data structure effectively. This framework also
provides mesh refinement mechanism and data migration that are required for
AMR applications. The countdown based temporal blocking method, which is
applied to the user codes without any modification, are contributes to reducing
the number of communications and making full use of transferred data. With our
proposed framework, we have conducted performance studies of the framework-
based compressible flow simulation on a single GPU and using multiple GPUs on
TSUBAME 3.0. The framework-based compressible flow simulation has achieved
to reduce the computational time to less than 15% with 10% of memory foot-
print compared to the equivalent computation running on the fine uniform grid.
The good weak scaling is obtained using 288 GPUs of TSUBAME 3.0 with the
efficiency reaching 84%.
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Abstract. Computational science is rapidly developing, which pushes
the boundaries in data management concerning the size and structure of
datasets, data processing patterns, geographical distribution of data and
performance expectations. In this paper we present a solution for harmo-
nizing data access performance, i.e. finding a compromise between local
and remote read/write efficiency that would fit those evolving require-
ments. It is based on variable-size logical data-chunks (in contrast to
fixed-size blocks), direct storage access and several mechanisms improv-
ing remote data access performance. The solution is implemented in the
Onedata system and suited to its multi-layer architecture, supporting
organizationally distributed environments – with limited trust between
data providers. The solution is benchmarked and compared to XRootD
+ XCache, which offers similar functionalities. The results show that the
performance of both systems is comparable, although overheads in local
data access are visibly lower in Onedata.

Keywords: Random access · Variable-size block ·
Distributed file system · Organizationally distributed environment

1 Introduction

Recent years have brought significant advances in computational science and
rapid development of data centers, which keep growing and employing modern,
distributed storage technologies. Big institutions are getting dedicated network
links and the throughput of network infrastructures is increasing. This tech-
nological progress aligns well with the trends in computational science that
push towards globalization and distributed computing. The idea of e-Science
[11] allows scientists from different fields and organizations to cooperate without
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borders, performing parallel, distributed analysis on large, shared datasets. How-
ever, current data access and sharing solutions can only partly fulfill this vision.
The reason behind the lack of suitable solutions is the challenging nature of
data access globalization. Some relevant issues are: autonomy of data providers,
geographical distribution of vast datasets, complicated maintenance of network-
based communication, data security and privacy or decentralized authorization.
Among them there is efficient and cost-effective access and processing of dis-
tributed datasets in such decentralized environments.

Analysis of different use-cases show that scientists use very diverse methods
to process their datasets. Quite often the data is stored in giant (sometimes
sparse) files, which are read or written by variable-size chunks in a seemingly
arbitrary order – consider for example the popular HDF5 [9] format that can
hold multi-dimensional data. While sequential access is usually well handled, the
case of random read & write is a pitfall for most of network-based file systems.
When data is located on remote storage systems or distributed, these operations
trigger transfers of whole files or large blocks between storage clusters that can
generate unnecessary costs. Transfer management and optimization can be very
challenging, especially when files are accessed in a random manner.

In this paper we present our solution for harmonizing performance of sequen-
tial and random access to local and remote datasets in organizationally dis-
tributed environments. The solution was implemented as a part of data access
system called Onedata [16,17], evaluated and compared to commonly used
XRootD virtual filesystem.

2 Related Work

Below is a summary of existing solutions related to efficient access to large, dis-
tributed datasets: distributed data access systems, solutions optimizing random
access performance of network-based storage and tools for large data transfers.

The need of unified data access is apparent as more and more initiatives
[22,25] and products appear, trying to fulfill those requirements. For example,
IBM offers Active File Management (AFM) [12] as an additional layer over their
GPFS storage to achieve caching of data originating from remote sites (home-
and-cache model) with support for data modifications. By creating associations
between data clusters, one can implement a single namespace view across sites
around the world, though this requires full trust between them. XRootD [3] is
a commonly used, open-source alternative to GPFS + AFM, which embraces
a very similar model when coupled with XCache [7]. XRootD can be used to
unify access to different storage systems into a single virtual endpoint, accessi-
ble from anywhere. XCache is essentially an XRootD service employing a caching
plugin, which manages a local cache of data read from remote sites for faster
consecutive reading. Like in IBM’s solutions, XRootD/XCache requires all the
sites to be federated. However, in contrast to AFM, XCache does not support
remote write operations. DataNet Federation Consortium (DFC) [5] aims to
implement a national data management infrastructure to streamline scientific
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development. The prototype supports three types of federation mechanisms: (1)
tightly coupled federations, realized by federating iRODS data grids, (2) loosely
coupled federations, i.e. external services offering certain datasets for retrieval
and querying and (3) asynchronous federations where queries to external services
are processed in an asynchronous (message queue based) manner. This approach
promotes (read-only) integration with open data services, rather than unifying
data access to distributed data providers. DFC employs iRODS [18] to create a
single federation, but it can be also used to achieve cross-federation data access.
However, it does not implement location transparency of the stored data. The
files must be manually moved/copied between iRODS Zones. It requires cer-
tain administrative effort to set up cross-federation data access – user accounts
pointing to their home Zone must be created in remote Zones.

As mentioned before, random access performance is a weakness of most file
systems, and especially problematic in network-based storage systems. There
have been attempts to overcome these limitations or introduce optimization
mechanisms. For example, in [29] the authors propose three methods to opti-
mize random queries on HDFS [20] and guarantee the performance of sequential
access. All the methods are based on network-level optimizations and yield sat-
isfactory results. Another attempt to adjust HDFS to random access profile is
presented in [15], where the authors introduce some low-level modifications to
make the filesystem better suited for computations in the field of High Energy
Physics (HEP). The next example is VarFS [10] – a filesystem build on Ceph
[24] especially for the purpose of random write operations. The general idea
is that instead of using objects or blocks of fixed-size as most file systems do,
this layer uses variable-size objects while remaining POSIX compatible. This
way, random write performance can be greatly increased and the overheads of
sequential write operations are acceptable. The conclusion is that it is possible to
achieve reasonable random access performance in a commonly used distributed
data access systems such as HDFS or Ceph, however these solutions are designed
for federated environments.

Data transfers are an inherent aspect of distributed data access systems.
Whenever a file is accessed remotely, it must be pushed through the network
between data sites. In the great majority of data access systems, fixed-size block
is used as the basic unit of data and only the required blocks are transferred. The
stability and latency of the network link have a significant impact on efficiency
– hence various optimization techniques are employed. They include prefetching
of blocks, caching the data locally, tuning the network etc. Pre-staging used to
be a reasonable choice in some scenarios, but with the growth of data volumes,
replication of whole datasets is becoming unviable. Still, there are many cases
where large files are moved between data clusters as part of the scientific pro-
cess. The choice of tools for managing data transfers is wide, see products from
Signiant [21], Axway [2], IBM [13] or Serv-u [19] as commercial examples. Non-
commercial solutions include mdtmFTP [28], FDT [8] or GridFTP [1], which is
extensively used in scientific communities. A common approach is to embrace
parallel network links between clusters to speed up file moving – this idea was
formalized in the Parallel FTP protocol [4].
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The choice of tools for data access and transfers is wide, but there is a lack
of integrated solutions for efficient data access in organizationally distributed
environments. Such solution should hide away the complexity of manual data
management between autonomous sites and offer a unified, transparent view
on all user’s datasets, at the same time ensuring the performance sufficient for
scientific computing.

3 Data Access in Organizationally Distributed
Environments

Our solution for harmonizing performance of sequential and random access to
local and remote datasets is a part of Onedata – an eventually consistent dis-
tributed data access system. Onedata aims to provide access to distributed data
under a single namespace [27]. Its main goal is to achieve truly transparent,
efficient, scalable and cost-effective data access to autonomous data providers,
despite the inherent lack of trust between them [17].

The Onedata system is based on a multi-layer architecture (see Fig. 1). One-
zones provide an Authentication and Authorization Infrastructure, and mediate
in cooperation of Oneproviders, which realize access to datasets stored in differ-
ent organizations. Oneclients, subject to Oneproviders, employ FUSE (filesystem
in userspace [23]) to implement POSIX data access and seamless integration with
filesystems. While Onezones are key to overcome the lack of trust in organiza-
tionally distributed environments, Oneproviders and Oneclients are responsible
for handling data access.

Users access their data through the Oneclient software using logical paths
pointing at logical files. To provide efficient data access without significant over-
heads, Oneclient accesses the data directly on the storage system whenever possi-
ble. Otherwise, proxy mode is used – the data is read/written through a network
connection to Oneprovider. Prior to direct data access, Oneclient gains knowl-
edge about logical files from metadata managed by Oneprovider. The metadata
includes such information as logical filenames, permissions, access types and a
registry of data-chunks – as decribed below.

3.1 Data-Chunks

Onedata introduces data-chunk as the basic unit of data. The content of each
logical file consists of one or more data-chunks, each representing a range of
bytes. Data-chunks have similar role as blocks in a standard filesystem, although
they can correspond to a series of blocks or other entities (e.g., objects) on
the underlying storage system. Thus, data-chunk handling is a vital factor in
data access scalability, performance and cost-effectiveness. Without appropriate
models for metadata consistency and synchronization [26], file metadata that
includes the registry of data-chunks can become a bottleneck of the whole data
access system (e.g. [6,14,24]).
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Fig. 1. Multi-layer Onedata architecture and logical file matadata with data-chunks.

Datasets differ in characteristics – in extreme cases the files may be small
and numerous or large and sparse. While small data-chunk size would result
in creation of numerous data-chunks for big files, large data-chunk size would
cause synchronization of large data pieces even when a single byte is read. Thus,
Onedata uses variable-size data-chunks – in specific cases, a data-chunk can
represent a single byte or the whole file.

Oneprovider services synchronize file metadata including the registry of data-
chunks (see Fig. 1). When a data-chunk is overwitten by a Oneprovider, the
remaining Oneproviders mark the modified data-chunk as invalid. As the actual
file content is not exchanged, this is a lightweight mechanism even for large files.
Data transfers are performed only when a data-chunk being read is absent from
the Oneprovider that handles the reading. As needed, data-chunks are split on
the fly to limit the transfer size to the missing data range only. Therefore, the
variable-size data-chunks minimize the cost of remote data access.

All things considered, there are several advantages of variable-size block man-
agement in the context of highly distributed systems, which align well with our
concept of data-chunks:

– universal fit for small and large files,
– limiting the network and storage cost to possible minimum,
– flexibility and ability to dynamically adapt to circumstances,
– seamless integration with different underlying storage systems, no matter

their blocksize or type (file/object-based etc.).
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3.2 Models for Metadata Consistency and Synchronization

Metadata access overheads can be related to round trip times, which are often
impossible to reduce. For this reason, the metadata is replicated between One-
providers and cached by Oneclients. Whenever possible, it is processed locally
and/or asynchronously. As a result, most of the metadata (including the reg-
istry of data-chunks) is eventually consistent and adopts last-write-wins conflict
resolution. The causal consistency model is applied only to metadata managed
by Onezones that is crucial for cooperation and security.

Since the overheads of synchronization grows with the number of entities that
exchange metadata, only Oneproviders that store parts of the particular dataset
are involved in processing and replication of the corresponding metadata.

3.3 Data Access Performance

One of the basic assumptions for Onedata is direct access to storage systems
whenever possible to retain the performance they offer. Scalability is achieved
by handling multiple underlying storage systems in parallel and limiting the
metadata processing overheads as much as possible, by using appropriate con-
sistency and synchronization models (see Sect. 3.2).

Data access performance can be further improved by employing specialized
mechanisms that support particular data access patterns when data is not acces-
sible directly. However, the sequential and random data access patterns require
different optimization strategies to limit the negative impact of the network and
data access latency.

4 Harmonizing Random and Sequential Access

There are three main factors when considering efficient data access:

– operation: read/write,
– data location: local/remote,
– access pattern: sequential/random.

The write operation on the side of Oneclient works in the same way, regard-
less if local or remote. The data is written directly to the local storage system
and events are produced that update the data-chunk registry asynchronously.
This process is depicted in Fig. 2 – initially, the file is stored only in the second
Oneprovider. Oneclient overwrites a part of the file content within the first One-
provider, a registry update is broadcasted and the data-chunk is invalidated in
the second Oneprovider.

Similarly to the write operation, local data read is performed directly on the
storage system. In both cases, the only overheads are caused by fetching the file
metadata, which stays cached for faster consecutive operations. Essentially, the
efficiency of write and local read operations depends roughly on the local storage
system performance. Thus, to harmonize the performance of data access, we
focused mostly on mechanisms that support sequential or random data reading
from remote sites, discussing local operations for reference only.
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Fig. 2. Remote write causing a data-chunk invalidation.

4.1 Sequential Remote Read

During sequential remote reading, Oneclient requests its Oneprovider to transfer
the missing data-chunks to the local storage as needed and reads the file block
by block. While certain data-chunks of the file may be distributed between many
remote Oneproviders, the key factor of sequential remote read performance is
reduction of the delay in access to non-local data-chunks. It is achieved using
a prefetching mechanism. For each opened file handle, Oneclient continuously
detects the access pattern (sequential vs. random), based on comparing the read
offsets on consecutive read operations. When a file is detected to be accessed
sequentially, Oneclient requests transfer from remote Oneprovider of more data
in advance to be immediately accessible as reading proceeds. Data transfers
are prioritized so that the prefetch requests do not hinder the transfers of data
needed instantly. Moreover, all Oneclients operating on a particular logical file
are asynchronously notified of any prefetched data-chunks in order to minimize
the number of transfer requests. In summary, Onedata employs three mecha-
nisms that support sequential remote read: prefetching, prioritization of transfer
requests and broadcasting of information about synchronized data blocks.

4.2 Random Remote Read

Random read performance is cumbersome to optimize in any file system, espe-
cially when data is stored in a remote location. The introduction of data-chunks
greatly limits the network traffic caused by transfers, but reading a file remotely
(especially by small blocks) results in creation of numerous small data-chunks.
This causes the data-chunks registry to grow, increasing the costs of processing
and synchronization between Oneproviders. Moreover, the prefetching mecha-
nism in Oneclient is undesirable during random read, as it hampers the perfor-
mance by transferring unneeded bytes. For these reasons, we introduced several
optimizations to data-chunk management and Oneclient behaviour to suite them
to remote data access.

The data-chunks registry includes information about data-chunks stored in
local and remote Oneproviders. The registry is updated whenever one of the
following takes place: an event is received from Oneclient reporting data modifi-
cation, an update of certain data-chunks appears from another Oneprovider or a
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transfer request is completed. As random read can result in thousands of small
transfer requests per second, the overheads of synchronizing the data-chunks
registry with other Oneproviders become considerable. For this reason, we intro-
duced the distinction of public (instantly advertised) and private (stored only
locally) data-chunks. Public data-chunks are created as a result of data modifi-
cations, so that other Oneproviders are quickly informed about any changes in
the file content. Private data-chunks are a result of replicating fragments of data
to the local storage. There is no need to broadcast them quickly – it is done only
after they are merged to a larger data-chunk and made public.

To minimize the costs of processing and synchronizing the data-chunks reg-
istry, it is based on a tree structure with fast offset-based access. Consequently,
the registry processing time grows logarithmically with size, and upon any mod-
ification, only the changed parts of the tree are broadcasted to other One-
providers.

In case Oneclient determines that the file is not read in sequential access pat-
tern, it assumes that the file is accessed randomly and the prefetching algorithm
works differently. Rather than requesting consecutive parts of data, it discovers
which fragments (if any) of the logical file are accessed frequently and prefetches
them (see Fig. 3). Such behavior is beneficial for two reasons. Firstly, it is prob-
able that further read operations will appear within such fragment and will be
handled much faster. Secondly, such aggregation merges several data-chunks into
a larger public one, decreasing the overall data-chunks number and triggering a
broadcast of the aggregated data-chunk.

Fig. 3. During random read, private data-chunks are merged into a bigger one,
prefetched and published.

To summarize, the following mechanisms support random remote read in
Onedata: private data-chunks, data-chunk merging, selective tree-based process-
ing and broadcasting of the data-chunk registry, automatic discovery of random
access pattern and frequently accessed fragments of logical files that trigger
prefetching of the whole fragment.
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4.3 Influence of Random and Sequential Read on One Another

Due to their nature, sequential and random read require different optimizations.
Some of the mechanisms dedicated for one read type have an opposite effect
on the other. For this reason, Oneclient performs continuous detection of data
access pattern and adjusts its behaviour accordingly.

Besides access pattern recognition, Onedata harmonizes random and sequen-
tial access when many Oneclients operate on logical files sequentially and ran-
domly in parallel. In such case, randomly reading Oneclients trigger merging of
smaller data-chunks into larger ones, which makes certain fragments of files bet-
ter suited to sequential read. On the other hand, sequentially reading Oneclients
trigger prefetching, which does not block random read (due to lower priority) but
increases the chances of hitting already prefetched data during further reading.

5 Evaluation

We have performed benchmarks to verify the read and write performance and
estimate overheads introduced by the Onedata software. For reference, an instal-
lation of XRootD and XCache with standard settings has been tested using the
same underlying storage and benchmarks. The environment consisted of two
identical virtual machines: 12 CPU × 2 GHz and 40 GB RAM. All test cases
were based on a 64 KB block and the test file size was 200 GB. The network link
between the machines yielded about 5.2 Gb/s. The presented results have been
obtained from several runs with repeatable measurements.

5.1 Local Data Access

The purpose of testing local data access was mainly to estimate the overheads
of virtualization. Data was read or written to a test file by one process on one
host in three cases:

– directly on the storage system,
– via Oneclient connected to the Oneprovider on the host and with direct access

to the storage,
– via XRootDFS (FUSE-based client for XRootD) connected to the XRootD

server on the host.

Results of the tests are presented in Figs. 4 and 5. Thanks to the fact that
Oneclient operates directly on the storage system and communicates with One-
provider only to fetch the required metadata, the measurements are close to
the underlying file system performance. XRootDFS uses a network link to the
XRootD server to read/write file data and yields lower results, despite the fact
that both client and server were located on the same machine. As a consequence,
when scalability is concerned, XRootDFS depends on the network capacity, and
Oneclient depends on the underlying storage scalability.
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Fig. 4. Local read performance.

Fig. 5. Local write performance.

5.2 Remote Data Access

The environment for remote data access tests consisted of two machines, hosting
one of the following setups:

– Oneprovider on the first host, Oneprovider + Oneclient (with direct storage
access) on the second host,

– XRootD server on the first host, XCache + XRootDFS on the second host.

The tests included only remote read benchmarking. Remote write was not
tested, because it is not supported by XCache, and in Oneclient it works the
same way as local write and yields the same performance – the data is written
locally and overwritten data-chunks are invalidated in remote providers.

The test file was placed on the first host, and read by the client software on
the second host, via the caching layer (second Oneprovider/XCache). Effectively,
reading the file caused data trasfers between the Oneproviders or XRootD and
XCache. The file was read following three different patterns: sequential, random
and hybrid (starting from a random offset every time, a 20 MB fragment was
read). The results are shown in Fig. 6.

Figure 6a shows that the prefetching mechanism in Oneclient works effec-
tively. The chart adopts a stairstep-like shape, depicting where the prefetching
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Fig. 6. Remote read performance – (a) sequential, (b) random, (c) hybrid.

or reading proceeded ahead of each other – the data is transferred by One-
provider to the local storage and then read directly by Oneclient. XCache was
configured with prefetching enabled and served the file in a slower, but stable
manner.

Random remote read (Fig. 6b) is the most pessimistic case for any filesystem,
as no prediction-based optimizations can be done when the access is completely
random. This is where XCache is faster, thanks to its simpler architecture. The
data is fetched from remote XRootD, served to the client and cached locally at
the same time. On the other hand, Oneprovider transfers the data and writes
it to the storage before informing the client that it is ready to be read. Nev-
ertheless, consecutive reading of the same blocks (if required) would be faster
via Oneclient (as shown in local read tests), and the total transfer size is about
15 times less for Oneclient thanks to variable-size data-chunks (64 KB vs. 1 MB
default block size in XRootD). In this case, prefetching in XCache was disabled –
it is worth mentioning that while Oneclient detects the reading pattern automat-
ically, XCache needs to be restarted when prefetching settings change, making it
less universally applicable. Moreover, the case of complete random read is quite
rare, usually there is a pattern that causes some file fragments to be read more
frequently than others.
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Considering the above-mentioned, we have tested the two solutions in a more
likely scenario when the file is read by bigger fragments (20 MB), but randomly
chosen every time (Fig. 6c). Here, Oneclient and XRootDFS yielded similar mea-
surements – a result of a compromise between prefetching and random read
performance.

5.3 Discussion

The presented tests were performed on an elementary environment, where both
systems were running on default settings and without any tuning. The pur-
pose was to assess the impact of using variable-size data-chunks in comparison
to a fixed-size block approach in XRootD, as well as the mechanisms intro-
duced in Onedata in order to harmonize sequential and random data access.
That said, these benchmarks should not be perceived as an absolute compar-
ison of Onedata and XRootD + XCache performance. The results show that
our data-chunk based solution achieves performance comparable to a state-of-
the-art virtual filesystem based on a fixed block size, while offering additional
features such as remote write and ensuring lower overheads in local data access.
These tests should be treated as a proof-of-concept and their satisfying results
are our incentive to further refine and optimize the proposal. We plan to perform
tests in larger scale, on more complex environments, taking into account various
parameters and other state-of-the-art filesystems for reference.

6 Conclusions and Future Work

In this paper we present our approach for harmonized data access in organi-
zationally distributed environments. The solution has been implemented in a
data access system called Onedata. The purpose is to provide a universal solu-
tion for data access that offers a satisfactory compromise between sequential
and random read/write performance. It is achieved by combining a multi-layer
architecture with Onezones with a novel approach to logical mapping of dis-
tributed file content – variable-size data-chunks, a layer over physical file blocks,
objects etc. The system achieves good performance owing to support for direct
storage access, which minimizes overheads during local data read and write, and
a series of optimizations and mechanisms for efficient data-chunk management
that boost remote data access: prefetching, prioritization of data transfers, event-
based notifications of data-chunk registry changes, reading pattern recognition,
detection of popular file fragments and data-chunks merging.

The universal character of Onedata means that it will not perform better
than solutions dedicated for certain use-cases. Nevertheless, scientific computing
is constantly developing, along with the diversity of datasets and data access
patterns, which promotes integrated solutions that can cover various use-cases
with sufficient performance. Furthermore, the sizes of datasets are ever-growing,
which gradually makes pre-staging and full data replication obsolete, and encour-
ages data access based on smaller file fragments. The proposed data-chunks are
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well suited to those needs, and have the great advantage of minimizing net-
work and storage costs. The performance is comparable to the state-of-the-art
XRootD virtual filesystem, coupled with XCache, at the same time the Onedata
system offers more features, such as support for organizationally distributed
environments and remote write, which are desired in scientific collaboration.

The future work includes further tests in larger scale and comparing more
filesystems, following further optimizations: lowering the overheads of data trans-
fer management, better access pattern recognition and increasing adaptability of
the prefetching mechanisms to minimize the idle time during sequential reading.
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Abstract. Nowadays, network traffic identification, as the fundamental
technique in the field of cybersecurity, suffers from a critical problem,
namely “unknown traffic”. The unknown traffic refers to network traffic
generated by previously unknown applications (i.e., zero-day applica-
tions) in a pre-constructed traffic classification system. The ability to
divide the mixed unknown traffic into multiple clusters, each of which
contains only one application traffic as far as possible, is the key to solve
this problem. In this paper, we propose the DePCK to improve the clus-
tering purity. There are two main innovations in our framework: (i) It
learns to extract bottleneck features via deep auto-encoder from traffic
statistical characteristics; (ii) It uses the flow correlation to guide the pro-
cess of pairwise constrained k-means. To verify the effectiveness of our
framework, we make contrast experiments on two real-world datasets.
The experimental results show that the clustering purity rate of DePCK
can exceed 94.81% on the ISP-data and 91.48% on the WIDE-data [1],
which outperform the state-of-the-art methods: RTC [20], and k-means
with log data [15].

Keywords: Unknown traffic · Deep auto-encoder ·
Bottleneck features · Pairwise constrained k-means

1 Introduction

The performance of network traffic identification directly affects network security
and controllability, because it is a basic tool for network management tasks such
as network monitoring, quality of service, traffic priority [20]. With the explo-
sion of network applications, network traffic identification suffers from a critical
problem, namely “unknown traffic”. The unknown traffic is defined as network
traffic generated by previously unknown applications (i.e., zero-day applications)
in a traffic classification system. The network traffic statistics of the Internet2
organization to the North American backbone network shows that nearly 50%
of the traffic belongs to unknown traffic [16].
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The methods of fine-grained unknown traffic identification can be generally
divided into three stages. First, extracting mixed unknown traffic from raw net-
work traffic (including known traffic, and unknown traffic) [10,20,21]. Then,
dividing the mixed unknown traffic into multiple clusters, each of which con-
tains only one application traffic as far as possible [8,15,20]. Finally, identi-
fying clusters through manually labeling [20] or association information (e.g.,
DNS). To solve this problem, machine learning methods based on typical flow-
statistical-features (e.g., packet size, packet-interval) have been widely applied
in unknown traffic identification, but most of them are aimed at solving the key
problems of the first stage [7,9,10,14,21]. Previous research of the second stage
has the following shortcomings: (i) Previous studies cannot perform beneficial
feature selection just using unlabeled dataset [8,15,20]. (ii) Flow correlation is
not entirely utilized to guide the clustering method [8,15,20]. All these issues
will reduce the accuracy of clustering and affect the efficiency of unknown traffic
identification.

In this paper, an unsupervised framework, which we call DePCK, is proposed
to improve the dividing power of mixed unknown traffic (focusing on the second
stage). To achieve traffic information embeddings without labels, it uses deep
auto-encoder to build a self-supervised feature extraction model. To improve
clustering performance, it fully uses flow correlation to guide the process of
pairwise constrained clustering.

The major contributions can be summarized as follows:

– We propose the DePCK, an unsupervised framework for unknown traffic iden-
tification problem.

– We first use the bottleneck features (by mean of deep auto-encoder) to model
unknown traffic.

– We use flow correlation (i.e., 3-tuple of flow) to guide pairwise constrained
clustering.

– The experiments of DePCK on two real-world datasets: ISP, and WIDE [1],
show that the clustering purity rate of DePCK can exceed 94.81% on the ISP-
data and 91.48% on the WIDE-data, which outperform the state-of-the-art
methods: RTC [20], and k-means with log data [15].

The rest of this paper is structured as follows. A novel framework for network
unknown traffic identification is proposed in Sects. 2, 3 and 4. Section 5 describes
the datasets and evaluation metrics. Section 6 reports a large number of exper-
iments and experimental results. Section 7 discusses related work in unknown
traffic identification. Finally, Sect. 8 concludes the paper.

2 The DePCK Framework

Figure 1 provides the details of the DePCK. This framework includes two main
modules: features extraction module and clustering module. In the features
extraction module, according to the demonstrated capabilities [6] of feature
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learning and the theoretical function approximation properties [11] of deep neu-
ral networks (DNNs), we use a deep auto-encoder to train a self-supervised deep
neural network and learn bottleneck features from unlabeled samples. This part
is described in detail in Sect. 3. In the clustering module, we first extract the
constrained relation between traffic flow and then use the MPCKMeans algo-
rithm to match the unknown traffic identification scenario. The training data of
this module is the bottleneck features of the features extraction module. This
part is described in detail in Sect. 4.

Fig. 1. The DePCK framework

3 Bottleneck Features Extraction

In this section, we describe the feature extraction module of DePCK based on
deep auto-encoder, which can automatically train an unsupervised deep neural
network and obtain the bottleneck features of the samples.

3.1 Deep Embedding

Network traffic classification schemes based on flow statistics generally train a
classification model from a set of labeled data, which is composed of multiple sta-
tistical characteristics (e.g., packet size, packet-interval) and class labels. Based
on labels, most schemes usually first use supervised feature selection methods
(e.g., correlation coefficient, and covariance) to remove redundant and unrelated
features.

Since unknown traffic has no labels, supervised feature selection methods
are invalid to solve the unknown traffic identification problem. To tackle this
problem, we use a neural network, which has demonstrated feature learning
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capabilities [18], to transform the feature with non-linear mapping. The non-
linear transformation of features is to map the feature space from X to Z:

fθ : X → Z (1)

where Z is the latent feature space, and its dimensionality is smaller than the
space X, and θ are parameters that can be automatically learned based on a
deep neural network.

3.2 Training a Bottleneck Network

Deep neural networks have multiple hidden layers, which can train the input
data through non-linear mapping and obtain hidden feature sets of samples. In
our scene, without labeled data, we use an unsupervised deep auto-encoder to
train the deep neural networks. Deep auto-encoder is an unsupervised neural
network, which composed of multilayer auto-encoders.

Fig. 2. Deep auto-encoder structure

An auto-encoder is a type of artificial neural network used to learn efficient
data codings in an unsupervised manner [12]. The aim of an auto-encoder is to
learn a representation (encoding) for a set of data. Architecturally, the form of
an auto-encoder is a feedforward, non-recurrent and two-layer neural network.
As shown in the green part of Fig. 2, an auto-encoder always consists of two
parts, the encoder and the decoder, which can be defined as:

ψ : α → β (2)
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φ : β → α (3)

ψ, φ = argminψ,φ||α − (ψ ◦ φ)α||2 (4)

where the encoder stage of an auto-encoder takes the input x ∈ Rd = α and
maps it to z ∈ RP = β, and the decoder stage of the auto-encoder maps z to
the reconstruction x′ of the same shape as x:

z = r1{W1x + b1} (5)

x′ = r2{W2z + b2} (6)

where z is latent representation, r1 and r2 are element-wise activation function
such as a sigmoid function or a rectified linear unit. W1 and W2 are weight
matrix, b1 and b2 are bias vector. In the model, all activation functions are
rectified linear units (ReLUs).

The training process of the auto-encoders is to minimize the loss function J.
The loss function is defined as:

J(x, x′) =
∑

x∈D

Lp(x, x′) (7)

where Lp is reconstruction errors, here we use the square of Euclidean norm:
||x − y||2. D is the dataset.

As shown in the middle part of Fig. 2, the deep auto-encoder is a deep neural
network with multiple layers. After training auto-encoders by greedy layer-wise
training, we connect all the encoders in series and then combine all the decoders
in the opposite direction to form a deep auto-encoder. When designing the deep
network structure, we set the middle layer with the minimum dimension in all
layers to build the bottleneck features, because the bottleneck features have
recently found success in a variety of speech recognition tasks [18]. Then, we get
the final model by discarding and use the model as the initial mapping between
the raw feature space and the bottleneck feature space.

4 Pairwise Constrained Clustering

In this section, we first describe the constrained relation between network traffic
and then introduce the modified pairwise constrained clustering algorithm based
on flow correlation.

4.1 Correlations Between Network Traffic

In Transmission Control Protocol/Internet Protocol (TCP/IP) model, IP flow,
a series of data packets transferred between two programs, is the basic unit
for end-to-end data transfer. In the program, the system determines an IP flow
through the IPv4 five-tuple. A five-tuple refers to a set of five different values
that uniquely identifies a UDP/TCP session. It includes a source IP address/port
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number, destination IP address/port number and transport protocol. An Inter-
net Protocol address (IP address) is a numerical label assigned to each device
connected to a computer network that uses the Internet Protocol for communi-
cation. A port is an endpoint of communication in an operating system, which
identifies a specific process or a type of network service running on that system.
Hence, a port can be used with an IP address of a host and the transport layer
protocol for communication. For example, to transfer a file to a remote computer,
one could specify the machine itself by IP address, use TCP for transport, and
the FTP file server service on that computer on port 20.

We assume that the service provided by a particular port lasts for a cer-
tain period. In this example, the flows that have the same three-tuple (service
IP address, service port number, and transport protocol) can be considered to
belong to the same protocol. This assumption is typically valid for the Internet
because of the port-reuse restriction rule enforced by operating systems, in which
a local port number will become unavailable for some time after closing unless a
particular program is bound to it [17]. Therefore, we can use the 3-tuple of flows
to obtain constrained dataset.

The flows’ constrained relation can be used to guide the clustering process
when the unknown traffic is identified based on the clustering algorithm. In
the clustering process, if there is a large number of associated flows between two
independent clusters, the clustering algorithm can determine that the correlation
between the two clusters is strong. Based on this idea, we propose an unknown
traffic identification method based on pairwise constrained clustering algorithm.

4.2 Modified PCKMeans

In previous studies, unknown traffic clustering methods based on statistical char-
acteristics cannot make good use of flow correlation [8,15,20]. To make full use
of the flows’ constrained relation, we propose the modified pairwise constraint
clustering algorithm based on PCKMeans [5].

Pairwise Constraint Conditions. PCKMeans, an improved k-means algo-
rithm, uses the prior knowledge of the data to guide the clustering process and
gets better clustering results. Consequently, in addition to the distance between
samples in the data, this algorithm uses pairwise must-link (ML) and cannot-
link (CL) constraints to guide clustering. ML is a set of must-link pairs and
CL is a set of cannot-link pairs. if (xi, xj) ∈ ML,xi and xj should be assigned
to the same cluster. Conversely, if (xi, xj) ∈ CL, xi and xj should be assigned
to the different cluster.

In our DePCK, we can use the 3-tuple of network flows to construct the ML
set but can not build the CL set.

Modified PCKMeans. The PCKMeans algorithm implements the use of ML
set and CL set by adding a constraint violation penalty term to the objective
function of the k-means algorithm. In the case of a given dataset D, a set of
must-link constraints ML, a set of cannot-link constraints CL, the PCKMeans
algorithm can minimize objective function by giving the weights corresponding
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to the ML and CL respectively. The objective function J of PCKMeans can be
computed as:

JML =
∑

(xi,xj)∈ML

wijI(Ci �= Cj) (8)

JCL =
∑

(xi,xj)∈CL

wijI(Ci = Cj) (9)

J =
1
2

∑

xi∈D

||xi − ci||2 + JML + JCL (10)

where xi and xj are the single sample of the dataset; Ci and Cj are the assigned
cluster of xi and xj respectively, wij and wij are two sets that give weights

Algorithm 1. Modified PCKMeans
Input: D = {xi}n

i=1:set of samples; ML = {(xi, xj)}: set of must link samples;
k: number of clusters; w: weight of constraints;

Output: Jmin:divide the dataset into k clusters and have the smallest J value;
C = C1, C2, ..., Cn:the set of clusters.

1: initialize the Centroids {ci}k
i=1 of k clusters at random

2: repeat
3: for xi ∈ D do
4: for Cj ∈ C do
5: Calculate the objective function: Jj =

∑

xi∈D

||xi − cj ||2

6: end for
7: assign sample xi to the cluster j where Jj=argmin(J∗)
8: end for
9: for ci ∈ {ci}k

i=1 do

10: recalculate the Centroids {ci}k
i=1 of k clusters: ci =

∑

xi∈D
xi

|Ci|
11: end for
12: until none of the Centroids {ci}k

i=1 of k clusters changes
13: repeat
14: for xi ∈ D do
15: for Cj ∈ C do
16: Calculate the objective function: JML =

∑

(xi,xj)∈ML

wijI(Ci �= Cj)

17: Calculate the objective function: Jj =
∑

xi∈D

||xi − ci||2 + JML

18: end for
19: assign sample xi to the cluster j where Jj=argmin(J∗)
20: end for
21: for ci ∈ {ci}k

i=1 do

22: recalculate the Centroids {ci}k
i=1 of k clusters: ci =

∑

xi∈D
xi

|Ci|
23: end for
24: until none of the Centroids {ci}k

i=1 of k clusters changes
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corresponding to the ML and CL respectively, I(·) is the indicator function,
with I(true) = 1 and I(false) = 0. In Eq. (10), ci is centroid of Ci.

Because there is no CL set of network traffic, we do not need to add JCL to
the objective function J . The objective function J of our model is defined as:

J =
1
2

∑

xi∈D

||xi − ci||2 + JML (11)

In the PCKMeans algorithm proposed by Basu et al. [5], the initialization
phase strategy is designed as follows: Firstly, using the must-link set to construct
λ neighborhood sets {Np}λ

p=1, then using the information of neighborhood sets
to initialize the center centroids of k clusters as much as possible. The most sig-
nificant advantage of this strategy is that the must-link set directly determines
the distribution of the clusters. However, in the unknown traffic identification
scenario, this advantage will have the opposite effect because it prevents the algo-
rithm from discovering new traffic protocol or application from mixed traffic.

In order to solve the above problem, we propose an improved pairwise con-
straint clustering algorithm (MPCKMeans) Algorithm 1.

In this algorithm, we first use the k-means algorithm to complete the clus-
tering of data D and obtain the centroid of the clustering clusters as the initial
centroid of the next stage. Then, based on the result of k-means, we use the
must-link constraints to guide the clustering process. The improved algorithm
not only makes full use of the pairwise constraints, but also has excellent ability
to discover unknown protocols.

5 Preliminaries

In this section, we first introduce how we build the ground truth dataset using
traffic traces. Then, we show the assessment criteria.

5.1 Dataset

In this paper, two Internet traffic traces, WIDE [1] and ISP, are used for our
experimental study. Table 1 shows the main detail of traffic traces.

Table 1. Traffic traces

Trace Data time Duration Type Volume

ISP-data 2015-08-17 1 day Edge 130.7 GB

WIDE-data 2012-03-30 5 hours Backbone 482.8 GB

The ISP trace was collected from our routers in the edge of a campus network
on August 17, 2015 from 1 am to 12 pm. This trace consists of 3 million flows
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with full packet payload. The WIDE trace was captured by MAWI Working
Group in March 2012 that was during 5 h. In this trace, all the IP addresses
are anonymized and each packet just includes forty bytes of application layer
payload.

We used two steps to obtain the ground truth dataset. Firstly, we used an
open source tool nDPI [2] to label the ISP trace. Besides we used the port-based
method to enhance the reliability of the dataset. Because the WIDE trace does
not include the full payload, we directly use the port-based approach to label this
dataset. Then we used tool Netmate to extract statistical flow characteristics.
This tool’s job is to classify packets into flows and to calculate the statistics
of flows.. When building the experimental dataset, we will calculate as many
features as possible. Finally, we select 28 flow features, which are described in
Table 2.

From the ISP trace, eight protocols, BT, DNS, HTTP, IMAP, NTP, SSDP,
SSL, LLMNR, were extracted and constituted the ISP-data. Our sampling rules

Table 2. Network flow statistical features

Category of features Description of feature No. of feature

Packets Number of packets transferred in unidirection 2

Bytes Volume of bytes transferred in unidirection 2

Packets size Min, Max, Mean and Standard deviation of
packets size in unidirection

8

Inter packet time Min, Max, Mean and Standard deviation of
inter packet time in unidirection

8

Connection duration Min, Max, Mean and Standard deviation of
subflow activity time

4

Idle time Min, Max, Mean and Standard deviation of
subflow idle time

4

Total 28

BitTorrent
17%

DNS
17%

HTTP
17%

IMAP
< 1%

NTP
3%

SSDP
17%

SSL
17%

LLMNR
10%

POP3
2%

FTP
9%

SSH
18%

SMTP
18%

SSL
18%

DNS
18%

HTTP
18%

(a) ISP (b) WIDE

Fig. 3. Class distribution of the dataset
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are that: randomly sampling 40K flows from each protocol if it contains more
than 40k flows, otherwise sampling all the flows. The experimental dataset con-
sists of 233k flow randomly sampled from the initial traffic dataset, which is
described in Fig. 3(a). From the WIDE trace, seven protocols, POP3, FTP, SSH,
SMTP, SSL, DNS, HTTP, were extracted and constituted the WIDE-data. This
experimental dataset consists of 56k flows with the rule of randomly sampling
up to 10K flows from each protocol, which are described in Fig. 3(b). During
experiments, we simulated the problem of unknown applications. Both ISP-data
and WIDE-data represent mixed unknown traffic datasets.

5.2 Assessment Criteria

To evaluate the effectiveness of our method, we focus on clustering purity. The
clustering purity is defined as the average percentage of the dominant class label
in each cluster [3]. To calculate the purity, each cluster is assigned to the category
which is most frequent in the cluster. The definition of clustering purity is shown
in Eq. (12).

P (C,S) =
1

|D|
k∑

i=1

max
j

|ci ∩ sj | (12)

where k is the number of clusters, C = {c1, c2, ..., ci} is the set of clusters and
S = {s1, s2, ..., sj} is the set of classes.

6 Performance Results

In this section, we first compare our feature extraction method with traditional
approaches to explain why we use deep embedding. Secondly, we prove the effec-
tiveness of the modified PCKMeans. Finally, we present and discuss the compre-
hensive experiments. To evaluate the effectiveness of the method, we use labeled
data to simulate unknown traffic. In the experiment, the number of clusters is
the only input parameter, which ranges from 10 to 100. Every experiment is
repeated 100 times to ensure the reliability of the results.

6.1 Why We Use Deep Embedding

To show the validity of deep embedding, we used the k-means algorithm to iden-
tify unknown traffic traces based on three kinds of feature sets: initial statistical
features [20], log transformation features [15], and deep embedding features. For
each k, we repeat the clustering with different random seeds. Figures 4(a) and (b)
illustrate the purity of clustering on the ISP-data and WIDE-data, respectively.

Our clustering target is to obtain high clustering purity with small cluster
number. The results indicate that when the number of clusters is 10, that deep
embedding outperforms initial features and log transformation features cluster-
ing purity on two datasets. This satisfies the original intention of our algorithm
design. Besides, with the increase of cluster number, the clustering purity of deep
embedding is almost always higher than that of the other two methods on two
datasets.



Towards Unknown Traffic Identification Using Deep Auto-Encoder 319

20 40 60 80 100
Number of Clusters

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

P
ur

ity

(a) ISP

Initial
Log
Deep Embedding

20 40 60 80 100
Number of Clusters

0.5

0.6

0.7

0.8

0.9

1

P
ur

ity

(b) WIDE

Initial
Log
Deep Embedding

Fig. 4. Clustering purity comparison of different data preprocessing methods

6.2 Benefits of Modified PCKMeans

To show the ability of MPCKMeans, we perform the following experiments. In
the case bottleneck features as the original input, we compare the effectiveness
of the MPCKMeans algorithm and the k-means algorithm for unknown traffic
identification.
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Fig. 5. Clustering purity comparison of different algorithms

The experimental results are shown in the Fig. 5. Viewing the trend as a
whole, the experimental results of DePCK are almost always better than the
results of k-means. Individually, Fig. 5(a) shows the results on the ISP-data. No
matter how the parameter changes, the clustering purity of DePCK is always
higher than that of k-means by about 5%. In Fig. 5(b), although the advantage
of DePCK is not as obvious as in Fig. 5(a), the overall result is that our method
is superior to the k-means. The results show that the MPCKMeans algorithm
can get more pure clusters and is stable in different datasets.
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6.3 Performance of DePCK

We perform a series of experiments on real-world traces to evaluate the proposed
framework and the state-of-the-art methods (k-means [20]and log k-means [15]).
All methods use the same datasets and parameters. The parameter ranges from
ten to one hundred: k = 10, 20, ..., 50, 60, ..., 100. Table 3 shows the experimental
results. When the parameters are the same, our method DePCK can always
get the best experimental results on both datasets. The DePCK achieves over
94.81% clustering purity on the ISP-data and 91.48% clustering purity on the
WIDE-data, which is obviously superior to other methods.

Table 3. Experiment results (the best results are in bold)

K ISP-data WIDE-data

k-means log k-means DePCK k-means log k-means DePCK

10 29.50% 78.60% 85.64% 50.82% 63.12% 82.02%

20 37.80% 84.63% 88.74% 68.35% 80.26% 82.02%

30 63.19% 85.75% 90.49% 70.79% 84.36% 87.49%

40 79.21% 86.59% 91.50% 72.89% 85.98% 88.74%

50 80.79% 87.09% 94.09% 73.91% 87.68% 88.83%

60 83.97% 87.23% 94.18% 75.42% 88.43% 89.09%

70 84.18% 88.59% 94.27% 77.29% 87.94% 90.59%

80 85.40% 88.12% 94.52% 78.43% 88.96% 90.88%

90 86.66% 89.09% 94.81% 78.69% 89.39% 91.22%

100 86.44% 89.73% 94.73% 79.22% 89.44% 91.48%

7 Related Work

How to classify network traffic into known protocols and applications was exten-
sively focused in past studies, but few discussed the identification of unknown
traffic. We briefly review the work related to the unknown traffic identification.

In previous studies, (N+1)-Class traffic classification model was proposed to
solve the problem of unknown traffic. N represents the number of known classes,
and one represents all unknown classes. Erman et al. [9] proposed a semi-supervised
classification method that can accommodate both known and unknown applica-
tions. Then Casas et al. [7] use the ensemble clustering technique to improve the
semi-supervised method. Later, Erman’s work is introduced to classify encrypted
traffic by using the composite feature set and combining the first 40-B payload with
statistical features of the flow level [14]. Besides, Fu et al. construct multiple one-
class classifiers to divide traffic into N classes and an unknown class [10]. Although
the way that all unknown traffic is identified as one class helps to increase the accu-
racy of a traffic classification system, the system’s ability to efficiently achieve fine-
grained identification of unknown traffic is feeble.
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In theory, unsupervised methods can solve network traffic identification prob-
lem. Unsupervised methods have been widely applied in the network traffic
classification, which deserves our reference. In [19], Zander et al. presented a
classification method based on AutoClass program that uses the Expectation-
Maximization (EM) algorithm and mixture models. Then Erman et al. [8]
applied two unsupervised clustering algorithms, namely k-means and DBSCAN,
to classify network traffic and compare them to the previously used AutoClass
algorithm. The experimental results showed that both k-means and DBSCAN
work very well and much more quickly than AutoClass. Similarly, in Liu et al.
[15], the author adopted feature selection to find an optimal feature set and
log transformation to improve the k-means accuracy. The report of this method
showed that overall accuracy was up to 80%, and, after a log transformation, the
accuracy was improved to 90% or more. This approach is superior to the previous
methods. Zhang’s work [20] is based on Erman’s semi-supervised classification
method. For fine-grained unknown traffic, an update module, based on k-means
algorithm, is proposed to finely classify unknown traffic in the system. Besides,
some other well-known unsupervised algorithms, such as Fuzzy C-means [13] and
hierarchical clustering [4], were also used for traffic classification.

8 Conclusion and Future Work

In this paper, we proposed a robust scheme, the DePCK, for unknown traffic
identification based on deep auto-encoder and modified pairwise constrained k-
means. To the best of our knowledge, this is the first application of bottleneck
features and pairwise constrained k-means in this area. Extensive experimental
results reveal that DePCK achieves better performance compared to the state-of-
the-art methods on real-world datasets. In addition, the DePCK can deal with
textual protocols and binary protocols. To further solve the unknown traffic
identification problem, our future research will focus on how to automatically
determine the number of traffic clusters.
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Abstract. Converting first-time users into recurring ones is key to the
success of Web-based applications. This problem is known as Pure Cold-
Start and it refers to the capability of Recommender Systems (RSs) to
provide useful recommendations to users without historical data. Tra-
ditionally, RSs assume that non-personalized recommendation can miti-
gate this problem. However, several users are not interested in consuming
just biased-items, such as popular or best-rated items. Then, we intro-
duce two new approaches inspired by user coverage maximization to deal
with this problem. These coverage-based RSs reached a high number of
distinct first-time users. Thus, we proposed to compose the product’s
page by mixing complementary non-personalized RSs. An online study,
conducted with 204 real users confirmed that we should diversify the RSs
used to conquer first-time users.

Keywords: Non-personalized RS · Pure Cold-Start problem ·
Users coverage

1 Introduction

Recommender Systems (RSs) have assumed a prominent role in Web-based appli-
cations, affecting decisively distinct business phases, such as the acquisition and
retention of users. In the retention phase, the performance of current prediction
models is extremely satisfactory [2]. A recent study highlighted RSs as the main
responsible for 35% of sales on Amazon, 2/3 of the movies watched on Netflix
and 38% more click-through on Google News [9]. However, the user acquisition
phase has not received much attention in recent years. In this phase, RSs help
to consolidate the users’ first impression about the item catalog, which may
influence the conversion rate of first-time users into clients [11].

c© Springer Nature Switzerland AG 2019
J. M. F. Rodrigues et al. (Eds.): ICCS 2019, LNCS 11536, pp. 323–338, 2019.
https://doi.org/10.1007/978-3-030-22734-0_24

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-22734-0_24&domain=pdf
https://doi.org/10.1007/978-3-030-22734-0_24


324 N. Silva et al.

In the literature, this problem is called Pure Cold-Start and it remains poorly
exploited by researchers who just consider the Cold-Start problem [16]. Despite
this, the Pure Cold-Start problem has grown in real domains since several users
became to reach systems through incognito navigation or with social networks
disable due to privacy issues [20]. In this context, it is not easy to capture
personal information from cookies, social networks or browsing history. For this
reason, the users are always unknown, and the system always faces the challenge
of recommending useful items for them who do not have any information [6].

In this work, we identify an opportunity for improvements on state-of-the-art
non-personalized RSs that address the Pure Cold-Start. The literature assumes
that items biased by popularity, recency or positive ratings are enough to attract
first-time users. We show that a non-negligible portion of these users is not
interested in consuming such items in some domains. Hence, exploiting biased-
items RSs to compose product pages is not the best method to conquer distinct
first-time users. This work aims to answer a promising research question: How
to compose product pages to attract the maximum number of first-time users?

We hypothesize that to satisfy distinct first-time users, RSs should balance
recommendations that suit distinct user profiles. Aiming to validate this hypoth-
esis, we evaluated three state-of-the-art RSs and two novel strategies, proposed
by this work. Traditional RSs are inspired by the utility of biased-items [14] -
(1) Most Popular ; (2) Best-Rated ; and (3) Recent Items. We propose two novel
non-personalized RSs inspired by user coverage maximization, already exploited
to address other RSs related problems: (1) Max-Coverage: selects items that
cover a large number of distinct users, such as addressed in [15]; and (2) Niche-
Coverage: selects items that cover distinct user profiles [13]. Complementary of
our last work [20], we propose an extension of the Niche-Coverage method and
deeper analyzes than previous ones to consolidate their practical application.

Offline assessments on four popular datasets from e-commerce and entertain-
ment domains evinced that the methods are complementary. While traditional
RSs retrieved potentially relevant items, obtaining high utility, the new RSs
enhanced diversity. Further, the new RSs reached a higher number of distinct
first-time users. Therefore, mixing these complementary RSs to compose prod-
uct pages is a promising answer for our research question in real scenarios. To
confirm this assumption, we conducted an online study with 204 real users. We
build an A/B test comparing traditional RSs (scenario A) against complemen-
tary RSs (scenario B). For each scenario, we asked the users to select movies
of their interest and answer questions about the list of items. The results high-
lighted as main contribution a clear message: we should combine complementary
non-personalized RSs in product pages.

2 Related Work

In the literature, the term Pure Cold-Start refers to a subtask of the Cold-Start
problem [10]. Despite being closely related, both problems should be addressed
differently. Whereas in the Cold-Start problem exists a lot of strategies to deal
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with small consumption history of users, in the Pure Cold-Start there are few
strategies to handle first-time users [1]. We identified three main categories of
RSs designed to deal with the Pure Cold-Start problem: (1) Knowledge RSs;
(2) Social Filtering RSs; and (3) Non-Personalized RSs.

Knowledge RSs try to acquire user information using small questionnaires
in user-web interaction. So, several studies have been proposed to improve the
classical RSs with this information [5,21]. However, He et al. [5] argue that
the quality of recommendations depends on information provided by users, who
may not be able to define clearly their preferences. In turn, Social Filtering RSs
exploit ‘external’ information about users, such as social or demographic data.
In general, these RSs use hybrid methods to mitigate the Cold-Start problem
[16,18]. Despite the advantages obtained, these approaches are not commonly
used in e-commerce scenarios, because many users are not willing to provide
demographic information before buying products.

Non-Personalized RSs are the predominant solution in real-world scenar-
ios due to simplicity, domain independence, and efficiency. These RSs derive
global information about items and users [2], exploiting key features related to
consumption, such as popularity, ratings, and release/consumption recency [14].
However, these strategies are targeted to specific profiles, biasing users interested
in items that satisfy a large portion of a population. To balance the recommen-
dations for all users, the concept of result diversification has been introduced
from the field of IR [23]. In general, the items recommended are re-ordered on
the basis of a given diversification objective [22]. In this work, to attract more
first-time users, we propose to diversify the items with user-coverage.

3 Handling First-Time Users

The Pure Cold-Start problem occurs when the system does not have any infor-
mation about users. For this reason, first, we simulate these scenarios and, next,
discuss the main approaches that address this problem.

3.1 First-Time Users Definition

First, we select the MovieLens 1M and 10M, and the CiaoDVD and Amazon
datasets, described in Table 1, to simulate entertainment and e-commerce sce-
narios. Next, we simulate the first-time users in our datasets as follows. We sort
the users considering the timestamp from the first item consumed in their his-
torical data. Then, we selected the last 20% of users as the first-time ones, since
they present the most recent actions in each collection. So, we used all histori-
cal data of the selected users to compose test sets and removed them from the
training sets used as inputs by the evaluated RSs. The number of users selected
from each dataset is available on the last column of Table 1.
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Table 1. Datasets - general information

Datasets Users Items Sparsity Genres First-time

ML-1M 6,040 3,952 95.82% 18 1,277

ML-10M 69,878 10,283 98.60% 20 10,633

CiaoDVD 17,615 16,621 99.97% 17 3,523

Amazon 8,057 26,729 99.92% 471 1,612

3.2 Biased-Item Models

In Pure Cold-start problem, the state-of-the-art RSs are based on biased-items
recommendations. These models assume that items biased by popularity, recency
or positive ratings are useful to first-time users. For this reason, we implement
and evaluate these non-personalized RSs, popularly used in real domains:

– Popularity (Pop): selects the k most popular items in the domain. The
popularity is estimated by the number of distinct users who consumed an
item i.

– Best-Rated (BestR): recommends the k best evaluated items in the
domain. Basically, we sum the items’ ratings and divide its by the number of
users.

– Recent Items (RecItems): recommends the k last items consumed by
users, calculated based on timestamp.

Generally, items recommended by these RSs are concentrated in the head
of popularity distribution. However, several studies have discussed the long tail
phenomenon in real scenarios such as Amazon and Netflix [7]. In these scenarios,
tail products generate a significant fraction of the total revenue in aggregate and
can boost head sales by offering consumers both their mainstream and specific
tastes. For this reason, we suppose that there are many users interested in other
items beyond the recommended by these state-of-the-art RSs. Hence, for every
dataset, we select the top-100 items from Popularity, Best-Rated, and Recent
Items, and count the number of biased-items in each user’s consumption history.
The values of each RS are normalized by the history size of each user and plotted
in Fig. 1. Values close to 100% indicate that user consumption is strongly biased
by the items recommended and values close to 0% show that user consumption
is formed by other items.

In each ranking, we observe three user behaviors: (1) users who prefer biased-
items (bias more than 70% - head of distribution); (2) users who prefer other
items (bias less than 30% - tail of distribution); and (3) users who mix biased-
items and others (bias around 30% and 70% - middle). These results show a
non-negligible portion of users with (2) and (3) behaviors, i.e., interested in other
items beyond the selected by these RSs. Specifically, in the e-commerce domains,
around 40% to 60% of the users do not have any biased-item in your consumption
history. Therefore, these results point out an opportunity for improvements on
state-of-the-art non-personalized RSs that address the Pure Cold-Start problem.
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Fig. 1. Percentage of popular items consumed by all users

3.3 Coverage-Based Models

Exploring the improvements opportunity, we propose two non-personalized RSs
based on user coverage maximization. Max-Coverage is inspired by a NP-hard
problem (Maximum k-Coverage), already exploited to address other RSs related
problems [15]. In turn, we propose a new method, called Niche-Coverage, which
aims to apply Max-Coverage in a distinct niche of users found by any clustering
approach. Both methods consider that maximizing user coverage is a relevant
approach to handle the Pure Cold-Start problem.

Max-Coverage: This strategy models the recommendation domains in sets
of items and users, and applies the Maximum k-Coverage problem to find the
items for first-time users. Formally, considering a universe of elements U =
{u1, ..., um}, a family of sets F = {S1, ..., Sn}, where each set Si is a subset of U
and an integer k, the Maximum k-Coverage consists to find a subfamily F ∗ ⊆ F
such that |F ∗| ≤ k and the number of covered elements |⋃S∈F∗ S| is maximized,
i.e. using up to k sets, cover as many elements as possible.

In a recommendations domain, we model the domain based on the users-items
interaction, creating sets of users and items. Then, let U = {u1, ..., um} as the
users that previously have consumed items, we create the set S = {S1, .., Sn},
where each element Si is a subset of users who consumed the item i. Therefore,
the objective is to find the subset S∗ ⊆ S, such that |S∗| ≤ k and the number of
distinct covered users |⋃Si| is maximized. In another viewpoint, Max-Coverage
is modeled as a bipartite user-item graph, where the nodes are the users and
items, and the edges represent the interactions of a given user to an item. Then,
MaxCov aims to select k items that reach the maximum number of distinct
users, as proposed in other RSs related problems [15].

The Maximum k-Coverage is a NP-hard problem and there is no optimal
solution in polynomial time. Our RS is a greedy algorithm to select the item
that maximizes the number of users covered at each iteration. k iterations are
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executed to evaluate every set Si was not selected (i.e., S ∈ F \ F ∗). In each
iteration, the algorithm looks for the item that maximizes the intersection of
users not covered yet (|S∩R|). A superficial analysis of this strategy can conclude
that the selected items are the most popular ones, considering that the goal
is to find items related to many users. However, at each iteration, the set R
(resting users) is constantly updated to exclude users covered by the selected S-
set (R ← R \S). For this reason, this strategy recovers increasingly less popular
items. The algorithm ends when k items are selected or when there are no more
users to be covered. The complexity of this algorithm is O(kmn), where k is
the number of items to be recommended, m is the number of users and n is the
number of items.

Niche-Coverage: This model is inspired by users’ behavior studies [13]. Since
the first surveys in RSs, the main approaches are often implemented using col-
laborative filtering (CF) algorithm [14,19]. CF algorithms produce recommen-
dations based on the assumption that similar users have similar tastes. Then,
people who share common ratings are a good source of recommendations. How-
ever, these algorithms are not able to Pure Cold-Start problem, because it is
impossible to find similar users to first-time users. Nevertheless, the assumption
used still true for our problem and it is the premise used by Niche-Coverage. In
this case, our approach intends to divide users into niches of common interests
and identify items that cover the most users for each niche. We suppose that rec-
ommending items from distinct niches of users, the system can reach all distinct
preference of first-time users because we present the things that appealed to all
types of users. First, we find the k items used to cover all users from a specific
niche through the Max-Coverage algorithm. Next, we merge the items selected
based on the size of each niche to maximize the number of users covered. In a
recommendation list R of size k, the biggest niche compose the most of items
in R.

The definition of users niches is based on clustering methods. In recommenda-
tions domains, the most famous clustering methods are the traditional k-means
and Bisecting k-means [4]. These methods use the ratings assigned by users-
items interactions to group users in sets with common interests (i.e., niche of
users). In this work, we compare both clustering methods looking for the most
suitable and the number of clusters to be used. Then, we should find the number
c of clusters with Maximum Rate (CMR), oppositely to [13]. For this, we look
for the number of clusters that maximizes the mean Hit Rate, a traditional met-
ric of business performance often associated with sales [2]. Specifically, we are
interested in the niche that maximizes the hit rate metric because is crucial that
system shows at least one relevant item for users in this first interaction. This

process is shown by the Equation c = arg max
[∑N

n=1

(∑Utest
u=1 |Rlist(u)∩Itest(u)|

Utest

)]
,

where N is the number of users niche, Utest the set of first-time users, Itest(u)
the items in test set consumed by u and Rlist(u) the recommendations generated
by Niche-Coverage for the user u.
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Therefore, the goal is to select the representative items from each niche of
users, which are the items with the highest chances of matching the preference of
any user from the niche. Initially, we classify the set of users U in c niches. Next,
at each iteration, we analyze each niche of users. First, the set R is updated
to contain only users from the niche evaluated. So, we select the subset S that
maximizes the number of users covered. In this case, each element Si in set
F = {S1, .., Sn} is a subset of users from the cluster who consumed the item i.
Next, we apply the Max-Coverage approach to find k items from each niche of
users. Again, the set R (resting users) is constantly updated to exclude users
covered by the selected S-set. A set of Items saves the k items selected for
each niche. Then, finally, we execute a merge function to generate the final
recommendation list. This function select items from each niche according to
the Max-Coverage order. The complexity of this algorithm is divided into two
steps, clusters computation, and Max-Coverage recommendation. The clustering
complexity depends on the implementation. In general, the complexity is O(ncdi)
where n is the number of d-dimensional vectors, c the number of clusters and i
the number of iterations needed until convergence. However, in order to mitigate
the Pure Cold-Start problem, we need to compute the clustering algorithm just
one time, before the recommendation process. Hence, Niche-Coverage complexity
is related to the recommendation step. Basically, it consists in to compute the
Max-Coverage for c times (one for each niche of users). So, this complexity-time
is O(ckmn).

4 Empirical Assessments

This analysis aims to compare biased-items and coverage-based RSs for address-
ing the Pure Cold-Start problem. We used all historical data of the selected
users in Sect. 3.1 to compose test sets and removed all data information about
them. The other users compose the training sets and are used as inputs by the
evaluated RSs. So, first, we analyze the best parameters to the Niche-Coverage
algorithm, comparing k-means and Bisecting k-means. Next, we evaluated the
recommendation lists issued by each RS, considering the most famous quality
requirements. We also analyze the users reached by the items recommended, in
order to consolidate the complementarity of our approaches. To attract first-time
users with different preferences, it is not enough to assume that strategies focus
only on the usefulness of items to users [7]. Aspects such as diversity, coverage,
and surprise are important to compose an interface that presents the best of
items catalog available to first-time users. The usefulness of each advisor is eval-
uated by Hit Rate, Precision and Recall [2]. The diversity of the recommended
items is evaluated by the metrics of ILD and Genre Coverage [15].

4.1 Niche-Coverage Definitions

To define the best Niche-Coverage performance, we analyze two clustering meth-
ods and look for the number of clusters that maximizes the rate (CMR).
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Then, we compute 2c clusters with the k-means and Bisecting k-means algo-
rithms, where c range is c = {1, 2, 3, ..., 8}. Considering each number of clusters,
we run the Niche-Coverage algorithm to recommend 10 items for first-time users
and evaluate the Hit Rate metric. In the entertainment scenario, we find the best
hit rate using k-means with 10 and 4 clusters, respectively in ML-1M and ML-
10M. In the e-commerce domain, we find the best hit rate using k-means with 2
niches to CiaoDVD and Bisecting k-means with 93 niches in Amazon. Moreover,
the results found are better than just using one cluster (i.e., the Max-Coverage
approach). So, we confirm our premise that dividing users in niches and run the
Max-Coverage locally is better than only run Max-Coverage with all users.

4.2 Quality of Recommendations

First, we simulate a real web-scenario, where users handle with 5, 10 and 20
items, and measure the RS’s effectiveness. Then, we show the Hit Rate and
F-measure metrics in Fig. 2(a) and (b), respectively. In the entertainment sce-
nario (ML-1M and ML-10M datasets), the users usually watch famous movies,
that attracted the attention of many domain users. The Popularity and Best-
Rated approaches have satisfactory performance in these scenarios. However,
Max-Coverage and Niche-Coverage also have a high effectiveness rate. For exam-
ple, in the ML-10M dataset, with 10 items recommended, the Niche-Coverage
have the highest hit rate. In the e-commerce scenario, the users are interested
in buy specific products, frequently related to their personal preference. For
this reason, approaches based on biased-items are not the best option to satisfy
first-time users. In this case, our Max-Coverage and Niche-Coverage approaches
have the best performance, as shown in the second row of Fig. 2. Specifically,
in CiaoDVD dataset with just 10 items recommended, the Niche-Coverage has
double the performance of state-of-the-art RSs. Statistically, we consolidated
the results by Wilcoxon test for non-parametric distributions. In the entertain-
ment scenario, the RSs’ performance is not statistically different. In turn, in the
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Fig. 2. Results of utility metrics on all domains.
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Fig. 3. Results of diversity metrics on all domains.

e-commerce domains, the Niche-Coverage performance presents a statistical gain
with 99% of confidence interval and p-value = 0.01.

Furthermore, these gains obtained by our approaches are related to distinct
items. Basically, due to the assumption of maximizing the coverage of users on
the domain, Max-Coverage and Niche-Coverage recover items related to most of
the users profiles. For this reason, these RSs are also high values of diversity and
item-genre coverage, as shown in Fig. 3(a) and (b). The Recent Items RS has
the best value of diversity because it recommends just the last items consumed.
However, these results are not efficient due to the low accuracy obtained (Fig. 2).
On the other hand, the diversity presented by Max-Coverage and Niche-Coverage
is achieved through potentially relevant distinct items. Specifically, in ML-10M
dataset, our approaches have almost 50% of more diversity than traditional
RSs with ILD metric. The same occurs in Genre Coverage metric, which Max-
Coverage covers a greater number of distinct genres. We applied the Wilcoxon
test, confirming the superiority of our approaches with a p-value = 0.001. These
results show that Max-Coverage and Niche-Coverage are effective RSs, due to
the high values of accuracy even gaining in terms of diversity.

4.3 Analysis of Complementarity

The last analysis point out to a complementary behavior between our approaches
and the traditional ones. Our supposition is that Max-Coverage and Niche-
Coverage do not recommend items biased by its rating or high influence. A
straightforward analysis of the popularity of the first 10 items recommended
by each strategy confirm this assumption. Our analysis demonstrates that all
methods, except Best-Rated, recommend less popular items. The Max-Coverage
recommends items that are less popular than the previous item. Niche-Coverage
also diversifies the items from traditional RSs with less popular items. Hence,
these analyses highlight that: (1) traditional approaches are much similar because
they recommended biased-items; and (2) the new approaches are complementary
to traditional methods because they recommended items based on the coverage.
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Table 2. This table shows the number of users conquered and covered by each RS,
denoted by the set <conquered/covered>. The cells marked with a color � mean a
higher number of users conquered by RS. The symbol � denotes significant positive
gains, • non significant gains and � significant negative losses. These gains are obtained
concerning the best state-of-the-art RS, located in the first three rows, and applying a
Chi-square test with 95% of a confidence interval.

Entertainment Scenario
ML-1M ML-10M

RecLists top-5 top-10 top-20 top-5 top-10 top-20

Popular 61.1% / 87.4% 79.4% / 93.6% 90.6% / 98.2% 60.5% / 77.2% 72.3% / 86.6% 85.1% / 92.6%
BestRated 64.1% / 88.1% 78.7% / 93.8% 90.4% / 98.1% 62.0% / 82.1% 73.1% / 87.0% 84.7% / 92.7%
RecItems 10.7% / 19.7% 36.3% / 52.7% 61.3% / 81.3% 12.5% / 22.8% 25.9% / 41.9% 28.9% / 45.4%

Max-Cov 69.6% / 89.3% � 82.4% / 95.9% � 91.9% / 99.3% � 61.0% / 84.6% • 76.1% / 91.6% � 86.6% / 96.3% �
Niche-Cov 66.1% / 87.7% • 80.1% / 94.6% � 91.3% / 98.9% • 62.9% / 84.6% • 76.6% / 91.5% � 85.3% /95.8% •

E-commerce Scenario
CiaoDVD Amazon

RecLists top-5 top-10 top-20 top-5 top-10 top-20

Popular 5.29% / 7.01% 8.03% / 11.0% 12.6% / 16.5% 10.9% / 14.7% 15.6% / 21.1% 23.5% / 31.7%
BestRated 5.29% / 7.01% 8.03% / 11.0% 12.6% / 16.5% 10.9% / 14.7% 15.6% / 21.1% 24.5% / 31.9%
RecItems 0.05% / 0.09% 0.15% / 0.25% 0.21% / 0.33% 0.54% / 0.91% 1.16% / 1.86% 1.88% / 2.87%

Max-Cov 5.56% / 7.43% • 8.92% / 11.7% • 13.1% / 17.3% • 10.9% / 14.7% • 16.3% / 23.0% • 25.6% / 34.4% �
Niche-Cov 4.83% / 6.65% � 8.50% / 11.2% • 12.9% / 17.1% • 8.12% / 12.0% � 15.1% / 20.9% • 24.1% / 32.6% •

However, in real web-scenarios, the system owners are interested in the user’s
satisfaction. If the users watch/buy their products, their profit will be higher.
For this reason, we develop a metric to evaluate the number of users conquered
by each RS, based on user satisfaction in real scenarios. We consider that a user
is conquered by the system if s/he consumed and liked at least one item. In
this work, we define that users like an item when they provide a rating greater
than their personal average. We analyze each recommendation list, counting the
number of users conquered by the items. Note that, this method is more complex
than simple coverage. We measure RS’s coverage just considering if the user
watched or bought the item recommended. Here, the ability to conquer is related
to the rating assigned by users that watched or bought the item. In Table 2, we
color the cases that the number of users conquered is higher than baselines and
mark it with symbols of statistical significance. The Max-Coverage approach
covers more users than other RSs due to its greedy algorithm. Moreover, we
observe that in 9/12 cases, the Max-Coverage approach also conquers more users
than baselines. In the other 3 cases, Niche-Coverage conquers more users.

Table 3. Number of users conquered exclusively by one RS.

RecList Exclusive users of each RS

ML-1M ML-10M CiaoDVD Amazon

Popularity 1.19% 0.41% 0.00% 0.00%

BestRated 1.92% 0.84% 0.00% 0.00%

RecItems 2.20% 1.17% 0.14% 0.71%

Max-Cov 3.84% 9.80% 1.57% 2.91%

Niche-Cov 0.56% 8.74% 1.72% 3.68%
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We also count the number of users conquered exclusively by one RS. We
observe in Table 3 that: (1) Popularity and Best-Rated do not aggregate users
than those already conquered by other approaches; (2) Recent-Items conquers
some different users, but it does not present items potentially relevant to first-
time users; and (3) Max-Coverage and Niche-Coverage conquers more first-time
users, which are distinct from others. These results point out a room for improve-
ments, which are explored in the next section.

5 Construction of Product Pages

Mixing different recommendation lists on a product page is a common practice
of real systems. However, we argue that these lists usually reach a similar subset
of first-time users, since all of them are based on biased-items. To verify this
behavior, we evaluate product pages composed by mixing three top-10 recom-
mendation lists issued by distinct combinations of RSs. We restrict each page to
have only three lists for working in smartphone scenarios, characterized by small
screens. We evaluate five different combinations (Table 4). For each combination,
we evaluate the number of users who rated positively at least one item from the
three RSs, obtaining the percentage of Users Conquered for each combination.
The results show that by mixing <BestR, MaxCov, NiCov> we can reach a high
number of first-time users. In other words, in the evaluated scenarios, product
pages should be composed by Best-Rated, Max-Coverage, and Niche-Coverage.
This work suggests that systems incorporate our strategies to be used side by
side, changing from the traditional approach for our suggestion.

Table 4. Percentage of users conquered mixing three RS

Approaches Users conquered

ML-1M ML-10M CiaoDVD Amazon

Pop, BestR, RecItems 87.35% 76.27% 8.10% 16.34%

Pop, BestR, MaxCov 88.99% 84.35% 9.60% 18.54%

Pop, BestR, NiCov 84.88% 83.75% 9.76% 19.33%

Pop, MaxCov, NiCov 87.25% 83.83% 9.76% 20.10%

BestR, MaxCov, NiCov 89.15% 84.89% 9.76% 20.10%

5.1 Online User-Centered Study

In order to evaluate our new approach for mixing RSs, we perform an experiment
with volunteer users of different ages and preferences to evaluate the recommen-
dations. Once the focus of this work is the first-time users, for who we do not
have any information, a Web interface that presents the recommended items is
able to simulate real scenarios. We follow the main guidelines of online evalua-
tions presented in the literature [12]. We chose the movie scenario of ML-Latest,
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updated in August 2017. This dataset has 26M ratings assigned by 270K users
to 45K movies on a scale from 1 to 5. The user-centered study was released
during 8 days (from 09/07 to 09/14/2018), reaching 204 users that interacted
with an online system. The users selected are 71% men and 29% women, from 11
to 63 years old. Moreover, 85% of users are frequent users of movies streaming
systems. Initially, the participants are instructed to fill in a consent form. In
the next three steps, users answer questions, selecting or ordering their favorite
movies. In the end, the users answer questions about personal information. We
are concerned in the three middle steps:

1. A/B Test: users have to choose one movie to watch or the option “None
of the Movies”. In this case, some users interact with a side A (traditional
approach) and others with the side B (our approach).

2. User Satisfaction: users answer three questions about all movies presented
in the first step. Basically, these questions are related to classical concepts,
such as unexpectedness, novelty and utility.

3. Ideal Ranking: users have to build their ideal ranking between all movies
presented in the first step. In this case, users can choose how many movies
s/he wants. We suggest that users choose at least 5 movies.

The first step aims to compare side A (traditional approach) against the side
B (our approach). Specifically, we present 10 movies of each RS, similarly to
the current Web-scenarios. In this step, 102 participants interact only with the
side A and the other half with the side B. Then, we ask for each user to select
a movie to watch or the “None of the Movies” option. We are simulating real
scenarios, where users have to make a decision: watch any movie or ignore the
options. In this case, the labels have not a biasing effect because this step aims to
highlight the most promising scenario instead of comparing the lists. Moreover,
the users who interact with side A do not know about side B.

Table 5. User choices in the A/B test interface

Recommendation list Percentage of users

Side A Side B

Page top 39.21% 42.15%

Page middle 25.49% 17.64%

Page bottom 30.39% 33.33%

None 4.9% 6.8%

Table 5 shows the percentage of users that selected a movie from the list
on top, middle or bottom of the page. In both sides, most users select movies
from the list on the page top, related to Popularity (side A) and Best-Rated
(side B). Despite the effectiveness of these RSs, this result may be related to
the list position on the page. However, there is a high percentage of users who
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roll down the page to select movies from the bottom lists, related to Recent
Items and Niche-Coverage methods. Probably, this behavior is related to the
complementarity of these RSs in the movies domain. This result reinforces the
assumption that complementary RSs should be used to compose web pages.

The second step assesses the quality perceived by real users. In this step, we
follow the questionnaire used in [17]. We present each movie with a short synopsis
and ask users: (1) Did you already know about this movie before this recommen-
dation? (Yes, No, Dont know); (2) Have you already watched this movie? (Yes,
No); and Would you like to watch this movie (for the first time or once again)?
(Yes, No, Dont know). We create a ranking with users answers. In the first
question, we count the number of users who said “no” to simulate a feeling of
surprise by something unexpected. In the second, we count users who said “no”
to measure the RS novelty. For the third question, we count the users who said
“yes” to discover the RS utility. Table 6 summarize these rankings with the area
under the curve (AUC) normalized by its highest value.

Table 6. Quality perception of real users

Recommender Real user satisfaction

Unexpected Novelty Utility

Popular 0.1929 0.4162 0.7196

BestRated 0.2570 0.5043 0.7688

RecItems 0.4798 0.6269 0.7177

Max-Cov 0.3394 0.4776 0.6647

Niche-Cov 0.3394 0.4912 0.7049

Indeed, all five RS are useful for real users in web-scenarios. Conversely the
offline results, Recent Items is also useful for real users because it recommends
distinct items from other RSs. Moreover, Max-Coverage and Niche-Coverage
also recommended unexpected items, increasing novelty for users. These results
are reinforced in the next step. Specifically, the third step aims to compare
each recommendation list with the ideal ranking built by users. We use a tradi-
tional pooling strategy from the IR field to create a ground-truth about users.
Basically, we select top-10 results from each RS, removing the items duplicates
and present these movies to participants in a random order. The users have
to order the movies according to their preference. Then, we can measure three
ranking metrics to compare the recommendations and the feedback provided by
the user: Jaccard Similarity ; Mean Reciprocal Rank (MRR) [3]; and Normalized
Discounted Cumulative Gain (nDCG) [8]. These metrics measure, respectively:
(1) the similarity of each recommendation list with the ideal ranking; (2) the
position of the first relevant item recommended; and (3) the effectiveness of
each RS.

Table 7 shows the metric’s average for 118 participants that built their
ground-truth. We consider only the five-first movies to create a fair analysis.
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Table 7. Quality of RSs based on users’ ranking

Recommender Ranking metrics

Jaccard MRR nDCG

Popular 0.35 0.32 0.49

BestRated 0.35 0.27 0.46

RecItems 0.02 0.04 0.03

Max-Cov 0.33 0.32 0.47

Niche-Cov 0.35 0.33 0.49

The first column shows the Jaccard’s similarity and does not highlight any dif-
ference between the rankings. The reason for this result may be there are a few
distinct items to be selected in this step. In turn, the MRR shows a higher value
to Max-Coverage and Niche-Coverage than baselines approaches. In other words,
these RSs are more likely to present relevant items in the first positions than
the other RSs. In addition, nDCG metric confirms the effectiveness of our RSs,
comparing with the baselines approaches. Thus, this user-centered study points
to improvement possibilities for owners of web-applications.

6 Conclusions

Web applications assume that items biased by popularity, recency or positive
ratings are enough to suit most of the first-time user’s profiles. However, this
work shows that it is not always true because there are many users not interested
only in biased-items. Conversely, we introduce two new methods inspired in user
coverage maximization: Max-Coverage and Niche-Coverage. While traditional
RSs retrieved potentially relevant items, obtaining just high accuracy, the new
RSs keep accuracy and enhance diversity. Our experiments show a statistical
gain in both concepts. Further, the new RSs match the interest of a higher
number of distinct first-time users. Thus, these results highlight complementary
behaviors between our RSs and traditional approaches and show an opportunity
for improvements to compose product pages. We assume that to enhance the
interest of first-time users on the item catalog, the web-applications should mix
these complementary RSs. An online user-centered study with 204 participants
reinforces this assumption with metrics related to user satisfaction.
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4. Ghazanfar, M.A., Prügel-Bennett, A.: Leveraging clustering approaches to solve
the gray-sheep users problem in recommender systems. Expert. Syst. Appl. 41(7),
3261–3275 (2014)

5. He, C., Parra, D., Verbert, K.: Interactive recommender systems: a survey of the
state of the art and future research challenges and opportunities. Expert. Syst.
Appl. 56, 9–27 (2016)

6. Hernando, A., Bobadilla, J., Ortega, F., Gutiérrez, A.: A probabilistic model for
recommending to new cold-start non-registered users. Inf. Sci. 376, 216–232 (2017)

7. Ho, Y.-C., Chiang, Y.-T., Hsu, J.Y.-J.: Who likes it more?: mining worth-
recommending items from long tails by modeling relative preference. In: Proceed-
ings of the 7th ACM WSDM, pp. 253–262 (2014)
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Abstract. With the unprecedented prevalence of social media, rumor
detection has become increasingly important since it can prevent mis-
information from spreading in public. Traditional approaches extract
features from the source tweet, the replies, the user profiles as well as
the propagation path of a rumor event. However, these approaches do
not take the sentiment view of the users into account. The conflicting
affirmative or denial stances of users can provide crucial clues for rumor
detection. Besides, the existing work attaches the same importance to all
the words in the source tweet, but actually, these words are not equally
informative. To address these problems, we propose a simple but effec-
tive multi-view deep learning model that is supposed to excavate stances
of users and assign weights for different words. Experimental results on
a social-media based dataset reveal that the multi-view model we pro-
posed is useful, and achieves the state-of-the-art performance measur-
ing the accuracy of automatic rumor detection. Our three-view model
achieves 95.6% accuracy and our four-view model using BERT as a view
also reaches an improvement of detection accuracy.

Keywords: Rumor detection · Multi-view model · Self-attention ·
Deep learning

1 Introduction

Nowadays, social media enable not only journalists but also ordinary individuals
to post ongoing events. As social media provide citizens with an ideal platform
to stay abreast of momentous events, it is also eligible for broadcasting rumors.
Rumors that are ultimately proven false often have damaging consequences in
view of the fact that they negatively impact citizens’ life and sometimes even
trigger public panic. For instance, a rumor claiming that iodized salt could pre-
vent radiation was posted in 2011 and a great number of citizens stripped super-
markets of salt in the belief that it could ward off radiation poisoning [6]. This
piece of fake news caused panic in population as well as a huge market disorder.
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Therefore, it is crucial to identify rumors in social media where large amounts
of information are easily spread. This emphasizes the need for studies that can
assist in analyzing the veracity of news. Rumors can give rise to shock, suspicion
or protest in public since misinformation affects individuals’ perception of events
and causes harmful consequences which tend to be more severe over time.

To alleviate these problems, studies have been conducted from different per-
spectives ranging from psycholinguistic analysis to deep learning techniques.
Early studies extracted groups of related features (i.e., message, topic) and built
a machine learning classifier to evaluate the credibility of social media posts [16].
One of the drawbacks of this kind of method is that hand-crafted features hardly
explore the inner relationship among replies. Recently, Ma et al. [12] exploited
recurrent neural networks (RNN) to represent the content of the source tweet and
its replies/retweets. RNNs automatically learn both temporal and textual fea-
tures and thus yield outstanding performance. This work detected rumor events
mainly based on contents whereas the stances of users were not concentrated on.
Since those users who read the rumors may have common sense, and they may
share opinions or raise questions on suspicious posts, we introduce a new sen-
timent view for rumor detection. Specifically, since source tweet and replies are
proven useful in previous work, a supplementary sentiment view is adopted, and
then the multi-view model is constructed. Besides, the previous work tokenizes
the posts and equally treat each word while we train a self-attention layer which
pays more attention to significant words in the source tweet. We train and test
our model based on a Weibo dataset1. This dataset incorporates 4664 events
and the posts in the event are sorted by time. In each event, a source tweet
is associated with a number of replies, retweets, and user profiles. We utilize
the dataset to understand how the lexical content and the users’ reactions are
related to its veracity. Our work indicates that the content of all the posts and
the users’ sentiment are capable of better exploiting representations of rumors.
Our research also reveals that GRU with self-attention mechanism [19] can pro-
vide strong assistance for social-media-based rumor detection. The source code
is available at GitHub2.

The main contributions of our research include:

– We develop a multi-view network which analyzes features related to a spe-
cific event in social media. This model enables deep neural networks to learn
representations containing adequate information from three different perspec-
tives, including the source tweets, replies/retweets, and the latent sentiment
semantics. All of the views we proposed are useful for rumor detection based
on experimental results.

– We also apply the Gated Recurrent Unit (GRU) with self-attention mech-
anism to better capture the features of the content as well as the propa-
gation path of a certain event and automatically assign a weight for each
reply/retweet corresponding to its significance.

1 http://alt.qcri.org/∼wgao/data/rumdect.zip.
2 https://github.com/crystalyue/multi-view-rumor-detection.

http://alt.qcri.org/~wgao/data/rumdect.zip
https://github.com/crystalyue/multi-view-rumor-detection
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– Our model demonstrates the state-of-the-art performance of detecting rumors
in social media on Weibo dataset. Our three-view model outperforms baseline
PPC RNN+CNN [10] by 3.5%. We also test the performance of the Bidirec-
tional Encoder Representations from Transformers (BERT) model [5] as the
fourth view, and the combination of our proposed model with BERT model
can achieve an even better result.

The rest of this paper is organized as follows. We begin with an overview
of related work in Sect. 2. Section 3 presents the rumor detection task and a
detailed description of our multi-view system including the preprocessing meth-
ods and the feature sets. Section 4 introduces the datasets used in this paper
and provides the experimental settings. We also analyze the detection perfor-
mance of our model. The purpose of the evaluation experiments is to compare
the predictive capacity with that of the prevailing methods. Besides, we conduct
experiments on assessing the contributions of different parts of our model to the
overall performance. Finally, we conclude and present directions for future work
in Sect. 5.

2 Related Work

Related work on rumor detection can be roughly classified into four categories,
content-based, knowledge-based, propagation-path-based, and hybrid methods.

Qian et al. [17] introduced a Two-Level Convolutional Neural Network with
User Response Generator (TCNN-URG) where Two-Level Convolutional Neu-
ral Network (TCNN) captures underlying semantic information at both word
and sentence levels. User Response Generator (URG) is based on Conditional
Variational Autoencoder (CVAE) which generates user responses to new arti-
cles with the assistance of historical user responses. Sarkar et al. [4] proposed a
different idea which is to build a hierarchical neural network architecture. First,
they took a sequence of weighted average word embeddings as inputs to gener-
ate a sentence embedding. Second, they created a document embedding taking
the sentence embeddings as inputs. The resulting document embeddings contain
semantic information at both sentence and document levels.

In addition, there are other groups of approaches. Knowledge-based rumor
detection methods mainly focus on information retrieval or knowledge graph. By
extracting basic elements of the document and searching them from websites,
Wu et al. measure the quality of the query results. The results are accumulated
to obtain a final score for a given document [21]. The other possible means
is to build a Wikipedia Knowledge Graph and evaluate the veracity of news by
calculating the truth value of the shortest path between entities in the knowledge
graph. A subject-predicate-object statement’s veracity amounts to both the path
length between the two target entities and the generality of the entities [3].

Studies also found that temporal features could strengthen the predictive
power of models. Kwon et al. [9] proposed a time-series-fitting model represent-
ing a rumor’s spreading pattern. Ma et al. extracted more time-sensitive features
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and explored how they vary in time [13]. Subsequently, Jin et al. discovered con-
flicting viewpoints in tweets by constructing a credibility propagation network
of tweets. Based on a topic model method, the credibility propagation finally
generates a credit score for each piece of news [7]. Kernel-based methods are
also capable of automatically modeling the propagation path of an event. Prop-
agation trees giving clues for how tweets are transmitted in their life span. Ma
et al. then identified rumors by comparing the similarities between different
tweets’ propagation tree structures [14].

In the meanwhile, researchers introduced hybrid deep learning models which
drastically improve the accuracy of rumor detection. Apart from linguistic fea-
tures, user profiles including party affiliation, speaker title, location and credit
history can also be used as additional information. Long et al. [11] included user
profile information in attention layers. Volkova et al. showed that a joint learning
neural network model based on social network interactions and news contents
advanced lexical models since syntax and grammar features did not make any
contribution to evaluate the veracity of rumors [20]. Liu et al. modeled the
propagation path using ensemble learning and encoded eight kinds of social-
media-based user characteristics. They then built a classifier that incorporates
both RNN and CNN to utilize textual contents as well as user characteristics
along the propagation path [10]. Moreover, Ma et al. proposed a bottom-up and
a top-down tree-structured neural network both of which naturally model the
propagation paths of a rumor [15].

However, existing network-based methods did not focus on the crucial opin-
ions in the replies as well as the different extent of information that different
words in the source post can provide. In this work, we use a multi-view rep-
resentation model to exploit contents, replies and the supporting and opposing
sentiment to improve the performance of rumor detection.

3 Method

In this section, we present the details of our proposed model for classifying
rumor events. First, we describe the overall structure of our model and intro-
duce a method that assigns different weights for each word in the source tweet.
Then, we describe each part of our model and explain how the sentiment view
is constructed.

3.1 Problem Statement

Let E = {e1, e2, ..., en} be an event where e1 is the source tweet and {e2, ..., en}
are the posts related to the source tweet. Each event is associated with a label
L indicating whether the source tweet in this event is a rumor or not. Note that
L = 0 denotes the event is a non-rumor while L = 1 denotes the event is a
rumor. Our rumor detection task can be defined as automatically distinguishing
the veracity of an event given its corresponding label L.



Rumor Detection on Social Media 343

3.2 The Proposed Model

Overview. We propose a multi-view neural network model to classify Weibo
posts into two categories—rumor and non-rumor. The architecture was presented
in Fig. 1. Three views are incorporated in our model which are named as content
view, reply view and sentiment view respectively. All the source tweets and
the reply/retweet sentences are tokenized using Jieba tools3. We initialize our
embedding layer with pre-trained 200-dimensional word embeddings for Chinese
words and phrases following the setup as in [18]. We implement and train the
proposed model using PyTorch4.

Fig. 1. The framework of the proposed multi-view model. The content view combines
bidirectional GRU and a self-attention layer to evaluate the veracity of the source
tweet in an event. The reply view generates representations for each reply/retweet in
the event through the GRU layer. The sentiment view extracts sentiment embeddings
via fine-tuned BERT encoders. The vote layer integrates the results of three views and
finally predicts a label by majority voting.

The content sub-network consists of an embedding layer and a GRU network
with a self-attention layer. For the content view, GRU takes each word’s embed-
ding in the source post as input. In the embedding layer, the source tweet Sn

with a length l is represented as a vector [S1, S2, ..., Sl] where Si is the word

3 https://pypi.org/project/jieba/.
4 https://pytorch.org/.

https://pypi.org/project/jieba/
https://pytorch.org/
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embedding of the l-th word. The network is followed by a self-attention layer
for the reason that not all the words in a given post have the same significance.
Thus, we calculate the similarities among the words in the post and calculate the
weight for each word. Since it is unlikely to accurately distinguish rumors from
true news only depending on its source tweet, we proposed other views providing
more information to assist in promoting the performance of our model. For the
reply view, we average the word embeddings to produce a post embedding which
enables GRU to receive a reply/retweet at a time. GRU is used for excavating
the lexical features and temporal features of events. In addition to content and
reply views, we also generate sentiment embedding for each post in the event
with the assistance of a fine-tuned BERT model and then send the embeddings
to GRU. Each view is followed by a softmax layer which predicts a result, i.e., 1
for rumor and 0 for non-rumor. Take the three-view model as an example, the
results of the three views are combined as a majority vote classifier. If there are
two or more views generate the same result, then that result will be regarded as
the final prediction of our model. The voting procedure can be described using
the following equation:

Predictoutput(event) = u(
∑

v∈V

Predictv(event) − |V |
2

),

V ⊆ {content, reply, sentiment}, V �= ∅

(1)

u(x) =

{
1 x ≥ 0,

0 x < 0.
(2)

where Predictoutput(event) indicates the prediction label of the current process-
ing event based on each view’s output. V is a non-empty subset of {content,
reply, sentiment}. The prediction of each view can be 0 or 1 and if the sum of all
the predictions is greater than the threshold |V |

2 , then we consider the current
event as a rumor event.

Propagation Path Modelling via GRU. In terms of framework, we employ
the gated recurrent units in order to better capture lexical and temporal infor-
mation since the standard recurrent neural network is a biased model, where the
earlier inputs are more likely to be abandoned during training. GRU receives
each word embedding in content view and receives document embedding in reply
view, and post-based sentiment embedding is used in sentiment view. GRU [2]
is designed to dynamically remember and forget the information flow. There
are two types of gates controlling how information is updated, i.e., reset gate
and update gate. A single layer GRU accepts input vectors <x1, x2, ..., xN>,
computes the corresponding hidden states <h1, h2, ..., hN>. Specifically, let �
denote the element-wise product of two vectors, the single layer GRU computes
the hidden state h at time t and the corresponding output as:

ht = (1 − zt) � ht−1 + zt � h̃t (3)
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h̃t = tanh(Whxt + Uh(rt � ht−1) + bh) (4)

rt = σ(Wrxt + Urht−1 + br) (5)

zt = σ(Wzxt + Uzht−1 + bz) (6)

where rt and zt are reset and update gates respectively. ht is the hidden state of
GRU and h̃t is the candidate output. σ(·) are element-wise sigmoid functions.
Mean square error (MSE) is used as the loss function for model training. We
choose Adam algorithm [8] for updating network parameters.

Self-Attention-Based Content Representation. Self-attention [19] is a spe-
cial kind of attention mechanism where the query Q is replaced by an embedding
xj from the source input itself. dk is the dimension of Q, K, V . Specifically, the
query Q, key K and value V are the same in this scenario. Self-attention com-
putes the attention between elements at different positions in the sequence. For
each embedding pair xi and xj , we calculate the Scaled Dot Product as the
attention weight. Then we adopt a softmax function to normalize these weights.
Finally, we weighted sum the weights and the corresponding value to obtain the
final attention scores.

Attention(Q,K, V ) = softmax(
QKT

√
dk

)V (7)

The adoption of the self-attention mechanism is based on the assumption that
not all the posts make equal sense. In the self-attention module, query Q, key K
and value V represent the concatenation of each output of the hidden units in
GRU. Hence, the resulting probabilities can be regarded as the weight of each
post. In this way, the significance of each post can be automatically reflected by
its weight and the weighted sum of all the posts encodes a better representation
for the sentiment view. Moreover, it requires a small number of parameters and
has a very fast computation speed. The Scaled Dot-Product Attention we adopt
is presented in Fig. 2.

Sentiment View. One of the main challenges of constructing sentiment view is
to obtain sentiment embeddings of each post. The usual practice is to supervised
train a sentiment classifier with annotated labels. However, in this task, there are
no sentiment labels indicating the sentiment polarity of the posts. To overcome
this obstacle, it is reasonable to fine-tune a pre-trained sentiment classifier and
take the output of its hidden layers as sentiment embeddings. Specifically, we
employ a pre-trained Bidirectional Encoder Representations from Transformers
(BERT) model [5] which advances the state-of-the-art model in eleven Natural
Language Processing (NLP) tasks. In the original paper which proposes BERT,
the authors report the experimental results on two model sizes: BERTBASE with
12 transformer blocks and 768 hidden size, and BERTLARGE with 24 trans-
former blocks and 1024 hidden size. In our paper, we adopt the first model
since BERTBASE can already achieve an outstanding result and it is costly to
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Fig. 2. Scaled dot-product attention adopted in our model.

train BERTLARGE. The architecture of the BERTBASE model in our paper is
the same as that in the original paper. The BERTBASE model is fine-tuned by
Weibo sentiment corpus5 for better excavating the sentiment features of Weibo
contents. All the sentences in the posts are fed into the BERTBASE model and we
take the outputs of the last hidden layer as our sentiment embeddings. The 768-
dimensional vectors are then used as the inputs of GRU sentiment view. Figure 3
shows an example of BERTBASE model. Since our reply view mainly focuses on
contents, it is unlikely for reply view to capture much sentiment information. As
a result, we adopt the third view which specifically extract sentiment embed-
dings. In the sentiment view, we adopt the fine-tuned BERTBASE as a sentiment
extractor which specifically captures sentiment features. Since BERTBASE is a
strong state-of-the-art model which outperforms other models in so many NLP
tasks, we would like to see if our proposed model can improve its performance.
We first use BERTBASE without fine-tuning as a single view to test its perfor-
mance and then combine our 3-view model with the BERTBASE model to test
the 4-view models performance. Results indicate that this view is not only able
to help detect rumor by itself but also enables our 3-view and 4-view model to
improve detection accuracy.

4 Experiment

4.1 Experimental Settings

In the experiment, we empirically set the size of hidden units as 300 and the
maximum training epoch as 200. The training process finishes when the number
of training epoch meets the restriction or the validation loss converges. The
input dimension of content/reply view is 200. For Sentiment view, the output
dimension of Bert is 768 as the configuration of the pre-trained model and the
GRU input embedding dimension is also 768. The output vector size of all the
5 https://github.com/baidu/Senta.

https://github.com/baidu/Senta
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Fig. 3. A sample of BERT model with 12 transformer blocks.

views is set to 300. Batch size is set to 1 and the learning rate is 0.001. We
restrict the number of replies in an event to 4096.

4.2 Dataset

We conduct experiments on an available public dataset: Weibo [12]. Posts includ-
ing a source tweet and its relevant replies/retweets form an event. The dataset is
comprised of 4664 events with 2,313 rumors and 2,351 non-rumors. In the same
event, posts are sorted by published time and hence a propagation path is nat-
urally constructed. Propagation path represents the extent to which each event
is retweeted. Our dataset contains binary labels, i.e., rumor and non-rumor.
Table 1 summarizes the statistics of the dataset. To get an overall comparison,
we divide our dataset into three subsets by strictly following the same partition
configuration as the previous papers. The validation set incorporates 10% of the
total events. The remaining rumor events are split in a ratio of 3:1 and are used
for model training and testing respectively.

4.3 Baseline Models

We carefully select a series of previous work on rumor classification as baselines,
some of which are classical and others are state-of-the-art:

– DTC [1] A decision-tree-based classifier that utilizes a series of hand-crafted
features.
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– SVM-RBF [22] An SVM classifier with Radial Basis Function (RBF) kernel
that also utilizes hand-crafted features.

– RFC [9] A random forest classifier that fit the utilizes user, linguistic and
structure characteristics.

– SVM-TS [13] A linear SVM model that utilizes time-series to model how each
kind of features vary in time.

– DT-Rank [23] A ranking method based on the decision tree. Searching for
enquiry phrases and ranking the clustered results enable this method to detect
rumors.

– GRU-RNN [12] An RNN-based model that learns long-distance dependen-
cies among different time steps, which utilizes more information from user
comments.

– PPC RNN [10] A time series classifier that incorporates recurrent neural net-
works which combine tweet texts and the user characteristics along the prop-
agation path to detect rumors.

– PPC CNN [10] A time series classifier that incorporates convolutional neural
networks which combine tweet texts and the user characteristics along the
propagation path to detect rumors.

– PPC RNN+CNN [10] A classifier that utilizes RNN and CNN to respectively
represent the propagation path, and integrate two paths to detect rumors at
the early stage of propagation.

Table 1. Statistics of the Weibo dataset

Statistic Weibo

# Events 4664

# Rumors 2313

# Non-rumors 2351

# Users 2,746,818

# Posts 3,805,656

Avg. #of posts/event 816

4.4 Results and Discussion

This section presents the experimental results that demonstrate the state-of-the-
art performance of our rumor detecting model. Table 2 shows the experimental
results of our proposed model and that of baseline models. The three-view model
achieves 95.6% accuracy on Weibo dataset. The baseline models listed in the
table are carefully selected. So they are representative and classical methods
for classification tasks. There are also three recently proposed state-of-the-art
models that already achieve a great result, while our proposed model outperforms
these baseline models. The reason why our model outperforms PPC RNN+CNN
is that our model introduces sentiment information. Besides, PPC RNN+CNN
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adopts ensemble learning with CNNs and RNNs learning features, so that it’s
time-consuming. It is clear that our model achieves state-of-the-art performance
based on all the evaluation indicators, including the overall accuracy, and the
precision, recall, F1 score for rumor and non-rumor classes.

Table 2. Fake news detection results on Weibo dataset

Method Class Acc. Prec. Recall F1

DTC R 0.831 0.847 0.815 0.831

N 0.815 0.847 0.830

SVM-RBF R 0.818 0.822 0.812 0.817

N 0.815 0.824 0.819

RFC R 0.849 0.786 0.959 0.864

N 0.947 0.739 0.830

SVM-TS R 0.857 0.839 0.885 0.861

N 0.878 0.830 0.857

DT-Rank R 0.732 0.738 0.715 0.726

N 0.726 0.749 0.737

GRU-RNN R 0.910 0.876 0.956 0.914

N 0.952 0.864 0.906

PPC RNN R 0.912 0.878 0.958 0.916

N 0.944 0.866 0.908

PPC CNN R 0.919 0.899 0.958 0.922

N 0.946 0.880 0.916

PPC RNN+CNN R 0.921 0.896 0.962 0.923

N 0.949 0.889 0.918

Content+Reply+Sentiment R 0.956 0.944 0.966 0.955

N 0.968 0.947 0.957

According to the results in Table 3, we can find that models with two views
yield better accuracy than the model with one view. For the models with a dif-
ferent number of views, the superiority of the 3-view model with a voting mech-
anism is explicit. This result reveals that the selected views make considerable
sense and they can capture more useful information from different perspectives.
Besides, other kinds of views can also be used in our model. As it was mentioned
before, we adopted the pre-trained BERT model to construct a sentiment view.
We are also interested in how accurate BERT can achieve in this task. Thus, we
combine all the posts in the event as input and train BERTBASE model using
veracity labels. Obviously, BERT reaches a very great result. We combine four
views together, i.e., content, reply, sentiment, Bert using vote classification and
assign weights for each view, and we are happy to find that the combined model
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achieves an even better result on this dataset. This implies that our proposed
views do make contributions in the task and can improve BERT’s prediction
performance.

Table 3. Control experiment on different views of our model

View Class Acc. Prec. Recall F1

Content R 0.894 0.890 0.888 0.889

N 0.898 0.899 0.899

Reply R 0.929 0.908 0.948 0.928

N 0.950 0.912 0.931

Sentiment R 0.931 0.935 0.920 0.928

N 0.928 0.941 0.935

Content+Reply R 0.953 0.956 0.946 0.951

N 0.951 0.960 0.955

Content+Sentiment R 0.938 0.916 0.958 0.937

N 0.960 0.920 0.939

Content+Reply+Sentiment R 0.956 0.944 0.966 0.955

N 0.968 0.947 0.957

Bert R 0.961 0.941 0.980 0.960

N 0.981 0.943 0.962

Content+Reply+Sentiment+Bert R 0.965 0.946 0.982 0.964

N 0.983 0.949 0.966

Figure 4 plots the relevance between hyperparameters and detection accuracy.
It is clear that when the dimension of the hidden layer is 300, the model per-
forms better than that using an other hidden size. Besides, the model’s detection

(a) Hidden Dim (b) Reply Num

Fig. 4. Rumor detection accuracy when different hyperparameter values are taken.
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accuracy steadily ascends when the number of replies is increasing. This implies
a larger number of replies provides more adequate information thus yield better
performance.

The overall experiments demonstrate that each view can learn event repre-
sentations from different perspectives and the fine-tuned pre-trained BERTBASE

model is able to capture sentiment information expressed in replies and retweets,
which can be utilized to guide the prediction for rumor events.

5 Conclusion and Future Work

In this paper, we provide insights into detecting real-world rumors. We created
deep neural networks for automatically predicting the veracity of a rumor and
using sentiment embeddings to help better distinguish rumors from true news.
Our model achieves higher accuracy than existing baseline models in the task
of rumor detection on Weibo dataset. The multi-view model we proposed com-
prehensively consider source tweet, reply and sentiment information. Despite
that our model has a simple structure, it can be a hard-to-beat baseline since
the model has already achieved 96.5% accuracy in the defined task. Since our
model is generalizable and robust, other insightful views may also be added into
it. In addition, we introduced the BERT model into our view, which assists in
improving the final detection performance. In the future, we would like to exploit
other views and build a more efficient model which has a faster speed but still
demonstrates promising results.
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Abstract. Building a high-quality emotion lexicon is regarded as the
foundation of research on emotion analysis. Existing methods have
focused on the study of primary categories (i.e., anger, disgust, fear,
happiness, sadness, and surprise). However, there are many emotions
expressed in texts that are difficult to be mapped to primary emotions,
which poses a great challenge in emotion annotation for big data analy-
sis. For instance, “despair” is a combination of “fear” and “sadness,” and
thus it is difficult to divide into each of them. To address this problem,
we propose an automatic building method of emotion lexicon based on
the psychological theory of compound emotion. This method could map
emotional words into an emotion space, and annotate different emotion
classes through a cascade clustering algorithm. Our experimental results
show that our method outperforms the state-of-the-art methods in both
word and sentence-level primary classification performance, and also offer
us some insights into compound emotion analysis.

Keywords: Emotion lexicon · Compound emotion ·
Text emotion analysis · Natural language processing

1 Introduction

With the rise of opinion-rich content in social media, such as Twitter, Sina
Microblog, Facebook and WeChat, there is an increasing desire for individuals to
express their feelings, mood, and emotions rather than just browsing and receiv-
ing information. These emotions, expressed in sentences, contain useful informa-
tion for understanding public opinion, opinion mining, business decisions, mood
management, and information forecasting [5]. Different from mature sentiment
lexica labeled with sentiment polarity, emotion lexicon should contain multiple
emotions with different intensity [21].

Analyzing and summarizing the emotions in texts has become an area of focus
for many studies. An emotion lexicon, which reflects the unstructured charac-
teristics of texts, plays an important role in emotion analysis and provides the
advantage of high speed and easy understanding. In addition, it is also a funda-
mental task for affective modification and mood management, which are essential
c© Springer Nature Switzerland AG 2019
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for research institutions, information consulting organizations, and government
decision-making departments.

Much work has been done on emotion lexicon construction [15–17,20,21,23].
Xu et al. [21] manually labeled a large Chinese lexicon with part-of-speech(POS),
emotion, and intensity. In addition, Staiano et al. [17] and Song et al. [16] used
a crowd-based method for emotion lexicon construction. Song et al. [15] syn-
chronously used seed words and emoticons to build an emotion lexicon. However,
their lexica all focus on primary emotions(i.e. happiness, sadness, like, anger, dis-
gust, fear, and surprise), which are not enough for representing our daily lives.

The emotions of humans are complex, and many emotions are derived from
two or more primary emotions, which are called compound emotions in the field of
psychology. Compound emotions express the complex relationship between people
and objective things that are widely used in our daily lives. A Chinese Microblog
regarding the 2014 Malaysia airlines event can be considered as an exam-
ple,
(which translates to: “Do you suffer from Malaysia airlines anxiety disorders? Yes,
I’m keeping track of Malaysia airlines and eager to know about the result”). Both
fear and anticipation are expressed in this microblog, and thus anxiety, a com-
pound emotion, can be directly used to make a detailed analysis. Learning about
compound emotions can allow us to accurately understand the tendency of hot
social issues. In another context, compound emotions can also useful in a test
for depression. There are many different types of depression, and each type of
depression has its own emotional characteristics. Anxiety is a major symptom of
menopausal depression [14], other kinds of depression, such as postpartum depres-
sion (guilt and inferiority) [2] and major depressive disorder (sad, anxious, guilty,
sentimentality, pessimism, and in the worst case, insomnia or even try to suicide)
all have their own characteristics of different compound emotions. Effectively iden-
tifying the compound emotions can provide a foundation for detecting and pre-
dicting depression. Therefore, it is necessary to build a compound emotion lexicon,
which can be used as a fundamental tool for sophisticated applications of emotion
analysis.

In this paper, we construct a novel compound emotion lexicon called
EmoMix, for complex emotion analyzing. Specifically, the candidate words are
mapped into an emotion space that is built based on Plutchik’s emotion wheel
[11]. Then a cascade clustering algorithm is used to tag the candidate words with
compound emotion labels. The major contributions of this work are as follows:

• We propose a novel building method of emotion lexicon to meet the demands
of compound emotion analysis. To the best of our knowledge, our EmoMix
is the first method for creating a lexicon with the psychological theory of
compound emotion.

• We propose a unified emotion labeling scheme based on a cascade clustering
algorithm to address the requirements of compound emotions. Our method
uses an emotion space to help find the most relevant emotion words. Although
we built a Chinese lexicon as an example, the building method is language
independent.
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• We conduct experiments for lexicon quality, state-of-the-art emotion lexica
are used for evaluation, and show that EmoMix is competent in the emotion
classification task. Additionally, the results of case studies demonstrate that
EmoMix outperforms the conventional emotion lexica in compound emotion
analysis.

The rest of this paper is organized as follows: In Sect. 2, we review the related
work. Section 3 presents some preliminaries. Section 4 describes the details of our
proposed EmoMix lexicon. Section 5 presents performance evaluation results.
Finally, Sect. 6 concludes the paper.

2 Related Work

This paper involves two research focuses: emotion models and emotion lexicon
construction.

Emotion Models. In general, psychologists classify emotion models into two
categories, discrete [4,18] or dimensional models [11,13]. Discrete models intro-
duce the basic cognition of human emotions from psychologists. In previous work,
Tomkins [18] classified human emotions into eight primary emotions: surprise,
interest, joy, rage, fear, disgust, shame, and anguish. Subsequently, Ekman [4]
put forward another primary emotion model with six emotions, namely, anger,
disgust, fear, happiness, sadness, and surprise. However, it is difficult for these
models to describe complex emotions within the constraints of the number of
emotions and their independence characteristic. Human emotions are considered
to lie in two or three dimensions in the dimensional models. Plutchik offered a
3-dimensional model, called the wheel of emotions [11], which contains primary
emotions, intensity dimensions, and compound emotions. Among them, com-
pound emotions are acquired by adding two primary emotions together.

It is widely accepted that human expressions cannot be attributed to only
primary emotions. We built a compound emotion lexicon based on Plutchik’s
wheel of emotions, which is more suitable for the variety of human expressions.

Emotion Lexicon Construction. Emotion lexicon plays an important role in
opinion mining and emotion analysis. Unlike a sentiment lexicon, an emotion
lexicon has more granular classifications. Existing emotion lexicon construction
methods can be roughly classified into manual and automated labeling. Xu et al.
[21] constructed an affective lexicon ontology (ALO) in Chinese, which lever-
aged sentiment lexica and wordnet to obtain candidate words. They manually
labeled the candidate words with emotional categories and intensity, and divided
them into seven primary categories, and 21 subclasses. Then, Staiano et al. [17]
presented a crowd-sourced approach DepecheMood (DPM) for emotion lexicon
generation by combining the document-frequency distributions of words and the
emotion distributions over documents. This method used the score in each emo-
tion dimension to represent the strength of the emotion. As an extension to their
work, Song et al. [16] analyzed the emotions of Rappler news articles at the topic
level. By developing a non-negative matrix factorization model, a fine-grained
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emotion lexicon was built that associated words with emotions based on the
hidden topics obtained from the factorization process. An approach based on
manual labeling is labor-intensive, slow, and costly; therefore, researchers have
focused more attention on automatic lexicon construction.

Xu et al. [20] proposed an automatic method for building a Chinese emotion
lexicon by using WordNet-Affect. Their method translated WordNet-Affect into
Chinese and filtered all non-emotion words. Then, synonym words were expanded
to obtain the Chinese emotion lexicon. To address domain dependence, Yang
et al. [23] proposed an Emotion-aware LDA (EaLDA) model to automatically
build a domain-specific lexicon with six primary emotions. To solve the data
scarcity problem, Song et al. [15] adopted a multi-label random walk algorithm
based on a three-layer heterogeneous graph to build the emotion lexicon. They
combined the effects of seed words and emoticons co-occurring with candidate
words to capture the fine-grained emotion of candidate words. However, these
lexica ignore the compound emotion at the word level, which results in a loss of
valuable information for emotion analysis in complex situations.

In this paper, we introduce a cascade clustering algorithm into lexicon con-
struction, and generate a compound lexicon with advantages as shown in Table 1.

Table 1. A comparison of emotion lexicons

Lexicon Language Psychology emotion model

Usage Model Primary Secondary Compound

Lex xu [20] Chinese
√

Ekman 6 × ×
EaLDA [23] English

√
Ekman 6 × ×

Lex song [15] Chinese × - 7 × ×
DPM [17] English × - 8 × ×
Lex song [16] English × - 8 × ×
ALO [21] Chinese × - 7

√
(21) ×

EmoMix (ours) Chinese
√

Plutchik 8
√
(24)

√

3 Preliminaries

3.1 Plutchik’s Wheel of Emotions and Compound Emotion

The psychologist Robert Plutchik created the wheel of emotions [11], which is
widely accepted for illustrating the various relationships among the emotions.
As shown in Fig. 1, there are three important concepts to his theory: (1) Pri-
mary Emotions. There are eight primary emotions that are indecomposable
(joy, trust, fear, surprise, sadness, anticipation, anger, and disgust). (2) Emo-
tion Intensity. Each primary emotion has different degrees of intensity, which
range from very light to very intense. (3) Compound Emotions. All emotions
other than primary emotions occur as a result of a combination of the primary
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emotions. Recently, some work in natural language processing (NLP) has started
to pay attention to this theory; however, most of the focus is on primary emotions
[3] and emotional intensity [1], which do not fully express the complex feelings of
users. If primary emotion lexica were used to analyze the 2014 Malaysia airlines
event in Sect. 1, one might only obtain the anticipation of a compound emotion
“anxiety” and miss the component of fear.

Fig. 1. Plutchik’s emotion wheel

Table 2. The extension of compound emotions

Different from existing work, to meet the demand of complex emotion
analysis, this study focuses on the third concept, “Compound Emotions.” To
build such a compound emotion lexicon, the combinations of two adjacent pri-
mary emotions are not enough. Following the definition of “primary dyad” in
Plutchik’s theory (the combinations of two adjacent primary emotions), Turner,
another psychologist, extended the rest of the compound emotions [19]. He
defined “secondary dyad” (mixed emotions that are one step apart on the wheel)
and “tertiary dyad” (emotions that are two steps apart on the wheel) emotions.

Table 3. Chinese microblog examples
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Additionally, he pointed out that the emotions on the opposite side of the wheel
are in conflict, and they can’t generate compound emotions. As shown in Table 2,
we can discover that the extended compound emotions also appear as pairs of
opposites.

The above-mentioned research has provided the theoretical foundation for
building a compound emotion lexicon. In this work, the rules of compound emo-
tions and opposite emotions function as theoretical guides for emotion lexicon
construction.

3.2 Motivation and Basic Idea

This work is supported by using a set of observations from users’
microblogs who suffer from depression. We collected over 1,600 microblogs
from 57 users who committed suicide due to depression, as shown
in Table 3. For example, consider the following Chi-
nese microblog,

(which translates to: “I am suffering from depres-
sion, thus I try to die. There is no important reason. Don’t care about my
departure. Bye.”), which expresses pessimism and despair. It is very difficult
to express these feelings by any single primary emotion. As bloggers’ delicate
emotions move far beyond primary classes and are much more complicated, a
fundamental tool for compound emotion analysis is urgently required.

It is a common phenomenon in our daily lives that our expressions are often
complex and overlapping. Even more than one primary emotion can be expressed
in a single word. After statistical analysis of these microblogs, we find that there
are over 1,800 compound emotions, accounting for 63.7% of the total emotional
words. This implies that a primary classification only gives limited information
on the actual intentions of users’ expressions. However, most existing Chinese
lexica classify emotional words into a single class from six to eight primary
emotion categories. A few works [21] can be found where emotional words are
labeled with multiple primary emotions; however, they are only a tiny proportion
(14.3%) of the total number of words in the lexicon. Based on these observations
from microblogs, the idea behind our EmoMix is to explore new methods for
building a compound lexicon that can provide a foundational resource in emotion
applications. Two primary emotions can evolve into a new emotion, and the
new emotion category is no longer a part of primary categories. Each emotion,
including primary and compound emotions, could combine with negation words
to convert it to the opposite emotion. With such a compound emotion lexicon, we
can provide many personalized applications could be provided that are difficult
to accomplish using only a primary emotion lexicon. In addition to emotion
management and depression detection, a compound emotion lexicon could be
applied to recommend products, track hotpots, and forecast trends.

Above all, our goal is to build a compound emotion lexicon with the following
characteristics: (1) The lexicon should be in accordance with modern psycholog-
ical theory. (2) The lexicon should have a computational model of emotions. (3)
The lexicon should directly reflect the compound emotion category of each word.
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To meet the design principles above, we follow the steps described below to build
the lexicon. First, we select the domain-independent and widely-applicable cor-
pus to train word vectors. Word embeddings trained from different corpus are
compared and we choose the best fit for our work. Second, we construct an emo-
tion space accompanied by Plutchik’s wheel of emotions and map the emotional
words into the emotion space. The emotion space is built to refine the candidate
words so that they could be closer to both semantically and emotionally sim-
ilar words and further away from emotionally dissimilar words. Third, similar
words are classified through cluster analysis. According to the position of word
embedded in the emotion vector space, the emotional words could be divided
into different compound emotion categories. In this way, a lexicon is obtained
that has compound emotions in the word level.

4 Emotion Lexicon Construction

4.1 Dataset

To build a compound emotion lexicon, we gather different kinds of resources,
such as dictionaries (Chinese synonym dictionary1, Contemporary Chinese Dic-
tionary, and NTUSD2) and semantic networks (HowNet and WordNet). From
these resources, candidate words are selected that are related to emotion, such as
psychology, feeling, affection, character, and attitude. The unlabeled corpora of
different domains (Microblogs, News, Literature, Encyclopedias, etc.) are com-
pared to train the word embeddings, and Baidubaike (an online Chinese ency-
clopedia)3 is chosen for our work due to its wide coverage and accordance with
the rules of NLP. We use SGNS (skip-gram model with negative sampling) [9] to
train word embeddings on Baidubaike [8], which includes 0.745G word tokens.
We train 300-dimensional word vectors with n-gram features from the corpus.

4.2 The Emotion Space

Generally, existing word embeddings can capture semantic and syntactic infor-
mation from an unlabeled corpus, but they cannot acquire sufficient emotion
information, which makes it difficult to apply the word embedding directly to
emotion analysis. Therefore, we propose an Emotion Space to refine the word
embedding. The emotion space can transfer semantic similarity into the emotion
similarity. As discussed in Sect. 3.1, one compound word can be composed of
multiple primary emotions. Each of these primary emotions and its opposites on
Plutchik’s wheel form an emotion pair. These emotion pairs can be regarded as
axes to build a 4-dimensional emotion space. To better represent the compound
emotion character of words, the cosine similarity between candidate words and

1 http://ir.hit.edu.cn/.
2 http://nlg.csie.ntu.edu.tw/download.php.
3 https://baike.baidu.com/.

http://ir.hit.edu.cn/
http://nlg.csie.ntu.edu.tw/download.php
https://baike.baidu.com/
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primary emotions is computed, and then these words are mapped into the emo-
tion space.

Formally, the set of candidate words is denoted as C, and the seed words of
the primary emotions that are used to predict the emotion similarity are denoted
as S, respectively. The i-th primary emotion pair can be presented as 〈s+i , s−

i 〉 ∈
S, where i ∈ {1, 2, 3, 4} represents the index of the primary emotion pair. For
example, we use as 〈s+1 , s−

1 〉, which is presented as
the positive and negative of one axis of the emotion space. For each candidate
word c∗ ∈ C, 3COSMUL [7] is exploited to calculate the similarity between the
word embedding of the candidate words and the seed words of every four emotion
pairs. The cosine similarity measurement can be defined as cos(u, v) = u·v

‖u‖‖v‖ .
Thus, we can obtain the emotion similarity ei that represents how much closer
the word is to a primary emotion and further away from its opposite.

ei = arg max
c∗∈C

m∏

j=1

cos(c∗, s+i,j)

n∏

k=1

cos(c∗, s−
i,k) + ε

, (1)

where ε = 0.001 is used to prevent division by zero, m is the number of seed
words in s+1 , and n is the number of seed words in s−

1 .
After calculating the four emotion similarities with each emotion pair, we

can express the emotion vector of the candidate word c∗ ∈ C as:

Ec∗ = (e1, e2, e3, e4), (2)

When the candidate word is more similar to the opposite emotion, then the value
of the emotion similarity ei will below the zero. If each opposite emotion pair is
regarded as the two extremes of a single axis, then all candidate words can be
mapped into the emotion space by using Ec∗ as the coordinate values. As shown
in Fig. 2, there are four quadrants representing different compound emotions in
the hyperplane composed of every two emotion axes.

4.3 Clustering Algorithm for Building the Lexicon

In this section, a cascade clustering algorithm is used to build the compound
emotion lexicon. Since the emotion similarities are calculated by different seed
words, the values on different axes are not in the same ratio. We cannot simply
rank the four values of the axes and select the top two of them to mix into a
compound emotion. To obtain more accurate results, a density-based clustering
algorithm is leveraged to group candidate words into subclasses naturally. Then,
all subclasses are divided into primary or compound emotions with the help of
a modified k-means method, as shown in Fig. 3.

Specifically, let C = {Ec1 , Ec2 , · · · , Ecn} be the set of pre-processed emotion
vectors corresponding to the candidate words in emotion space. The measure
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Fig. 2. The hyperplane of the emotion axes (a): Joy-sadness and trust-disgust; (b):
Joy-sadness and anticipation-surprise

used in literature [12] is used to find out the density peaks of candidate words.
The local density ρci of the candidate word ci is defined as

ρci =
∑

j

χ(dci,cj − dcut−off ), (3)

where χ(x) = 1 if x < 0; otherwise, χ(x) = 0; and dcut−off is a cutoff distance.
A parameter t is used to adjust the size of dcut−off . The minimum distance
between the candidate word ci and any other word with a higher density can be
denoted as follows:

δci = min
j:ρci

>ρcj

(dci,cj ), (4)

where δci = maxj(dci,cj ) for the highest density word. After comparing the
quantity γci = ρciδci , the highest density word is obtained, which is the center
of the emotion subclass Sub = {sub1, sub2, · · · , subn}, where n is the number of
subclasses.

The idea of k-means is used in the next step. Eight typical subclasses (k = 8)
were selected as the initial primary emotion classes, which are denoted as Pri =
{pri1, pri2, · · · , pri8}, and then the similarity between the rest of the subclasses
subj is calculated, where j ∈ {1, 2, · · · , n − 8} and each primary emotion class
prii, where i ∈ {1, 2, · · · , 8}. The similarity function can be presented as follows:

similarity(i) := arg min
j

‖x(i) − μj‖2. (5)

Specially, another constraint is added to limit the k-means method to con-
solidated emotion subclasses. The distribution of eight similarities is normalized
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into a range of [0, 1], and then they are ranked and the ratio of the top two emo-
tions is calculated. Thus, the constraint of the similarity ratio can be defined
as:

Constraint =
{

Consolidated if ratiox,y ≥ λ,

Not Consolidated otherwise.
(6)

If the similarity ratio is greater than a threshold λ, then the subclass is
classified into the nearest primary emotion; otherwise, it retains the two primary
emotions labels, which are regraded as compound emotions. Then, the center of
a new primary emotion is relocated, and all similarities are recalculated. The
consolidated process is repeated until a global stable state is achieved and all
the primary and compound emotions remain unchanged.

Fig. 3. Emotion classify based on clustering

5 Experiments

In this section, we describe the empirical evaluations of the proposed EmoMix.
Since there is no existing method to metric the quality of compound lexica, its
performance is verified in following ways: (1) we use a standard task of primary
emotion analysis to test EmoMix with traditional lexica on the word and sentence
levels; (2) we conduct several case studies of compound emotion analysis to show
the potential of EmoMix in different applications.

5.1 Quality of Lexicon on the Word Level

Baseline: To the best of our knowledge, this method is the first method for
creating compound emotion lexica. Thus, we can only compare Precision, Recall,
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and F-measure of the lexica generated through state-of-the-art methods with
the lexicon ALO [21]. We choose ALO as a baseline because it is a large scale
manually crafted lexicon and it is widely regarded as a standard in Chinese
emotion analysis. The Precision P and Recall R are defined as follows:

P =
∑

e∈E |WALO(e)∩WTestLex(e)|∑
e∈E |WTestLex(e)| , (7)

R =
∑

e∈E |WALO(e)∩WTestLex(e)|∑
e∈E |WALO(e)| , (8)

where E is the set of seven emotions, WALO(e) is the word set in emotion e of
ALO, WTestLex(e) is the word set with emotion label e in the testing lexicon,
and the F-measure F is defined as F = 2·P ·R

P+R .
As the emotion categories present in ALO do not exactly match with the

ones provided by Plutchik’s wheel (there are seven main classes in ALO while
there are eight in Plutchik’s). To meet the baseline ALO, EmoMix is adjusted by
merging “trust” and “anticipation” into the emotion “like,” and mapping “joy”
to “happiness,” as shown in Table 4. For a better comparison, we also use the
same seed words in different lexicon construction methods.

Tuning the Parameter: There are two adjustable parameters in our method,
including the size of emotion subclasses parameter t and the threshold of the
top-2 primary emotions λ. We investigate how the parameter t and threshold λ
affect the final result of clustering. Generally, to obtain enough numbers of the
emotion subclasses, a smaller parameter t is better; however, if we regard each
word as a subclass under extreme conditions, then the natural distribution of
emotion classes is lost. Finally, we set parameter t = 0.02. λ is also an important
parameter for determining whether it is a primary or compound emotion, and
we chose a threshold λ = 7. Therefore, the words in primary emotion classes
would have a domination of emotion distribution.

Lexicon Evaluation: Experiments are conducted on the following emotion lex-
icon generation methods for comparison: (1) The DPM lexicon [17] is built by
document-by-emotion matrix MDE and word-by-emotion matrix MWE . MDE is
built from crowd-sourced emotions data and MWE is obtained by using com-
positional semantic method over MDE . (2) The PMI lexicon [10] uses point-
wise mutual information (PMI)-based scores and starts from a small set of seed
words for emotion lexicon construction. (3) The Lex yang lexicon [22] is built
from a variation of PMI to calculate the collocation strength between candidate
word and the emoticon. Every word entry of the lexicon contains several emo-
tion senses ordered by the collocation strength. (4) The Lex song lexicon [15] is
obtained from a multi-label random walk algorithm combining the seed words
and emoticons to construct the emotion lexicon. (5) The EmoMix s lexicon is
generated as a special case of our method that uses only emotion space to label
words. (6) EmoMix lexicon is built using the full configuration of our method,
which combines the emotion space and the cascade clustering algorithm.

The results are shown in Table 5, and we can easily find that EmoMix has
obvious advantages over DPM and Lex yang. Although our Precision is only a



364 R. Li et al.

Table 4. Mapping of EmoMix on ALO and Lex song

ALO [21] Lex song [15] EmoMix ALO Lex song EmoMix

Disgust Disgust Disgust Like Like Trust

Sadness Sadness Sadness Like Like Anticipation

Anger Anger Anger Fear Fear Fear

Happiness Happiness Joy Surprise Surprise Surprise

Table 5. The quality of lexica on emotions

Methods DPM [17] PMI [10] Lex yang [22] Lex song [15] EmoMix s EmoMix

Precision 0.202 0.282 0.361 0.541 0.520 0.545

Recall 0.060 0.083 0.106 0.159 0.236 0.352

F-measure 0.092 0.128 0.164 0.246 0.308 0.428

Fig. 4. Emotion performance of lexica (a): Precision; (b): Recall; (c): F-measure

bit more than Lex song, our Recall and F-measure were higher, which means it
could detect and identify more emotion words. The advantage of EmoMix comes
from its emotion expression and the natural distribution of emotion classes.

In addition, we further study the performance of each class in the three
best lexica, as shown in Fig. 4. The “like” and “disgust” emotions are higher
than other emotions, and “fear” is much lower. In fact, the taxonomy of ALO
is not very appropriate for emotion analysis. The reason for this is that their
classes of “like” and “disgust” are more similar to “positive” and “negative” in
sentiment lexica. For example, the subclasses “trust” and “wish” in “like” are
not as fine-grained as “like,” and “suspicion” in “disgust” is the same. We expect
that EmoMix can offer more elaborate categories in both emotion classes and
subclasses for emotion analysis applications.

5.2 Emotion Classification on the Sentence Level

Sentence level experiments are conducted based on the public dataset, Emotion
Analysis in Chinese Weibo Texts (EACWT). This dataset has been widely
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used to verify primary emotion classification, which is provided for the emotion
analysis shared task in NLP&CC2013. The emotional sentences in EACWT
are annotated with emotion labels from anger, disgust, fear, happiness, like,
sadness, or surprise (the same as in ALO). In this experiment, we compare the
performance between the best performance on the sentence level and EmoMix.
Furthermore, our results are compared with those obtained by a supervised
learning TextCNN [6]. For the unbalanced distribution of the emotion classes,
class-by-class classification results are provided as well as the overall performance
of experiments.

A straight-forward voting-based algorithm is used for each lexicon to assign
emotion labels for sentences, in the same manner as in [15]. Note that our main
idea is to compare the quality of lexicon building methods rather than improve
the performance of emotion classification on the sentence level; therefore, we only
consider the negation and degree words in this task. We also use a basic CNN
algorithm with raw training data for the same goal. The results for single-label
classification are summarized in Table 6. As shown, EmoMix not only outper-
forms the state-of-the-art lexicon, Lex song, but it also provides a competitive
performance with the supervised learning method, TextCNN. It performs poorly
when the data is lacking or imbalanced because the results of supervised leaning
methods are closely impacted by the training dataset. It is worth stressing that
Lex song is a domain-specific lexicon of Weibo, while EmoMix is not; therefore,
we expect EmoMix has general applicability in other domains.

Table 6. Sentence level emotion classification

Methods TextCNN [6] Lex song [15] EmoMix

Indicators Precision Recall F-measure Precision Recall F-measure Precision Recall F-measure

Anger 0.216 0.423 0.286 0.258 0.024 0.043 0.286 0.026 0.047

Disgust 0.243 0.197 0.218 0.504 0.113 0.184 0.502 0.127 0.202

Fear 0.017 0.011 0.013 0.043 0.005 0.010 0.125 0.008 0.016

Happiness 0.263 0.243 0.252 0.501 0.086 0.147 0.579 0.095 0.163

Like 0.419 0.436 0.427 0.601 0.320 0.417 0.619 0.345 0.443

Sadness 0.347 0.371 0.359 0.526 0.009 0.017 0.636 0.009 0.018

Surprise 0.009 0.014 0.011 0.400 0.015 0.029 0.444 0.017 0.033

Total 0.227 0.227 0.227 0.552 0.139 0.222 0.581 0.148 0.236

5.3 Case Studies on the Paragraph Level

In this paper, the research question is to raised as to whether primary emotion
classes can be used to reliably evaluate complex emotions in multiple kinds of
applications. The advisable emotion categories can help reduce error classifica-
tion, improve the quality of analysis, and increase the consistency of results.
Because of that, we analyze four different kinds of media as a case study, includ-
ing headline (news), microblog, blogs, and fairy tales (literature). As shown in
Table 7, the different emotions expressed in several types of texts are analyzed.
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Table 7. Case studies

Headlines. Headlines are an important text that are used to attract readers,
and they directly affect the subsequence output of news media. Moreover, head-
lines are not just about the topics, but they are also about the emotion expressed
regarding the topic. Readers often determine whether to read on according to the
emotional orientation of news headline, and hence, fine-grained emotion analysis
cannot be ignored. As an example, the emotion “admiration” has a higher dis-
tinction over “like,” and applying this study to headlines would help build more
personalized recommendation services.

Microblogs. A traditional microblog is limited to 140 words, which is called a
short-text. Users often express their feelings with one or a few sentences. How-
ever, they might not realize that the emotions in microblogs could affect their
relationship with friends. Mood management, a burgeoning psychological assis-
tant application, could help users improve the control ability of emotions. In
particular, some special psychological assistant application, like the detection
of autism and depression, could effectively help users and family monitor their
moods and avoid tragedies. During this process, fine-grained emotions can assist
doctors to find out about different psychological characteristics and provide more
options for the treatment or prevention.

Blogs. A blog is another type of writing for self-expression that can be a para-
graph or an article. Bloggers have enough space to express their feelings, and
thus the emotions in blogs are usually exquisite, complex, and multiple. A blog-
ger may have buried an inexpressible feeling or sentimentality, at the bottom of
her heart; traditional primary emotions are limited by the number of categories,
and they would be insufficient at expressing such complex feelings.
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Fairy Tales. Literature is a much larger category of text that can be as long as
a chapter level or a document level. Authors like to write many foreshadowing
plots to highlight protagonists’ emotions. For example, in The Ugly Duckling,
after so much suffering, the ducking’s feeling of despair is very difficult to express
with only a primary emotion. It is worth mentioning that the emotional analysis
of literature has a business value in Text-to-Speech(TTS), which could make the
voice of machine more emotional.

Our findings indicate that the value of compound emotions in question is
indeed competitive. These results pave the way to the practical analysis emotions
in real life with simple, and comprehensible analysis benchmarks.

6 Conclusion and Future Work

In this paper, we presented EmoMix, a compound emotion lexicon, which was
built using a novel construction method. Based on Plutchik’s wheel of emotions,
we first constructed the emotion space by using four pairs of primary emotions
and mapped the word embeddings into it. Then, to group the words naturally, a
cascade clustering algorithm was applied, and the candidate words were classified
into primary and compound emotion classes. Experimental results showed that
EmoMix was competitive to the current state-of-the-art lexica on primary emo-
tion classification. Additionally, it had a promising performance on compound
emotion analysis over other lexica.

In future work, we would like to add a combination for the intensity and
extend the method to the other languages. In addition, we will further enhance
the quality and capacity of our compound emotion lexicon, EmoMix.
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Abstract. The effects of climate change have been much speculated on
in the past few years. Consequently, there has been intense interest in
one of its key issues of food security into the future. This is particularly
so given population increase, urban encroachment on arable land, and
the degradation of the land itself. Recently, work has been done on pre-
dicting precipitation and temperature for the next few decades as well
as developing optimisation models for crop planning. Combining these
together, this paper examines the effects of climate change on a large
food producing region in Australia, the Murrumbidgee Irrigation Area.
For time periods between 1991 and 2071 for dry, average and wet years,
an analysis is made about the way that crop mixes will need to change
to adapt for the effects of climate change. It is found that sustainable
crop choices will change into the future, and that large-scale irrigated
agriculture may become unviable in the region in all but the wettest
years.

Keywords: Crop planning · Climate change · Water management ·
Optimisation · Differential Evolution

1 Introduction

Climate change is having a large impact on all aspects on animal and plant
life across the planet [11,14,16]. Emissions and other anthropomorphic effects
have seen large changes in political positions and industrial practices [6]. One
such industry that is more susceptible to the effects of climate charge, and has a
significant impact on the human condition, is agriculture [17]. Given an amount
of arable land and a set of climate conditions, the question becomes what may
sensibly be planted and how will this change over time? To address this, one
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particular food growing region in Australia, the Murrumbidgee Irrigation Area
(MIA), is examined with a set of climate models, and an optimisation approach
tailored towards crop planning.

The tool used to derive which crop should be planted, and the areas in which
to do this, is Differential Evolution (DE) [12,13]. This has been found to be an
effective tool for this problem by Montgomery, Fitzgerald, Randall and Lewis [9].
DE uses recombination and mutation to transform vectors so that they improve
over time. This is done by gradually reducing the scale of changes made by the
algorithm. At the beginning of the search, where the vectors are usually highly
distributed, there is scope for poor solutions to make significant improvements in
quality as they move towards their better counterparts. As time passes, and vec-
tors become closer and improve. The self-scaling will mean smaller, finer-grained
improvements are made. This behaviour helps the population to converge on a
good region of state space. In its multi-objective form, DE’s standard solution
comparison and replacement mechanism (in which a new solution is compared
against a single ‘parent’) is typically replaced by non-dominated sorting over the
union of the current population and current iterations’ candidate solutions pro-
duced using DE’s mutation mechanism. While this works against overall popula-
tion convergence, multi-objective DEs have been effective (see, e.g., Montgomery,
Randall and Lewis [10]).

The remainder of this paper is organised as follows. Section 2 describes the
use of optimisation tools in crop planning, particularly the recent modelling
work that has been done for the MIA. Section 3 explains the problem model
and describes the DE implementation. Section 4 examines climate change mod-
els, especially NARCLiM that develops predictive models for New South Wales
(NSW) in Australia (thus incorporating the area of interest). This section also
discusses the processes necessary to handle this data and convert it to a form
that is usable by the optimisation model. Section 5 puts all of this together and
applies the required computing to determine workable crop mixes in the decades
to come. Comment is made on the changes observed. Finally, Sect. 6 concludes
and describes other projects that are now possible because of this work.

2 The Optimisation of Crop Planning

The research area of crop planning has seen the application of various opti-
misation techniques with the aim of generating optimal crop mixes under dif-
ferent climate-related scenarios that maximise revenue while minimising water
use. There is a very wide range of research material covering optimisation tech-
niques applied to water management. A good summary of these may be found in
Singh [15]. This paper focuses on the water management issues faced by farm-
ers and regional planners in the Murrumbidgee Irrigation Area in south east
Australia. The papers that have focused on the MIA have applied a range of
computational techniques to generate optimal solutions to the multi-objective
problem. The most recent research [7–9] has applied the optimisation techniques
Non-dominated Sorting Genetic Algorithm (NSGA-II) and DE to generate good
attainment surfaces.
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The multi-criteria problem forming the underlying basis of this paper was
given initially by Xevi and Khan [18]. Lewis and Randall [7] redefined this as
a multi-objective problem in their work and applied the NSGA-II optimisation
technique to generate the Pareto-efficient solutions to the problem. This work
optimised the results of two key output variables. These were to maximise the
net revenue generated by the chosen combination of crops and to minimise the
corresponding environmental flow deficit. This work also added cotton to the
range of crops considered when solving the multi-objective problem. This work
was further extended by Montgomery et al. [9]. They considered the application
of DE as the optimisation technique. One of their findings was that the attain-
ment surfaces generated by DE tended to improve on those by the NSGA-II
approach.

The previous work considered only current climate conditions. Effectively, the
water requirements of each crop have been based on static underlying assump-
tions relating to temperature and rainfall, where only potential seasonal variation
has been incorporated. The purpose of this paper is to project forward in time,
on the basis of potential changes to future temperatures and rainfall. This intro-
duces the application of climate change models to show potential future changes
to temperatures and rainfall in the MIA. This will make allowance for potential
future changes in the water requirement for each crop, and the aim is to gen-
erate robust optimal solutions that can withstand potential changes in climate
conditions.

3 Problem Definition and Optimisation

In the following subsections the problem model and the DE solver used to opti-
mise it are described.

3.1 Problem Model

As previously stated, the problem seeks to determine appropriate areas of land
for a selection of crops such that a net revenue function is maximised, but
an environmental water deficit is minimised. This model is for one year. In
the instances used here, the crops that can be selected from are: rice, wheat,
barley, maize, canola, oats, soybean, Winter pasture, Summer pasture, lucerne,
vines, Winter vegetable, Summer vegetables, citrus, stone fruit and cotton. The
multi-objective model used in this paper, reproduced from Lewis and Randall [7]
(pp. 181–182) is given in Eqs. 1–7.

Maximise NR =
∑C

c=1 TCI(c) × X(c)

−Cw × ∑M
m=1

((
∑C

c=1 WREQ(c,m) × X(c)

)

− P (m)

)

−Cp × ∑M
m=1 P (m)

− ∑C
c=1 V cost(c) × X(c)

(1)
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Minimise EFD =
M∑

m=1

(Tenv f(m)−Env f(m))·[Env f(m) < Tenv f(m)] (2)

s.t.

M∑

m=1

P (m) ≤ 50GL (3)

C∑

c=1

X(c) ≤ TArea (4)

X(c) ≤ Y (c) 1 ≤ c ≤ C (5)

Allocation(m) = Inflow(m) − Env f(m) (6)

P (m) =

(
C∑

c=1

WREQ(c,m) × X(c)

)

− Allocation(m) (7)

Where:

NR is the net revenue,
C is the number of crops,
TCI(c) is the total crop income for crop c,
X(c) is a decision variable which is the area of crop c (in hectares),
Cw is total cost of water per unit volume $/ML,
M is the number of months, i.e., 12,
WREQ(c,m) is the water required for crop c in month m (in ML),
P (m) is the groundwater pumped in month m,
Cp is the cost of groundwater pumping and delivery (in $/ML),
V cost(c) are all other variable costs associated with crop c,
EFD is the deficit in environmental flow,1

Tenv f(m) is the target environmental flow for month m,
Env f(m) is a decision variable that is the environmental flow for month m,
TArea is the total cropping area available,
Y (c) is a the maximum allowable area for crop c,
Allocation(m) is the amount of surface water available for irrigation of crops
in month m and
Inflow(m) is the total surface (river) water available in month m.

3.2 The DE Solver

As solutions to this problem are pseudo-continuous it may be solved using contin-
uous solvers operating on integer-valued solution vectors. Differential Evolution
(DE) [13], an exemplar continuous solver, has previously been shown to be effec-
tive [9] so is used again here. It is adapted to the multiobjective setting using
a similar approach to Montgomery, Randall and Lewis in their DE for RFID
1 Equation 2 is expressed in Iverson bracket notation.
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antenna design [10]: a DE/rand/1/bin algorithm is used to generate new solu-
tions from the current population, after which the next generation is selected by
applying the non-dominated sorting algorithm from NSGA-II [3] to the union
of these solution sets. Feasible solutions are compared using standard Pareto-
dominance rules, while a feasible solution dominates any infeasible solution, and
infeasible solutions are compared based on the amount they violate the pumped
water constraint (to provide some selection pressure toward feasible space).

The population (hence, archive) size is set to 100 members, and the algorithm
is executed for 10,000 iterations (one million function evaluations). Appropriate
values of difference vector scale F and crossover probability Cr are 0.8 and 0.5,
respectively.

Solutions are represented as vectors of C + 12 integer values (i.e., 28 in the
current problem as there are 16 crops) corresponding to the areas allocated to
the C crops and environmental flows for each month of the year. Certain highly
lucrative crops (vines, summer and winter vegetables, citrus, and stone fruit)
have restrictive upper bounds on their areas, set at 10% of Australian national
production. The ranges of the remaining ‘unbounded’ crops are 0 to the size of
the farming land (120,000 ha), while the bounded crops are restricted to 0 to their
nominated maximum. Further details of these values may be found in Lewis and
Randall [7]. Environmental flow variables range between 0 and the total inflow
for their respective months (which will often exceed the target environmental
flow, although in some months they are less than the target).

Initial solutions for the DE are created by the following steps:

1. Generate C uniform random values rc in [0, 1].
2. Allocate each bounded crop c with rc ≥ 0.5 its maximum area.
3. Normalise the rc values for all remaining crops with rc ≥ 0.5, then allocate

those crops space from the remaining area in proportion to their normalised
rc values.

4. Generate 12 randomised integer values in the range [0, Inflow(m)] for each
month m to set the solution’s environmental flows.

4 Using Climate Predictions to Inform Crop Planning
Models

As may be noted, in order to model climate impact on optimal crop selections,
some knowledge of crop water requirements and available water sources are
needed. Our previous work made use of published data (rainfall, reference evap-
otranspiration, and surface water supplies – streamflows in rivers used to supply
water for irrigation) for typical years (wet, dry and average) for the MIA. This
data had been accumulated from meteorological observations over a number of
years, but the specific sources were not supplied. In any case, data for future
years cannot be sourced from historical observations.

In order to compile the required data, recourse was made to the NSW and
ACT Regional Climate Modelling (NARCliM) Project [4,5]. This is a research



374 A. Lewis et al.

partnership between the NSW and ACT state governments in Australia and the
Climate Change Research Centre at the University of NSW. It has generated
projections from four global climate models dynamically downscaled by three
regional climate models, for three time periods: 1990 to 2009 (base), 2020 to 2039
(near future), and 2060 to 2079 (far future). Meteorological data are available on
a 10 km grid across the NARCliM domain, which covers most of S.E. Australia.

For the purposes of the work described in this paper, data were extracted
from the R3 physical configuration of the Weather Research and Forecasting
model downscaling of the CCCMA 3.1 global climate model. This combination
was chosen for this preliminary investigation because its results lie closest to
the mean of the 12 model ensemble generated by the NARCliM project. Use of
data from other models is planned for future work investigating the extremes of
climate predictions, and uncertainties of future climate outcomes.

Data were extracted from the CCCMA3.1-R3 output data sets covering a
120,000 ha region north and west of the approximate location of the Berembed
Weir on the Murrumbidgee River. This approximates the area of the MIA mod-
elled in previous work. The data used were monthly averages of mean, maximum
and minimum daily temperatures, and precipitation. The data were aggregated
to give monthly mean values over the entire region.

In addition, data were aggregated over an 800,000 ha area covering the Snowy
Mountains region. Precipitation data were averaged over this region to give an
approximation to the available water sources in the catchment for the Mur-
rumbidgee River.

From inspection of the annual aggregate precipitation data for the MIA, three
years were selected from each modelled time period to represent wet, dry and
average years. “Wet” years and “dry” years were those with the greatest and
least aggregate annual rainfall in the relevant period, respectively. Apart from
these two, obvious extremes, the “average” years were chosen as those with an
aggregate annual rainfall closest to the 20 year mean annual rainfall. The chosen
years are shown in Table 1.

Table 1. Representative years selected for modelling

Wet Average Dry

1991 2002 2003

2038 2037 2033

2063 2071 2064

From each of the selected years, average minimum and maximum daily tem-
peratures were used to calculate reference evapotranspiration data by way of a
temperature-based application of the FAO Penman-Monteith equation [1]. The
calculated monthly ET0 are shown in Table 2. As previously noted, monthly
average rainfall was aggregated over the area to be modelled. These data are
shown in Table 3.
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Table 2. Reference Evapotranspiration (ET0)

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

Wet 1991 1.96 1.53 1.27 0.81 0.55 0.38 0.43 0.54 0.80 1.23 1.53 1.93

2038 1.92 1.48 1.37 0.89 0.57 0.39 0.42 0.56 0.78 1.31 1.73 1.93

2063 2.17 1.46 1.39 0.88 0.61 0.40 0.41 0.56 0.77 1.30 1.83 2.05

Average 2002 1.93 1.47 1.45 0.85 0.57 0.43 0.44 0.51 0.86 1.43 1.61 1.99

2037 2.05 1.39 1.35 0.95 0.59 0.41 0.42 0.59 0.87 1.39 1.84 2.00

2071 2.21 1.80 1.55 0.94 0.60 0.42 0.45 0.63 0.84 1.45 1.78 1.99

Dry 2003 2.03 1.83 1.47 1.05 0.78 0.43 0.43 0.63 0.94 1.65 2.03 2.05

2033 1.90 1.54 1.48 0.95 0.65 0.48 0.44 0.66 1.03 1.42 1.90 1.97

2064 2.03 1.74 1.45 1.03 0.75 0.40 0.46 0.69 0.89 1.53 1.97 2.03

Table 3. Average monthly precipitation for MIA (mm)

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

Wet 1991 146.8 9.8 27.1 18.8 101.9 37.6 6.8 94.7 51.5 95.7 43.0 27.7

2038 95.9 94.4 20.5 56.7 40.8 61.1 46.4 84.6 111.1 34.3 37.3 74.9

2063 44.7 185.5 8.9 64.1 69.7 53.4 68.9 54.8 64.4 68.2 7.0 13.2

Average 2002 11.6 37.5 2.44 61.6 28.8 26.6 72.3 76.7 62.1 11.1 47.8 27.0

2037 2.4 140.1 0.7 16.4 43.8 46.8 38.4 46.2 77.8 40.3 2.0 18.5

2071 6.1 23.5 12.5 41.0 55.8 23.9 23.7 55.7 113.3 47.6 15.6 38.3

Dry 2003 18.3 1.0 20.8 41.9 27.0 6.5 9.8 28.6 35.7 5.8 38.3 22.9

2033 32.3 1.4 2.2 0.0 38.1 8.6 33.6 28.3 16.4 20.8 36.3 24.8

2064 0.7 36.8 18.0 1.9 5.3 102.8 28.3 37.6 54.4 9.1 1.5 7.3

Finally, it was necessary to calculate some approximation to the streamflow
in the Murrumbidgee River, to provide estimates of surface water available for
irrigation. Limited data were available for Berembed Weir directly, for the base-
line years (1990 to 2009), but a more comprehensive series of data was available
for the Murrumbidgee River at Wagga Wagga (Station 410001, Lat: −35.10,
Long: 147.37, NSW Department of Industry – Lands and Water [2]) As there
is no major intervention in streamflow between the Wagga Wagga station and
the main canal off-take at Berembed Weir, streamflow data at Wagga Wagga
was taken as a reasonable proxy for water available for irrigation at the weir.
This was adequate for the years selected in the baseline, for which there were
data available in the historical record, but more problematic for future years, in
the timeframes of the climate predicted data. A median ratio was determined
between the aggregate monthly precipitation in the Snowy Mountains catch-
ment area, and the measured streamflow at Wagga Wagga, for the 20 years of
the baseline. This can only be a gross approximation to actual streamflow, which
is often determined by human intervention (water releases from Burrinjuck Dam
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on the Murrumbidgee River and Blowering Dam on the Tumut River). The
median ratio was then applied to the aggregate monthly precipitation extracted
from the climate model outputs in the Snowy Mountains catchment for the years
selected in future time periods. These data are shown in Table 4.

With this accumulated data, it is possible to calculate the water required,
per hectare, for cultivation of a crop, c, in a particular month, m, from Eq. 8:

WREQ(c,m) = kc(c,m) × ET0(m) − Rain(m) (8)

where kc(c,m) is the crop coefficient for that particular point in the crop’s
growing season, and ET0(m) and Rain(m) are determined from Tables 2 and
3, respectively. Taken together with the streamflow (surface water available for
irrigation) from Table 4, modelling of optimal crop selections can proceed.

Table 4. Monthly streamflow - Murrumbidgee River at Wagga Wagga (GL)

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

Wet 1991 513 333 416 202 138 97 1011 546 869 447 333 351

2038 522 701 286 179 357 571 481 529 969 365 312 419

2063 237 1021 53 321 642 355 443 506 608 469 82 145

Average 2002 459 269 318 148 108 78 115 279 199 360 256 255

2037 80 805 78 163 237 339 352 394 508 341 86 150

2071 33 232 103 316 317 355 376 506 662 356 230 495

Dry 2003 331 212 127 91 53 40 62 173 141 276 258 289

2033 251 97 45 23 261 146 628 532 324 195 237 133

2064 50 206 145 193 110 591 193 567 342 233 145 247

5 Computational Experiments and Results

The DE solver described above was applied to determine optimal crop selection
and environmental flow data, using the model previously described to evaluate
the twin objectives of maximum net revenue and minimum “environmental flow
deficit”, the difference between the monthly environmental flow set as one of a
trial solution’s parameters and a “target”, monthly, environmental flow to be
released downstream. For the purposes of this preliminary study, an arbitrary
monthly target of 100 GL was set for all months. Ten optimisation runs were
performed using random seeds for each of the selected years in the three time
periods, and median data inspected. The solution sets produced for each instance
were highly consistent across trials (yet highly distinct between instances), sug-
gesting that the solver was able to approximate the true Pareto fronts. (For rea-
sons of simplicity and consistency, results reported in this paper are for single
runs that closely approach median values.) The results are presented as objective
attainment surfaces in following subsections.
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Preliminary runs indicated some problems with environmental flow releases
in future scenarios. In search of revenue, many trial solutions were generated
that reduced environmental flow to zero, i.e., the river downstream was entirely
dry. This was obviously considered unreasonable, so an arbitrary constraint was
applied to maintain a minimum, monthly environmental flow of 30 GL.

In order to achieve the minimum environmental flows, it was necessary to
make alterations to some projected inflows, as in some cases these were below
the 30 GL limit. A decision was made to “top up” the monthly inflow to 50 GL
whenever it fell below the limit, subtracting a corresponding amount from the
following month. This was intended to model dam releases, and the 50 GL figure
chosen to supply at least some water for irrigation before the minimum was
reached.

As all nine scenarios include months where the inflow is less than the 100 GL
target, the minimum achievable environmental deficit is always greater than
zero. Across all scenarios and trials the optimisation algorithm was able to find
solutions to meet these minima. Therefore, the lower extent of the attainment
surfaces is a realistic indication of the extent to which the flow targets can
be achieved. Ideally, these targets should be based on environmental cease-flow
thresholds for downstream ecosystems, instead of arbitrarily imposed limits, and
future work is to be directed towards this.

5.1 Wet Years

From Fig. 1 it may be seen that, in the baseline period, the optimisation algo-
rithm has converged to a single solution. This represents 100% use of available
land, with maximum allowed allocation to vegetable crops and citrus, and the
remainder planted with cotton. There was sufficient water to achieve minimal
environmental flow deficit and the highest net revenue achieved.

In the near-future scenario, it was no longer possible to maximise net revenue
without incurring deficits in environmental flows, though they are relatively small
in scale. It was possible to minimise these deficits by reducing cotton cultivation
by 30% and replacing it with canola.

In the far future, net revenue achievable was near halved, compared to base-
line, and flow deficits increased. No solutions were capable of using all available
land, and to reach minimum flow deficits less than half the land was cultivated.
In all solutions it proved infeasible to grow cotton, its place being taken by
canola, with maximal crops of vegetables and citrus.

5.2 Average Years

From Fig. 2 it may be seen that there are several similar trends in results for
average years, compared to wet years. The baseline year did not have enough
water to converge to a single solution, instead spanning from almost as much net
revenue but with 100 GL flow deficit, down to minimal flow deficit with 9% less
net revenue. In the near future, net revenues were again nearly halved, and flow
deficits increased. To achieve minimal flow deficits, cultivated land had to be
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Fig. 1. Objective attainment surfaces for “wet” years, 1991 (o), 2038 (+) and 2063
(×).

Fig. 2. Objective attainment surfaces for “average” years, 2002 (o), 2037 (+), and 2071
(×).
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Fig. 3. Objective attainment surfaces for “dry” years, 2003 (o), 2033 (+), and 2064
(×).

severely curtailed. Crop selection still always included maximum vegetables and
citrus, with a mix of cotton and canola filling the remainder. In the far future,
it was once more infeasible to grow cotton, and again it was replaced by canola.
To achieve minimal flow deficits, less than 40% of available land was cultivated.

5.3 Dry Years

Results for “dry” years are shown in Fig. 3. All years, from each of the periods,
show significant environmental flow deficits – there is simply not enough water to
achieve the (arbitrary) 100 GL targets each month in a dry year. In the baseline
year, to achieve the maximum net revenue required an aggregate flow deficit of
over 300 GL – targets were not reached for two thirds of the year. Flow deficits
could be halved, with a corresponding 19% reduction in net revenue (and land
cultivated). Maximum vegetable and citrus crops were included with a varying
mix of cotton and canola.

For the near future, similar flow deficits were experienced, but with signif-
icantly reduced net revenue – at best 71% compared to the baseline, reducing
to 40% if flow deficits are minimised. All solutions were unable to use all avail-
able land, ranging from a maximum of 85% down to 40%. Vegetables and citrus
remained close to maximums across solutions. The cotton crop remained fairly
stable at about 30,000 ha, with canola ranging from a minimum of 10,000 ha
to a maximum of 45,000 ha, making an increasing contribution to an increasing
net revenue.
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In the far future, no cotton crop was possible. Maximum vegetable and citrus
crops underpinned net revenue, with an increasing area of canola across solutions
as net revenue increased. Net revenue only reached a maximum of one third
of that achieved in the baseline years. Less than half the land available was
cultivated, reducing to only 17% if environmental flows were to be maintained.

To summarise, net revenues can be seen generally to decline to half, in the
near future, or a third or less in the far future. Crops forming the basis for
revenues in the baseline, e.g., cotton, become increasingly non-viable as climate
changes progress over the near and far future. Inspection of solution details
showed that by the far future period, in a wet year the area cultivable decreased
to, at best, 90% of the total if environmental flow requirements were ignored
and 50% if they were taken fully into account. In a dry year, less than 50% of
the total area was cultivable, or less than 20% if environmental flows were to be
maintained.

All solutions included crop allocations that approach the (arbitrary) maxi-
mum limits placed on perishable commodities – it is possible that closer con-
sideration of these limits, and the potential influence of population and market
demand, might significantly change optimal choices. For this reason the results
reported here should not be considered as recommending particular courses of
action.

From these preliminary results, it appears that if sufficient water is released
for aggregate downstream needs – environmental, agricultural and to support
human populations – it may be that large-scale, irrigated agriculture may become
unsustainable or uneconomic in the region in all but the wettest years.

It should be noted that this study only considers the impact of projected
water availability on irrigated agriculture. No attempt has yet been made to
incorporate changing crop yields as ambient temperatures and humidity change,
or other foreseeable impacts on agro-economic and environmental systems.

Furthermore, the discussion of results is centred around characteristic “wet”,
“average” and “dry” years – there also has been no attempt yet to determine the
(possibly changing) proportions of years in different time periods that can be
characterised by these different labels. A brief inspection of the predicted climate
data on which the modelling is based shows that by the far future period, 60% of
years have less aggregate annual rainfall that the baseline average for the MIA,
and 70% have less than baseline average precipitation in the Snowy Mountains
catchment. Of perhaps greater concern is that the baseline period, 1990–2009,
brackets the “Millenium drought” in Australia, recognised as the worst drought
on record. For available water for agriculture in the MIA to be predicted to be
predominantly less than available during this period is gravely concerning, and
deserves further investigation.

6 Conclusions

Changes to the world climate will have profound implications for human centred
activities, particularly the growing of crops to ensure food security. Using recog-
nised climate models, the research reported in this paper has sought to shed light
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on some of the potential impacts of, in particular, future water availability on
large-scale, irrigated agriculture, using the Murrumbidgee Irrigation Area (MIA)
as a case study. It is important to note that the current and future, predicted
conditions are specific to the MIA, and any conclusions and observations are
solely applicable to this region.

The results obtained are preliminary, with many factors as yet unaccounted
for. However, the framework and modelling approach described provide a founda-
tion for future extension and development – it is easy to see how further detail
of climate-related impacts, agronomic considerations of soil pathogen control,
and commonly employed variations in sowing, crop species and irrigation strate-
gies could be incorporated, to ensure modelling is more realistic and relevant
to real-world practice. Collaborative research ties are being pursued to achieve
this. The results reported are sufficiently concerning in their implications – that
in the future large-scale, irrigated agriculture may become unsustainable in the
region – that extensive future work is planned and underway.

The use of time in this paper is consistent with a snapshot approach (i.e.,
examining different time periods in isolation, and assuming complete knowledge
of available water at the start of the season). An ongoing practical consideration
for farmers and regional planners, though, is what crops should be grown over a
certain timeframe (such as a decade) and how the crop mix should change over
that time. To that end, a temporal model is currently being developed which
attempts to maximise overall revenue while minimising cumulative water usage
over extended timeframes.
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Abstract. Taxonomy matching aims to discover categories alignments
between two taxonomies, which is an important operation of knowledge
sharing task to benefit many applications. The existing methods for tax-
onomy matching mostly depend on string lexical features and domain-
specific information. In this paper, we consider the method of represen-
tation learning of taxonomies, which projects categories and relation-
ships into low-dimensional vector spaces. We propose a method to takes
advantages of category hierarchies and siblings, which exploits a low-
dimensional semantic space to modeling categories relations by translat-
ing operations in the semantic space. We take advantage of maximum
weight matching problem on bipartite graphs to model taxonomy match-
ing problem, which runs in polynomial time to generate optimal cate-
gories alignments for two taxonomies in a global manner. Experimental
results on OAEI benchmark datasets show that our method significantly
outperforms the baseline methods in taxonomy matching.

Keywords: Taxonomy matching · Representation learning ·
Category embedding · Relation embedding ·
Maximum weight matching

1 Introduction

Taxonomy is used to annotate entity semantic information in knowledge base,
which contains a hierarchy of categories. Categories in a taxonomy can be
described as multi-relational data and represented as triples (hc, r, tc), where
hc denotes the head category, ht denotes the tail category, r expresses the direct
relationship between hc and tc. r has three kinds of value: subclass, superclass
and sibling. Specifically, if the value of r is subclass, it indicates that ht is the
parent of hc; if the value of r is superclass, it indicates that ht is the child of
hc; if the value of r is sibling, it indicates that ht would be the sibling of hc.
As is known to all, different taxonomies sometimes contain both overlapping
and complementing data. In order to implement knowledge sharing from two
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taxonomies, we study the problem of taxonomy matching to discover categories
alignments between them.

For taxonomy matching, the key step is to calculate the category pair rele-
vance between two taxonomies. After all the category pairs relevant scores have
been calculated, we can obtain the most relevant category pairs between two
taxonomies. In recent years, taxonomy matching has received a lot of research
interests, and many approaches have been proposed (e.g., [4,9,14–16]). These
works mostly depend on string lexical features or domain-specific information to
predict the relevance score between categories. Although there are many studies
on taxonomy matching, most of those approaches have been demonstrated to
achieve good performance only on fairly domain-specific taxonomies [1,13].

Therefore, we present a representation learning based taxonomy match-
ing approach, which exploits a unified semantic model where we can learn to
place categories, supercategories, and siblings as points in a hypothetical com-
mon semantic space, i.e., a continuous low-dimensional vector space. The cate-
gory representation vector can significantly promote taxonomy matching. This
method follows the assumption in TransE [3] (designed for learning knowledge
graph representations), modeling categories relationships by translating opera-
tions between two categories in the semantic space.

Our methods works in three stages: it firstly embeds taxonomies including
both categories and relations into a continuous low-dimensional vector space.
Secondly, it creates a weighted bipartite graph to model the candidate relevant
category pairs between two taxonomies. Thirdly, it performs a maximum weight
matching algorithm to generate an optimal matching for two taxonomies in a
global manner. Key aspects of our method are: (1) it automatically learns cate-
gory and relation feature representations in semantic space to calculate the rel-
evance between categories, without external data resources except taxonomies
themselves; (2) it proposes category matching in a global manner, by finding
matching with maximum weight in a bipartite graph. In general, the main con-
tribution of this paper is three-fold:

– We show a multi-relational data modeling formulation for taxonomy match-
ing that learns a unified semantic space for categories, supercategories and
siblings, while drawing relations between them.

– We present a maximum weight matching algorithm for matching taxonomies,
which can obtain a global optimal matchings between two taxonomies.

– We show from the experiments that the multi-relational data modeling with
the maximum weight matching algorithm helps improve taxonomy matching
accuracy.

The rest of this paper is organized as follows. Section 2 discusses the related
work. Section 3 formulates the problem of taxonomy matching and proposes
TransC framework. Section 4 introduces our model for taxonomy matching,
and discusses its implementation. Section 5 introduces the experimental results.
Finally, the paper is concluded in Sect. 6.
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2 Related Work

The problem of taxonomy matching has its roots in the problems of identifying
duplicate entities, which is also known as record linkage, duplicate detection, or
coreference resolution. There are a lot of research work has been proposed for
taxonomy matching (e.g., [2,5,7,9,12,14,16]). In this paper, we try to analyze
the studies on this problem from the perspective of their measures for calculating
category relevance [5].

Specifically, we simply classify the studies into the following six categories. (1)
Lexicon-based measure: They perform taxonomy matching task according to the
mention forms (i.e., words representation) of the categories in taxonomies. (2)
Semantic-based measure: They adopt semantic dictionaries to complete taxon-
omy matching according to the meaning of the words. (3) Structure-based mea-
sure: They adopt category hierarchical information, including supercategories
and subcategories. (4) Instance-based measures: They use the instances of cate-
gories. (5) Context-based measure: The adopt the descriptive text of categories.
(6) Hybrid-based measure: They adopt various combination of different types of
information, i.e., lexicon, semantic, structure, instance and context.

PARIS [16] adopted instance based measure for taxonomy matching. It con-
sidered that the category structure in one taxonomy may be more fined-grained
than the category in the other taxonomy, so it aimed to find subclass matching
relationships between two taxonomies. RiMOM [12] exploited a dynamic mul-
tistrategy for finding categories alignments, which automatically combined the
measures based on two estimated factors, i.e., the lexicon similarity factor and
the structure similarity factor. RiMOM adopted similarity flooding technique on
a relationship graph between two taxonomies to enhance the structural informa-
tion contributing to taxonomy matching. ServOMap [14], designed for biomedical
ontologies, took advantage of lexicon and context based measure to calculate the
relevance scores of categories. It exploited an inverted index used in information
retrieval to reduce the number of candidate categories to consider. LogMap [7],
also designed for biomedical ontologies, combined lexicon and semantic as well
as structure measures to aligning categories between taxonomies.

In addition, Chen et al. [5] proposed FFCA technique, a combination of the
fuzzy theory and formal concept analysis (FCA), to match taxonomies with
the same domain. FFCA enriched each category from the source taxonomy by
information obtained form WordNet. Demidova et al. presented a Markov Logic
Network (MLN) based semi-supervised method for matching task [6]. They men-
tioned serval heuristic rules based on first-order logic to capture the similar
semantic elements. Lee et al. [11] presented a Monte Carlo algorithm for finding
greedy cuts to entity resolution problem. They adopted a combination of proper-
ties and instances based measures. SiGMa [9] adopted a simple greedy matching
algorithm with a combination of lexicon and structure measures, which finds
aligned categories in a greedy local search manner. The greedy based method
can be seen as an efficient method to the task of large-scale taxonomy match-
ing. However, due to its greedy nature, it can not correct previous mistakes in
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making decisions. Therefore, the greedy based method could not guarantee
obtaining a global optimal matching for two taxonomies.

Based on the above analysis, the studies on taxonomy matching either focus
on specific domains, or aim at providing a general way across various domains.
Furthermore, we can see that most of existing studies employ the combinational
strategies. Extensive experiments also show that the combination method out-
performs the single strategy based method [9,12]. However, they are mostly
capturing the linguistic features and structural features to predict the relevance
score between categories, there is no single dominant taxonomy matcher that
performs the best, regardless of its application domain [1].

3 Taxonomy Matching

In this section, we will study the problem of automatically taxonomy matching.
For this purpose, we will firstly give some notations and formulate the problem of
taxonomy matching in Sect. 3.1. Subsequently, the overall framework of TransC
will be introduced in Sect. 3.2.

3.1 Notations and Problem Formulation

Suchanel et al. defined a taxonomy as a set of a formal collection of knowledge,
including categories, relations, and the instances with their assertions [16]. In this
paper, we describe a taxonomy as multi-relational data with numerous triple
facts T = {(hc, r, tc)}. Given a triple (hc, r, tc) ∈ T , where hc, tc ∈ C denote
categories and r ∈ R denotes the relationship between hc, tc. C is categories set
and R is relation set, where R = {subclass, superclass, sibling}. Each category
c ∈ C contains an attributes set Ac. Each category and relation embedding in
the hypothetical common semantic space takes value in R

k.

Structure-Based Embeddings: hs
c and tsc are the embeddings of category

hc, tc, which are learned from the hierarchical structure of taxonomies. These
embeddings are learned from translation-based method TransE [3].

Attribute-Based Embeddings: ha
c and tac are the attribute-based embed-

dings of category hc, tc, which are learned based on category attributes. In the
following, we will elaborate on an encoder to learn attribute-based embeddings
for taxonomy categories.

We note that, in a taxonomy, the categories set C is global, which means
that some categories maybe identical across different taxonomies. Moreover, in
addition to the equivalent (≡) relationship between two categories c and c

′
, the

relationship between c and c
′
could be subcategory relationship c ⊆ c

′
or super-

category relationship c ⊇ c
′
. As the subcategory relationship or supercategory

relationship can be inferred by equivalent relationship between categories, we
aim to find out whether one category c of one taxonomy is equivalent to another
category c

′
of another taxonomy. Since the set C is global in a taxonomy, we

consider the one-to-one matching of categories between two taxonomies.
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Definition 1. Given two taxonomies T = {(hc, r, tc)} and T
′

= {(h
′
c, r

′
, t

′
c)},

the goal of the taxonomy matching is to obtain a one-to-one (1-1) equivalent
matching M from the categories set C of T to the categories set C

′
of T

′
, which

contains all semantically equivalent categories between two taxonomies.

3.2 The TransC Framework

Based on the problem definition, we propose a method called TransC, to address
the task of taxonomy matching using two modules as follows:

Taxonomy Representation Learning. To supplement lexical representation
in measuring category relevance scores, this module exploits a unified semantic
model where we can learn to place categories, supercategories, and siblings as
points (or vectors) in a hypothetical common semantic space.

Taxonomy Matching Generation. Based on taxonomy representations, this
module exploits a weighted bipartite graph to model the candidate relevant cat-
egory pairs between two taxonomies, and performs a maximum weight matching
algorithm to generate an optimal matching for two taxonomies.

In the following sections, we will introduce those modules in details.

4 Methodology

In this section, we introduce our method that obtains the categories alignments
for taxonomies. In what follows, we first introduce how to learn the representa-
tions of taxonomies, and then elaborate on the process for finding an optimal
matching for two taxonomies based on the representations.

4.1 Taxonomy Representation Learning

To exploit both triple facts (hc, r, tc) ∈ T and category attributes, we follow a
representation learning method DKRL for knowledge graphs [17], and propose
structure-based category embeddings and attribute-based category embeddings.
These embeddings adopt energy-based model, which learns category represen-
tation vectors in low-dimensional vector space. The structure-based category
embeddings are used to capture information in triple facts of taxonomies, and
the attribute-based category embeddings are used to capture meta information
in category attributes. We use the same embedding vector space to learn the
two types of category representations. The energy function of our method is
then defined as follows:

F (hc, r, tc) = FS(hc, r, tc) + FA(hc, r, tc), (1)

where FS(hc, r, tc) = ‖hs
c + r − tsc‖ is the part of structure-based category

embedding energy function, FA(hc, r, tc) is the part of attribute-based category
embedding energy function. In this paper, we define FA(hc, r, tc) as follows:

FA(hc, r, tc) = FAA(hc, r, tc) + FAS(hc, r, tc) + FSA(hc, r, tc) (2)
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where FAA(hc, r, tc) = ‖ha
c + r− tac‖ in which ha

c and tac are the attribute-based
embeddings of category hc, tc. In this paper, we also define FAS(hc, r, tc) =
‖ha

c + r − tsc‖ and FSA(hc, r, tc) = ‖hs
c + r − tac‖.

In the following subsection, we present a continuous bag-of-words encoder to
build attribute-based category representation.

Continuous Bag-of-Words Encoder. For each category, a set of attributes
are used to denote the meta information of the category. We assume that if cat-
egories are similar, their attributes should be similar. In the encoder, we take
the words in the attributes for each category as input. Firstly, we sum up the
words representation vectors to obtain the attribute representation vector. Sec-
ondly, we sum up the representation vectors of attributes to obtain the category
representation vector:

ca = a1 + · · · + ak, (3)

where ai is the i-th attribute representation vector belonging to the attributes
set Ac of category c; ai = x1+ · · ·+xm, where xj is the j-th word representation
vector belonging to the words set of attribute a ∈ Ac. In this paper, xj can be
obtained by Word2Vec. ca will be used to minimize FA. The encoder framework
is illustrated in Fig. 1.

Fig. 1. The CBOW encoder

Training. Now we introduce how to learning category embeddings with our
proposed models. Given a training set S ⊆ T of triple facts (hc, r, tc), we adopt
a margin-based ranking criterion as objective:

L =
∑

(hc,r,tc)∈S

∑

(h′
c,r

′ ,t′
c)∈T ′

max(0, γ + F (hc, r, tc) − F (h
′
c, r

′
, t

′
c)) (4)

where γ denotes a margin hyperparameter, γ > 0; F (hc, r, tc) denote the dis-
similarity score function between hc + r and tc, which we take to be either the
L1-norm or the L2-norm; S

′
is the negative sampling set, generated according

to Eq. 5. As we define two representation types for categories, hc and tc in the
Eq. 4 could be either of these two types representations.

S
′
= {(h

′
c, r, tc)|h

′
c ∈ C} ∪ {(hc, r, t

′
c)|t

′
c ∈ C} (5)
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More specifically, during constructing corrupted triples, we follow the method
described in [17], which sets different probabilities for replacing the head or tail
entity for corrupting the golden triple. The loss function (Eq. 4) favors lower
values for similar triples than for dissimilar triples. The input of the CBOW
Encoders is the category attributes words, and its output is category represen-
tation vectors. The categories and relations are initialized by the random proce-
dure proposed in [3]. We take stochastic gradient descent in minibatch mode to
optimize the objective function.

4.2 Taxonomy Matching Generation

In this section, we will describe the process of our method to obtain a most
suitable one-to-one equivalent categories matchings with highest confidence for
a pair of taxonomies based on the categories embeddings.

Bipartite Graph Creation. In order to efficiently encode the complicated
relationships between the categories C of T and the categories C

′
of T

′
, we

choose the bipartite graph model as our representation model, because that
the bipartite graph can encode categories from taxonomies as the vertices, and
encode the candidate matching relationships between these vertices explicitly.

Before we begin to construct a bipartite graph to model the candidate match-
ing relationships of categories between two taxonomies, we firstly introduce the
score function which measure the suitability of a matching between categories.
Given a pair of categories c, c

′
, their corresponding embeddings are c, c

′
, the

relevance score between c, c
′
is defined as:

w(c, c
′
) = cos(c, c

′
) =

c · c′

‖c‖‖c′‖ (6)

We build a weighted bipartite graph G = (V,E,W ) exploiting the score
function, where V denotes the vertices set, consisting of |C| left vertices and |C ′ |
right vertices; E denotes the edges set, including all the candidate links between
categories from C and C

′
; W : E → R is the weight function. The graph G is

defined as an undirected graph and its generation algorithm can be described in
Algorithm 1, where V,E,W is initialized as a zero set, respectively.

Specifically, Algorithm 1 works in two steps as follows:

– Candidate matching categories selection. In this step, for each category c from
taxonomy T , we pair it with each category c

′
contained in T

′
. All categories

c
′ ∈ C

′
likely matching to the category c are selected (see Lines 2–6).

– Vertex connection. In this step, we assign the matching edge to the bipartite
graph. For each category vertex c from taxonomy T in the graph, we add an
edge between it and each of its candidate matching category c

′
from taxonomy

T
′
; the weight w of the edge (c, c

′
) is set according to Eq. (6) (see Lines 7–12).

After those two steps, a weighted bipartite graph has been generated (see Line
13).



390 H. Lin et al.

Algorithm 1. The algorithm for bipartite graph creation

Input: T = {(hc, r, tc)}, T
′
= {(h′

c, r
′
, t

′
c)}, G = (V, E, W ) and the embeddings of all

the categories of T and T
′
.

Output: G = (V, E, W ).
1: Initialize graph G = (V, E, W ): V = ∅, E = ∅, W = ∅.
2: for all c ∈ C in T do
3: for all c

′ ∈ C
′
in T

′
do

4: Compute the likelihood w that c is equivalent matching to c
′
based on the

embeddings of those two categories via Equation (6).
5: if w > 0 then
6: Add class c and c

′
to V .

7: Add weight function W (c, c
′
) = w to W .

8: Add edge (c, c
′
) to E.

9: Assign weight to edge (c, c
′
) with w.

10: end if
11: end for
12: end for
13: return G = (V, E, W ).

Maximum Weight Matching in Bipartite Graph. In this section, we will
introduce how to find an optimal one-to-one equivalent categories matching M
for a pair of taxonomies. The goal of taxonomy matching is to find a most
suitable one-to-one equivalent categories matching M for a pair of taxonomies
with highest confidence, and the goal of maximum weight matching is to find
a set of vertex-disjoint edges with maximum weight. Therefore, the taxonomy
matching problem can be converted to a maximum weight matching problem.

Specifically, given a weighted bipartite graph G = (V,E,W ), we can use
integer linear program (ILP) to model the matching problem:

max
∑

e∈E

w(e)x(e)

s.t.
∑

e=(v,v′ )

x(e) ≤ 1 ∀v ∈ V

0 ≤ x(e) ≤ 1 ∀e ∈ E

x(e) is an integer ∀e ∈ E,

(7)

where x is the matching’s incidence vector; w represents the likelihood of the
categories matching as specified in Eq. 6. The dual of the Problem (7) is vertex
cover problem. The dual problem is defined as:
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min
∑

v∈V

y(v)

s.t.
y(e) ≥ w(e) ∀e ∈ E

y(v) ≥ 0 ∀v ∈ V,

(8)

where we define y(v, v
′
)

def
= y(v)+y(v

′
). According to complementary relaxation

condition, the matching M and y are optimal iff ∀e ∈ M,y(e) = w(e) and for
all free vertices v, y(v) = 0.

The essential idea of acquiring maximum weight matching is to repeatedly
find an augmenting path in the bipartite graph and augment over it, until there
are no augmenting paths left. The maximum weight matching problem has been
extensively studied (e.g., [8,10]). The most efficient general algorithm for this
problem is Hungarian algorithm [8]. Since the weights in the bipartite graph we
constructed are real numbers, so we adjust the Hungarian algorithm improved
by Lawler [10], to our taxonomy matching problem. In what follows, we describe
our algorithm in details.

Maximum Weight Matching Algorithm. Given a weighted bipartite graph
G = (V,E,W ) constructed from taxonomies T and T

′
, we repeatedly find aug-

menting paths and augment over it, to find a set of vertex-disjoint edges with
maximum weight. Our algorithm consists of four steps. It firstly initializes the
dual variables in Problem (8). Secondly, it finds an augmenting path and aug-
ments over it. Thirdly, it computes the dual variable augmentation value and
updates the dual variables in the fourth step. Repeating steps 2–4, we can finally
obtain a matching with maximum weight according to the bipartite graph. In
this paper, we model taxonomy matching problem as maximum weight match-
ing problem. Therefore, we can guarantee to generate an optimal matching with
highest confidence for two taxonomies in a global manner.

Here, we use VL = C and VR = C
′
to represent the left vertices set and right

vertices set in G, respectively. Let LF and RF denote the left and right free
vertices (not matched vertex) in G, respectively, which is initialized as LF = VL

and RF = VR. Let y(v) denote the dual variable value for each vertex v ∈
V , δ denote the dual variable augmentation value, whose initial value is δ0 =
max{W (e)|e ∈ E}. Let τ denote the current iteration times. Let M denote
the set of vertex-disjoint edges with maximum weight, which is initialized as a
zero set, i.e., M = ∅. The maximum weight matching algorithm can thus be
described in Algorithm 2.

Algorithm 3 is to find an augmenting path by performing a bread-first-search
(BFS) on a modified graph. Specifically, the algorithm firstly judges whether it
has an augmenting path or not, using the left and right free vertices sets in G
(see Lines 1–2). Secondly, the algorithm directs all edges in G (see Lines 4) and
performs BFS algorithm to find an augmenting path (see Lines 5–6). Thirdly,
augments the free vertices sets (see Lines 8). Finally, we acquire an augmenting
path (see Lines 9–10).
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Algorithm 2. The algorithm for maximum weight matching
Input: G =< V, E, W >, VL, VR, LF, RF, δ0, M .
Output: M = {(v, v

′
)|v ∈ VL, v

′ ∈ VR}.
1: for all v ∈ V do
2: if v is a left vertex in G then
3: y(v) = δ0.
4: else
5: y(v) = 0.
6: end if
7: end for
8: Set τ = 0.
9: repeat
10: Find an augmenting path AP , using the method described in Algorithm 3.
11: Augment the matchings M : M = M ⊕ AP .
12: τ = τ + 1.
13: For all edge (v, v

′
) ∈ E, get minimum left vertex dual variable value

l y(v) = min{y(v)} and minimum right vertex dual variable minus value

r y(v
′
) = min{y(v) + y(v

′
) − W (v, v

′
)}.

14: if l y(v) < r y(v
′
) then

15: halt.
16: else
17: Set dual variable augmentation value δτ = l y(v).
18: end if
19: for all v ∈ V do
20: if v is a left vertex in G then
21: y(v) = y(v) − δτ .
22: else
23: y(v) = y(v) + δτ .
24: end if
25: end for
26: until (AP = ∅)
27: return M .

5 Experiments

In this section, we test the performance of our method TransC on two benchmark
datasets. We will compare the accuracy of our method with the baseline methods.

5.1 Experimental Settings

In this paper, we employ LogMap, AML, YAM-BIO, XMap and SiGMa as the
baseline methods. We compared the accuracy of the final category matchings in
terms of precision, recall and F1-measure on the number of categories correctly
matched. We used two datasets from OAEI 20171.

1 http://oaei.ontologymatching.org/2017/.

http://oaei.ontologymatching.org/2017/
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Algorithm 3. The augmenting path searching algorithm
Input: G =< V, E, W >, M, {y(v)|v ∈ V }, VL, VR, LF, RF .
Output: AP .
1: if LF = ∅ or RF = ∅ then
2: AP = ∅.
3: else
4: Direct unmatched edges from VL → VR, matched edges VR → VL.
5: Add vertices s, t and connect them to free vertices in LF and RF , respectively.
6: Run BFS algorithm on G to find an augmenting path AP containing only edges

{(v, v
′
)|v ∈ LF, v

′ ∈ RF} for which y(v) + y(v
′
) = W (v, v

′
).

7: end if
8: Augment the free vertices set LF and RF based on the augmenting path AP ,

respectively.
9: AP = AP \ {s, t}.
10: return AP .

The first dataset was derived from the large BioMed track (denoted as
DSbio). The dataset contains three biomedical ontologies: FMA, SNOMED-CT
and NCI. These ontologies are semantically rich and contain tens of thousands
of categories. Large BioMed track contains three matching problem: FMA-NCI,
FMA-SNOMED and NCI-SNOMED, and each matching problem contains two
tasks involving “small” largebio dataset (denoted as DSbio s) and “whole” large-
bio dataset (denoted as DSbio w). The dataset DSbio is used to find matchings
between large ontologies with rich semantics.

The second dataset was derived from the conference track (denoted as
DSconf ), The DSconf dataset contains 16 different ontologies, which aims at
finding all category matchings in ontology set describing the domain of organising
conferences [13]. The DSconf dataset contains 867 categories and 534 attributes
in total.

For experiments of TransC, the parameters we used to measure the match-
ing likelihood between two categories is experimentally set to λ = 0.01, γ = 2,
k = 50, d = L1, which yields the best accuracy, where λ is the learning rate for
stochastic gradient descent (SGD), γ is the margin, k is the dimensions of cate-
gory and relation embedding, d is the dissimilarity measure. We found reasonable
values for the parameters by exploring its accuracy on the DSconf dataset align-
ments, and then kept them fixed for all the experimental comparisons over the
DSbio and DSconf datasets.

5.2 Experimental Analysis

In the following, we will test the performance of TransC and the baseline methods
on taxonomies with different size and domains. Firstly, we tested the accuracy
of all the methods on the DSbio datasets, then tested the accuracy of all the
methods on the DSconf dataset.

In order to see how the accuracies of all the methods change with the increase
of the size of ontologies, we test all the methods on the DSbio s dataset and
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DSbio w dataset. Tables 1 and 2 show the results for the DSbio s dataset and
DSbio w dataset, respectively. From the results, it can be seen that our method
TransC achieves the best precision, recall and F1 measure on the datasets. In
addition, we averaged the precision, recall and F1 measure of each method over
the DSbio s and DSbio w datasets in Tables 1 and 2, respectively. The average
results for these methods are shown in Table 3. From Table 3, we can notice
that TransC achieves the best accuracy among all the methods. In summary,
the experimental results show that TransC can obtain better accuracy over the
baseline methods on the DSbio dataset.

In the following, we test how the accuracies of all the methods change across
ontologies from different domains. Firstly, we conducted experiments on the
DSbio dataset. Secondly, we conducted experiments on the DSconf dataset. In
order to test the performance of our method and the baseline methods on the
DSbio dataset, we averaged the accuracy on the DSbio s and DSbio w datasets
(Table 3). The results is shown in Table 4. From Table 4, we can see that TransC
achieves the best performance on the DSbio dataset.

In the following, we conducted experiments on the DSconf dataset. The
results on the DSconf dataset is presented in Table 5. From Table 5, it can be
seen that TransC performs better than any of the baseline methods.

Table 1. Comparison over the DSbio s dataset

Method Task

FMA-NCI FMA-SNOMED NCI-SNOMED

Precision Recall F1 Precision Recall F1 Precision Recall F1

SiGMa 0.841 0.654 0.735 0.959 0.692 0.804 0.896 0.647 0.751

XMap 0.977 0.901 0.937 0.974 0.847 0.906 0.894 0.566 0.693

YAM-BIO 0.969 0.896 0.931 0.966 0.733 0.834 0.899 0.677 0.772

AML 0.958 0.910 0.930 0.923 0.762 0.835 0.871 0.746 0.804

LogMap 0.944 0.897 0.920 0.947 0.690 0.798 0.947 0.690 0.798

TransC 0.981 0.928 0.954 0.979 0.854 0.912 0.961 0.749 0.842

Table 2. Comparison over the DSbio w dataset

Method Task

FMA-NCI FMA-SNOMED NCI-SNOMED

Precision Recall F1 Precision Recall F1 Precision Recall F1

SiGMa 0.826 0.628 0.714 0.945 0.625 0.752 0.873 0.466 0.608

XMap 0.884 0.847 0.865 0.774 0.843 0.807 0.819 0.553 0.66

YAM-BIO 0.818 0.888 0.852 0.887 0.728 0.800 0.827 0.698 0.757

AML 0.838 0.872 0.855 0.882 0.687 0.772 0.904 0.668 0.768

LogMap 0.856 0.808 0.831 0.840 0.645 0.730 0.868 0.597 0.707

TransC 0.896 0.892 0.894 0.948 0.849 0.896 0.911 0.708 0.797
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Table 3. Average comparison over the DSbio dataset

Tasks Approaches Precision Recall F1

DSbio s SiGMa 0.899 0.664 0.763

XMap 0.948 0.770 0.851

YAM-BIO 0.945 0.770 0.848

AML 0.917 0.810 0.858

LogMap 0.946 0.760 0.842

TransC 0.974 0.844 0.904

DSbio w SiGMa 0.881 0.573 0.691

XMap 0.826 0.750 0.785

YAM-BIO 0.844 0.770 0.806

AML 0.875 0.740 0.803

LogMap 0.855 0.680 0.759

TransC 0.918 0.816 0.864

Table 4. Comparison over the DSbio datasets

Approaches Precision Recall F1

SiGMa 0.890 0.619 0.727

XMap 0.887 0.760 0.818

YAM-BIO 0.894 0.770 0.828

AML 0.896 0.770 0.831

LogMap 0.900 0.720 0.801

TransC 0.946 0.830 0.884

Overall, from Tables 4 and 5, we can see that TransC can obtain the best
performance both on the DSbio dataset and the DSconf dataset. The results
show that our method TransC can performs well on taxonomies from different
domains. Based on the experimental results and analysis, we can see that TransC
can performs well on taxonomies regardless of their scales and domains. This
shows that TransC has good adaptability.

Table 5. Comparison over the DSconf dataset

Approaches Precision Recall F1

SiGMa 0.512 0.334 0.404

XMap 0.840 0.570 0.680

AML 0.840 0.660 0.740

LogMap 0.820 0.590 0.690

TransC 0.862 0.690 0.766
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6 Conclusion

This paper presents a representation learning method for taxonomy matching. As
our method models the taxonomy matching problem as an optimization problem
on bipartite graphs, with the global nature of maximum weight matching, our
method can obtain a global optimal matching for two taxonomies. Currently, our
method mainly focuses on one-to-one equivalent category matchings between two
taxonomies and runs in polynomial time. For future work, we plan to address
the subclass and superclass matchings at the same time.
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1 Introduction

There is a pressing need for automated information extraction and machine
learning (ML) tools to extract knowledge from the scientific literature. One task
that such tools must perform is the identification of entities within text. Many
rule-based, ML, and hybrid named entity recognition (NER) approaches have
been developed for particular entity types (e.g., people and places) [20,23].

Scientific NER remains challenging due to non-standard encoding and the
use of multiple entity referents (terms used to refer to an entity). For example,
in materials science, polymers are encoded in text using various representations
(conventional or commonly-used), acronyms, synonyms, and historical terms.
Further challenges arise when trying to distinguish between general and specific
references to members of polymer families, or recognizing references to blends of
two polymers, etc. Such challenges are not unique to polymer science. However,
while NER is a well-studied topic in medicine and biology [5,16], it has only
recently become a focus in materials science [10,17,29,36]. Many approaches
applied in other domains rely on large, carefully annotated corpora of train-
ing data, a luxury not yet available in domains like polymer science. Here we
introduce polyNER, a hybrid computer-human system for semi-automatically
identifying scientific entity referents in text. PolyNER operates in three phases,
first applying a fully automated analysis to produce an entity-rich set of candi-
dates for labeling; then engaging experts to approve or reject a modest number of
proposed candidates; and finally using the resulting labeled candidates to train
a classifier. In both the first and third phases, it uses word embedding models to
capture shared contexts in which referents occur. PolyNER thus seeks to substi-
tute the labor-intensive processes of either assembling a large manually labeled
corpus or defining complex domain-specific rules with a mix of sophisticated
automated analysis and focused expert input.

We evaluate polyNER performance on polymer science publications. We com-
pare the output of its first candidate enrichment phase against expert-labeled
data, and find that it retrieves 61.2% of the polymers extracted by experts
with a precision (26.0%) far higher than the ratio of target entities vs. non-
entities in scientific publications (less than 2% in our experience). We evaluate
the performance of polyNER overall by comparing its output polymer refer-
ents against both expert-labeled data and a state-of-the art rule-based chem-
ical entity extraction system, ChemDataExtractor (CDE) [36], which we have
previously enhanced with dictionary- and rule-based methods for identifying
polymers [39]. We find that PolyNER can achieve either 52.7% precision or
90.7% recall, depending on user preference, a 10.5% improvement in precision
or 22.4% improvement in recall over the enhanced CDE. These results highlight
the potential for creating domain-specific scientific NER systems by combining
sophisticated automated analysis with focused expert input.

The rest of this paper is as follows. We review scientific NER systems in
Sect. 2. In Sect. 3, we motivate the need for identifying polymer names in text.
We describe design and implementation in Sect. 4 and evaluate polyNER in
Sect. 5. We summarize and discuss future work in Sect. 6.
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2 Related Work

Natural Language Processing (NLP) is a way for computers to “read” human
language. NLP tasks include automatic summarization, topic modeling, trans-
lation, named entity recognition (NER), and relationship extraction. NER sys-
tems, which aim to identify and categorize named entities (e.g., a person, orga-
nization, location), have been developed using both linguistic grammar-based
techniques and ML models. While many ML models have been developed, their
performance depends critically on the quantity and quality of training data.

Scientific domains such as molecular biology and medical NLP have long used
NER for extracting symptoms, diagnoses, medications, etc. from text [5,16].
More recently, there has also been much interest in chemical entity and drug
recognition [10,17,29,36]. However, even state-of-the-art NER systems do not
typically perform well when applied to different domains [13]. Considerable effort
is involved in selecting and (often manually) generating quality data for trainable
statistical NER systems [14].

Various approaches have been proposed to address the lack of training data
for NER and other information extraction tasks. Distant supervision maps
known entities and relations from a structured knowledge base onto unstruc-
tured text [26,43]. However, many fields, including polymer science, lack such
knowledge bases.

Data programming uses labeling functions (user-defined programs that pro-
vide labels for subsets of data) [27]. Errors due to differences in accuracy and
conflicts between labeling functions are addressed by learning and modeling the
accuracies of the labeling functions sets. Under certain conditions, data pro-
gramming achieves results on par with those of supervised learning methods.
But while writing concise scripts to define rules may seem to be a more reason-
able task for annotators than exhaustively annotating text, it still requires expert
guidance. Moreover, labeling functions typically rely on state-of-the-art entity
taggers, such as CoreNLP [19], which recognizes persons, locations, organiza-
tions and more, and which itself has been trained using various corpora, includ-
ing the Conference on Computational Natural Language Learning (CoNLL)
dataset [32]. A user-defined function may be defined, for example, as: if the
word “married” appears between two PERSONs (as identified by a state-of-the-
art named entity tagger), then extract the pair as potential spouses. Eventually,
we will explore using polyNER and data programming to extract polymer prop-
erties. For instance: if a sentence contains a polymer name and the words “glass
transition”, then extract number(s) in the sentence as potential glass transition
temperature(s) for that polymer.

Other approaches use unskilled or semi-expert users to crowdsource the label-
ing task [7,15,38]. Nonetheless, domain expertise is often crucial for identifying
and extracting complex scientific entities. Hence, we ask: how can we quickly
generate annotated data for scientific named entity recognition?
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3 Motivation

The complexity of scientific NER is primarily due to the fact that entities, for
example biological [12] and chemical [14], can be described in different ways,
with vocabularies often specialized to small communities. Such issues arise in
the polymer science applications that we focus on here. In principle, Interna-
tional Union of Pure and Applied Chemistry (IUPAC) guidelines define polymer
naming conventions [9]. However, such guidelines are not always followed in prac-
tice [37]. Polymer names may be reported as source-based names (based on the
monomer name), structure-based names (based on the repeat unit), common
names (requiring domain-specific knowledge), trade names (based on the man-
ufacturer), and names based on chemical groups within the polymer (requiring
context to fully specify the chemistry). Oftentimes, polymers are encoded using
acronyms.

These different naming conventions arise in part because a desire for clarity
in communications is at odds with the often complicated monomeric structures
found in many polymers [1]. For example, sequence-defined polymers, where mul-
tiple monomers are chemically bound in a well-defined sequence as in proteins,
often defy normal naming practices, as it is not possible to list concisely every
monomer and their respective positions [18]. Another class of polymers that often
suffer from complicated names are conjugated polymers, which exhibit useful
optical and electrical properties. Conjugated polymers are complex due to the
co-polymerization of multiple monomers (donor/acceptor units), the type and
position of side chains along the polymer backbone, and the coupling between
monomer units to control regioregularity [8].

Other challenges arise from the use of labels, structure referents (e.g.,
“micelles,” “nanostructures”), and unusual author-coined acronyms. For exam-
ple, one author defined the acronym DBGA for N,N-dibenzylglycidylamine and
then used the string poly(DBGA) to represent poly(N,N-dibenzylglycidylamine).
More naming variations result from typographical variants (e.g., alternative uses
of hyphens, brackets, spacing) and alternative component orders.

These issues, which make identifying polymeric names a non-trivial exercise
not only for computers but also for experts, arise in many fields with specialized
vocabularies. Our long-term goal is to build a hybrid human-computer system in
which we leverage both human and machine capabilities for the efficient extrac-
tion from text of properties associated with specialized vocabularies. In this
work, we focus on the task of identifying polymer names.

4 Design and Implementation

As noted in the introduction, previous approaches to scientific NER have relied
on large expert-labeled corpora to train NER tools. Our goal in polyNER is to
slash the cost of NER training for new domains by using bootstrap methods to
optimize the effectiveness and impact of minimal expert labeling. As shown in
Fig. 1, rather than having experts review entire papers to identify entity refer-
ents, we use NLP tools to identify a set of promising candidate entity referents
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(Candidate Generation), then in an Expert Labeling step employ experts to
accept or reject those candidates, and finally in a Classifier Training step use
the accepted candidates to train an entity classifier.

Fig. 1. PolyNER architecture: showing (1) Candidate Generation, which produces can-
didate named entities from word vectors, (2) Expert Labeling, and (3) Classifier Train-
ing, which uses labeled candidates to train supervised ML models for identifying ref-
erents.

Before turning to the details of the polyNER implementation, we define
an NLP filtering process that is used in various places in polyNER to filter
out words that are unlikely to be polymer referents. (1) We remove numbers.
(2) Hypothesizing that names of scientific entities will not, in general, be English
vocabulary words, we remove words found in the SpaCy and NLTK dictionaries
of commonly used English words [2,4]. (We manually remove common poly-
mer names, such as polystyrene and polyethylene, from the dictionaries.) (3)
We use SpaCy’s part-of-speech tagging functionality to remove non-nouns. (4)
We remove unwanted characters (e.g. ‘:’, ‘.’, ‘,’, ‘:’, ‘-’) from the beginning and
the end of each candidate, allowing us to recognize, for example, polyethylene;
(which fails the exact string comparison test against “polyethylene”). (5) We
remove plurals (e.g., polyamides, polynorbornenes), as they can represent poly-
mer family names.

4.1 Candidate Generation

This first phase uses word vector representations, context vector similarity mea-
sures, and minimal domain knowledge to identify a set of high-likelihood (“can-
didate”) entity referents (names, acronyms, synonyms, etc.) in a supplied corpus
of full-text documents (in the work presented here, scientific publications).

We first apply the NLP filtering process to reduce false positives. We next
face the problem of determining whether a particular string is a polymer refer-
ent. String matching only gets us so far: for example, “polyethylene” names a
polymer, but “polydispersity” does not. We need also to consider the context
in which the string occurs. For example, the polymer name “polystyrene” in a
sentence “The melting point of polystyrene is ...” suggests that X may also be
a polymer in the sentence “The melting point of X is ...”.

NLP researchers have developed a variety of word embedding methods for
capturing this notion of context. A word embedding method maps each word in
a sentence or document to a vector in an n-dimensional real vector space based on
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the linguistic context in which the word appears. (This mapping may be based,
for example, on co-occurrence frequencies of words.) We can then determine the
context-similarity between two words by computing the distance between their
corresponding vectors in the feature space. Such vector representations can be
created in many different ways [30,31]. Recently, the efficient neural network-
based Word2Vec has become popular [21,22].

We consider two measures of context-similarity between word vector repre-
sentations in this step. CG1 uses the Gensim implementation of the Word2Vec
algorithm [28] to generate 100-dimension vectors. CG2 employs an alternative
FastText word embedding method that considers sub-word information as well as
context [3,11], allowing it to consider word morphology differences, such as pre-
fixes and suffixes. Sub-word information is especially useful for words for which
context information is lacking, as words can still be compared to morphologically-
similar existing words. We set the length of the sub-word used for comparison—
FastText’s n gram parameter—to five characters, based on our intuition that
many polymers begin with the prefixes “poly” or “poly( ”. FastText produces
120-dimension vectors by default. We keep this slightly increased dimension (120
vs 100) as the embedding captures character information in addition to context
information. Both CG1 and CG2 employ the continuous bag-of-words (CBOW)
word embedding, in which a vector representation is generated for each word
from an adjustable window of surrounding context words, in any order.

We compute a CG1 (Gensim) vector and a CG2 (FastText) vector for each
NLP-filtered word in the input corpus, and also for a small set of representative
polymer referents. Here we use polystyrene and its common acronym, PS, based
on the assumption that polystyrene, as the most commonly mentioned polymer,
provides a large number of example sentences in which polymers are mentioned.
We can then determine, for each NLP-filtered word, the extent to which it occurs
in a similar context to the representative polymers, by computing the similarities
between the word’s CG1 and CG2 vectors and those for polystyrene and PS. We
discard the lower score for each of CG1 and CG2 to obtain two scores per word.

Having thus obtained scores, we then select as candidates, for each of CG1
and CG2, the N highest-scored words (2N candidate total), with N selected
based on the time available for experts. We also use a rule-based synonym
finder to identify synonyms of generated polymer candidates [33]. For exam-
ple, if polypropylene has been identified as a candidate, then the expression
“polypropylene (PP)” leads to PP being added to the candidate list.

4.2 Expert Labeling

The previous step produces a set of candidate polymer referents: NLP-filtered
strings that have been determined to occur in similar contexts to our represen-
tatives. We next employ an expert polymer scientist to indicate, for each such
candidate, whether or not it is in fact a polymer referent. The expert simply
approves or rejects each candidate via a simple web interface: a task that is
more efficient than reading and annotating words in text.
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The interface (see Fig. 2) provides the expert with example sentences as con-
text for ambiguous candidates, and allows the expert to access the publication(s)
in which a particular candidate appears when desired.

Fig. 2. PolyNER web interface showing annotated candidates. Clicking on “?” delivers
up to 25 more example sentences.

4.3 Candidate Discrimination

We next use the expert-labeled data to create a binary entity (polymer/not
polymer) classifier. Many classification methods could be applied; we consider
three in the work reported here: K Nearest Neighbor (KNN), Support Vector
Classifier (SVC), and Random Forest (RF). Previous work has shown that KNNs
perform reasonably well in text classification tasks [42]. SVC, an implementation
of Support Vector Machines (SVMs), maps data into a feature space in which
it can separate the data into two or more sets. RF groups decision trees (“weak
learners”) to form a strong learner; it produces models that are inspectable, and
includes a picture of the most important features. In each case, we use the 100
(Gensim) + 120 (FastText) = 220 dimensions of the two word vectors as input
features. Given limited training and testing data, we evaluate all three classifiers,
as implemented within scikit-learn [24], in Sect. 5.3. We envision that with more
annotated data, we will be able to use neural-network-based classifiers.

5 Evaluation

We report on studies in which we evaluate the performance of both the unsuper-
vised Candidate Generation step and various classifiers trained on the labeled
data that results from the Candidate Generation and Expert Labeling steps.

5.1 Dataset

We work with two disjoint sets of full-text publications in HTML format from
the journal Macromolecules: P100 comprising 100 documents with 22 664 sen-
tences and 508 391 (36 293 unique) words or “tokens,” and P50 comprising 50
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documents with 12 148 sentences and 270 514 (22 571 unique) tokens. For later
use in evaluation, we engaged six experts to identify one-word polymer names
in P100. They find 467 unique one-word polymer names.

5.2 Evaluation of Candidate Generation Methods

Recall that the polyNER candidate generation module employs two candidate
generation methods, CG1 and CG2, plus a rule-based synonym finder. We eval-
uate the performance of both the complete polyNER candidate generation mod-
ule and its CG1 and CG2 submodules by comparing the sets of candidates that
they each generate from P100, both against the 467 one-word polymer names
identified by experts in P100, and against two other polymer name extraction
methods, CDE and CDE+, plus a sixth compound method formed by combin-
ing polyNER with CDE+. We use exact string-matching between candidates
and expert-identified names (all lower cased). Results are in Table 1. For each,
we evaluate extraction accuracy in terms of precision, recall, and F1 score. Recall
is the fraction of actual positives that are labeled correctly and precision the frac-
tion of predicted positives that are labeled correctly; F1, the harmonic average
of precision and recall, reaches its best value at 1 and worst at 0.

The first two methods considered, CDE and CDE+, serve as baselines. CDE
is a state-of-the-art Python package that extracts chemical named entities and
associated properties and relationships from text [36]. As CDE aims to extract all
chemical compounds, not just polymers, it serves only as a demonstration of an
alternative approach in the absence of a polymer NER system. Its recall is high
at 74.5% but its precision is, as expected, low at 8.7%. CDE+ extends CDE with
manually defined polymer identification rules [39] to achieve a higher precision
of 42.2% but a slightly decreased recall of 68.3%. These results emphasize the
difficulty of automatically recognizing complex entities such as polymers.

Rows 3 and 4 show performance for CG1 and CG2 when employed indepen-
dently. Recall that polyNER performs NLP filtering before applying CG1 and
CG2. The filtering step eliminate all but 6878 of the 36 293 unique tokens in
P100. Recall also that CG1 and CG2 each assign a score to each of the 6878
remaining words based on their context-based vector similarities to polystyrene
and PS, and select the N highest scoring. In this evaluation, we set N=500.
CG2, which takes word morphology into account, achieves higher precision and
recall than does CG1 (41.8% vs. 15.6% precision and 44.8% recall vs. 16.7%
recall for CG2 and CG1, respectively). CG2 retrieves more words starting with
“poly” (67% of the 500 candidates vs. only 4% for CG1) while CG1 retrieves
more acronyms (38% of the 500 candidates contained more upper than lower
case letters, vs. 23% for CG2). CG1 returns more false positives. While charac-
ter level information is useful for unseen words, or in this case for words lacking
context information, we cannot dismiss the use of CG1. Authors often introduce
polymer names and subsequently use acronyms more heavily, especially for long
names. The facts that CG1 returns more acronyms and that there is likely more
context information about acronyms, suggests that the performance of CG1,
albeit lower, is solely based on context information.
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Row 5 shows results for the complete polyNER candidate generator: that
is, the combined CG1 and CG2 candidates plus their rule-based extracted syn-
onyms. This method achieves 61.2% recall and 26.0% precision, producing an
entity-rich set of candidates without any domain-specific rules and without
any (tedious, time-consuming, and costly) expert-annotated corpus of polymer
names. We are encouraged to observe that polyNER retrieves polymers not
extracted by CDE: the combined recall for PolyNER ∪ CDE+ (row 6 in the
table) is 81.6%—higher than CDE itself. This result suggests that polyNER’s
candidate generation module can be used not only to annotate automatically a
diverse set of polymers based on context, but also to improve on the results of
more sophisticated hybrid rule- and ML-based NER tools.

Figure 3, which shows every word in P100 in FastText vector space, illustrates
the challenges and opportunities inherent in differentiating between polymer and
non polymer word vectors. The polymer names (in red and green) form two
rather diffuse clusters that overlap considerably with non polymers (in blue).

Fig. 3. A two-dimensional representation of all words in P100, generated with
the scikit-learn implementation of t-distributed Stochastic Neighbor Embedding (t-
SNE) [41]. Of the words identified by experts as polymers, we show acronyms in red
and non-acronyms in green; all other words are blue. We label our two representa-
tive words. (The t-SNE plot, a dimensionality reduction technique used to graphically
simplify large datasets, reduces the 120-dimensional vectors to two-dimensional data
points. The axes have no “global” meaning.) (Color figure online)
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Table 1. Results when polymer candidates are extracted from our test corpus, P100,
via different methods. For each, we show true positives, false positives, false negatives,
precision, recall, and F-score.

# Method Total TP FP FN Precision Recall F1

1 CDE 3994 348 3646 119 8.7% 74.5% 15.6%

2 CDE+ 755 319 436 148 42.2% 68.3% 52.2%

3 CG1 500 78 422 389 15.6% 16.7% 16.1%

4 CG2 500 209 291 258 41.8% 44.7% 43.2%

5 PolyNER 1099 286 813 181 26.0% 61.2% 36.5%

6 PolyNER ∪ CDE+ 1495 381 1114 86 25.4% 81.6% 38.8%

Interestingly, the subset of polymer names that are acronyms (the red points)
are clearly clustered.

5.3 Evaluation of Classifier Training Methods

The evaluation of Candidate Generation phase mainly illustrates the entity-
richness of the candidate pool generated using the context-similarity criteria.
The ultimate goal, however, is to train a classifier of context-aware vectors able to
differentiate between polymer and not-polymer names in a set of test documents.
Hence, we next evaluate how well classifiers trained on expert-labeled output
from the Candidate Generation phase perform when applied to directly to a set
of full-text documents. Here, we make use of our second dataset, P50, to train
and test our classifiers, and P100 to validate the trained classifiers.

Before training our classifiers, we need a set of expert-labeled candidates.
Thus we first apply the CG1 and CG2 methods of Sect. 4.1 to P50, generating
a total of 897 unique candidates: 500 for CG2 and 466 from CG1, of which
69 overlapped. (We do not apply the rule-based synonym finder here.) Then
we employ an expert to label as polymer or non-polymer each of those 897
candidates, producing a new dataset that we refer to as P50-labeled. Note that
this task is quick work for the expert, as only 897 words need to be evaluated:
the total time required was two hours. This expert review identifies 260 (29.0%)
of the 897 as polymers.

Training and Validating the Classifiers: We next use the 897 expert-labeled
words to train our three classifiers. We use 90% (807) for training and hold out
10% (90) for validation.

The left-hand side of Table 2 shows the performance of the different trained
classifiers when applied to the P50 hold-out words. Note that performance here
is defined with respect to how well the classifier does at predicting the expert
labels assigned to the polyNER-generated candidates—not how well the classifier
identifies all polymer referents in P50, as we do not have the latter information.
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All three classifiers obtain between 66.7% and 100.0% precision and between
28.6% and 57.1% recall. SVC achieves the highest recall and F1 score. The lower
part of the table (“combined classifiers”) shows that combined classifiers can
improve performance. The 3-of-3 method achieves the highest precision (100.0%)
but lowest recall, as one might expect. The ≥2 method also achieves 100.0%
precision but with a higher recall (42.3% vs 28.6%). The ≥1 method has the
lowest precision but the highest recall at 57.1%.

Table 2. Results when various classifiers (trained on expert-labeled P50 candidates)
are applied to P50 holdouts (left) and P100 (right). The results in the bottom two rows
are copied from Table 1 for ease of comparison.

Classifier Validation on P50 holdouts Testing on P100

Precision Recall F1 Precision Recall F1

KNN 75.0% 42.8% 54.5% 9.5% 77.8% 16.9%

SVC 66.7% 57.1% 61.5% 16.8% 76.5% 27.5%

RF 100.0% 28.6% 44.4% 51.0% 42.0% 46.1%

Combined

3-of-3 100.0% 28.6% 44.4% 52.7% 39.1% 44.9%

≥2 100.0% 42.3% 60.0% 22.8% 66.6% 34.0%

≥1 57.1% 57.1% 57.1% 9.1% 90.7% 16.5%

CDE 8.7% 74.5% 15.6%

CDE+ 42.2% 68.3% 52.2%

Testing the Trained Classifiers: We test the trained classifiers by apply-
ing each to all 6878 NLP-filtered nouns extracted from P100 and comparing
the resulting polymer/non-polymer labels against our ground truth of polymer
names extracted from P100 by experts. Results are in the right-hand side of
Table 2. RF achieves the highest F1 score (46.1%) with 51.0% precision and
42.1% recall. While recall is relatively low (fewer entities retrieved), precision is
significantly better than that achieved by CDE+. We observe also that combined
classifiers can improve precision (52.7%) at the expense of recall, or significantly
increase recall (90.1%) at the expense of precision. Users can thus trade off pre-
cision and recall, in each case exceeding those achieved by the rule-based CDE+
system.

5.4 Discussion

These results are based on only limited training data: just 897 labeled
words, of which 260 are polymers. We view the effectiveness of the classifiers
trained with these limited data as demonstrating the feasibility of using small
amounts of expert-labeled data to bootstrap context-aware word-vector classi-
fiers. Importantly, this whole process was both inexpensive and generalizable to
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other domains. Candidate generation was fully automated and involved no
domain knowledge besides the two representative words, polystyrene and PS.
Labeling required just two hours of an expert’s time. Classifier training was
again automated and involved no domain knowledge.

6 Conclusion

Despite much progress in NLP, scientific named entity recognition (NER)
remains a research challenge. A lack of labeled training data in fields such as poly-
mer science limits the use of machine learning models for this task. PolyNER is
a generalizable system that can efficiently retrieve and classify scientific named
entities. It uses word representations and minimal domain knowledge (a few
representative entities) to produce a small set of candidates for expert labeling;
labeled candidates are then used to train named entity classifiers.

PolyNER can achieve either 52.7% precision or 90.7% recall when combining
classifiers: a 10.5% improvement in precision or 22.4% in recall over a well-
performing hybrid NER model (CDE+) that combines a dictionary, expert cre-
ated rules, and machine learning algorithms. PolyNER’s architecture allows users
to tradeoff precision and recall by selecting which classifiers are used for discrim-
ination. One out of every four candidates identified by our current polyNER
prototype is in fact a polymer. This enrichment relative to the relative paucity
of polymers in publications significantly reduces the effort required by experts.
Considering that polyNER relies on simple distance from a known polymer(s),
and default word embedding parameters, this result is encouraging.

An important issue to explore in future work is whether classifier performance
can be improved by providing additional expert-labeled words. We plan to apply
active learning [34] to select good candidates. As we generate more expert-labeled
candidates, we will explore the use of neural network word vector classifiers to
improve accuracy, and the use of polyNER-labeled data to annotate text for
other NER approaches, such as bidirectional long short-term memory models.
With a view to exploring generalizability, we are also working to apply polyNER
to quite different problems, such as extracting dataset names from social science
literature. We may explore more recent word representation models, which are
pre-trained on large corpora [6,25].
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Abstract. The convergence of Big Data applications with High -
Performance Computing requires new methodologies to store, manage
and process large amounts of information. Traditional storage solutions
are unable to scale and that results in complex coding strategies. For
example, the brain atlas of the Human Brain Project has the challenge
to process large amounts of high-resolution brain images. Given the com-
puting needs, we study the effects of replacing a traditional storage sys-
tem with a distributed Key-Value database on a cell segmentation appli-
cation. The original code uses HDF5 files on GPFS through an intri-
cate interface, imposing synchronizations. On the other hand, by using
Apache Cassandra or ScyllaDB through Hecuba, the application code is
greatly simplified. Thanks to the Key-Value data model, the number of
synchronizations is reduced and the time dedicated to I/O scales when
increasing the number of nodes.

Keywords: Key-Value distributed databases · HPC · Big Data ·
NoSQL

1 Introduction

In recent years, the data produced in scientific workflows increased massively.
One of the objectives of the Human Brain Project is the creation of a digital
brain atlas identifying the regions of the human brain. The project support
getting a better understanding of the microscopic structure of the human brain.
For this purpose, Jülich researchers slice the brain into small tissues and obtain
high-resolution images through 3-D Polarized Light Imaging. Since one scanner
produces 1 TB of data per day, a whole brain imaged at 1µm resolution generates
one Petabyte worth of data.

The scans are analyzed with image processing techniques to identify cells,
regions and, neuron densities. Only HPC resources are capable of processing
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the sheer amount of data. However, parallel file systems are the principal cause
of performance and scalability issues. Besides, working with files enforces strict
application workflows with synchronizations and complex code, hard to adapt
under new requirements or hardware changes.

Key-Value (KV) databases are widely used in data analytics and represent
a realistic alternative. They are well-suited for scientific applications such as
time-series or spatial data. Furthermore, they allow analyzing partial results
and react, for instance, by discarding a chemical simulation as soon as a certain
event occurs.

In this work, we analyze the introduction of KV distributed databases in a
high-performance data-analytic from the Human Brain Project. The use case
originated in the brain atlas after facing a real problem driven by I/O, cells
detection in high-resolution brain images. The Cell Segmentation Application
CSA analyzes TIFF images through MPI-IO [3] and saves the results on large
HDF5 files [8]. Post-execution queries will later refine the results.

The brain atlas is built on pipelines including sequential post-processing
caused by the use of files. In this scenario, KV databases would allow processing
the partial results in parallel. With this document, our goal is to discuss not
only the performance but also the usability, advantages, and disadvantages of
KV databases in HPC workflows.

The rest of the paper is organized as follows. In Sect. 2 we introduce the
necessary knowledge to understand this work. Afterward, in Sect. 3 we discuss
similar approaches and research works. Section 4 describes the problem we are
trying to solve, the current procedure, and our proposed solution. We evalu-
ate and discuss both approaches in Sect. 5. Finally, in Sect. 6 we present our
conclusions and describe future lines of research.

2 Background

To perform parallel writes and to solve synchronization issues, HDF5 relies on
buffering and aggregation of multiple POSIX operations. Its concurrency is based
on the Single Writer Multiple Readers (SWMR) model which allows concurrent
reads but enforces writes serialization. MPI-IO allows parallel non-contiguous
writes in HDF5 but requires a POSIX-compliant file system.

Parallel File Systems (PFS) have performance issues on Big Data workloads
even if they are HPC-oriented, such as GPFS. PFSs are typically deployed on
a dedicated cluster with a set of raid disks to maximize the throughput. Often,
these filesystems are located in a separate cluster, causing high-latencies and
bottlenecks, and they rely on master - many slaves architectures that do not
scale. Moreover, in these situations splitting a dataset for concurrent access or
managing dynamic allocations is complicated. As a result, the I/O parallelism
is low, and synchronizations are frequent. Besides, keeping POSIX metadata
coherent is expensive.

To reduce the complexities of working with files and the associated perfor-
mance, coherency, and availability issues, Key-Value (KV) distributed databases
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were introduced. They handle data identified by a key and an associated value
comprised of multiple elements. For many years they have been present in busi-
ness analytic deployments but seldom in HPC. These systems delay and optimize
the indexation of keys for a better throughput.

Frequently, data analytics rely on Apache Cassandra [11], a distributed and
highly scalable KV database with homogeneous architecture. An alternative
is ScyllaDB [1], which targets applications with real-time requirements. They
reduce the operations latency by increasing the concurrency degree through a
lock-less design. The client-server communication protocol and configuration are
inherited from Cassandra, which makes the transition instantaneous. Moreover,
they designed the core architecture to overcome the CPU bottleneck of Cassan-
dra with a thread-per-core and a shared-nothing architecture. Both solutions
were developed to offer tuneable consistency and storage management for data
analytics with commodity hardware.

To simplify the interaction with the distributed storage, we introduced
Hecuba. It brings a set of tools and interfaces to simplify the interaction with dis-
tributed storage and improved performance. So far, support for Cassandra and
Scylla has been built-in, enabling manipulation of distributed datasets transpar-
ently. Through Hecuba, Python applications access persistent data like regular
objects stored in memory. To develop an application, the user describes the data
model by extending a Hecuba class and instantiate as many objects as needed.
The user can persist or retrieve the in-memory objects by giving an identifier to
the constructor or calling the method make persistent.

3 Related Work

There is an increasing requirement to save and analyze large amounts of data
in real-time. With this aim, researchers have evaluated and proposed storage
technologies that take advantage of hardware advancements. Based on the level
of abstraction and data granularity, research has followed different directions.

On one side, there have been discussions and advancements in parallel file
systems such as Lustre and GPFS. They have a considerable degree of com-
plexity, translated into difficulties to configure, maintain and trace issues. Con-
sequently, researchers often write and share knowledge about good practices as
Cornell [17] did, or performance tuning as Latham et al. [12]. New HPC-oriented
filesystems have been devised to overcome the limitations on data-intensive work-
loads. BeeGFS is a relevant technology that delivers great performance as in the
work of Eekhoff et al. [5]. Another major topic is the convergence of data analyt-
ics with HPC-oriented file systems. For instance, Tantisiriroj et al. [16] adapted
PVFS to match HDFS performance for Hadoop workloads.

Given the complexity of managing parallel access to bytes, Key-Value (KV)
and Object stores were designed and implemented after studying common data
access patterns. They abstract the data access with high-level APIs managing
a set of values or complex objects. Ceph is an object storage which also pro-
vides a FileSystem API. It is widely used in the Cloud and has been deployed in
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supercomputing centers, but, HPC users often report integration issues. Alterna-
tively, Intel’s DAOS and Segates’ MIRO were developed for HPC data analytic
frameworks. Liu et al. [13] demonstrated that DAOS scales up to 32 nodes and
outperforms Lustre and Ceph in different types of workloads.

On the other hand, research advanced in different ways for KV data stores.
In 2015, Islam et al. [10] started by placing Memcached, an in-memory KV data
store, between Lustre and HDFS to enable low latency and high throughput on
reads. Their work continued with Shankar et al. [14,15] who replaced internal
Memcached operations to improve the performance. This approach differs from
our proposal because their storage is not durable data might be lost on failures.

Likewise, Wu et al. [18] proposed Anna, an in-memory KV data store. They
claimed that Anna outperformed Redis thanks to a thread-per-core architecture
that scales vertically. Recently, Wu et al. [19] introduced an adjustable replication
factor based on access frequency with significant benefits. In this work, they also
evaluated an integration with enterprise storage obtaining promising results. In
our future work, we will consider Anna an alternative.

In 2015, Greenberg et al. [7] developed an HPC-oriented KV database to
take advantage of specialized hardware which outperformed Apache Cassandra.
However, further experimentation would be needed to test the behavior in a
more realistic scenario since only a uniform distribution was used.

Our research on KV databases for scientific applications started with Her-
nandez et al. [9] where we evaluated scientific queries on Cassandra. We analyzed
a molecular dynamics simulation in real-time with a significant speedup com-
pared to traditional files. Then, Artigues et al. [2] proposed Qbeast based on our
previous work on D8trees [4], a distributed multi-dimensional index generated at
runtime which can be paired with Cassandra. These works were data analytics
oriented while this paper focuses on data generation and usability.

Related to the cell segmentation on images in HPC, Gabriel et al. [6] tested
the PVFS and NFS file systems to provide the images and preserve the results.
They discovered that persistent storage limits the scalability while being one
of the most expensive tasks. On the other hand, Zhang et al. [20] proposed a
framework to reduce the time needed to process and analyze the cell segmenta-
tion results. They stated the need to move to short-cyclic analytical workflows
with queries analyzing partial results.

4 Cell Segmentation on Large-Scale Brain Images

The segmentation and morphological characterization of neuronal cell bodies
enable the study of the cells distribution, density, and other features. Retrieving
and classifying the cell’s information represents a large data analytical challenge.
Even a small brain region covering a few millimeters contains several hundred
thousands of neurons, while the number of neurons in a complete human brain
is almost 90 billion. Each human brain is sliced in up to 2,500 sections, which
must be individually scanned and processed. A single image has a size of around
80, 000 × 100, 000 pixels, is stored with one channel which results in 20–30 GB.
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In this section, we give a short overview of the original cell segmentation
application. Note that we use an already optimized version with a reduced
number of synchronization and MPI-IO to allow a fair comparison. Finally,
we describe the changes introduced to adapt the application to the Key-Value
databases.

4.1 Original Application Using HDF5 Files

The brain-images are provided in the BigTIFF format, a TIFF extension that
enables files larger than 4 GB. It has an internal multi-page hierarchy where each
page has a copy of the image with different resolution. The page organizes the
data as a bitmap divided into tiles or stripes. In this case, 2D tiles of 256 × 256
pixels with elements encoded as 16 bits are used, resulting in tiles of 128 KB. Big
tiles (>4 KB) improve the throughput of sequential operations at the expenses
of storage requirements because the edging tiles are filled with padding bytes.

The Cell Segmentation Application (CSA) is written in Python and par-
allelized with mpi4py, an interface to MPI. Figure 1a illustrates the original
workflow based on HDF5. Steps (1–5) are inherent to the application and inde-
pendent of the storage solution. Steps (6–9) indicate specific operations required
by HDF5, and vary depending on the storage system as reviewed in Sect. 4.2.

(a) CSA on HDF5 steps (b) CSA on Key-Value databases steps

Fig. 1. Cell Segmentation Application workflow

The application starts by creating an empty, uncompressed, HDF5 file
through h5py. The labeled image array is the first dataset to be created. Each
position of the labeled image array will have the identifier of the cell identified
in the corresponding image, and zero otherwise. At the end of the execution, the
cells table dataset is generated, which includes the identifiers, bounding boxes,
and centroids of the cells. A resizable dataset for the cells table would allow par-
tial writes. However, they become slower, and memory consumption is barely
affected. Besides, it requires a chunk tunning process based on the underlying
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file system and future data access patterns. On the contrary, we know that the
labeled image dataset will have the shape as the original image. Therefore, we
preallocate the dataset for optimized write performance.

As a parallelization strategy, the application splits the image into multiple
fix-sized segments (Line 1 in Fig. 1a) with a small overlap. The segment size
represents a trade-off between memory consumption, performance and work-
load imbalance. We determined that memory consumption follows a quadratic
increase with the size of segments. These segments are distributed evenly in a
randomized manner to reduce the imbalance. After agreeing on the work dis-
tribution, each process gets a fixed range of cells IDs, which is wide enough to
accommodate more cells than potentially found.

Next, every process works on its segments by fetching the data through the
Pytiff module (2). The cells are identified along with their bounding box and
the rest of the characteristics (3) using Sklearn, Scipy and OpenCV. Then, the
bounds reconciliation (4) discards the cells whose centroid does not belong to
the segment. This step is necessary to remove the cells identified twice in the
overlapping area by different processes. Then, the index of the current segment
is written (5) into the labeled image through MPI-IO. Because the size of the
cells table dataset is unknown in advance and it represents a small fraction of
the output, the data is kept in memory (6) temporarily.

After completing the analysis, all processes wait on a barrier (7). They need
to reach an agreement (8) on the cells table layout to avoid overlapping data
during the collective MPI-IO write (9). Half the steps are only necessary to work
with files, which requires complex APIs to synchronize or preallocate storage.
We analyze these calls and their code in Sect. 4.3.

4.2 Implementation Using Key-Value Storage

The introduction of a Key-Value (KV) storage required minimal modifications
to the original HDF5 application described in Sect. 4.1. The original workflow in
Fig. 1a has been simplified to Fig. 1b.

In this approach, we save both datasets to the distributed KV database
managed by Hecuba. We write the cells’ characteristics (6) as soon as they are
identified (3) and filtered by the bounds reconciliation phase (4). Consequently,
the cells table and labeled image are written one after the other and they can be
accessed by other applications at this point. The operations (6–9) in Fig. 1a that
introduced synchronizations are replaced with a simple step identified as (6) in
Fig. 1b, greatly simplifying the code.

With regards to the data model, we considered saving the cell identifier for
each pixel using the x-y coordinates as keys. Early experiments demonstrated
that the number of small IOPS was huge and resulted in a performance impact,
and we opted to store the labeled image as an array.
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4.3 Interfacing with Hecuba Versus HDF5

We introduced some minor changes to replace the storage interface from HDF5
to Hecuba. First, the initialization of the HDF5 files shown in Listing 2 and the
description of the data model is replaced with the code in Listing 1, resulting
in cleaner code. The data model definitions can be defined on separate files and
imported to reuse the data model in subsequent analytics.
from hecuba import StorageDict

class CellData(StorageDict):
'''
@TypeSpec <<rows:int,cols:int>,

data:numpy.ndarray>
'''

class Labels(StorageDict):
'''
@TypeSpec <<rows:int,cols:int>,

data:numpy.ndarray>
'''

# Create Hecuba persistent dictionaries
cell_table = CellData(ksp+'.cell_data')
data_table = Labels(ksp+'.labeled_data')

import mpi4py as MPI
import h5py

# Create HDF5 file with the MPI communicator
out_file = h5py.File(out, "w", driver="mpio",

comm=MPI.COMM_WORLD)
# Create and preallocate the indexing dataset
out_file.create_dataset("pyramid/00",

shape=img.shape,
dtype=np.int64)

# Create dataset after processing the image
out_file.create_dataset("cells",

shape=(n_cells, n_features),
dtype=np.float32)

Listing 1: Hecuba objects in CSA Listing 2: HDF5 objects in CSA

With Hecuba, we save each dataset as distributed Numpy NDArrays. Note
that it is not necessary to explicit the internal type nor the shape since Hecuba
extracts them at run-time. Describing the data model requires learning a simple
and intuitive syntax. On the contrary, HDF5 requires more information to pre-
allocate and optimize the file and has many optional arguments. Besides, MPI
has to be initialized before the creation of HDF5 files.
# Persistent objects already instantiated
for (row, col, indexes) in local_slices:

# ...
# Write labeled data (numpy.ndarray)
data_table[rows[0],cols[0]] = labels
# Write cells information (numpy.ndarray)
cell_table[rows[0], cols[0]] = table

# Persistent objects already instantiated
total_table = None
for (row, col, indexes) in local_slices:

# ...
total_table = np.concatenate((total_table,

table), axis=0)
# Write labeled data
out_labeled[row[0]:row[1],

col[0]:col[1]] = labels
table_length = np.array(total_table.shape[0],

np.uint64)
# Synchronize to unify the cells information
comm.Barrier()
len_cells = np.zeros(comm.size,

dtype=np.uint64)
comm.Allgather(table_length, len_cells)
offsets = [0] + np.cumsum(len_cells).tolist()
n_cells = len_cells.sum()
n_features = total_table.shape[1]
# Create and preallocate the cells information
out_file.create_dataset("cells",

shape=(n_cells, n_features),
dtype=np.float32)

# Write cells information
out_file["cells"][offsets[comm.rank]:

offsets[comm.rank + 1]] = total_table

Listing 3: Hecuba CSA main code Listing 4: HDF5 CSA main code
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The line of code used to pass the data to either Hecuba or HDF5 is almost
identical. However, to do so, Hecuba does not require synchronizations or the
collective initializations displayed in Listing 3. At the end of the execution, the
HDF5 code introduces a global MPI barrier to unify the cells characteristics
metadata as in Listing 4. It is necessary to allocate the dataset and to perform
a collective write to non-overlapping areas.

5 Evaluation

In this section, we study the performance of the Cell Segmentation Application
(CSA) supported by HDF5 files and Key-Value (KV) distributed databases. The
objective is to identify the key aspects that limit the CSA from matching the
data processing requirements of the Human Brain Project. Also, we demonstrate
that KV distributed databases satisfy the HPC needs while offering a pleasant
API for scientists.

First, we present the hardware setup and the experiments characteris-
tics. Next, we describe how the experimentation evolved based on the results
obtained. With this idea, we present a brief description and motivation of each
experiment alongside the results obtained and an analysis.

5.1 Experimental Setup

The Juron Pre-Commercial Procurement (PCP) is one of the pilot systems
granted to the Human Brain Project. The cluster features fast local NVMe disks
facilitating the deployment of a wide variety of distributed storage technologies.
For this reason, we selected the Juron PCP to run our experiments.

With regards to the storage technologies, we evaluate Apache Cassandra and
ScyllaDB as Key-Value (KV) databases. Their results will be confronted with
storing HDF5 files on a GPFS node pool. GPFS features a 2 GB pagepool on
each node acting as a cache. On the contrary, Hecuba implements a client-side
write queue for Cassandra and Scylla of 4 MB per process, resulting in 76 MB
per node. However, both KV databases acknowledge writes only when they are
persisted in disk.

The cluster features 19 high-density memory nodes with 2xPower8 pro-
cessors clocked at 3.5 Ghz. Each processor has ten cores with a Simultaneous
Multithreading (SMT) of 8, potentially executing 160 threads per node concur-
rently. Every node has a 1.6 TB Ultrastar SN100 NVMe local disk available to
users. Additionally, 256 GB DDR4 and 4 NVIDIA Tesla P100 interconnected
with NVLink are available on each node.

Regarding the inter-node communication, a 100 Gbps CoonectX-4 EDR
Infiniband interconnect is used. Besides, the PCP system is connected to the
Jülich GPFS system (JUST) to offer centralized storage to users. Likewise, mul-
tiple clusters rely on the storage provided by the JUST system, built on top of
22 Lenovo Distributed Storage Solution and three older GPFS Storage Servers,
achieving a throughput of 220 GB/s. The connection between the Juron PCP
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and JUST is made through two Ethernet adapters, each with two 10 Gbps Eth-
ernet ports, delivering a speed of 40 Gbps. The number of concurrent users is
highly variable and the service does not offer on-demand scalability.

Early experiments performed best by running a process on each physical
core and taking advantage of the SMT with underlying threads. For this reason,
we run the original HDF5 application by launching 20 processes on each node
with MPI. On the contrary, we left a physical core free when deploying Apache
Cassandra or ScyllaDB resulting in 19 application processes on each node. The
OS schedules the processes on cores, neither the application nor the database
performs CPU pinning. This decision has been made to compare all solutions
using the same amount of physical resources. The local NVMe disks are used to
deploy the KV databases.

To evaluate the workflow, we selected a representative image from the dataset
with a size of 24 GB and producing an output file of 87 GB in the HDF5 format
containing the information of 16.6 Million cells individuated.

5.2 Performance Results

The first set of experiments illustrate the performance of the original Cell
Segmentation Application (CSA) and the consequences of introducing Key-Value
distributed databases. Figure 2a reports the CSA execution times when writing
the output into HDF5 on GPFS, Scylla and Cassandra. As already mentioned,
the input images are stored on the JUST GPFS, which also supports the HDF5
files.

(a) CSA execution times (b) GPFS read times (output to Scylla).

Fig. 2. CSA: Input from GPFS and output to different storage solutions.

We evaluated the scalability from 1 to 8 nodes, running the HDF5 setup
with 20 to 160 processes, and the KV counterpart with 19 to 152 application
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processes. We observed that the CSA does not scale, and it is subject to high
variance without any visible performance pattern.

To understand these results, we measured the time dedicated to I/O. In
every configuration, we found out that reading image segments from GPFS was
the slowest operation and the main contribution to variability. For instance,
the configuration whose performance varies the most in Fig. 2a is Scylla with 8
nodes. In Fig. 2b, we can appreciate the correlation between the variability and
the GPFS read latencies of said execution. The measured read latencies grow
exponentially when increasing the number of nodes. After a brief investigation,
we found out that the GPFS itself caused the variance, and not the network,
which is sufficiently overprovisioned.

We can compare the IOPS performed with the performance metrics obtained
with the FIO benchmark. The CSA usually retrieves segments of 5200 ×
5200 pixels made of tiles of 256 × 256 pixels. Therefore, each read operation
accesses 441 tiles of 128 KB, and thus, fetches a total of ∼55 MB. On the other
hand, when the application starts, every process asks for a segment and produces
more than 50 thousand read operations which the GPFS is unable to serve in
a reasonable time. The read latencies observed for 8 nodes in Fig. 2b indicate
that the lowest throughput obtained on GPFS is 106 KB/s and the average is
527 KB/s. The results are consistent with the FIO benchmark which reported
1337 IOPS of 4 KB or 1058 IOPS of 64 KB on GPFS.

Also, confronting Fig. 2b with 2a, we can see that the reading time would
represent only 25.6% of the execution time if the workload were perfectly bal-
anced. Since 92.5% of the processes analyze three slices and the rest only two,
we can say that the average processing time of a segment, including reading and
writing, is 409 s. However, we find read operations taking ∼500 s, meaning that
sometimes fetching a single segment from GPFS took longer than processing a
complete segment on another process.

The GPFS performance issues are also related to the tiling size, which is
too small for the GPFS to take full advantage of parallel reads. Synthetic tests
demonstrated that tilling the image at 5200 × 5200 pixels, and thus, performing
one read request, improved the read performance but not enough to compensate
the task of reformatting the image and the extra space needed. Besides, since
the input image segments are read while writing the labeled image segments,
the GPFS pagepool is ineffective and evictions are continuously triggered. As
a result, writing the labeled image dataset can result in slow operations which
pollute the GPFS distributed pagepool and interfere with reads.

All in all, we can say that the GPFS introduces large amounts of variability
and is unable to serve the input images. The causes are an inappropriate tilling
of the input image, the large number of small IOPS and its inability to scale on-
demand. On the other hand, the CSA itself introduces variability by randomly
distributing the segments to processes.

After the initial tests with GPFS, we decided to obtain a baseline perfor-
mance without the storage technologies, and we disabled the output in the
CSA. Additionally, we distributed a copy of the image to all local NVMe disks.
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We considered moving the image to a ramdisk, but it might have interfered with
the memory usage. Besides, the NVMe already provided sub-microsecond read
operations. Figure 3a reports the results illustrating a lower bound of the achiev-
able performance of the provided CSA. The variability has been reduced in all
scenarios but when storing HDF5 files on GPFS. Reading the images from the
NVMe disks compared to GPFS show a speedup of ∼2400 of the read latencies.

(a) Lower bound of the CSA. (b) Storage impact on execution times.

Fig. 3. Fetching images from local NVMe disks.

In Fig. 3a we can appreciate that the CSA does not scale even under ideal
I/O conditions. The main cause is the trade-off between data granularity and
cell reconciliation time. By having segments of 5200 × 5200 pixels, the data can
be easily imbalanced even with a random distribution. However, if we reduce the
size of the segment, the cells boundaries reconciliation time grows exponentially.
As we add nodes, the imbalance has a greater impact on the execution times.

We repeated the cell segmentation tests by placing the input image on the
local NVMe disks and storing the output to HDF5 on GPFS, Scylla and Cassan-
dra. We took this decision after observing the reduction in the variability and
the improved read latencies. As a result, we reduced the execution time and vari-
ability. To understand the influence of the I/O, Fig. 3b illustrates the difference
between the cell segmentation when reading from NVMe and the lower bound
obtained previously. We opted for this analysis because by only measuring the
time dedicated to I/O we would not have considered the side effects of having
threads doing background operations.

We can observe that the impact of I/O decreases with the number of nodes.
Also, the variance of the results obtained with HDF5 on GPFS is significantly
higher than the rest of the configurations. Indeed, the I/O time did not decrease
with GPFS when running on four nodes; it took almost the same as with a
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single node. Cassandra behaves better than GPFS, but Scylla obtains the best
results. We should keep in mind that reading the image now interferes with the
KV databases since both rely on the NVMe disks. To analyze the performance
differences, we decided to take a look at the average time dedicated to write.

The CSA performs 468 write operations to store the labeled segments with
32-bit elements. Around 400 operations write arrays of 5000 × 5000 elements
resulting in ∼100 MB. The remaining write operations write less information.
In Fig. 4 we report the time dedicated by the user code to write the labeled
segment at each iteration. For simplification, we only included the GPFS and
Cassandra setups, since Scylla performed similarly to Cassandra but with lower
average latencies.

(a) HDF5 on GPFS (b) Hecuba writes on Cassandra

Fig. 4. Labeled segment writes distribution (Log10 scale).

In Fig. 4 we see that the mean write time on GPFS and its variance increase
with the number of nodes. On the contrary, Cassandra achieves constant write
times when scaling horizontally with little dispersion. The slowest write opera-
tions were observed on GPFS, reaching 600 s. Likewise, the fastest write oper-
ations were on GPFS, reaching subsecond write execution times. Cassandra
reports write operation times in the order of 4 s. Since the interaction with
Cassandra is done through the Hecuba prototype, we expect that further code
optimizations should reduce the latencies. We also conclude that GPFS is unable
to support the load with the addition of nodes.

The higher number of IOPS that Scylla achieves, thanks to its Thread Per
Core architecture, explains the performance differences between KV databases in
Fig. 3b. Consequently, client communication and database’s processes interfere
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less with the application and execution times are shorter. However, HDF5 on
GPFS can be faster sometimes for a variety of reasons. First, KV databases are
optimized for queries rather than raw data ingestion. Moreover, they were not
designed for HPC and, for instance, communication is done through TCP/IP
over Infiniband. Finally, we use 4 KB working units with Hecuba, while the
GPFS counterpart relies on 256 KB.

On the contrary, HDF5 uses MPI I/O to share data among the processes and
write to storage efficiently through RDMA. In its turn, GPFS performs caching
of 4 GB in the node’s memory and writes asynchronously, unless instructed with
the direct I/O flag. Hecuba was configured with a cache of 20 blocks per-process.
Despite these differences, KV datastores achieve reasonable performance and
notably better than the current workflow with HDF5 on GPFS. Besides, the lat-
ter is still subject to unpredictable performance despite only performing writes.

6 Conclusion and Future Work

The brain atlas use case provided by the Human Brain Project proved that
deploying distributed Key-Value (KV) databases on HPC simplifies the pro-
grammers’ task and achieves better performance than working with files. KV
databases such as ScyllaDB and Apache Cassandra allowed horizontal scalabil-
ity of the I/O with stable performance. Besides, the interface provided by Hecuba
reduced the programming efforts and removed synchronizations.

We observed that the I/O does not scale with GPFS, which introduces high
variability. For instance, running the application on eight nodes, the read oper-
ations on GPFS took ∼61 s on average with a standard deviation of ∼101 s.
These latencies grow exponentially with the number of nodes. Besides, the
GPFS is affected by other factors such as the coincidental load generated by
separate applications. However, we proved that the I/O scales horizontally with
distributed KV databases. We also identified the algorithmic factors that pre-
vented the application to linearly scale, especially when running in more than
four nodes. The work distribution policy, the large segments, and the cost of the
bounds reconciliation strategy are the major impediments.

As a future work, we plan to enhance the integration of Cassandra and Scylla
with HPC systems. In particular, replacing the TCP/IP communication with
faster HPC protocols should provide significant benefits. In its turn, research on
Hecuba should deliver performance improvements.

With regards to the Cell Segmentation Application, further research could
be beneficial. First, by evaluating the effects of placing the input dataset to dis-
tributed storage and widen the set of technologies tested. Secondly, by designing
and evaluating different mechanisms for the cell boundaries reconciliation would
permit shrinking the image segments without an increase in execution time. As
a positive collateral effect, smaller segments would reduce the imbalance.

To demonstrate the full potential of distributed KV databases queries should
be implemented and evaluated. For instance, by performing analytics with data
locality on real-time. Another field of interest consists of the benefits of persist-
ing and recovering data in scientific workloads upon failures. Both are exciting
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research lines to explore through a data-driven approach. Finally, in the event of
dynamic scheduling, the time needed to complete the workflow could be reduced
by better load-balancing the application at runtime.
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Abstract. The recurrent neural network (RNN) models require longer
training time with larger datasets and bigger number of parameters.
Distributed training with large mini-batch size is a potential solution to
accelerate the whole training process. This paper proposes a framework
for large-scale training RNN/LSTM on the Sunway TaihuLight (SW)
supercomputer. We take series of architecture-oriented optimizations for
the memory-intensive kernels in RNN models to improve the computing
performance. The lazy communication scheme with improved communi-
cation implementation and the distributed training and testing scheme
are proposed to achieve high scalability for distributed training. Further-
more, we explore the training algorithm with large mini-batch size, in
order to improve convergence speed without losing accuracy. The frame-
work supports training RNN models with large size of parameters with at
most 800 training nodes. The evaluation results show that, compared to
training with single computing node, training based on proposed frame-
work can achieve a 100-fold convergence rate with 8,000 mini-batch size.

Keywords: Neural machine translation · Recurrent neural networks ·
Large-scale training · Many-core architecture ·
Sunway TaihuLight supercomputer

1 Introduction

Deep learning has already proven its efficiency in many different tasks. Recurrent
neural network (RNN) [13] plays an important role in deep learning. Neural
machine translation (NMT) is one of the most successful application examples
of RNN. Training RNN models in NMT task takes a lot of time.
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It is proved that larger datasets and bigger models lead to improvements
in accuracy for many deep learning tasks. In NMT, as the number of param-
eters increases, the memory space required becomes larger. Taking a specific
parameter setting in [2] as an example, attention based long short-term memory
(LSTM) [7] with 1000 hidden units, 620 dimensional word embeddings and 75
words in a sentence with mini-batch size 40 needs 30 GB memory.

With the rapid development of deep learning, the size of dataset in related
tasks gradually becomes larger. It takes more time to traverse the whole training
dataset as one epoch during training models. For example, the size of NMT
dataset grows from 1,200,000 pairs of sentences in source language (English)
and target language (Chinese) in dataset NIST to 5,800,000 pairs of sentences in
dataset WMT. In order to cope with the increasing size of the dataset, we need
to ensure that the overall training time is controllable by reducing the time of
traversing the dataset during training process.

Scaling the mini-batch size by synchronizing data parallel is a good solu-
tion. In some previous works, a large-scale training on distributed deep learning
frameworks have been explored by [5,15]. They mainly focus on training CNN
models on ImageNet [11]. Correspondingly, we explore the solution of large-scale
training RNN/LSTM in NMT in this paper.

SW provides large number of computing nodes, we can explore training
RNN/LSTM with large size of parameters with large mini-batch size by syn-
chronizing data parallel. If we train attention based LSTM model with 2000
hidden units, 1440 dimensional word embeddings on one computing node, the
allowed mini-batch size is 10. To explore training large models with large mini-
batch size, 800 training workers are needed to reach the mini-batch size 8,000.

We propose architecture-oriented optimizations and communication opti-
mizations customized for RNN/LSTM. We propose a distributed RNN/LSTM
training framework based on SunwayCaffe [8,16]. We explore convergence accel-
eration ratio of training process and generalization of models under large-scale
training scenarios. Our specific contributions include:

– We propose architecture-oriented optimizations for the memory-intensive ker-
nels in RNN/LSTM, fully exploring the parallelism in SW26010 many-core
architecture and improving the usage of memory bandwidth.

– We propose improved MPI Allreduce implementation and lazy communica-
tion scheme customized for RNN/LSTM, so as to achieve high communication
efficiency and high scalability for P2P-based distributed training.

– We propose a customized distributed framework design for NMT, which
assigns the computing nodes with different tasks (training, testing and eval-
uating). The proposed framework provides environment for frequently vali-
dating models with little test interval. Training in the framework can overlap
all testing time.

– We provide discussions and analysis of the convergence acceleration ratio of
large-scale training RNN/LSTM and the generalization of models. Further-
more, we show an empirical training strategy, as well as the evaluation results
of RNN/LSTM on a large dataset with up to 800 training nodes.
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The rest of the paper is organized as follow. In Sect. 2, we describe the back-
ground of this paper. In Sect. 3.1, we propose our architecture-oriented optimiza-
tions for the memory-intensive kernels in RNN/LSTM on SW26010 processor. In
Sect. 3.2, we propose our communication optimizations including the improved
MPI Allreduce implementation and lazy communication scheme. In Sect. 3.3,
we describe our distributed framework designed for NMT. In Sect. 4, we explore
large-scale training RNN/LSTM and we provide discussions and analysis of the
convergence acceleration ratio of large-scale training RNN/LSTM and the gen-
eralization of the models. In Sect. 5, we show evaluation of the optimizations in
our framework, and the evaluation results of large RNN/LSTM. In Sect. 6, we
conclude the report and discuss about the future work.

2 Background

2.1 RNN Model and NMT Task

RNN is a class of artificial neural network and add sequential information to
the artificial neural network model. RNN models can use their hidden units to
process sequences of inputs. A finite RNN is a directed acyclic graph that can be
unrolled. When it is unrolled, each layer deals with one element in the sequence.
LSTM cell is a kind of RNN cell, and it adds gates to basic RNN cell to regulate
the flow of information into and out of the cell.

The past several years have witnessed the rapid development of NMT, which
aims to model the translation process using neural networks in an end-to-end
manner. Most of the proposed NMT models belong to a family of encoder-
decoder. The encoder-decoder system consists of an encoder and a decoder for a
language pairs. They are jointly trained to maximize the probability of a correct
translation given a source sentence. All neurons in encoders share their weights
and all neurons in decoders share their weights.

There are three encoder-decoder models mentioned in this paper, the first
model is encoder-decoder (RNNencdec) proposed in [14], the second one is
attention-based encoder-decoder (RNNsearch) proposed in [2], the third one is
attention-based encoder-decoder with twice number of hidden units and dimen-
sional word embeddings of RNNsearch (RNNsearch-H).

We evaluate models on English-Chinese translation. We have two training
datasets, one small dataset consisting of 1.25M pairs of sentences and one large
dataset consisting of 5.8M pairs of sentences. We use the NIST 2002 dataset as
validation dataset for the first training dataset and WMT dataset as validation
dataset for the second one.

Bilingual evaluation understudy (BLEU) is an algorithm for evaluating the
quality of text translated by machine from one natural language to another.
BLEU considers the quality to be the correspondence between a machine’s out-
put and that of a human. It is now the normal standard for evaluating machine
translation results. It is involved in our framework.



430 O. Li et al.

2.2 System Setup

One SW26010 many-core processor is composed of four core-groups (CGs), each
CG consists of 65 cores: one management processor element (MPE) and 64
computing processor elements (CPEs). 64 CPEs are organized as a CPE cluster.
Within a cluster, CPEs are connected in an 8 by 8 mesh. The MPE and CPEs are
all based on 64-bit RISC architecture, but have different duties. The MPE sup-
ports the complete interrupt functions, memory management, superscalar and
out-of-order issue/execution. It is good at handling management, task schedule,
and data communications. CPE is designed to maximize the aggregated comput-
ing and minimize the complexity of the micro-architecture. Each of CGs owns
8 GB of DDR3 memory, shared by MPE and CPE cluster through the Memory
Controller (MC). So one node has 32 GB memory. The on-chip network (NoC)
connect the MPE/CPE chip with System Interface (SI).

2.3 Current Situation and Related Work

As for now, most of state-of-art RNN/LSTM in different tasks are trained with
small mini-batch size performed in single-worker multi-GPU mode. In [14], they
train RNNencdec model with mini-batch size 128. The bi-LSTM model has 4
layers with 1000 hidden units, 620 dimensional word embeddings. In [2], they
proposed model RNNsearch, the encoder and decoder of RNNsearch both have
1000 hidden units, with mini-batch size 80, the length of the training sentences
is 50.

To explore training RNN/LSTM with larger number of parameters requiring
more memory space, we choose to train models on SW. Architecture-oriented
optimizations for the memory-intensive kernels in RNN/LSTM are needed to
improve the usage of memory bandwidth and to improve the overall computing
performance.

As the size of dataset increases, the time consumption of training RNN/
LSTM in NMT increases. There are two training datasets mentioned in this
paper. The time consumption of training on WMT dataset for one epoch is five
times of that on NIST dataset. Multi-server distributed training is a solution.
SW provides a large number of computing nodes, we can scale the mini-batch
size in data parallelism method to meet our need.

The support for the existing distributed frameworks of parameter solver (PS)
architecture [12] on SW is not satisfactory. In contrast, open-sourced Caffe [8]
deep learning framework on a single computing node has been well supported on
SW. Our previous work consists of optimized math library SWDNN and Sunway-
Caffe [4,16]. SWDNN mainly optimized the convolutional layer and pooling layer
according to the architecture of SW. SunwayCaffe provides a basic distributed
framework for training CNN models on SW. This paper proposes a framework
based on SunwayCaffe. Because of recurrent structure of RNN/LSTM, the com-
munication mechanism in training process are optimized to achieve high com-
munication efficiency and scalability.
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In terms of large-scale training neural networks, many researchers have
explored ways to reduce the training time under the premise of ensuring the
accuracy. [5] proposed a scheme of large-scale training CNN models. They scale
mini-batch size to 8k in AlexNet and ResNet with decline in testing accuracy.
[15] proposed a layer-wise adaptive optimization algorithm LARS. They scale
the mini-batch size of training ResNet to 32k with no decline in accuracy. As
aspect of RNN/LSTM in NMT task, few people explore large-scale training.

Therefore, in this paper, for large-scale training RNN/LSTM according
to current situation, we propose architecture-oriented optimizations for the
memory-intensive kernels in RNN/LSTM for improving the usage of memory
bandwidth and improving the computing performance. We propose an efficient
implementation of MPI Allreduce and a lazy communication scheme for high
communication efficiency and high scalability. We propose a customized dis-
tributed framework designed for overlapping the testing time. We explore large-
scale training RNN/LSTM and provide discussions and analysis of convergence
acceleration ratio and generalization of models. Finally we show the results of
large-scale training RNNsearch-H with an empirical training strategy.

3 Optimizations

3.1 Architecture-Oriented Optimization

In training process of RNN/LSTM, GEMM (General Matrix Multiply) is the
most computation intensive operation. GEMM performs in the computing of
gates in LSTM neurons, logit layers and attention module. Optimization of
GEMM on SW26010 many-core processor has been discussed in [9,16]. We apply
the implementation in our framework directly.

Besides the computation intensive kernels, the optimizations of the mem-
ory intensive kernels are also very important from the perspective of the overall
performance. Gradient-based optimization algorithms (e.g. square root opera-
tion) adopt element-wise vector operations, for which performance is limited by
memory bound. These layers can be efficiently implemented by DMA for large
continuous data blocks and perform computation in CPE cluster.

Particularly, two kernels are major considerations in this paper: the expo-
nential layer and the softmax layer.

Exponential Layer Optimization. In neural networks, activation layers are
used to perform a nonlinear transformation of data. In RNN/LSTM, activation
layers are mainly sigmoid layers and tanH layers, which both utilize nonlinear
property of exponential function. In addition to activation layers, exponential
function is also in the implementation of softmax layer.

On SW, the underlying implementation of the exponential function is
included in SW basic math library. the specific implementation of the exponen-
tial function is method of look-up table with interpolation. The look-up table
of exponential function is stored in memory of MPE, both computing in MPE
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and CPEs need to access data from main memory when exponential function is
called. Data access from main memory takes more than 100 CPU cycles. Instead
of SW basic math library, we implement the exponential function by Taylor
Expansion using a small amount of LDM in CPEs. Our implementation avoids
discrete data access from main memory. Efficiency of the operation is greatly
improved while ensuring the precision.

Softmax Layer Optimization. In the decoding phase of NMT, models pass
data through softmax layer at each time step, and the number of neurons in
softmax layer is equal to the size of vocabulary, usually 50,000 or more. In
ImageNet, the number of neurons in softmax layer is equal to the number of
categories 1000. The categories of NMT is more than 50 times that of ImageNet,
and the length of sentences in NMT is always 50 to 100. Therefore, in an training
iteration, the amount of computation of softmax in NMT is 2500 to 5000 times
that in ImageNet. The large number of neurons in softmax layer and the high
occurrences make softmax layer a bottleneck in NMT when training on SW.

The softmax function is described as Eq. 1. K is the number of neurons in
softmax layer. It maps the output value of j-th neuron to a new value in interval
(0, 1), which can be thought as the probability of the category represented by
the output.

α(x)j =
exp(xj)

K∑

k=1

exp(xk)

for j = 1 to K (1)

As the output of exponential function increases fast as x grows, the input of
exponential function of each neuron in softmax layer must keep small while the

Algorithm 1. Implementation of softmax
Input
1: Vector<Data*> A; Batch size: B; Data count in one batch: N ; Core group id:

cg id; CPE id: cpe id;
output
2: Probability of each data of all batches: Vector<Data*> S
3: function Parallel Softmax(Vector<Data*> A, INT B, INT N)
4: Sync 4cg();
5: start index = B/4 ∗ cg id + B/(4 ∗ 64) ∗ cpe id;
6: local count = B/(4 ∗ 64);
7: dma(local A, start index, local count) from A;
8: for each d in local Acg id,cpe id do
9: M = max(d);

10: d = exp(d-M);
11: SUM =

∑
d;

12: local S = d ÷ SUM ;
13: end for
14: return ;
15: end function
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output of softmax layer unchanged. Max value of all neurons is subtracted from
value of each neuron first. This trick can be applied to make sure that none of
the exponentials overflows [8].

According to Algorithm 1, the implementation of softmax layer on SW26010
mainly contains four parts of computations. Two parts in Line 10 and Line
12 are both element-wise operation, and their implementations are mentioned
previously. Other two parts of computations are MAX operation in Line 9 and
SUM operation in Line 11. We do data parallelism in batch level, each CPE
computes max (summation) of vector data in different mini-batches. For the
same data, two operations in Line 10 and Line 11 can be completed after one
DMA operation according to the index of CPE in CGs. Through the above
implementations on SW, we can accelerate the training process on SW26010
processor.

3.2 Communication Optimization

Communication Architecture. Parameter Server (PS) and P2P communica-
tion are two mainstream communication architecture for distributed deep learn-
ing [12]. PS follows a client-server scheme and can be easily scaled up on a
distributed cluster, tolerating the imbalanced performance, unstable network
bandwidth and unexpectable faults of the workers. However, for a supercom-
puter system, the sustaining performance and the stability of the computing
nodes can be guaranteed, as well as the network condition. Therefore, a P2P
communication architecture is more suitable.

We adopt two optimization methods to further improve the communication
efficiency, including an improved MPI Allreduce design and a lazy communica-
tion strategy for distributed RNN/LSTM training.

Improved Allreduce. The network topology of SW is a two-level fat tree,
which consists of an intra super-node level and an inter super-node level. At the
intro super-node level, 256 computing nodes are fully connected via a customized
super-node network switch. At the inter super-node level, a central switching
network is designed for the communication between different super-nodes. Gen-
erally, the intro super-node communication has a higher bandwidth and a lower
latency than the inter super-nodes communication.

To improve the overall communication efficiency, we implement a kind of
hierarchical Allreduce. [6] An improved Allreduce design is proposed with four
stages, which include: (1) an inter super-node reduce stage; (2) an intra super-
node reduce stage; (3) an intra super-node broadcast stage; (4) and an inter
super-node broadcast stage. Compared with the original MPI Allreduce opera-
tion, the improved Allreduce contains as less inter super-node communication
requests as possible.

Besides, in the improved Allreduce operation, the computation operations
(usually SUM operation is used to aggregate gradients) is accelerated using the
CPEs, while it is handled only by MPE in the standard MPI Allreduce imple-
mentation. With the optimizations on both computation and communication,
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the improved Allreduce operation can achieve about 20 times higher efficiency
on average than the standard MPI Allreduce operation.

Lazy Communication. In a training iteration, each layer invokes an Allreduce
communication for the gradients, so that the number of communication requests
is usually large for deep neural networks. In modern RNN/LSTM, the number
of parameters in each RNN/LSTM layer is related to the length of the word
vector. Usually if the size of hidden states is 1000, which is relatively large, there
are about 1 million (1000 × 1000) parameters in a layer, and then the data size
of the gradients involved in one Allreduce operation is about 4 MB. Hence we
can see that, there are numerous communication requests with small data size,
which is the main feature of the communication pattern in a distributed NMT
training framework, and is not efficient in large-scale training tasks.

To address the above issue, we propose a lazy communication scheme in our
framework. The basic design idea is that instead of executing the communication
requests immediately, we remember them temporarily until the unsent data size
is greater than a given MAXSIZE, which is set to 100 MB empirically in our
framework.

The lazy communication design can merge multiple small-data-size commu-
nication into a large-data-size communication, which can improve the overall
efficiency by lowering the launch cost and increasing the utilization rate of net-
work bandwidth.

3.3 Framework Optimization

Considering the load balance and the overall training efficiency, we propose a
new distributed framework design for large-scale training RNN/LSTM.

Fig. 1. The overview of distributed training and testing scheme

The training process in NMT contains three modules: training module, test-
ing module and evaluating module. A training model and a testing model are
involved in the training process. The model in training module and the model
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in testing module share all parameters, but not absolutely the same. There is
clear relationship between three modules. Evaluating module runs after testing
module, training module and testing module run in parallel.

In fact, except sharing parameters at beginning of training iteration and
testing iteration, training module and testing module don’t rely on each other.
We propose a distributed training and testing scheme as shown in Fig. 1. A
testing interval is set that testing process is performed after every testing interval
of training iterations.

In NMT, even after a few training iterations, BLEU value changes quite a
lot. So frequent validation help find the highest BLEU value. The model with
the highest BLEU value on validation dataset is always the model with the
best generalization in theory. Distributed training and testing scheme leads to
complete overlap of testing process and evaluating process, we can save extra
testing time. The scheme greatly improves efficiency of entire training process
and also provides an opportunity to find the model with the best generalization.

4 Convergence and Generalization

4.1 Model Convergence Optimization Algorithm

The stochastic gradient based optimization algorithm applied in our training
experiments is Adaptive Moment Estimation (Adam). Adam applies momen-
tum on a per-parameter basis and automatically adapts step size subject to a
user-specified maximum learning rate [10]. Adam’s convergence speed and gen-
eralization made it a popular choice for NMT [1,3].

Learning Rate. Under large-scale training scenarios, when RNNsearch model
is trained with Adam with same mini-batch size (100 nodes, 8000 mini-batch size
and 50 nodes, 4000 mini-batch size) on NIST dataset, the convergence speed at
different learning rates are shown in Fig. 2(a) and (b). Under large-scale training
scenarios, although the learning rate can be adaptively adjusted with the first
moment and the second moment in Adam, setting a higher or lower learning
rate will result in a slower convergence speed. When learning rate is set too high
(0.003 or more), the model does not converge.

Fig. 2. Loss vs. learning rate
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Parameter Setting. Under large-scale training scenarios, Adam is applied
with momentum 0.9 and momentum2 0.999. The learning rate is 0.001. The
length of sentences is set to 50 on dataset NIST and 75 on dataset WMT. When
training models on single node, mini-batch size for RNNencdec model training
on dataset NIST is 80, mini-batch size for RNNsearch model is 80 on NIST and
40 on WMT, mini-batch size for RNNsearch-H model training on dataset WMT
is 10.

Exploring Large-Scale Training. The evaluation of models contains two
parts. The first one is loss function, used to measure the degree of fit on training
dataset. The second one is BLEU value of the models on the testing dataset in
the training process, which represents the generalization of the trained models.
We explore tradeoff between mini-batch size, accuracy and training convergence
time.

We evaluate RNNsearch on dataset NIST. The convergence speed on training
dataset is shown in Fig. 3(a) and (b). In Fig. 3(a), models trained with different
mini-batch size fit the dataset very close after enough epochs. The increase of
mini-batch size would not lead to a no-converge situation. As shown in Fig. 3(b),
assessing on iterations, the model converge faster with the increase of mini-batch
size. Large-scale training has a great advantage on the convergence speed for our
framework provides a good scalability.

As shown in Fig. 3(c), training under large-scale training scenarios on WMT
dataset, the trend of convergence speed is consistent with that on NIST dataset.
Figure 3(d) shows that as mini-batch size increases, BLEU value increases faster.
Under large-scale scenarios, the generalization of models increases faster when
fitting faster on training dataset.

In terms of generalization of models trained with different mini-batch size,
BLEU of RNNsearch on NIST assessing on epochs is shown in Fig. 3(e), with
increase of mini-batch size, BLEU value increases slower assessing on epochs.
From the perspective of training time, the convergence speed assessing on iter-
ations is important. As shown in Fig. 3(f), assessing on iterations, when mini-
batch size is above 32k (400 training nodes), the convergence speed of BLEU
value does not increases. The convergence speed even decreases when mini-batch
size reaches 64k (800 training nodes).

The highest BLEU results in Fig. 3(e) are shown in Table 1. Scaling mini-
batch size to 4k leads no generalization gap. Scaling mini-batch size to 16k,
leads 0.77 generalization gap, which is about 2.5% lose of BLEU value. As mini-
batch size reaching 64k, we get 2.1 generalization gap, about 10% lose of BLEU
value.

Training RNNsearch with 100 training nodes has an acceptable 0.3% lose of
BLEU compared with the baseline of training with 10 training nodes. Training
with 100 training nodes has a near convergence speed to the baseline assessing
on epochs and converge quite faster than baseline assessing on iterations. So we
select the mini-batch size of 8k as the scheme for training RNN/LSTM with large
mini-batch size. Training with mini-batch size 8k can bring a 100-fold
convergence rate of training with a single node.
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Fig. 3. (a) Loss vs. Node Size on Epochs of RNNsearch on NIST (b) Loss vs. Node
Size on Iterations of RNNsearch on NIST (c) Loss vs. Node Size on Iterations
of RNNsearch on WMT (d) BLEU vs. Node Size on Iterations of RNNsearch on
WMT (e) BLEU vs. Node Size on Epochs of RNNsearch on NIST (f) BLEU vs.
Node Size on Iterations of RNNsearch on NIST (g) Loss of RNNsearch-H with 800
Nodes (h) BLEU of RNNsearch-H with 800 Nodes

Table 1. Results of top BLEU of RNNsearch on NIST

Node size 10 50 100 200 400 600 800

Batch size 800 4000 8000 16000 32000 48000 64000

BLEU 30.04 30.31 29.93 29.27 29.12 28.81 27.95
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5 Evaluation

In this section, we evaluate the performance of our framework in two ways firstly.
One is to evaluate the computing performance of training on single worker and to
compare the computing performance versus GPU. The other one is to evaluate
the scalability of the framework. Secondly, we show the loss function and BLEU
value both assessing on iterations of training model RNNsearch-H.

5.1 Performance

SW26010 vs. GPU. In terms of computing performance of single-worker train-
ing, we compare the performance of SW26010 with the performance of NVIDIA
TITAN X. The single-precision computing capability of NVIDIA TITAN X is
11 TFlops, and the memory bandwidth of NVIDIA TITAN X is 505 GB/s. The
double-precision computing capability of SW26010 is 3 TFlops. Compared with
the double-precision computing capability, single-precision computing capabil-
ity can reach 60% of double-precision computing capability [16], the memory
bandwidth of SW26010 is 128 GB/s. As a result of the gap between NVIDIA
TITAN X and SW26010, for one iteration training of RNNencdec, the average
computing time on NVIDIA TITAN X is 0.71 s, the average computing time on
SW26010 is 8.32 s. Actually, SW has a computing power of only 1/6 of NVIDIA
TITAN X and 1/4 memory bandwidth of NVIDIA TITAN X, we can achieve
1/12 computing performance of NVIDIA TITAN X.

Table 2. Module time before and after architecture-oriented optimizations

Module Time before Percentage before Time now Percentage now

Total 66.765 s 100.0% 8.326 s 100.0%

Softmax 26.317 s 39.4% 0.583 s 7.00%

Activation function 34.363 s 51.4% 1.658 s 19.9%

The performance of training on SW is shown in Table 2. Data parallel opti-
mization are operated on exponential layer. Optimizations described in Sect. 3.1
is operated on exponential layer and softmax layer. Training time in one iteration
has decreases from 66.765 s to 8.326 s in RNNencdec after architecture-Oriented
optimizations.

Scalability. After communication optimizations mentioned in Sect. 3.2, our
framework provides high communication efficiency. When training RNNencdec
under large-scale scenarios, scaling the size of training workers to 800 achieves
580x speedup, and parallel efficiency is 72.5%. When training RNNsearch under
large-scale scenarios, scaling the size of training workers to 800 achieves 692x
speedup, with parallel efficiency of 86.5%.
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5.2 Experimental Results

As mentioned in Sect. 2, RNNsearch-H is with twice the size of hidden states and
dimensional word embeddings of RNNsearch, the size of parameters is four times
of RNNsearch, which needs about 30 GB memory space with mini-batch size 10.
As mentioned in Sect. 4, we need 800 training nodes to reach the suitable mini-
batch size 8k on SW. Training RNNsearch-H model under large-scale training
scenarios on GPUs is unbearable for the memory bound and the limitation of
the size of server cluster.

The loss function and BLEU value are shown in Figs. 3(g) and (h). As
shown in Fig. 3(g), RNNsearch-H can converge to about the same level as model
RNNsearch. RNNsearch-H can fit well on the training dataset. As shown in
Fig. 3(g), BLEU value of RNNsearch-H can get to the same level as RNNsearch,
after training enough time, the model can have a good generalization.

6 Conclusion

In this paper, we propose architecture-oriented optimizations for memory-
intensive kernels in RNN/LSTM, exploring the parallelism in SW26010 many-
core architecture. We propose a lazy communication scheme with improved
MPI Allreduce to achieve high communication efficiency and high scalability.
We provide a distributed framework for large-scale NMT training to overlap
all of testing time for frequently validation. At last, we provide discussions and
analysis on convergence speed and generalization quality under different training
mini-batch size and get a 100-fold convergence rate with 100 training nodes, 8k
mini-batch size. We show an empirically training strategy, as well as the conver-
gence and evaluation results, of training RNNsearch-H on a large dataset with
800 training nodes, 8k mini-batch size.
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Abstract. In recent years, highly parallelized simulations of blood flow
resolving individual blood cells have been demonstrated. Simulating such
dense suspensions of deformable particles in flow often involves a parti-
tioned fluid-structure interaction (FSI) algorithm, with separate solvers
for Eulerian fluid and Lagrangian cell grids, plus a solver - e.g., immersed
boundary method - for their interaction. Managing data motion in paral-
lel FSI implementations is increasingly important, particularly for inho-
mogeneous systems like vascular geometries. In this study, we evaluate
the influence of Eulerian and Lagrangian halo exchanges on efficiency and
scalability of a partitioned FSI algorithm for blood flow. We describe an
MPI+OpenMP implementation of the immersed boundary method cou-
pled with lattice Boltzmann and finite element methods. We consider
how communication and recomputation costs influence the optimiza-
tion of halo exchanges with respect to three factors: immersed boundary
interaction distance, cell suspension density, and relative fluid/cell solver
costs.
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1 Introduction

High-resolution computational simulations of blood flow have been employed
to study biomedical problems such as malaria [7], thrombosis [28], and sickle-
cell anemia [16]. However, as simulations are scaled from microvasculature to
mesovasculature, the problem size demands efficient and scalable parallel fluid-
structure interaction algorithms. As reviewed by [12], one of the most popu-
lar fluid-structure interaction algorithms in this space is the immersed bound-
ary (IB) method. The IB method is often implemented as a partitioned fluid-
structure interaction scheme, with separate solvers for the fluid and cells. Char-
acterized by a time-invariant Eulerian fluid lattice and body-fitted Lagrangian
meshes for the cells, the IB method transfers data between the fluid and cell
grids using smoothed discrete delta functions [17,20]. While maintaining sepa-
rate Eulerian and Lagrangian grids provides distinct advatanges (e.g., avoiding
remeshing), it also complicates parallelization in a distributed-memory environ-
ment. In this study, we introduce a scalable IB framework for a hemodynam-
ics application and explore how model parameters influence the cost of halo
exchange and recomputation in the IB method.

Parallelization of the IB method for blood flow has several components.
Depending on the method, the fluid solver requires at least a halo exchange. Like-
wise, the movement of blood cells across MPI domains must also be accounted
for. Additionally, due to the diffusivity of the IB interface, the IB method inter-
action of the cell and fluid grids must also be parallelized. This halo exchange for
the IB method is particularly interesting: because the IB method can transfer
data between the fluid and cell grids, these Lagrangian and Eulerian data are
effectively equivalent. Consequently, in principle, either could be communicated
on the halo. For notational simplicity, we will denote as Lagrangian and Eulerian
communication the transfer of the eponymous types of data.

Implementations of the IB method with distributed-memory parallelism orig-
inate with the work of [25] and [8]. While differences necessarily exist between
continuous and direct forcing immersed boundary methods, the general chal-
lenges related to Lagrangian and Eulerian grids remain similar. In these and
subsequent frameworks, the domain decomposition and requisite communica-
tion of IB-related data take various forms. To reduce or eliminate the movement
of IB structures between tasks, [8] and [26] use separate domain decomposi-
tions for Eulerian and Lagrangian data and perform Eulerian communication of
IB-related data. In contrast, the majority of implementations have used coin-
cident domain decompositions for the fluid and structure. These schemes typi-
cally employ Lagrangian communication on a halo region (e.g., [18,24,25,27,29]).
Eulerian communication over a halo region was judged prohibitively expensive
for coincident domain decompositions [6]. More recently, a hybrid parallelization
approach has improved load balance of the IB-related workload [19].

Intuitively, the optimal communication arrangement is expected to depend
on particular details of the physical system being modeled. For instance, in the
implementations discussed above, the IB structures being considered range from
a suspension of point particles to a set of small cells to a single large mem-
brane. Algorithmic choices would also seem to play a role: dynamic Lagrangian
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communication is inherently more complex than static Eulerian communication,
but this could be offset by smaller message sizes. Further, other aspects of the
simulations may already demand at least a basic level of Lagrangian or Eulerian
communication. Moreover, choices about communicating Eulerian or Lagrangian
data have implications for which aspects of the algorithm are fully parallelized
versus involving some re-computation on overlap regions.

In this study, we investigate the relative parallel efficiency and scaling of
Eulerian and Lagrangian communication frameworks applied to blood flow with
coincident fluid and structural domain decompositions. Simulations are con-
ducted with HARVEY, a parallel hemodynamics solver for flows in complex
vascular geometries [22]. We describe an MPI+OpenMP implementation of the
lattice Boltzmann and immersed boundary methods, coupled with finite ele-
ment models for the cell mechanics. We explore the relative costs of Eulerian
and Lagrangian communication for the force which is generated by the cell and
spread onto the surrounding fluid. We investigate the dependence of the commu-
nication and recomputation costs on three factors: the support of the immersed
boundary delta function, the density of the cell suspension, and the relative cost
of the finite element method.

2 Methods

HARVEY performs the fluid-structure interaction with the immersed boundary
method, coupling the lattice Boltzmann method for the fluid flow with a finite
element method representing blood cells. An early version of this framework
was presented in [9]. The present section extends that work by generalizing
the IB method implementation and by discussing the parallelization schemes in
depth. In the subsequent equations, we employ the convention of using lower-
and upper-case letters for Eulerian and Lagrangian quantities, respectively.

2.1 Lattice Boltzmann Method for Fluid Flow

The Navier-Stokes equations governing continuum-level fluid flow are solved with
the lattice Boltzmann method (LBM), which represents the fluid with a distri-
bution function f of fictitious particles moving about a fixed Cartesian lattice
[4]. The quantity fi represents the component of the distribution with discrete
velocity ci. For the D3Q19 velocity discretization used here, 18 of the 19 velocity
vectors ci point to nearest-neighbor lattice positions and remaining stationary
velocity points to the same lattice position. The lattice Boltzmann equation for
a fluid subject to an external force takes the form

fi(x + ci, t + 1) = (1 − 1
τ

)fi(x, t) +
1
τ

feq
i (x, t) + hi(x, t) (1)

for lattice position x, timestep t, external force distribution hi, equilibrium dis-
tribution feq

i , and relaxation time τ . Without loss of generality, we assume the
LBM spatial (dx) and temporal (dt) steps equal to unity.
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The external force field g(x, t) is incorporated into the collision kernel – the
right-hand side of Eq. 1 – in two steps [10]. First, the moments of the distribution
function, density ρ and momentum ρv, are computed by the sums:

ρ =
19∑

i=1

fi ρv =
19∑

i=1

cifi +
1
2
g. (2)

From these moments, the equilibrium Maxwell-Boltzmann distribution is
approximated as

feq
i (x, t) = ωiρ

(
1 +

ci · v
c2s

+
vv : (cici − c2sI)

2c4s

)
(3)

for the standard D3Q19 lattice weights ωi and lattice speed of sound c2s = 1
3 .

Second, the external force g is converted into the force distribution hi,

hi =
(
1 − 1

2τ

)
ωi

[ci − v
c2s

+
ci · v
c4s

ci

]
· g. (4)

The lattice Boltzmann implementation in HARVEY is targeted at perform-
ing highly parallel simulations in sparse vascular geometries. To deal efficiently
with this sparsity, the fluid points are indirectly addressed and an adjacency list
for the LBM streaming operation is computed during setup. While the reference
implementation of LBM stores two copies of the distribution function, we imple-
ment the AA scheme in HARVEY, which stores a single copy of the distribution
function [1]. Other aspects of the lattice Boltzmann implementation, including
grid generation and boundary conditions, may be found in previous work [9,21].

2.2 Finite Element Methods for Deformable Cells

Each cell is described by a fluid-filled triangulated mesh, derived from successive
refinements of an icosahedron. Red blood cell membrane models include physical
properties such as elasticity, bending stiffness, and surface viscosity [11]. For
the sake of simplicity in this study, we model the cell surface as a hyperelastic
membrane using a Skalak constitutive law. The elastic energy W is computed as

W =
G

4

(
I21 + 2I1 − 2I2

)
+

C

4
I22 (5)

for strain invariants I1, I2, and for shear and dilational elastic modul G and
C, respectively [14]. We consider two common continuum-level finite element
methods for the structural mechanics of deformable cells in blood flow. First, by
assuming the displacement gradient tensor is constant over a given triangular
element, the forces arising from the deformation of the triangular element can be
computed using only the three vertices of the triangle [23]. This method is simple,
efficient, and widely implemented but may be limited with respect to stability
and extensibility. Second, subdivision elements have been used to develop more
stable and extensible models, but require using a ‘one-ring’ of 12 vertices to
compute the strain on a triangular element [3,5,15]. Compared with the simple
model, the subdivision model is much more computationally expensive.
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2.3 Immersed Boundary Method for Fluid-Structure Interaction

The Eulerian fluid lattice is coupled with the Lagrangian cell meshes by the
immersed boundary method (IB) using a standard continuous forcing approach.
Developed to model blood flow in the heart, the IB method uses discrete delta
functions δ to transfer simulation data between the two grids [20]. Three com-
putational kernels are involved in each timestep of the IB method: interpolation,
updating, and spreading. At a given timestep t, the velocity V of the cell vertex
located at X is interpolated from the surrounding fluid lattice positions x:

V(X, t) =
∑

x

v(x, t) δ(x − X(t)). (6)

The position X of the cell vertices is updated using a forward Euler method

X(t + 1) = X(t) + V(t), (7)

by the no-slip condition. With the cell having been translated and deformed by
the fluid, the elastic response to cell deformation is computed according to either
method discussed in the previous section. The Lagrangian force G is ‘spread’
from cell vertices onto the surrounding fluid lattice positions,

g(x, t) =
∑

x

G(X, t) δ(x − X(t)) (8)

which defines the external force g(x, t) acting on the fluid.
The support of the delta function, which we denoted by the symbol φ, deter-

mines the interaction distance between the Eulerian and Lagrangian grids. Sup-
port is measured by the number of Eulerian grid points in a given physical
dimension which may influence or be influenced by a given IB point. For a given
vertex, the delta function is computed for each dimension at each fluid point
within the finite support, using the single-dimension distance r ≥ 0 from the
fluid point to the IB vertex. This corresponds to 8, 27, and 64 fluid points per
IB vertex for delta functions with 2, 3, and 4 point support, respectively. The
support of the delta function influences on simulation stability and accuracy,
with certain supports being favorable for particular applications [14,20]. We
consider three delta functions, where the index i indicates whether the distance
r ≥ 0 is taken in the x, y, or z direction.

Delta function support φ = 2:

δi(r) =

{
1 − r if r ≤ 1
0 if r > 1

(9)

Delta function support φ = 3:

δi(r) =

⎧
⎪⎪⎨

⎪⎪⎩

1
3

(
1 +

√
1 − 3r2

)
if r ≤ 1

2

1
6

(
5 − 3r −√−2 + 6r − 3r2

)
if 1

2 < r ≤ 3
2

0 if r > 3
2

(10)
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Delta function support φ = 4:

δi(r) =

{
1
4

(
1 + cos(π

2 r)
)

if r ≤ 2

0 if r > 2
(11)

We note that computational expense of the interpolation and spreading opera-
tions varies with the number of vertices, the complexity of the delta function and
the number of fluid point within the support. The latter factor is exacerbated
when the fluid points are not directly addressed, such as the indirect addressing
in this study. Unlike the static adjacency list for LBM streaming, the dynamic
set of fluid points falling within the support of a given IB vertex varies in time.
Consequently, a lookup operation must be performed for each fluid point in the
support to identify the memory location for the Eulerian velocity or force data
with which it is associated. As the indirect addressing scheme is not random but
has limited local patterns, it can be advantageous for larger φ to guess-and-check
a subset of lookups and, if successful, interpolate between them.

2.4 General Parallelization Framework

The simulation domain is spatially decomposed among tasks into rectangular
cuboid bounding boxes. Forming a partition of the vascular geometry, the bound-
ing boxes for the Eulerian fluid domain and Lagrangian cell domain are coin-
cident. The boundary between two bounding boxes is located exactly halfway
between the last fluid point belonging to each bounding box. Based on [18],
communication between tasks is governed by a hierarchy of overlapping halos
on which Lagrangian or Eulerian communication is performed. When the halo
of a task overlaps with the bounding box of another task, the latter task is con-
sidered a ‘neighbor’ of the former task with respect to this halo and vice versa.
For linguistic convenience, fluid points and IB vertices which are and are not
located within the task bounding box will be denoted as ‘owned’ and ‘shared’,
respectively, from the task’s perspective. Analogously, a cell is considered to be
owned or shared based on the position of the unweighted average of its vertices.
An example of the bounding box decomposition in shown in Fig. 1.

Fig. 1. Example of domain decomposition, with cells coloured by the bounding box to
which they below. Dotted lines indicate halo for the green task.
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Fluid Halo: A halo of fluid points is placed around the task bounding box, with
a two-fold purpose. First, a single point-wide halo may be used to communicate
LBM distribution components which will stream into the bounding box in the
subsequent timestep. Second, by setting the halo width to �φ

2 �, the IB interpo-
lation operation may be computed locally for all owned vertices. As δi( 32 ) = 0
in Eq. 10, we have a single point-wide fluid halo for φ = 2 and 3, but a two
point-wide fluid halo for φ = 4.

Cell Halo: A halo for cells is placed about the task bounding box in order to
facilitate IB-related computation. In contrast to [18], a shared cell in a halo is
a complete and fully updated copy of the cell. The width of this halo is set to
�φ
2 � + r, in which r is the largest cell radius expected in the simulation. This

width ensures that all vertices which may spread a force onto a fluid point owned
by the task are shared with the task. That is, if forces were known on cells within
the halo, spreading may be computed locally for all owned fluid points.

2.5 Lagrangian and Eulerian Communication for IB Spreading

Algorithm 1 shows the basic coupling of fluid solver and finite element solver
with the immersed boundary method for a serial code. To explore the options
of communicating Eulerian or Lagrangian data, we focus on the parallelization
of the last two steps: the finite element method (FEM) to compute forces at
vertices of the cells and the IB spreading operation, in which forces defined at
cell vertices are spread onto the fluid lattice. Two general approaches are possible
for handling the communication at task boundaries.

Algorithm 1. FSI workflow
1 LBM: Collision and streaming
2 IB: Interpolate velocity of cell vertices
3 IB: Update position of cell vertices
4 FEM: Compute forces on cell vertices
5 IB: Spread forces onto fluid domain

First, Lagrangian data – the forces defined at cell vertices – can be commu-
nicated, as depicted in Fig. 2. This allows for the finite element method to be
computed in a conservative manner. In our implementation, tasks run the finite
element method over cells which they own. Forces defined at vertices within
another task’s halo are then communicated, which allows each task to perform
the spreading operation locally. However, recomputation occurs when multiple
tasks perform the spreading operation for vertices located near task boundaries.

Second, Eulerian data – the forces defined on the fluid grid – can be com-
municated instead, as depicted in Fig. 3. We compute the forces at all owned
vertices, which leads to recomputation for finite elements which include vertices
owned by two tasks. The forces of a task’s owned vertices are spread onto owned
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Fig. 2. Lagrangian communication for the IB spreading operation for φ = 2. First
(left), the Lagrangian force is computed on the owned IB vertex (black circle) by the
upper task and communicated to the same vertex (yellow circle) on the lower task.
Second (right), the IB spreading operation (red box) is performed for this vertex by
both tasks. Solid blue lines indicate fluid grid points owned by the task, dash blue line
denotes fluid points on the halo, and the dotted line represents the boundary between
tasks. (Color figure online)

Fig. 3. Eulerian communication for the IB spreading operation for φ = 2. First (left),
the upper task computes the Lagrangian force on the owned vertex (black circle) and
perform the IB spreading operation (red box). Second (right), the upper task commu-
nicates the Eulerian forces to the same fluid grid points (yellow box) on the lower task.
Solid blue lines indicate fluid grid points owned by the task, dash blue line denotes
fluid points on the halo, and the dotted line represents the boundary between tasks.
(Color figure online)

and halo fluid points, which is a conservative operation. Finally, a halo exchange
is performed for forces on fluid points adjacent to and located on the halo.

3 Results

3.1 Simulation Setup

The fluid domain is assumed to be cylindrical, representing an idealized blood
vessel. A variety of approaches exist for generating dense suspensions of red blood
cells or other suspended bodies. In the context of blood flow, the density of the
suspension – the volume percentage of red blood cells in blood – is referred
to as the hematocrit (Hct) level. Iterative schemes for packing rigid [30] and
deformable [13] red blood cells have been demonstrated to achieve physiological
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hematocrit levels. To avoid the additional startup and parallelization cost of
such a scheme, we perform dense packing of minimally enclosing ellipsoids in
a cubic geometry using an external library [2]. The cubic arrangement is used
to periodically ‘tile’ the vascular geometry during preprocessing and red blood
cells meshes are initialized within ellipsoids. A warmup period is necessarily
required before a well-developed flow is realized but other schemes incur similar
costs [30]. In subsequent simulations, we completely tile the geometry with a
dense red blood cell suspension and, if necessary, randomly remove cells until
the desired hematocrit is achieved. A small example of a dense cell suspension
in a vascular geometry is shown in Fig. 4.

Fig. 4. Example image of red blood cells at a bifurcation in a vascular geometry. Cells
are colored by vertex velocity. (Color figure online)

Runs are conducted on two different architectures, Intel Broadwell and IBM
Blue Gene/Q. Part of the Duke Computer Cluster (DCC), the Broadwell system
is a cluster with two Intel Xeon E5-2699 v4 processors per node and 56Gb/s
Mellanox Infiniband interconnect, using 32 MPI ranks per node and 2 OpenMP
threads per rank. The LLNL Blue Gene/Q system Vulcan has a Power BQC 16C
on each node and custom interconnect, and is used with 16 MPI ranks and 4
OpenMP threads per rank. In the subsequent sections, we investigate single node
performance and scaling across multiple nodes. For single node performance on
Intel, we study a cylindrical geometry with a radius of 197µm, which includes
approximately 900,000 red blood cells when packed at 43% hematocrit. Due to
the limited memory available on a Blue Gene/Q node, we use a scaled cylinder
with a radius of 99µm and approximately 100,000 red blood cells. For weak
scaling across nodes, we consider progressively larger cylinders which maintain
the same number of red blood cells per node when densely packed.
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3.2 Comparing Lagrangian and Eulerian Communication On-Node

In this section, we compare the efficiency of Lagrangian and Eulerian communi-
cation methods from Sect. 2.5 for performing the IB spreading operation. Accord-
ingly, we focus on the three components of the simulation related to this task
(the finite element model, IB spreading itself, and pertinent communication) and
consider the runtime of these three components, rather than the runtime of the
entire simulation.

An important difference between the two communication schemes is the
amount of data to be transferred. For the Lagrangian scheme, communication
size will be dependent by the number of cells located near to task boundaries.
Assuming a non-pathological distribution of cells, this will vary with the density
of cells in the flow or Hct. In contrast, the Eulerian scheme will have a uniform
communication size independent of Hct. Further, the communication pattern for
the Eulerian scheme is time-independent, while bookkeeping may be necessary
to update the Lagrangian scheme as cells move and deform. In Fig. 5, we observe
the intuitive result: runtime for Eulerian communication time is constant while
the Lagrangian communication time varies directly with hematocrit.

Fig. 5. Communication time for Lagrangian and Eulerian schemes for a DCC (Broad-
well) node at left and a Vulcan (Blue Gene/Q) node at right. Communication times
are measured in seconds and are normalized by the value of the Lagrangian scheme for
φ = 2 and Hct=5.

The size of the data to be transferred will also depend on the support of the
delta function. For φ = 4, the fluid halo increases to two grid points. This effec-
tively doubles the amount of communicated data for the Eulerian scheme relative
to the single grid point halo for φ = 2 or 3. While the amount of Lagrangian
data to be communicated is somewhat higher for φ = 4, we observe in Fig. 5 that
this increase is considerably more modest. Additionally, while hematocrit value
at which Eulerian scheme begins to outperform is roughly similar between the
two architectures, this cross-over value is consistently approximately 5% higher
on Vulcan (Blue Gene/Q).

However, the merits of the two communication schemes also have to be judged
in the context of the recomputation required and its impact on overall runtime.
Figure 6 shows how the significance of recomputation varies not only with the
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Fig. 6. For φ = 2, we compare runtime on a DCC (Broadwell) node as a function of
Hct for Lagrangian (left bar) and Eulerian (right bar) communication. Runtimes are
measured in seconds and, for a given Hct, are normalized by the Lagrangian runtime.
Left and right images show simple and subdivision finite element models, respectively.

communication scheme but also with the finite element model. As discussed
above, the IB spreading operation performs expensive lookup operations when
used with an indirectly addressed fluid grid. When paired with an inexpensive
finite element model, we observe that the IB spreading recomputation performed
by the Lagrangian scheme in the spreading operation becomes expensive relative
to the finite element recomputation of the Eulerian scheme. As a result, the
Eulerian scheme outperfoms in this framework, even at the low hematocrit values
for which the communication cost exceeds than of the Lagrangian scheme.

Conversely, this situation is reversed for the subdivision finite element model.
Due to the high computational expense of this model, the recomputation when
computing forces on the cells exceeds that of the IB spreading operation. The
Lagrangian scheme consequently proves more efficient for higher hematocrit val-
ues, with communication costs for either scheme being relatively inconsequential.
This result is also relevant to other approaches for modeling cell mechanics, such
as discrete element methods, which have reported that the force computation
kernel is responsible for the majority of their runtime [18].

In summary, we observe that both communication and recomputation are
associated with the relative performance of Lagrangian and Eulerian communi-
cation schemes. Looking solely at communication time, the Eulerian communica-
tion scheme clearly outperform its Lagrangian counterpart at the hematocrit val-
ues typical of blood flow. This advantage is most significant for smaller immersed
boundary supports but remains even for φ = 4. This result for a high density
of immersed boundary vertices serves as a complement for the experience of [6],
who found performing Eulerian communication was inefficient for a simulation
with φ = 4 and a density of immersed boundary vertices comparable to 10% Hct.
However, we also find that the disparity between the cost of the finite element
and spreading operations may render recomputation a more important factor
than communication cost in determining the more efficient scheme, especially at
higher cell densities.
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3.3 Weak Scaling

As the purpose of a distributed memory parallelization scheme is to enable large
simulations which require multiple nodes, the scalability of a communication
scheme is also important. In contrast to the previous section, we now consider the
scalabity of the full simulation, rather than the kernels and communication which
differed in the Lagrangian and Eulerian communication schemes. Figure 7 shows
weak scaling at 43% hematocrit for φ = 2, 3, and 4 and using the simple finite
element model. For weak scaling, we increase the problem size proportionately
with the number of tasks, maintaining the same amount of work per task over
successively larger task counts. To measure weak scalability, we normalize all
runtimes by the runtime at the lowest task count.

Fig. 7. Weak scaling for φ = 2, 3, and 4 for DCC (Broadwell) in the top row and
Vulcan (Blue Gene/Q) in bottom row

We observe broadly similar performance with the two architectures, although
DCC (Broadwell) benefits from the much larger problem size per node. On both
architectures, we observe a drop in performance between 32 and 64 tasks due to
the maximum number of neighboring tasks being first encountered on the latter
task count. A similarly marginal gain occurs with the Eulerian communication
scheme for the IB spreading operation, which outperformed for this parameter
set on a single node and maintains this modest advantage when the problem is
weakly scaled across nodes. However, the primary influence on scalability comes
from the delta function support, as performance with φ = 4 is limited by larger
communication and recomputation times due to the larger halo. In contrast,
weak scaling remains around 89% parallel efficiency for φ = 2 and 3.

3.4 Discussion

In this study, we investigate the factors influencing the performance of
halo exchange for the immersed boundary method in the context of the
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hemodynamics application HARVEY. Focusing on the on-node performance of
the IB spreading operation, we compare Lagrangian and Eulerian communica-
tion frameworks. In this comparison, the purpose is not to propose an optimal
configuration based on our application, but to provide a starting point for evalu-
ating IB method parallelization options for a given physical problem and model.

With respect to purely communication-related costs, we find that the intu-
itive cross-over for more efficient Eulerian than Lagrangian communication for
the IB spreading operation occurred for a density of IB vertices relevant to many
applications including blood flow. For physiological values of red blood cell hema-
tocrit, Eulerian communication may provide an improvement, regardless of the
delta function support. Conversely, for lower IB vertex densities and φ = 4, we
agree with the assertion of [6] that Eulerian communication may not be an effi-
cient scheme. However, the exact cross-over point will nonetheless be variable:
on systems with limited memory per node, like the Vulcan Blue Gene/Q, we
see the hematocrit cross-over point, at which Eulerian scheme outperforms the
Lagrangian, to be about 5% higher than the larger Broadwell nodes on the DCC
cluster.

However, we find that communication costs must also be assessed in the
context of the required recomputation. The support of the delta function and
relative cost of the IB spreading and finite element model will influence the
relative costs of communication and recomputation. We observe that while larger
delta function support sizes necessarily increase compute costs, the additional
communication costs may be modest relative to factors like recomputation. In
future work, we plan to extend this study of immersed boundary halo exchange to
simulations on heterogeneous CPU-GPU compute nodes, where the differences
in recomputation and data motion cost are expected to become more significant.
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Abstract. When a high population immunity already exists for a dis-
ease, heterogeneities, such as social contact behavior and preventive
behavior, become more important to understand the spread of this dis-
ease. Individual-based models are suited to investigate the effects of
these heterogeneities. Measles is a disease for which, in many regions,
high population immunity exists. However, different levels of immunity
are observed for different age groups. For example, the generation born
between 1985 and 1995 in Flanders is incompletely vaccinated, and thus
has a higher level of susceptibility. As time progresses, this peak in sus-
ceptibility will shift to an older age category. Simultaneously, suscepti-
bility will increase due to the waning of vaccine-induced immunity. Older
generations, with a high degree of natural immunity, will, on the other
hand, eventually disappear from the population. Using an individual-
based model, we investigate the impact of changing age-dependent immu-
nity levels (projected for Flanders, for years 2013 to 2040) on the risk for
measles outbreaks. We find that, as time progresses, the risk for measles
outbreaks increases, and outbreaks tend to be larger. As such, it is impor-
tant to not only consider infants when designing strategies for measles
elimination, but to also take other age categories into account.

Keywords: Individual-based modeling · Epidemiology · Measles ·
Immunity

1 Introduction

Over the last decade, individual-based models have become increasingly pop-
ular within the domain of epidemiology [25]. In such a model, each individual
is represented as a unique entity, thus offering the advantage of being able to
c© Springer Nature Switzerland AG 2019
J. M. F. Rodrigues et al. (Eds.): ICCS 2019, LNCS 11536, pp. 456–467, 2019.
https://doi.org/10.1007/978-3-030-22734-0_33

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-22734-0_33&domain=pdf
https://doi.org/10.1007/978-3-030-22734-0_33


Future Ramifications of Age-Dependent Immunity Levels for Measles 457

model different levels of heterogeneity within a population. This makes it pos-
sible to incorporate system properties emerging from the unique behavior of
several thousands or millions of individuals. Examples of heterogeneities that
may be of importance for epidemiological models are social contact behavior,
susceptibility, and preventive behavior - such as vaccination. Heterogeneity is
especially important in the case of emerging diseases and diseases for which a
high population immunity already exists [3].

This is true for measles, a vaccine-preventable disease that - at the moment
- mainly affects young children and still caused approximately 110 000 deaths
worldwide in 2017 [26]. Understandably, an important goal that the WHO has
set is the global eradication of measles. To reach this goal, the WHO proposes a
target vaccination coverage with two doses of the vaccine of 95% of children in
a country, to ensure the entire population is protected from outbreaks through
herd immunity [27]. As such, focus is often placed on the immunization of infants
and young children.

However, older age groups are often ignored when estimating the risk for
measles outbreaks and planning for their prevention [11]. In Belgium, the vac-
cine against measles was included in the basic vaccination scheme in 1985 [5].
Individuals born before this date have often been infected with measles in the
past. As it is assumed that individuals who survive a measles infection acquire
lifelong immunity, this age group is expected to have a high level of immunity.
This was confirmed by a recent serological survey conducted in Belgium [20].

However, the generation born between 1985 and 1995 is incompletely vac-
cinated as a result of the introduction period of the vaccine [5]. In the future,
their immunity level is expected to decrease, due to waning of vaccine-induced
immunity. Recent multi-country surveys confirm that a growing fraction of sus-
ceptibles to measles are adolescents and young adults, indicating the need to
focus on these age groups when planning for measles elimination [2,21,22]. This
is also the conclusion of a study which aimed to determine age-dependent suscep-
tibility to measles in Japan [14]. They conclude that supplementary vaccination
for adults between 20 and 49 years old would be useful to prevent future out-
breaks of measles.

The decades after the vaccine was introduced, uptake steadily increased -
thus lowering the number of individuals susceptible to measles. This, in turn,
led to a decrease in measles infections. Because of this, in combination with
the aging of the generation born before the introduction of the vaccine, natural
immunity has become less frequent. As of 2016, 96.2% of infants in Flanders,
Belgium are vaccinated with the first dose of the MMR vaccine [4]. However,
due to false reports on side-effects of the MMR (Measles - Mumps - Rubella)
vaccine, vaccination levels have recently been declining in several countries -
putting them at risk for dropping below the 95% immunization target [13].

The combination of these factors makes it necessary to look at the impact
of different vaccination levels for different age groups on the risk of measles
outbreaks, today as well as in the future. This is highlighted by a new analysis,
which takes into account age-dependent social contact patterns to estimate herd
immunity thresholds for different age categories [10].
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A recent study [12] investigated how immunity levels for different age groups
in Flanders could change in the future. They predict that, as a result of the
factors described above, not only will age-dependent immunity levels shift in the
future, but overall susceptibility to measles will also be higher. An individual-
based model is particularly suited to investigate the impact of changing immunity
levels in the future, because it is possible to model person-to-person interactions
that differ based on age and on context of the interaction (e.g. schools, work-
places, daycare centers).

In this paper, we extend the individual-based model Stride [15] to include age-
dependent immunity levels. We investigate the impact on outbreak occurrence
and outbreak size of the shifting age-dependent immunity levels in Flanders for
6 different years from 2013 to 2040. We show that, as time progresses, the risk
for a measles outbreak in Flanders increases, as does the predicted size of such
an outbreak. Furthermore, in addition to infants, other age-groups experience a
growing risk for measles infection.

2 Methods

We used Stride, an individual-based simulator for the transmission of infectious
diseases [15]. Stride is a stochastic model: processes such as contacts between
individuals and disease transmission have a probabilistic component. Further-
more, Stride is designed to be very versatile. By using different input files, it
is possible to run simulations for a multitude of populations and diseases. The
core logic of Stride is implemented in C++, making it highly portable and open
to performance-optimization [23]. Finally, Stride is developed as an open-source
project: its code can be found in a public Github repository [6]. More informa-
tion about the structure and internal logic of Stride can be found in a previous
publication [15].

We modified Stride to implement age-dependent immunity levels. Before the
beginning of the actual simulation, the population is set up. During this process,
each individual in the population is marked either susceptible or immune to the
simulated disease. We use a target fraction of immune individuals for each age
between 0 and 99 years. The unit of the age categories is one year. For each age
category, we first calculate the target number of immune individuals, based on
the immunity level and the total number of individuals in the age category. Next,
we check for each randomly drawn person, whether the age bracket to which
they belong contains enough immune individuals. If it does not, we mark the
selected individual ‘immune’ and continue to randomly draw another individual
from the population. We continue this process until all age brackets contain the
target number of immune individuals.

We ran simulations for 6 different years from 2013 to 2040 (2013, 2020, 2025,
2030, 2035, 2040). The age-dependent immunity levels for each year that we used,
were based on results from [12], and were obtained through personal communica-
tion with the authors. We received projections of immunity levels for the years
mentioned above, for 500 municipalities in Belgium. To obtain the immunity
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levels that we used for our simulations, we took the average fraction of immune
individuals for each age category over 500 bootstrap runs for all municipalities.
All municipalities were treated the same: size differences between municipalities
were not taken into account in calculating the mean immunity level per age
category.

For comparison, we also ran simulations for each of the six calendar years
using a constant immunity level which was identical over all age categories. The
immunity levels used for these simulations were based on averages obtained from
previous simulations that used age-dependent immunity levels. An overview of
the average immunity level per simulated calendar year can be found in Table 1.

Immunity data for ages 0 to 85 years was available. Since Stride includes
individuals up to 99 years of age, immunity levels for ages between 86 and
99 years were assumed to be the same as the immunity level for 85 year olds.
Age-dependent susceptibility levels (1 - fraction of immune individuals in age
category) that were used for each examined year can be seen in Fig. 1 (left).

The population we use consists of 600 000 individuals, representing a sample
of the total population of Flanders - which consists of about 6 million people.
The synthetic population is made up out of reference households, obtained from
a survey in 2010–2011 [24]. Geographic distribution of these households is based
on 2001 census data. Children are assigned to a daycare (0–2 years old), preschool
(3–5 years old), primary (6–11 years old), secondary (12–17 years old) or tertiary
(18–23 years old) school based on enrollment statistics acquired from Eurostat
[8]. Adults (18–64 years old) are assigned to a workplace based on age-specific
employment data and aggregated workplace size data from Eurostat and com-
muting data from the 2001 census. To account for general contacts, all individuals
are also assigned to two ‘communities’. One of these represents the general con-
tacts made during the week, while the other represents those made during the
weekend. We distinguish these two types of community for two reasons. Firstly,
different contact rates apply for weekdays and weekend days. Secondly, by let-
ting individuals make general contacts within two different communities, we are
able to model the movement of an infectious disease between communities. Each
community consists of 1000 individuals on average, which is in line with the size
of communities used in a previous model [7].

The population is closed, meaning that no individuals are born or die over
the course of the simulation. The contact rates that determine the probability of
a contact occurring between two individuals of certain ages at a given location
are based on data from a social contact survey in Flanders [24]. Separate social
contact patterns are used for weekdays and weekend days. Holidays - both school
and regular - are not taken into account.

We ran each simulation for 730 time-steps, which corresponds to 2 simu-
lated years. This was done to allow each epidemic to run its course, until no
more new infections were being recorded. At the beginning of each simulation,
a single individual in the population is selected, and their health status is set
to ‘infected’. The natural history of the disease was modeled as follows. At the
beginning of a simulation, it is determined for each individual how long it takes
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until they become infectious after becoming infected, how long it takes until
they become symptomatic and finally, how long it takes for them to recover.
Each of these durations is drawn from a distribution. Incubation periods are
sampled from a lognormal distribution with median 12.5 and dispersion 1.25
[16]. After this period, individuals become infectious, which lasts 6 to 8 days [1].
After either 2 or 3 days of being infectious but asymptomatic, individuals begin
to experience symptoms of their disease. This symptomatic period, during which
persons stay at home and thus only make contacts within their household, lasts
6 to 8 days. In our model, we assume that each infected individual eventually
becomes symptomatic.

When an infected individual has a contact with a susceptible individual, a
chance for disease transmission exists. The probability for such a transmission
event is calculated from the basic reproduction number R0, which is supplied as
an input parameter. For each calendar year that we simulated between 2013 and
2040, we tested input values of R0 between 12 and 18, as the basic reproduction
number for measles is commonly estimated to be in this range [9].

The relation between R0 and the transmission probability was estimated by
fitting a function to data resulting from a large number of simulations [7]. We
tested 21 values for the transmission probability between 0 and 1, and started
simulations on 7 different days of the week, to account for different contact
rates during weekdays and weekend days. To obtain stable results, we ran 150
stochastic simulations for each of these scenarios, resulting in a total of 22050
runs.

At the beginning of each simulation, one infected individual was introduced
into the population. All other individuals in the population were initialized as
susceptible. Other parameters were identical to those used in the experiments
described in this paper.

During each simulation, we tracked the number of secondary cases one
infected individual caused in the completely susceptible population. We fitted
the data-points we obtained to a quadratic function using the ‘polyfit’ method
from the numpy Python package [17]. As such we derived the formula in Eq. (1).

R̂0 = 0 + 32.862 ∗ P (transmission) − 6.184 ∗ P (transmission)2 (1)

Before the beginning of the simulation, after the population has been set up,
we record for each individual their age in years and whether or not they are
susceptible to the simulated disease. During each time-step of the simulation -
which corresponds to one day - we keep track of how many individuals have been
infected until then. This also includes individuals who have since recovered from
the disease.

We executed 200 stochastic simulation for each combination of calendar year
and R0. Seeds to initiate our random number generator were generated from
a non-deterministic, machine-specific source. To improve performance, several
simulations were run in parallel, using the Python environment we created for
Stride and the Python ‘multiprocessing’ package [19]. All simulations were run
on a Linux machine, using 8 cores (16 threads).
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3 Results

From the information on each individual’s susceptibility, recorded at the begin-
ning of every simulation, we calculated average age-dependent susceptibility lev-
els. These are displayed in Fig. 1 (b), and are very close to the projected levels
for each year, which are shown in Fig. 1(a). We observe that in 2013, there is
a peak in susceptibility for individuals between - roughly - 18 and 28 years old,
the generation born between 1985 and 1995. As time progresses, this peak shifts
to an older age group. It also increases in height, as a result of the waning of
vaccine-induced immunity. Vaccination coverage for infants and children remains
stable.

We did the same for the simulations using uniform immunity levels for all age
categories, the results of which can be seen in Fig. 1(c). The uniform immunity
levels that were used for calendar years 2013–2040 can be found in Table 1. We
see that, due to the number of individuals having natural immunity decreasing

Fig. 1. Upper left (a): the projected fraction of susceptibles by age (in years) for years
2013–2040. Projections were based on a previous study [12]. Upper right (b): age-
dependent susceptibility levels as observed in simulated populations for years 2013–
2040, when using age-dependent immunity levels based on (a). Lower row, middle
(c): age-dependent susceptibility levels as observed in simulated populations for years
2013–2040, when using uniform immunity levels for all age categories.
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and the waning of vaccine-induced immunity, the overall immunity lowers as
time progresses. Small variations in the oldest age categories can be attributed
to a limited number of individuals of these ages being present in the simulated
population.

Table 1. Percentage of immune individuals in the population for simulated years 2013,
2020, 2025, 2030, 2035 and 2040.

Year Percentage immune

2013 91.61%

2020 90.81%

2025 88.91%

2030 86.67%

2035 84.57%

2040 82.90%

To get an idea of how often the introduction of an infected individual in
the population leads to an actual outbreak, we first estimated an ‘extinction
threshold’. To do this, a histogram of the total number of infections at the
end of each simulation was created. In Fig. 2, an overview of the results for the
simulations with age-dependent immunity levels and R0 12 can be seen. We
created the same histogram for simulations that used a uniform immunity level
for all age categories, and for simulations with R0 values of 13, 14, 15, 16, 17
and 18. These yielded similar results, which are not shown here.

For each simulated calendar year, there is a certain fraction of runs where
the epidemic dies out without causing many - or even any - secondary infections.
We will refer to these as the extinction cases. To get a realistic idea of the size
and frequency of outbreaks when no such extinction occurs, we set an ‘extinction
threshold’. When the total number of infected cases at the end of a simulation
was higher than this threshold, we say that an outbreak occurred. Otherwise,
the run was regarded as an extinction case. Using the results shown in Fig. 2 and
similar histograms for other scenarios, we set the extinction threshold at 10 000
cases. A clear division can be seen: either the number of infected cases is close
to zero, or there are at least 10 000 cases.

Using this threshold, we calculated the fraction of simulation runs for each
combination of simulated year and R0 value that resulted in an outbreak, both
for simulations using age-dependent immunity levels and for simulations using
uniform levels for all age categories. These results can be observed in Fig. 3.
We can see that the fraction of outbreak occurrences increases as time pro-
gresses. This is the case when using age-dependent immunity levels as well as
for simulations using uniform immunity levels. However, we can see that when
age-dependent immunity levels are taken into account (Fig. 3(a)) the fraction of
runs that leads to an outbreak is higher in the first simulated calendar years
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Fig. 2. Outbreak size frequencies, plotted by simulated calendar year (shown here for
R0 12 and for simulations using age-dependent immunity levels). For each simulated
year shown here, 200 stochastic simulations were run.

compared to simulations using uniform immunity levels (Fig. 3(b)). We included
results for simulations with values for R0 of 12 (blue circles) and 18 (green trian-
gles) (results for R0 12, 14, 15, 16 and 17 not shown). The increasing trend can
be observed for both R0 values shown, but is less pronounced for higher values
of R0.

We also consider the final size of outbreaks when no extinction occurred. In
Fig. 4, the distribution of outbreak sizes can be seen for simulations using age-
dependent immunity levels (a) and uniform immunity levels for all age categories
(b). In both cases, outbreak sizes increase as time progresses. However, when
taking age-dependent immunity levels into account (a), the increase in size is
slower in earlier years, and has a sharp increase from 2025 onward. On the other
hand, for simulations using uniform immunity levels for all age categories (b), the
increase in outbreak sizes is more linear. Furthermore, outbreak sizes in 2013 are
already higher in the first case (a), compared to simulations in which immunity
levels are uniform for all age categories (b). However, as time progresses the
difference between (a) and (b) becomes less pronounced.

Results for R0 values of both 12 and 18 can be observed in Fig. 4. The same
general trends can be observed for runs with R0 values of 13, 14, 15, 16 and 17,
for which the results are not shown here.
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(a) (b)

Fig. 3. Comparison of the fraction of simulation runs (out of 200) that result in an
outbreak (extinction threshold = 10 000 cases) for simulations using age-dependent
immunity levels (a) and uniform immunity levels for all age categories (b). Results
shown here for R0 12 and 18. Error bars indicate 95% percentile intervals. (Color
figure online)

(a) (b)

Fig. 4. Comparison of final outbreak sizes for simulations using age-dependent immu-
nity levels (a) and uniform immunity levels for all age categories (b), when no extinction
occurs (extinction threshold = 10 000 cases. Results here are shown for R0 values 12
and 18.

We ran a total of 16800 simulations: 200 runs for 7 values of R0 (12, 13, 14,
15, 16, 17 and 18) and 6 different simulated years (2013, 2020, 2025, 2030, 2035
and 2040), both using age-dependent immunity levels and uniform immunity
levels for all age categories. It took about 26 h to run these, using 16 workers in
the Python multiprocessing pool.
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4 Discussion

We used an individual-based model to assess the impact of changing age-
dependent immunity levels on the risk for measles outbreaks in Flanders. We
were able to use detailed projections on the immunity levels of all ages from 0
to 85 years for calendar years 2013 to 2040. Since we used an individual-based
model, we were also able to model contact rates that differed based on age and
context. By doing this, instead of assuming homogeneous mixing, we could assess
the impact of immunity levels differing by age more accurately.

We observed a difference between simulations that took into account age-
dependent immunity levels and simulations where a uniform immunity level was
assumed for all age categories. Even though average immunity levels were iden-
tical between these two scenarios for calendar years 2013 to 2040, we saw that
when we took into account age-dependent immunity levels, the predicted risk
for measles outbreaks was higher. This effect was the strongest in earlier cal-
endar years, and became less pronounced as time progressed. When assuming
uniform immunity levels for all age categories and an R0 value of 12 the prob-
ability of an outbreak occurring in 2020 is about 0.3. By contrast, when taking
into account age-dependent immunity levels, this probability increases to about
0.5. For higher values of R0, the same trend can be observed, but the effect is
less strong. This confirms that heterogeneities in the population become more
important for estimating the risk for a measles outbreak as the overall immu-
nity level of the population increases or the value of R0 decreases. As we near
the target of measles elimination, these will thus become more important when
modeling the spread of this disease.

Furthermore, when outbreaks do occur, they are expected to become larger.
This is because a larger part of the population will become susceptible to measles
over time. The difference between the case in which age-dependent immunity
levels are taken into account and when uniform immunity levels are assumed is
observable in earlier calendar years, but fades as time progresses. This suggests
that larger outbreak sizes are mainly due to a larger number of susceptibles
available in the population. The older generation, which still has natural immu-
nity, ages and dies out, while the fraction of infants and children immunized
remains stable. The immunity level of the generation born between 1985 and
1995 was already lower, and is expected to further decrease due to the waning
of vaccine-induced immunity. As such, even though the vaccination coverage of
infants and young children remains high, the overall susceptibility in the popu-
lation increases.

Regarding these results, some limitations need to be considered. First, the
population in Stride is closed. For childhood diseases such as measles, a model
in which new infants can be born into the population could yield more accurate
results. In future work, we wish to add a demographic component to Stride, that
would make this possible.

Secondly, there were a few factors that were not yet considered in the pro-
jected age-dependent immunity rates that we used. As the projections were based
on serological data collected in Belgium in 2006, only humoral immunity is taken
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into account [20]. However, recent studies [18] suggest that, in cases where there
is no humoral immunity protecting an individual, they can still be protected
against a disease through cellular immunity. As such, the projections made here
would overestimate the susceptibility for measles in the population.

Furthermore, we note that, for the projections we used, the assumption
is made that no large measles outbreaks occur until 2040, which would again
increase natural immunity. Finally, in the projections that we used, the recent
increase in vaccine hesitancy was not taken into account. Due to, among oth-
ers, false reports on side-effects of the MMR vaccine, vaccine uptake has been
decreasing in some countries [13]. This could cause an additional increase in
susceptibility, besides the one that was discussed in this paper.

When taking into account age-dependent immunity levels, we observed that,
while the immunity level for infants and young children remains stable, the
risk for a measles outbreak increases as time progresses. Moreover, the size of
such outbreaks is expected to increase. As such, it is important to consider age-
dependent immunity levels when planning for the elimination of measles. Other
age groups - besides infants and young children - should be given attention as
well when designing vaccination strategies. To increase the vaccination coverage
for individuals born between 1985 and 1995 a catch-up campaign could, for
example, be organized.

Those born between 1985 and 1995 have reached the age of becoming parents
themselves today. An opportunity would be to immunize those that were left
unvaccinated as infants when they visit a doctor for the immunization of their
own children. In future work, it could be interesting to investigate the cost-
effectiveness of such a campaign.

Finally, it would also be interesting to conduct the same research for other
vaccine-preventable diseases and other populations. Using Stride, this should be
feasible when input data on population immunity levels is available.
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Abstract. Many complex systems, both in technology and nature,
exhibit hierarchical modularity: smaller modules, each of them provid-
ing a certain function, are used within larger modules that perform more
complex functions. Previously, we have proposed a modeling framework,
referred to as Evo-Lexis [21], that provides insight to some fundamental
questions about evolving hierarchical systems.

The predictions of the Evo-Lexis model should be tested using real
data from evolving systems in which the outputs can be well represented
by sequences. In this paper, we investigate the time series of iGEM syn-
thetic DNA dataset sequences, and whether the resulting iGEM hierar-
chies exhibit the qualitative properties predicted by the Evo-Lexis frame-
work. Contrary to Evo-Lexis, in iGEM the amount of reuse decreases
during the timeline of the dataset. Although this results in development
of less cost-efficient and less deep Lexis-DAGs, the dataset exhibits a
bias in reusing specific nodes more often than others. This results in
the Lexis-DAGs to take the shape of an hourglass with relatively high
H-score values and stable set of core nodes. Despite the reuse bias and
stability of the core set, the dataset presents a high amount of diversity
among the targets which is in line with modeling of Evo-Lexis.

Keywords: Complex systems · Hierarchical structure · Optimization ·
Hourglass effect · iGEM

1 Introduction

Hierarchically modular designs enhance evolvability in natural systems [15,16,
19], make the maintenance easier in technological systems, and provide agility
and better abstraction of the system design [9,18].
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In prior work in [21], we present Evo-Lexis, a modeling framework for the
emergence and evolution of hierarchical structure in complex modular systems.
There are many hypotheses in the literature regarding the factors that contribute
to either the hierarchy or modularity properties. Local resource constraints in
social networks and ecosystems [17], modularly varying goals [7,13,14], selection
for more robust phenotypes [4,24], and selection for lower connection costs in
a network [15] are some of the mechanisms that have been previously explored
and shown to lead to hierarchically modular systems. The main hypothesis that
Evo-Lexis follows is along the lines of [15], which assumes that systems in both
nature and technology care to minimize the cost of their interconnections or
dependencies between modules. We also studied the hourglass effect via Evo-
Lexis. Informally, an hourglass architecture means that the system of interest
produces many outputs from many inputs through a relatively small number
of highly central intermediate modules, referred to as the “waist” of the hour-
glass. It has been observed that hierarchically modular systems often exhibit the
architecture of an hourglass; for reference, in fields like computer networking [2],
neural networks [10,11], embryogenesis [5], metabolism [8,23], and many others
[19,22], this phenomena is observed. A comprehensive survey of the literature
on hierarchical systems evolution, and the hourglass effect is presented in [19].

The motivation for this paper is that the Evo-Lexis model is quite general
and abstract, and it does not attempt to capture any domain-specific aspects
of biological or technological evolution. As such, it makes several assumptions
that can be criticized for being unrealistic, such as the fact that all targets have
the same length, or their length stays constant, or the fitness of a sequence is
strictly based on its hierarchical cost. We believe that such abstract modeling
is still valuable because it can provide insights into the qualitative properties of
the resulting hierarchies under different target generation models. However, we
also believe that the predictions of the Evo-Lexis model should be tested using
real data from evolving systems in which the outputs can be well represented by
sequences. One such system is the iGEM synthetic DNA dataset [1]. The target
DNA sequences in the iGEM dataset are built from standard “BioBrick parts”
(more elementary DNA sequences) that collectively form a library of synthetic
DNA sequences. These sequences are submitted to the registry of standard bio-
logical parts in the annual iGEM competition. Previous research in [3,20] has
provided some evidence that these synthetic DNA sequences are designed by
reusing existing components, and as such, it has a hierarchical organization. In
this paper, we investigate how to apply the Evo-Lexis framework in the time
series of iGEM sequences, and whether the resulting iGEM hierarchies exhibit
the same qualitative properties we observed in [21] which was solely based on
abstract target generation models. We ask the following questions in this paper:

1. How can we analyze the iGEM dataset using the evolutionary framework of
Evo-Lexis? How are the batches of targets formed? What properties of the
iGEM batches are different than Evo-Lexis’s setting?

2. When formed incrementally over the iGEM dataset, which are the architec-
tural properties of Lexis-DAGs, and why?
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2 Preliminaries

To develop Evo-Lexis, we extend the previously proposed optimization frame-
work Lexis in [20]. Lexis models the most elementary modules of the system
as symbols (“sources”) and the modules at the highest level of the hierarchy as
sequences of those symbols (“targets”). Evo-Lexis is a dynamic or evolving ver-
sion of Lexis, in the sense that the set of targets changes over time through addi-
tions (births) and removals (deaths) of targets. Evo-Lexis computes an (approx-
imate) minimum-cost adjustment of a given hierarchy when the set of targets
changes over time (a process we refer to as “incremental design”).

2.1 Lexis Optimization

Given an alphabet S and a set of “target” strings T over the alphabet S, we need
to construct a Lexis-DAG. A Lexis-DAG D is a directed acyclic graph D(V,E),
where V is the set of nodes and E the set of edges, that satisfies the following
three constraints:1 (a) Each node v ∈ V in a Lexis-DAG represents a string
S(v) of characters from the alphabet S. The nodes VS that represent characters
of S are referred to as sources, and they have zero in-degree. The nodes VT

that represent target strings T = {t1, t2, . . . , tm} are referred to as targets, and
they have zero out-degree. V also includes a set of intermediate nodes VM , which
represent substrings that appear in the targets T . So, V = VS∪VM ∪VT . (b) Each
node in VM ∪ VT of a Lexis-DAG represents a string that is the concatenation
of two or more substrings, specified by the incoming edges from other nodes to

a b
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1 7 bbb
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1 23
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Fig. 1. Illustration of the Lexis-DAG for a single target T = {abbbbbba} and sources
S = {a, b}. Edge-labels indicate the occurrence indices: (a) A valid Lexis-DAG having
both minimum number of concatenations and edges. (b) An invalid Lexis-DAG: two
intermediate nodes are re-used only once. (c) An invalid Lexis-DAG: the top-layer
string is not equal to the concatenation of its two in-neighbors (best viewed in color).
(Color figure online)

1 To simplify the notation, even though D is a function of S and T , we do not denote
it as such.



Evolution of Hierarchical Structure and Reuse in iGEM Synthetic DNA 471

that node. Note that there may be more than one edge from node u to node
v. (c) A Lexis-DAG should only include intermediate nodes that have an out-
degree of at least two, ∀v ∈ VM , dout(v) ≥ 2 for a more parsimonious hierarchical
representation. Figure 1 illustrates the concepts introduced here.

The Lexis Optimization Problem. The Lexis optimization problem is to
construct a minimum-cost Lexis-DAG for the given alphabet S and target strings
T . In other words, the problem is to determine the set of intermediate nodes VM

and all required edges E so that the corresponding Lexis-DAG D is optimal in
terms of a given cost function C(D). This problem can be formulated as follows:

min(E,VM ) C(D)
s.t.D = (V,E) is a Lexis-DAG for S and T

where C(D) = E(D) =
∑

v∈V

din(v) = |E|
(1)

A natural cost function, as investigated in previous work [20], is the number
of edges in the Lexis-DAG. The edge cost to construct a node v ∈ V is defined as
the number of incoming edges required to construct S(v) from its in-neighbors,
which is equal to din(v). The edge cost of source nodes is obviously zero. The
edge cost E(D) of Lexis-DAG D is defined as the edge cost of all nodes, which
is equal to the number of edges in D. With edge cost, the problem in Eq. (1) is
NP-Hard [20]. This problem is similar to the Smallest Grammar Problem (SGP)
[6] and in fact its NP-Hardness is shown by a reduction from SGP [20].

We solve the Lexis optimization problem in Eq. (1) with a greedy heuristic,
called G-Lexis [20]. G-Lexis starts with the trivial flat Lexis-DAG, and at each
iteration it chooses the substring ξ that maximally reduces the edge cost, when
it is added as a new intermediate node to the Lexis-DAG and the corresponding
edges are rewired by its addition.

Path-Centrality and the Core of a Lexis-DAG. After constructing a Lexis-
DAG, an important question is to rank the constructed intermediate nodes in
terms of significance or centrality. More formally, let PD(v) be the number of
source-to-target paths that traverse node v ∈ VM ; we refer to PD(v) as the
path centrality of intermediate node v. Path centrality can be computed as:
P (v) = PS(v)PT (v) where PS(v) is the number of paths from any source to v,
and PT (v) is the number of paths from v to any target.2

An important follow-up question is to identify the core of a Lexis-DAG,
i.e., a set of intermediate nodes that represent, as a whole, the most important
substrings in that Lexis-DAG. Intuitively, we expect that the core should include
nodes of high path centrality, and that almost all source-to-target dependency
chains of the Lexis-DAG should traverse at least one of these core nodes. More
formally, suppose K is a set of intermediate nodes and P−(K) is the set of

2 A similar metric, called stress centrality of a vertex, is studied in [12].
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source-to-target paths after we remove the nodes in K from D. The core of D
is defined as the minimum-cardinality set of intermediate nodes Core(τ) = K̂
such that the fraction of remaining source-to-target paths after the removal of
K̂ is at most τ :3

K̂ = argminK⊆VM
|K|

s.t. |P−(K)| ≤ τ |P−(∅)| (2)

where |P−(∅)| is the number of source-to-target paths in the original Lexis-
DAG, without removing any nodes. We solve the core identification problem
with a greedy algorithm referred to as G-Core [20]. This algorithm adds in
each iteration the node with the highest path-centrality value to the core set,
updates the Lexis-DAG by removing that node and its edges, and recomputes
the path centralities of the remaining nodes before the next iteration.

Hourglass Score. Intuitively, a Lexis-DAG exhibits the hourglass effect if it
has a small core. We use a metric, named as Hourglass Score, or H-Score, in
our study for measuring the “hourglass-ness” of a network. This metric was
originally presented in [19]. To calculate the H-score, we create a flat Lexis-DAG
Df containing the same targets as the original Lexis-DAG D. Note that Df

preserves the source-target dependencies of D: each target in Df is constructed
based on the same set of sources as in D. However, the dependency paths in Df

are direct, without forming any intermediate modules that could be reused across
different targets. So, by construction, the flat Lexis-DAG Df cannot have a non-
trivial core since it does not have any intermediate nodes. We define the H-score
as follows: HD(τ) = 1− |Core(τ)|

|Coref (τ)| where Core(τ) and Coref (τ) are the core sets
of D and Df for a given threshold τ , respectively. Since that Coref can include
a combination of sources and targets, it would never be larger than either the
set of sources or targets, i.e., |Coref (τ)| ≤ min{|S|, |T |}. Thus, 0 ≤ H(τ) ≤ 1.
The H-score of D is approximately one if the core size of the original Lexis-DAG
is negligible compared to the core size of the corresponding flat Lexis-DAG.

2.2 Evo-Lexis Framework and Key Results

The Evo-Lexis framework includes a number of components that are described
below. A general illustration of the framework is shown in Fig. 2. In every itera-
tion, the following steps are performed: (1) A batch of new targets is generated
via a target generation model. (2) In the “expansion phase”, the new targets
are added incrementally to the current Lexis-DAG by minimizing the marginal
cost of adding every new target to the existing hierarchy. We refer to this incre-
mental design algorithm as Inc-Lexis, and it is described in detail [21]. (3) If
the number of targets that are present in the system has reached a steady-state
threshold, we also remove the batch of oldest targets from the Lexis-DAG.

3 To simplify notation, we do not denote the core set as function of D.
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Fig. 2. A diagram of the Evo-Lexis framework.

In general, a system interacts with its environment in a bidirectional manner:
the environment imposes various constraints on the system and the system also
affects its environment. To capture this co-evolutionary setting in Evo-Lexis,
we study how changes in the set of targets affect the resulting hierarchy but
also how the current hierarchy affects the selection of new targets (i.e. whether
a new candidate target is selected or not depends on its fitness or cost – and
that depends on how easily that target can be supported by the given hierarchy).
By incorporating well-known evolutionary mechanisms, such as tinkering (muta-
tion), recombination, and selection, Evo-Lexis can capture such co-evolutionary
dynamics between the generation of new targets and the hierarchy that supports
them. Figure 3 is an overview of the following key results from the Evo-Lexis

Fig. 3. Overview of results from Evo-Lexis.
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model: (i) Tinkering/mutation in the target generation process is found to be a
strong initial force for the emergence of low-cost and deep hierarchies. (ii) Selec-
tion is found to enhance the emergence of more complex intermediate modules
in optimized hierarchies. The bias towards reuse of complex modules results in
an hourglass architecture in which almost all source-to-target dependency paths
traverse a small set of intermediate modules. (iii) The addition of recombina-
tion in the target generation process is essential in providing target diversity in
optimized hierarchies.

3 iGEM Dataset

3.1 Preliminaries

The International Genetically Engineered Machine (iGEM) is an annual world-
wide synthetic biology competition. The competition is between students from
diverse backgrounds including biology, chemistry, physics, engineering, and com-
puter science to construct synthetic DNA structures with novel functionalities.

Every year at the beginning of the summer, there is a “Distribution Kit”
handed to teams which includes interchangeable parts (so called “BioBricks”)
from the Registry of Standard Biological Parts comprising various genetic com-
ponents such as promoters, terminators, reporter elements, and plasmid back-
bones. Then, the teams try to use these parts and the new standardized parts of
their own in order to build biological systems. The teams can build on previous
projects or create completely new parts. At the end of the summer, all teams
add their new BioBricks to the registry for further possible reuse in next years.

The iGEM Registry (i.e., the dataset we are working with) includes a set of
standard biological parts. A [biological] part is a DNA sequence which encodes
a biological function, e.g., a promoter or protein coding sequence. These biologi-
cal parts are standardized to be easily assembled together and reused with other
standardized parts in the registry. A “basic part” is a functional unit of a synthe-
sized DNA that cannot be subdivided into smaller component parts. BBa R0051
is an example of a promoter basic part. Basic parts have the role of sources in
the Lexis setting. A “composite part” is a functional unit of DNA consisting of
two or more basic parts assembled together. BBa I13507 is an example of a com-
posite part, consisting of four basic parts “BBa B0034 BBa E1010 BBa B0010
BBa B0012”. The dataset we analyze is the set of all composite parts submitted
to the registry from 2003 to 2017. In this dataset, the composite parts are rep-
resented by the string of their basic parts (i.e., a non-dividing representation).
The sequence of iGEM composite parts can be considered as a sequence of tar-
get strings over a set of sources (i.e., basic parts). We have acquired the iGEM

Table 1. Basic statistics on iGEM dataset during 15 years (2003–2017)

# Sources # Targets Total length Min/Max target length

7,889 18,394 107,022 2/100
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data from https://github.com/biohubx/igem-data. All the BioBrick parts were
crawled until Dec 28th 2017. In Table 1, the preliminary statistics about the
dataset are listed. The dataset mostly presents targets of small length. The top
5 categories having the highest fraction of the targets belongs to those of length
5, 2, 3, 4 and 6, accounting for more than 70% of the dataset. Less than 10% of
the targets have a length of more than 10.

3.2 Considering Annual Batches of Targets

The iGEM competition is conducted annually. Hence, it is reasonable to consider
the sequences of targets as annual batches of targets arriving each year. This
consideration is in line with the incremental design process in Evo-Lexis.

To show some differences between iGEM and Evo-Lexis, in Fig. 4, we can see
how the number of sources, the number of targets, length statistics and source
reuse statistics change over time. We can make the following observations from
these figures:

1. The number of sources increases, where it was constant in Evo-Lexis.
2. In the first four years, the number of targets per year is noticeably small.

Later on, the number of targets increases up to 2,000 and then fluctuates
around 1,000 to 1,300 targets per year. In Evo-Lexis, the number of targets
per batch is constant and they all have the same length.

Fig. 4. Statistics of iGEM dataset when considered as yearly batches. Number of reuse
is the number of times a source appear in a target in each year.

https://github.com/biohubx/igem-data
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3. The mean and median of target lengths stay in the same range (∈ [5, 7])
during all 15 years.

4. The reuse of sources (except for the beginning years) is extremely skewed
in all years: few sources are used much more often than most of the sources
(Fig. 4d). In Evo-Lexis, all sources are equally likely.

In the following sections, we show that how these differences between iGEM
dataset and Evo-Lexis cause differences between the resulting Lexis-DAGs.

4 Analysis of iGEM Dataset in Evo-Lexis Framework

From this section on, we compare the results over iGEM with the results gathered
from Evo-Lexis in [21]. We refer the reader to [21] for details of the model and
parameter settings.

4.1 Lexis-DAG Cost Analysis

In this section, we observe how cost efficient the Lexis-DAGs over the iGEM
dataset are. We consider an incremental setting similar to Evo-Lexis: In the first
year, a clean-slate Lexis-DAG is constructed over the targets of that year. For
the targets of the subsequent years, an incremental Lexis-DAG is constructed.
Figure 5 shows how the normalized cost of the Lexis-DAGs varies over the years
on iGEM. We observe major differences with Evo-Lexis; in Evo-Lexis the nor-
malized cost remains almost constant.

To investigate the reasons for the above observations, in the same Fig. 5,
we also track the cost reduction performance of the two stages of Inc-Lexis for
each batch (as a reminder, in stage-1, we reuse intermediate nodes from previous
Lexis-DAG and in stage-2, we further optimize the hierarchy using G-Lexis).
This experiment is done due to our interest in seeing how much stage-1 of Inc-
Lexis contributes to the cost reduction on iGEM. There are two observations
that we can make:
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Fig. 5. Comparison of cost evolution in iGEM and Evo-Lexis (from [21])
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1. In most batches, more than 50% of the cost reduction is achieved by the
stage-1, i.e., reuse stage. The contribution of stage-2 of Inc-Lexis is roughly
constant throughout years. This suggests that iGEM targets reuse a signifi-
cant amount of sequences from previous years in their own submissions.

2. There is an increasing trend in the normalized cost after stage-1. This obser-
vation means that the contribution of the reuse stage in Inc-Lexis decreases
over the years. As mentioned, the contribution of stage-2 stays mostly con-
stant. Hence, we can relate the increasing trend of the normalized cost to the
fact that the amount of reuse reduces from year to year.

We can find the root-cause of the decrease of reuse over time on iGEM to the
increase of the size of the set of sources. We have observed in Fig. 4a that there
are many new sources that get introduced over the years. One of the requirements
for reuse from one batch to another in Evo-Lexis is the fact that the set of sources
does not drastically change (in fact it is constant in the Evo-Lexis framework). To
investigate whether this is true in iGEM, we check the ratio of the sources from
one year to the next that remain the same. Specifically, if we have y2 = y1 + 1,
and if Sy1 & Sy2 are the set of sources in year y1 & y2 respectively, we check the
ratio: |Sy1∩ Sy2 |

|Sy1 | . This ratio, i.e., year-by-year similarity, is the fraction of sources
that remain from the previous year. Figure 4c shows how this ratio changes from
year to year. By year 2008, the ratio drops significantly to a value around 0.2
which means around 80% of the sources from the previous year are not reused.
This reduces the amount of reuse that is possible in the iGEM dataset. The
introduction of new sources is also propagated in individual targets. As time
progresses, there is a higher probability to use more than X number of new
sources per target. This observation is a further obstacle for reuse, especially
given that the targets in iGEM are often short (5–7 subparts). Following the
increase of the normalized cost, Fig. 6 shows that the DAGs get less deep and
have lower average node length as time progresses. Overall, the results of this
section show a number of differences between iGEM and Evo-Lexis:
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Fig. 6. Average depth and node length in iGEM and Evo-Lexis (in green, [21])
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1. In iGEM, the set of sources in each year has low similarity to the previous
years, while in Evo-Lexis the source set is constant. The high amount of churn
in the set of sources is the primary reason for the lower reuse in iGEM data
compared to Evo-Lexis. The fact that the targets are shorter is another factor
for iGEM’s lower potential for reuse of longer intermediate nodes.

2. The normalized cost, depth and average node length are all lower in iGEM
due to the reduced reuse potential as discussed above.

4.2 Hourglass Effect in iGEM

The following results in this section show that in all years, there is a small
number of core nodes in the iGEM Lexis-DAGs. Figure 7 shows that such small
cores make the topology of iGEM Lexis-DAGs consistent with an hourglass
organization (high H-score values - more than 0.6 in Fig. 7c). In Evo-Lexis, we
observe similar values of H-score for DAGs constructed using synthetic data. As
observed, although the core size increases in iGEM over time, we see a steeper
increase in the size of the flat DAG’s core mostly due to the increase in set of
sources. In Evo-Lexis, the core size shows a decreasing trend while the size of
the core of the flat DAG does not significantly change, reflecting similarly high
H-score values as in iGEM. Overall, we can see that the topology of the Lexis-
DAGs in iGEM data is in line with the Evo-Lexis model, although the bias in
selection of cost-saving nodes is not sufficiently large to cause a non-increasing
normalized cost.

Fig. 7. Cores in iGEM and Evo-Lexis (bottom, [21]) (τ = 0.85).
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4.3 Diversity Among iGEM Targets

Another question is the degree of diversity among the targets of iGEM over time.
We define the concept of Normalized Diversity as follows: Suppose we have a
set of strings T = {t1, t2, ..., tn}. The goal is to provide a single number that
quantifies how dissimilar these elements are to each other.

– We first identify the medoid MT of the set T , i.e., the element that
has the lowest average distance from all other elements. We use Lev-
enshtein distance as a measure of distance between targets: MT =
arg minm∈T

∑
t∈T LD(t,m).

– To compute how diverse the elements are with respect to each other, we
average the normalized distance of all elements from the medoid (distance is
normalized by the maximum length of the two sequences in question). We call
this measure σT , the Normalized Diversity of set T . The bigger the metric,

the more diverse a set of strings is: σT =
∑

t∈T

LD[t,MT ]
max(|t|,|MT |)

|T | .

Figure 8 shows that the normalized diversity metric has a value of more than
0.5 throughout time and reaches up to 0.8 (this means that on average 50% to
80% of a target should be changed so that a target is converted to another in
the set of targets in each year). Although such values of diversity are in line
with Evo-Lexis, it is understandable that the diversity in iGEM is also partially
impacted (towards higher values) by the introduction of new sources discussed
before. Because of this reason, and the fact that the diversity is measured in a
slightly different way in [21], we do not show a direct comparison in Fig. 8.

Fig. 8. Target diversity and core stability in iGEM over time.

4.4 Core Stability in iGEM Lexis-DAGs

We have already defined the core size and the H-score. Here we define an addi-
tional metric, related to the stability of the core across time.

We track the stability of the core set by comparing two core sets at two
different times. A direct comparison of the core sets via the Jaccard index leads
to poor results. The reason is that often the strings of the two sets are similar
to each other but not completely identical.
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Thus, we define a generalized version of Jaccard similarity that we call
Levenshtein-Jaccard Similarity :

– Suppose we aim to compute the similarity of two sets A and B of strings.
We define the mapping A → B where every element a ∈ A is mapped to the
most similar element b ∈ B. We also define the mapping B → A from every
element b ∈ B to the most similar element a ∈ A:

{
A → B = {(a, b) s.t. a ∈ A & b ∈ B & b = arg maxx∈BSim(a, x)}
B → A = {(b, a) s.t. a ∈ A & b ∈ B & a = arg maxx∈ASim(b, x)} (3)

where Sim(a, b) is the similarity of a to b and is calculated as: Sim(a, b) =
1− LD(a,b)

max(|a|,|b|) . Notice that max(|a|, |b|) is the maximum value of Levenshtein
distance between a and b. This consideration ensures that if a = b then
Sim(a, b) = 1, and if a and b have the maximum distance then Sim(a, b) = 0.

– Considering both A → B and B → A, we get the union of the two mappings
and define the Levenshtein-Jaccard similarity as follows:

LevJac(A,B) =

∑
(a,b)∈A→B Sim(a, b) +

∑
(b,a)∈B→A Sim(b, a)

(|A| + |B|) (4)

We can see that if A = B (all weights are equal to one) then LevJac(A,B) =
1. Also if none of the elements in A are similar to B (all the element pairs
take zero similarity value), then LevJac(A,B) = 0.

As the results in Fig. 8c show, the core set in iGEM DAGs have relatively
high values of the core stability measure (Eq. (4)), close to the values we observed
in Evo-Lexis. This means that the core nodes stay similar across time, and there
are no sudden changes in the content of the core set. One reason for this stability
is that the set of core nodes includes several sources, and many of core sources
get transferred to the next year.

Additionally, every year the focus of the iGEM designers is on specific parts,
most of which are of high path centrality. For example, “BBa B0010 BBa B0012”
(the most widely used “terminator” part) and “BBa B0034” are almost always
the top-2 central nodes (with the exception of year 2011). Also, some sources such
as “BBa R0011”, always appear in the top-20 nodes in the core set. Remember
that Fig. 4d shows that the reuse distribution of sources is highly skewed. In
summary, the stability of the core set in iGEM is caused by the same reason
with Evo-Lexis, which is the bias and selectivity towards using a specific set of
nodes in consecutive years.

5 Conclusions

iGEM is a dataset that satisfies the basic assumption of Evo-Lexis framework:
a sequence of target strings with potential temporal reuse of previously intro-
duced substrings. Because of this compatibility, we chose to use this dataset in a
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case-study and contrast its qualitative properties with Evo-Lexis. We can sum-
marize the answers to the questions posed in the abstract of this paper as follows:

– We observe that although incremental design can build efficient hierarchies
over the iGEM targets, the normalized cost increases over time. This is due
to the fact that the amount of reuse from previous years decreases mainly
due to the frequent introduction of new sources over time. The small length
of the targets in iGEM is also an additional factor for lowering the potential
of reuse of the previously constructed parts in iGEM.

– The increasing normalized cost causes the Lexis-DAGs to become less deep
and to contain shorter nodes on average as time progresses. This is different
than Evo-Lexis. In addition, there is a high fraction of very short targets in
each year in comparison to Evo-Lexis.

– The iGEM Lexis-DAGs present a bias in reusing specific nodes more often
than the other nodes. This biased reuse results in the Lexis-DAGs to take the
shape of an hourglass with relatively high H-score values and a stable set of
core nodes over time. This observation is consistent with Evo-Lexis.

– The core sets over the years remain stable and similar to previous years in
iGEM data despite the fact that the set of sources changes significantly and
the target sets are diverse each year. Most of the stability is contributed by
a small set of central sources and central intermediate nodes that are heavily
reused in iGEM registry over time.
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Abstract. Helices appear in nature at many scales, ranging from
molecules to tendrils in plants. Organisms take advantage of the heli-
cal shape to fold, propel and assemble. For this reason, several applica-
tions in micro and nanorobotics, drug delivery and soft-electronics have
been suggested. On the other hand, biomolecules can form complex ter-
tiary structures made with helices to accomplish many different func-
tions. A particular well-known case takes place during cell division when
DNA, a double helix, is packaged into a super-helix—i.e., a helix made
of helices—to prevent DNA entanglement. DNA super-helix formation
requires auxiliary histone molecules, around which DNA is wrapped, in
a “beads on a string” structure. The idea of creating superstructures
from simple elastic filaments served as the inspiration to this work. Here
we report a method to produce filaments with complex shapes by peri-
odically creating strains along the ribbons. Filaments can gain helical
shapes, and their helicity is ruled by the asymmetric contraction along
the main axis. If the direction of the intrinsic curvature is locally changed,
then a tertiary structure can result, similar to the DNA wrapped struc-
ture. In this process, auxiliary structures are not required and therefore
new methodologies to shape filaments, of interest to nanotechnology and
biomolecular science, are proposed.

Keywords: Tendril perversions · DNA folding · Design ·
Synthesis and processing

1 Introduction

In nature, a variety of ingenious mechanisms have been developed to fold, propel
and assemble. Many of them use the ability to shape their structure in helical
configurations [17]. For instance, Erodium, a flowering plant, uses a particular
mechanism for disseminating its seeds. First, after flowering, the plant stores
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enough elastic energy in the fruits by creating a tension between awns and a
surrounding tissue. After a given threshold, the tissue snaps and seeds are flung
away from the plant. After reaching the ground, awns start a cycle of winding or
unwinding depending on humidity, coiling when drying and straightening when
wetting. These movements help seeds to move on the surface until finding a
position to open a hole into the soil [6,21].

In biochemistry, the helical shape is very common and can be arranged in
very different structures to accomplish different functions. For instance, DNA is
made of two intertwined helices, and collagen, of three intertwined helices [14,16].
Furthermore, single, double and triple helices can also gain different shapes, cre-
ating super-helices—helices built with helices [13]. Their different shapes are
critical to healthy functioning. For instance, chromosome segregation during cel-
lular division requires considerable packaging to avoid DNA entanglement, while
during transcription a more stretched fold must give access to RNA polymerase
enzymes.

These are certainly only two simple examples that show how controlling the
helical shape of filaments can be of great importance at very different length
scales and for different purposes. Controlling the shape of artificial elastic fil-
aments should also be highly desirable given the broad potential applications
in soft-electronics [5,10], micro and nanorobotics [9,11], healthcare [1,23], and
explains surging recent interest and technical developments in this field [4].

Two main mechanisms have been proposed for producing helices. Snir and
Kamien suggested that entropic forces could be responsible for the helical folding
of molecular chains [20]. The main idea is that the helix shape creates an excluded
volume to solute molecules. In crowded environments, this creates an asymmetry
which renders the helical configuration more stable. This type of mechanism can
play an important role in the cellular packed environments explaining aggrega-
tion, orientation and organisation of co-linear similar molecules or structures.

The former mechanism of helical formation requires the existence of a
crowded environment. This is not always available, as happens when helices
appear in the macroscopic world, as in the curling behaviour observed in ten-
drils. In this case, helices are formed when changes in the material produce
asymmetric internal stresses which create a variety of deformations, as combi-
nations of stretching, bending and torsion [7]. This phenomenon can be easily
illustrated when one side of a ribbon is run over with a blade, stretching one
side of the ribbon relatively to the other. This modification creates an intrinsic
curvature, whose intensity is related to the final number of loops. If instead of
ribbons, this type of asymmetric stresses occur in linear filaments, then buckling
instabilities can generate a spontaneous instability that turns the filament into
a helical shape [8,12].

The way the asymmetric stresses are created in a filament can vary. For
instance, a stretched elastic band can be glued upon a relaxed band of the same
material [12]. In micro and nanotechnology, the strategy consists in modulating
the concentration and the crosslinking density of temperature-responsive poly-
mers [18,19,24]. In nature, stresses originate from asymmetric cellular organisa-
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tions. These can even evolve in time, depending on factors such as cellular and
water concentration or cellular composition [2].

In this work, we were inspired by the complex tertiary structures observed in
biomolecules. In particular, we were attracted by the creation of helices made of
helices—called superhelices—and by the peculiar shape of chromatin that takes
place when DNA is packed during cell division.

We will show how it is possible to use computational modelling and simu-
lation to design structures with shapes similar to those found in DNA. It will
also be shown that these computational approaches can serve multiple purposes,
since they can provide insights for experimental exploration and discovery, and
they can also work as validation for the explanation of experimental results.

This paper is organised as follows. In the next section, we will discuss the
main mechanisms that will be used to shape structures. Afterwards, we will
describe two computational experiments. In the first case, the idea was to explain
how superhelices could be generated. In the second case, we used the same
strategy to experimentally shape a polymeric fibre. In practice, many factors can
contribute to the final shape of the filament. Through computational/theoretical
modelling it is possible to explain how the final shape is actually obtained.

2 Theory and Computational Methodology

Coiling linear filaments or ribbons has been achieved by several groups by cre-
ating an asymmetry along the main axis (longitudinal direction) of the fila-
ment [18,22]. For instance, setting up a bi-layered strip with different initial
strains produces a mismatch between the two layers [12]. Upon release, one layer
contracts more than the other, creating an intrinsic curvature and forming an
arc. The curvature can increase by increasing the layers mismatch and forming
a ring. The higher the curvature the higher the number of loops and smaller the
radius. These helical structures are twistless helices and would collapse in a ring
upon release and only if they are held a distance apart, they can have a pitch.

Helical curves can be described by using the Frenet-Serret (FS) frame, Q =
[T,N,B], where T and N are tangent and normal vectors and B is the binormal
vector given by the cross product of T and N. The evolution of the FS frame
can be written in terms of the Darboux vector, Ω, by the set of continuous
differential equations:

Q′
i = Ω × Qi, (1)

where Ω = κB± τT, κ is the curvature and τ is the torsion. Here the curvature
to torsion ratio is constant, a necessary and sufficient condition to define a helix,
according to Lancrets theorem. Left- (L) and right-handed (R) helices differ by
having opposite signs in the torsion factor.

The evolution of the FS frame is only discontinuous at inversion points (per-
versions). From a previous analysis [18], the equation for the evolution of the FS
frame can be modified to hold the changes introduced by different types of per-
versions. With the application of three transformations at the perversion point,
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Eq. 1 can be rewritten as:

Q′
i = (SΩ) × (RΩ,αRN,−2θQi). (2)

where S changes the handedness of the helix, SΩ = S(κB + τT) = κB − τT,
RN,−2θ expresses a rotation of the FS frame around the normal, θ is the angle
between the tangent and the twisting vector, and RΩ,α adds further twisting to
the perversion. α = 0 corresponds to the description of symmetric perversions as
commonly found in plant tendrils and gift ribbons. Both helices have the same
centre line. By contrast, when α = π the antisymmetric perversion causes centre
lines to be apart by twice of the helical radius.

In this work, we will use only α = π perversions to shape fibres. This is
because these perversions can occur at well defined (engineered) positions,
whereas symmetric perversions occur spontaneously at positions that can depend
on the boundary conditions, but also on the unwinding process, being more dif-
ficult to control.

The way we will produce structures with different shapes (our tertiary struc-
tures) consists on connecting helices with opposite handedness through anti-
symmetric perversions. Therefore, left (L) and right (R) helical segments—our
building blocks—are juxtaposed. It will be assumed that all L (or R) segments
have the same length, but the length of L segments is different from the length
of R segments. Different shapes can be obtained because antisymmetric per-
versions introduce a turning angle, which relates to the helix length helix by,
L = Θ

√
(a2 + b2). Here Θ is the total turning angle, a the helical radius and b

the height of the helix. In this work, for simplicity, a and b for all helical seg-
ments and, therefore, all segments have the same κ and τ . Different shapes can
be obtained by changing the length of the two types of helical segments, and in
this way by changing Θ.

In the next section we will show results obtained by running simulations using
the molecular dynamics simulator LAMMPS (Large-scale Atomic/Molecular
Massively Parallel Simulator) [3,15]. Filaments are modelled by a set of beads
arranged in a simple cubic lattice and connected to first and second neighbours
by harmonic potentials, Vx1,x2 = kh/2(l−l0,n), where kh is the elastic constant, l
is the distance between beads x1 and x2 and l0,n is the equilibrium bond distances
(l0,1 = σ, for firsts neighbors and l0,2 =

√
2 σ, for second neighbors). An intrinsic

curvature is created by changing the equilibrium bond distances in one side of
the rod. Then the pre-strain of the rod is becomes χ = (l′0,1−l0,1)/l′0,1, where l′0,1

is the modified equilibrium bond distance. Our simulations used a deterministic
integration of the equations of motion using a NVE integrator (Verlet/Leap-frog
method) to update beads positions and velocities on each time step (step size of
1 × 10−3 τ).

3 Computer Simulations and Experimental Validation

To analyse how antisymmetric perversions can be used to modulate the shape of
linear structures, two studies were performed. In a first study, the analysis uses
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a theoretical description of curves with perversions using Eqs. (1) and (2). Then
computer simulations with LAAMPS were performed, which allow us to suggest
that filaments with these types of shapes should be capable of being produced
in practice. This is confirmed in our second study. There the same strategy to
shape filaments is used on a polymeric fibre experimentally engineered to acquire
a three-dimensional shape similar to those obtained in the previous study. In
practice, the fibre obtained has a more complex shape, given the difficulties
in controlling all experimental parameters, such as constant fibre thickness or
equal building block lengths. Therefore, in a second stage of the study, we use
the theoretical model to match the intrinsic curvature observed in the real fibre.
This allows us to compare with the equivalent computer simulation.

3.1 Superhelices from Helical Blocks ΘR = 2π + δ and ΘL = 2π

The simplest (trivial) case considers R and L helical segments with the same
length, i.e., with the same total turning angle, ΘR = ΘL. This case is shown
in Fig. 1(a) n = 0, for ΘR = ΘL = 2π. Then each segment completes a full
turn (2π), but as R and L helices - represented in red and black in Fig. 1(a) -
have opposite handedness, every time one helix turns for one side, the following
turns in the opposite direction. As a result, the full segment appears as it was
made of two tied helices, united at the perversion points. The top view has the
appearance .

(a)

(b)
n = 0 1 2 3 4 5 6 7 8

Fig. 1. Filaments obtained from the juxtaposition of 20 R and 20L helix
segments (a) Shapes predicted with the theoretical model describing the evolution
of the centre line according to Eqs.(1) and (2) for helical segments with ΘR = 2π + δ
(represented in black) and ΘL = 2π (in red), and δ = 2πn/40. (b) Computer simulations
of filaments where the compression stresses (represented in red) act alternately on either
side of the filament creating helices with antisymmetric perversions of LR = (40+n) σ

and with LL = 40 σ. (Color figure online)
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Keeping L helix blocks with exactly one loop, ΘL = 2π, and slightly increas-
ing the length of R helix blocks by δ, with δ = 2πn/40 and n = 1 to 8, it can
be observed that the red (L) helix blocks start to revolve around of the black
(R) helix blocks. Also, in these particular cases, where one block (red) has an
integer number of loops, all other blocks (black) are aligned. The alignment
occurs because only helix segment always completes a 2π turn, while the other
revolves slightly more. Increasing n, increases the number of loops of the superhe-
lix until δ = π. Then, the black helix block have two side-by-side red helix blocks
(top view: ). For δ > π the number of loops of the superhelix decreases
until reaching an integer number of loops.

All these constructions were simulated for realistic elastic filaments by adjust-
ing the curvature of one block with L = 40σ to match one complete turn. Then,
twenty R helix blocks with LR = (40+n) σ alternated with twenty L helix blocks
with LL = 40 σ. When n = 0, the configuration matches the pattern
predicted in Fig. 1(a) (n = 0).

For increasing n, rods develop a superhelix structure with an increasing num-
ber of turns. However, R helix blocks, which were aligned in Fig. 1(a), are now
misaligned. This can be due to the fact that Eq. (2) describes the effect of the
perversion in a simplified way, reducing its extent to a single point. In practice,
perversions have an extension in which they deform the filament in a non-trivial
way.

In any case, there is a good agreement in both approaches and, most impor-
tantly, in both approaches show that filaments with complex tertiary structures
can be constructed using this simple strategy.

Fig. 2. Filaments with seven L and six R helix blocks with 1:9 ratio. (a) Pre-
strained polymeric fibre in a black cardboard mask before irradiation with UV light,
in which different sides alternately cover the fibre with different region lengths. (b)
Upon release, the polymeric fibre displays a superhelix shape. (c) Matching theoretical
filament by adjusting with the experimental result. (d) Rod obtained by computer
simulations of the theoretical model quantities.
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3.2 Designing Polymeric Superhelices

The former analysis instigated us to produce experimentally a superhelix with
a real polymeric fibre. A 4 cm long fibre was pre-strained to 9.15 cm and, then,
irradiated for 5 h, on both sides with ultraviolet (UV) and using the mask shown
in Fig. 2(a). The fibre obtained upon release is shown in Fig. 2(b). The fibre
displayed loops in a clear helical disposition and with different handedness.

Afterwards, we used the theoretical model to match the polymeric fibre,
Fig. 2(c). Gravity forces altered the total height of the polymeric fibre. The
torsion of the theoretical helix was adjusted to match with the experimental
fibre, despite the later having no intrinsic torsion.

Then, using the adjusted quantities of the theoretical model, a rod with seven
L helix blocks of length LL = 15σ alternated with six R helix blocks of length
LL = 135σ, Fig. 2(d) and pre-strain χ = 0.23. One end of the rod was kept fix
and an additional gravity-like force was used in all atoms, in such a way that
all are under the influence of the same force. Overall, by visual comparison of
Fig. 2(b) and (d), rod and polymeric fibre have a similar design.

4 Conclusions

A new method for designing filaments with complex tertiary structures resem-
bling those of DNA, was presented. Interestingly, the creation of these structures
does not require auxiliary structures to build up, as happens with histones in
DNA. In this work, we also showed how a combination of analysis, in which com-
putational and theoretical descriptions take an important part, help to build a
thesis on how to design strategy to shape filament in effective ways. In partic-
ular, computational approaches offer a powerful tool to rapidly preview a given
design.
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Abstract. In this paper, we model influenza propagation in the Rus-
sian setting using a spatially explicit model and a detailed human agent
database as its input. The aim of the research is to assess the applicabil-
ity of this modeling method using influenza incidence data for 2010–2011
epidemic outbreak in Saint Petersburg and to compare the simulation
results with the output of the compartmental SEIR model for the same
outbreak. For this purpose, a synthetic population of Saint Petersburg
was built and used for the simulation via FRED open source modeling
framework. The parameters related to the outbreak (background immu-
nity level and effective contact rate) are assessed by calibrating the com-
partmental model to incidence data. We show that the current version
of synthetic population allows the agent-based model to reproduce real
disease incidence.

Keywords: Epidemiology · Synthetic populations ·
Seasonal influenza · Agent–based modeling · FRED

1 Introduction

Today 55% of world’s population lives in cities, and this number, according to
UN predictions, is expected to reach 68% by 2050 [31]. Thus, the importance of
cities for human societies is increasing over time. Due to their intricate structure,
modern cities constitute a perfect example of complex systems, and our ability
to understand them scientifically is limited [5]. So is the situation with the social
and economic processes within them.

One of the processes intrinsically connected with urban structure is influenza
epidemics. Seasonal influenza causes repetitive epidemic outbreaks resulting in
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high worker/school absenteeism, productivity losses and death cases due to dis-
ease complications. According to WHO [33], the corresponding annual number
of mortality cases reaches whopping 500 thousand. To anticipate the incoming
outbreaks and prepare healthcare infrastructure to fight with their detrimental
ramifications, statistical and mathematical models are widely used. The pre-
dictive force of these models is limited by the fact that the influenza outbreak
dynamics in urban settings is driven by a lot of factors, some of which are hard
to be quantified. Along with the weather factors [20,27,29], the important role is
played by the behavior of the human population, such as daily migration patterns
resulting in different effective contact probabilities [6,30]. In fact, the bigger a
city is, the milder is the response of the disease incidence to climate forcing and
the more important the human–related factors become [8]. These factors also
deserve attention due to occurrence of background immunity against influenza,
which is a result of repetitive flu outbreaks caused by similar flu strains [17].
It might be assumed that peculiarities of commuting patterns of citizens and
geographical distribution of their dwellings subsequently cause different distri-
bution of effective contacts between the susceptibles and the infectives, leading
to changes in immunity levels of the individuals in different cities. For instance,
a highly connected city, where mass action law assumption [34] generally holds,
might have an epidemic dynamics and consequently a distribution of the immune
quite different from the city with apparent geographical clustering. The accumu-
lation of these differences due to faster circulation of flu virus around the globe
might be the reason of the failure of the approach which was earlier used to
predict flu epidemics in Soviet Union [15]. The mentioned approach was based
on the assumption that a forthcoming influenza outbreak dynamics could be
predicted using the data from the cities already affected by the epidemic during
the season under consideration, which worked in 1970s, but is not true any-
more [22]. Modeling flu propagation using detailed population structures which
(somewhat) accurately reflect the peculiarities of urban contact patterns might
allow us to quantify the role of contact patterns on the formation of background
immunity and to assess how the differences in city structures lead to different
flu epidemic dynamics. This paper is considered to be the first step in the stated
direction.

The aim of this work is to create a detailed description of urban population
in the Russian setting and couple it with agent–based modeling framework to
perform a simulation of flu dynamics. Using our previous results obtained in the
field of flu outbreak modeling in Russia [19,21], we want to compare the output
of a spatially explicit model with the one of standard SEIR compartmental
model of Kermack–McKendrick type and to demonstrate the ability of the former
to produce more plausible results than the latter. For this purpose, we regard
influenza outbreak in Saint Petersburg in 2010–2011 as a case study. The city was
chosen due to large populace (it’s the second largest city in Russia), economic
and cultural importance, and abundance of detailed data on influenza incidence
(the records are available from 1935).
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2 Synthetic Population

“Synthetic population” is a synthesized, spatially explicit human agent database
(essentially, a simulated census) representing the population of a city, region or
country. By its cumulative characteristics, this database is equivalent to the real
population but its records does not correspond to real people – this fact helps
avoid privacy issues. In our research, we employed the approach for synthetic
population generation developed by RTI International [32], which was used by
various research groups to create populations for 50 US states, along with another
regions and countries. Statistical and mechanistic models built on top of the syn-
thetic populations helped tackle a variety of research problems, including those
connected with public health. Statistical analysis of opioid–related overdoses in
Cincinnatti [4] can be named as an example.

According to the standard of RTI International, a synthetic population con-
sists of several txt-files, each of them containing a table with every row being a
single record corresponding to some entity – an individual, a household, a work-
place, a school, etc. The full list of files with their short description is presented
in Table 1. Sticking to the same standard, we generated the files corresponding
to the population of Saint Petersburg. Since the data available for Saint Peters-
burg was not complete, we altered or omitted some of the methods, resulting in
a simplified population, which, however, seems to satisfy our demands related
to influenza modeling. The details of input data we used and the algorithms we
employed to generate the population follow.

2.1 Household Data

The principal data source for our synthetic population is 2010 data from “Edi-
naya sistema ucheta naseleniya Sankt Peterburga” (“Unified population account-
ing system of Saint Petersburg”) [11]. The data is represented in a form of
Excel spreadsheets containing records with house addresses and the correspond-
ing number of dwellers of certain age and gender (see Table 2).

To match the household addresses with the geographical coordinates and
assess the plausibility of the obtained geographical data, a computational algo-
rithm was developed and implemented using Python programming language.
The details of the algorithm implementation follow.

Adding Object Coordinates

– For each record:
• Form the address string using the information from the address fields of

the record in the format “city” + “street” + “house”.
• Feed the address string to Yandex.Geocoder online service [36] which

returns the latitude and the longitude of the object by this address.
• Add coordinates to a record.
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Table 1. File structure of a synthetic population for Saint Petersburg.

File Contents

Files used in the current population version

households.txt Contains the location and descriptive attributes for each
household. Household records in the households.txt file
link to individual person records in the people.txt table

people.txt Contains a record for each person, along with his or her
age and sex. These synthetic person records link to the
households.txt file (via the sp hh id field)

schools.txt Contains a record for each school, along with its zip code,
maximum capacity and coordinates

workplaces.txt Contains a record for each workplace, along with its
coordinates and size

Empty or omitted files

hospitals.txt Contains a record for each hospital, along with its
coordinates, number of physicians and beds. Contains zero
records in this version of the synthetic population

gq.txt Contains a record for each general quarters, along with
their type (prisons, student dorms, etc), coordinates and
capacity Contains zero records in this version of the
synthetic population

gq people.txt Contains a record for each person, which lives in general
quarters, along with his or her age and sex. These
synthetic person records link to the gq.txt file (via the
sp gq id field). Contains zero records in this version

pums p.txt Contains personal records from the public use microdata
series. Links to the people.txt file the serialno field.
Absent in this version of the synthetic population

pums h.txt Contains household records from the public use microdata
series. Links to the households.txt file the serialno field.
Absent in this version of the synthetic population

Removing Implausible Data. Since the record addresses were apparently derived
from handwritten data or manually typed, in some cases they are incomplete
or contain typos. The geocoder we used always returns two coordinates as an
output, no matter whether he processed the input successfully or not. If an
address is not interpreted correctly, Yandex.Geocoder makes guesses on what
the correct address should be, which often results in semi-random coordinates.
We use an empirical algorithm to filter out those obviously senseless results.
For this procedure, we rely on a number of empirical assumptions related to
matches between the location (coordinate) and the text address. E.g., if there
are multiple addresses to which only one pair of coordinates is assigned, we
remove all such records from the database except the first one, summing the
corresponding numbers of dwellers.
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Table 2. Data source format.

Column names Contents

city, street, house Dwelling address

g0, g1 . . . g100 Number of female dwellers of ages 0, 1, . . . , 100

m0, m1 . . . m100 Number of male dwellers of ages 0, 1, . . . , 100

2.2 School Data

The list of schools and their addresses was formed manually using the data from
the official web–site of the Government of Saint Petersburg [12]. The coordinates
of schools were found using Yandex.Geocoder in the same fashion, as it was done
for dwellings.

2.3 Workplace Data

The distribution of working places for adults and their coordinates were derived
from the data obtained with the help of Yandex.Auditorii API [35]. Initially
the data was available in a form of a .geojson file which consisted of relative
workplace size assessments for each of the cells in a hexagonal grid (see Fig. 1).

Fig. 1. The distribution of working places in St Petersburg. The numbers are given
before the normalization.
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This data was normalized using the official cumulative employment numbers [10].
Synthetic workplace records were created by assigning the calculated number of
employees in each hexagonal cell to imaginary geographical location coinciding
with the center of this cell.

2.4 Assigning People to Schools and Workplaces

We assumed that young people aged 7 to 17 attend schools, and the adults of
working age (18 to 55 for males and 18 to 60 for females) might be working.
Iterating through the list of records in people.txt, we were assigning each
person to a closest school or working place, until they are filled to capacity or
there is no more people to be assigned.

3 Agent-Based Modeling

An open-source framework FRED [13,26] was used for the simulations. The
framework has discrete time, with the modeling step equal to one day. The
epidemic process is initiated by assigning randomly an infectious status to some
individuals in the population at the beginning of the simulation. In addition to
that, the infection can be seeded according to a user-specified schedule, reflecting
the external infection process.

The contacts among the individuals that lead to new infection cases are
modeled in the following way.

– Each agent in the population potentially interacts with other agents with
whom he shares activity locations. These locations include schools, work-
places, households and home neighborhoods (defined as 1 km square cells
around the agent’s household).

– During the weekends, schools are considered to be closed and most workers
equally do not attend their working places. At the same time, the number of
neighborhood contacts increases by 50%.

– The rate of effective contacts in a particular activity location depends on the
expected number of contacts per infectious person per day and the infection
transmission probability. The expected number of contacts is considered not
to be dependent on the place size.

The output of the framework in a form of csv-files contains quantities and
spatial distributions of individuals of four groups (susceptible, exposed, infected,
recovered) at every time step. We used Python programming language and QGIS
open source software to process the results and create maps and incidence graphs.
An example of the map of influenza propagation is shown in Fig. 2.



498 V. Leonenko et al.

Fig. 2. The distribution of disease–free (green) and infected (red) households in Saint
Petersburg: (a) Day 1, (b) Day 8. (Color figure online)

3.1 Influenza Incidence Data

The original dataset provided by the Research Institute of Influenza [1] contains
cumulative weekly incidence, i.e., the number of new acute respiratory infection
(ARI) cases per day in Russian cities, which includes influenza and other respi-
ratory infections. Before the model fitting, we had to refine the incidence data by
restoring the missed values and correcting the under–reporting biases. We also
needed to extract flu incidence from the cumulative ARI incidence data. Corre-
sponding algorithms are described in detail in [20], here we introduce briefly the
sequence of operations.

• Under-reporting correction. Since infected people avoid visiting health-
care facilities during holidays, the corresponding weekly prevalence is lower
than the actual number of newly infected. This under-reporting bias can be
corrected by means of cubic interpolation [3] using the incidence registered
in the adjacent weeks.
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Fig. 3. Influenza outbreak data extraction from the interpolated ARI incidence. (Color
figure online)

• Bringing the incidence data to daily format. Daily incidence is obtained
with the help of cubic interpolation of weekly incidence. We assume that
nThu
inf = nW

inf/7, where nW
inf is the weekly incidence taken from the database

and nThu
inf is the daily incidence for Thursday of the corresponding week.

• Extracting incidence data related to influenza outbreak. At first, the
algorithm finds higher non–influenza ARI incidence level, which corresponds
to average daily number of newly infected during the months when influenza
might occur in temperate regions (Fig. 3, red horizontal dashed line). The
part of the graph, which is attributed to a flu outbreak (Fig. 3, red solid
line), should have its peak well above the higher ARI level. It should also
comply with the time period during which the ARI prevalence exceeds the
non–epidemic ARI threshold assessed in the Flu Research Institute (Fig. 3,
red rectangle). The beginning and ending of the extracted curve is chosen to
match the higher ARI incidence level. The first incidence point of the curve
is considered to be the first day of the epidemic outbreak.

3.2 Fitting a SEIR Model to Data

The model we use for fitting is a standard SEIR compartmental model in a form
of a system of ordinary differential equations (see [19] for the details). Let Z(dat)

be the set of incidence data points loaded from the input file and corresponding
to one particular outbreak. Assume that the number of points is t1, which equals
the observed duration of the outbreak. The fitting algorithm selects the values
of model parameters corresponding to the model output which minimizes the
distance between the modeled and real incidence points:

F (Z(mod), Z(dat)) =
t1∑

i=0

(z(mod)
i − z

(dat)
i )2,
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Here z
(dat)
i and z

(mod)
i are the absolute incidence numbers for the i-th day taken

from the input dataset and derived from the model correspondingly. The limited-
memory BFGS optimization method is used to find the best fit [24]. Since the
existence of several local minima is possible, the algorithm has to be launched
several times with different initial values of input variables. The best fit is chosen
as a minimum among the distances achieved from all the algorithm runs. To
characterize the goodness of fit we utilize the coefficient of determination R2 ≤ 1.
This coefficient shows the fraction of the response variable variation that is
explained by a model [25]. The detailed description of the fitting procedure is
available in [19,21].

3.3 Simulation

By fitting the SEIR model to ARI incidence for influenza outbreak in St Peters-
burg in 2010–2011 (see Fig. 5a), we assess two parameters: the background immu-
nity level 1 − α and the effective contact intensity λ. The detailed data on the
distribution of dwellers we used gave slightly less people in total than it was
claimed by official statistics, so we normalized the susceptible ratio α to account
for this. The obtained parameter values were used in FRED simulation along
with the default values for influenza epidemics provided with the framework (see
Table 3). The overall scheme of the described process is presented in Fig. 4.

ARI incidence 
database

SEIR model 
calibration

Epidemic 
parameters FRED simulation

Synthetic
population

Spatial
distribution 

of the 
infected

Fig. 4. FRED simulation scheme

The simulation was run 100 times with different seed values for the random
number generator. Influenza incidence data obtained as a result of each simula-
tion run was used to find confidence intervals for the daily influenza incidence—
see Fig. 5b.

As Fig. 5 shows, despite the imminent uncertainty in synthetic population
data, the output of the agent-based model demonstrates a satisfactory agree-
ment with actual ARI incidence. Also, apart from the compartmental SEIR
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Fig. 5. (a) SEIR model calibration; (b) FRED output generated using the obtained
parameter values. Note that the first graph demonstrates the cumulative ARI incidence
(influenza and other acute respiratory diseases), whereas the second one shows disease
incidence attributed solely to influenza, thus the baselines on the graphs correspond to
a seasonal ARI level in the first case (around 4000 newly infected per week), and zero
in the second case.

model, spatially explicit simulation demonstrates the right–skewed incidence
curve, which better conforms to ARI data. This form of the curve might reflect
different number of social connections between the individuals. The so called
“superspreaders” are infected first and cause numerous infection cases, whereas
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Table 3. Model parameters (‘INF’ stands for ‘influenza’, ‘Is’ is ‘infectious symp-
tomatic’)

Parameter name Description Value Source

INF.transmissibility A coefficient that
modulates the
transmissibility of a
condition

6.55 Estimated

INF.S.susceptibility A ratio of susceptible
individuals in the
population

0.46 Estimated

INF.E.duration distribution Distribution of exposed
state duration

lognormal Default

INF.E.duration median Median of exposed
state duration

1.9 Default

INF.E.duration dispersion Dispersion of exposed
state duration

1.23 Default

INF.Is.duration distribution Distribution of infected
state duration

lognormal Default

INF.Is.duration median Median of infected
state duration

5.0 Default

INF.Is.duration dispersion Dispersion of infected
state duration

1.5 Default

Table 4. The incidence curve parameters obtained in the simulation compared to those
of the real outbreak

Parameter name Data Simulation

Outbreak duration, days 65 51

Maximum incidence day (from the outbreak onset) 22 15

Maximum incidence height, cases per day 5756 5126

the less socialized persons got reached by the flu later and contribute somewhat
to infection process, making the decline of disease incidence slower. The value
1 − α of background immunity level used in both models leads to almost the
same peak heights (see Table 4).

4 Discussion and Future Work

As we showed in this research, coupling of synthetic populations with agent–
based models is a feasible approach which allows to perform spatially explicit
influenza propagation modeling in Russian settings, even when a limited number
of data is used to reconstruct the urban population. The apparent drawback of
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the current synthetic population is the procedure of assigning people to schools
and workplaces, described in Sect. 2.4. The idea of picking the closest available
spot in a school/workplace was favored for its simplicity, but it is obviously unre-
alistic. We plan to create several populations corresponding to different assigning
algorithms (from picking a workplace/school at random within the whole city
to seeking it in a limited radius from the person’s home location) and to com-
pare the results of the simulation runs. By doing that, we expect to quantify
the variance in outbreak duration, peak day and peak height related to contact
networks of different topological structures.

Another drawback of the performed simulation lies in the approximate nature
of deriving disease–related parameters for FRED. Particularly, we cannot exactly
match the value of INF.transmissibility to value of λ from the compartmen-
tal model, because they are not equivalent, although correlated. To obtain more
realistic disease incidence generated by the model, global optimization techniques
will be used by the authors in the same fashion as it was done earlier for the com-
partmental SEIR models [28]. Since repetitive simulations with different input
parameter sets are computationally expensive, we consider applying methods for
assessing and reducing the uncertainty in disease–related input parameters [2]
which will decrease the state space of the model, and implementing an agent–
based model using general–purpose computing on graphics processing units [23]
to achieve a speedup.

In the current research we did not consider contacts in public transport.
Although the research on the role of New York subway in disseminating influenza
showed that its effect is slight [7], we still find it necessary to question this
conclusion, because Russian commute patterns and the nomenclature of social
groups which use metro may differ from the one of New York.

We assume that, in the long run, the influenza propagation modeling using
synthetic populations will allow us to:

• classify the cities into several groups, depending on their geographical struc-
ture, contact pattern types and, subsequently, peculiarities of influenza
dynamics and use models calibrated to one cities to predict epidemics in
the others within the same group;

• reconstruct the pattern of background immunity formation as a function of
urban and epidemic factors.

As a byproduct, synthetic populations created for the cities under consideration
will be freely available and might facilitate solving urban issues with the help
of modeling. The immediate gain we expect from the created synthetic popula-
tion for Saint Petersburg is that research groups within our department, which
work with problems such as transport planning [16,18], ambulance dispatching
[9] and crime rate assessment [14], might want to switch from gathering data
from scratch for every particular statistical or agent–based model to using a
unified population. Since the synthetic population conforms to a certain defined
standard, it might be easily reused in different projects and elaborated further
by mutual efforts to everyone’s benefit.
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Abstract. Six degrees of freedom coupled simulation is presented for a tilt-
rotor plane represented by V-22 Osprey. The Moving Computational Domain
(MCD) method is used to compute a flow field around aircraft and the move-
ment of the body with high accuracy. This method enables to move a plane
through space without restriction of computational ranges. Therefore it is dif-
ferent from computation of such the flows by using conventional methods that
calculate a flow field around a static body placing it in a uniform flow like a
wind tunnel. To calculate with high accuracy, no simplification for simulating
propeller was used. Fluid flows are created only by moving boundaries of an
object. A tilt-rotor plane has a hovering function like a helicopter by turning
axes of rotor toward the sky during takeoff or landing. On the other hand in
flight, it behaves as a reciprocating aircraft by turning axes of rotor forward. To
perform such two flight modes in the simulation, multi-axis sliding mesh
approach was proposed which is a computational technique to enable us to deal
with multiple axes of different direction. Moreover, using in combination with
the MCD method, the approach has been able to be applied to the simulation
which has more complicated motions of boundaries.

Keywords: Computational fluid dynamics � Unstructured grid �
Flight simulation � Moving grid

1 Introduction

Recently, a tilt-rotor plane represented by V-22 Osprey has become to gain attention,
which has features of both a helicopter and a plane. A tilt-rotor plane has a hovering
function like a helicopter by turning axes of rotor to vertical during takeoff or landing.
On the other hand in flight, it behaves as a reciprocating aircraft by turning axes of rotor
to horizontal. These two flight modes are converted by rotating engine nacelles which
are mounted to the tip of fixed wings. Although many numerical simulations have been
conducted for tilt-rotor plane, most of them are simulations using overset grids because
of its complicated shape [1–5]. Thus the geometric conservation law is not satisfied.
Moreover, no coupled simulations have been performed between the flow field and the
motion of a tilt-rotor plane with operating its flight control surfaces. To achieve a
coupled simulation in two flight modes of tilt-rotor plane with high accuracy, we have
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J. M. F. Rodrigues et al. (Eds.): ICCS 2019, LNCS 11536, pp. 506–519, 2019.
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already proposed a computational technique combining multi-axis sliding mesh
approach and the Moving Computational Domain (MCD) method [6]. The MCD
method is used to compute movement of a plane and unsteady flows occurred by the
motion. The feature of this method is that fluid flows are created by movement itself of
a moving object. Specifically, moving wall boundary condition generates flows.
Therefore, the method is different from conventional methods that calculate a flow field
around a static body placing it in a uniform flow like a wind tunnel. Applying this
method to rotation of rotors, flows around them can be computed directly without a
decrease in the accuracy caused by simplified computation model. In multi-axis sliding
approach, the whole computational domain is divided into multiple domains. The
domains are adjacent to each other and one can be embedded in another. Rotation of a
body like a rotor and an engine nacelle is achieved by rotating whole computational
domain which include them. Some domains can be also embedded in another one.
A surface of a domain slides on a boundary between it and its adjacent domain.
Physical variables are interpolated on the boundary between two domains.

As previous work, the technique has been adapted to flows around a tilt-rotor plane
with three degrees of freedom using a bilaterally symmetric mesh and a symmetric
boundary condition. In this paper, six degrees of freedom coupled simulation by using
multi-axis sliding mesh approach is presented toward the practical simulation of a tilt-
rotor plane. Next, the approach which has already proposed is intended for sliding
surface of a flat plane or circular cylinder. In six degrees of freedom computation, it is
more useful to be able to handle a spherical sliding surface. Therefore, the approach is
improved to be able to deal with free-form surfaces. After some inspections are shown,
its validity of the approach is also shown by applying to a flow around a tilt-rotor plane.

2 Numerical Approach

2.1 Governing Equation

As a governing equation, three-dimensional Euler equation is written in the conser-
vation form as follows:

@q
@t

þ @E
@x

þ @F
@y

þ @G
@z

¼ 0; ð1Þ
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qu
qv
qw
e

2
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where q is the conserved quantity vector, E;F;G are the inviscid flux vectors. As
unknowns, q is the density, u; v;w are the x, y, z components of the velocity vector and
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e is the total energy per unit volume. The working fluid assumed to be perfect gas, the
pressure p is defined as follows:

p ¼ c� 1ð Þ e� 1
2
q u2 þ v2 þw2� �� �

; ð3Þ

where c is the specific heat ratio and taken as 1.4 in this paper.

2.2 Moving Computational Domain Method

In this paper, we tried to simulate a continuous motion of a tilt-rotor plane from takeoff
to hovering. To compute such free movement of the body, the Moving Computational
Domain (MCD) method [7–10] was adapted. In the MCD method, a whole compu-
tational domain moves together with an object which exists inside the domain shown in
Fig. 1. Using the method, that is, it becomes possible to simulate the movement of a
tilt-rotor plane in infinite space. This method is one of the moving grid methods
because vertices constructing computational domain also move, which is based on the
unstructured moving grid finite volume method [11, 12]. In the method, fluxes are
evaluated on a control volume in a space-time unified domain (x, y, z, t) to satisfy the
geometric conservation law (GCL) [13]. The control volume is four-dimensional
volume for three-dimensional flows. Flow variables are defined at the center of the cell
in unstructured mesh. The flux vectors are evaluated using the Roe flux difference
splitting scheme [14] with MUSCL approach and the Venkatakrishnan limiter [15]. To
solve implicit algorithm, the two-stage Runge-Kutta method is adopted.

2.3 Multi-axis Sliding Mesh Approach

The multi-axis sliding mesh approach is moving grid method to represent local
movement of part of an object by dividing the whole computational domain into
multiple domains and sliding them. For example, the rotation of propeller is performed
by rotating a whole domain containing the propeller. Although the shape of divided
sub-domains can be arbitrary unless they interfere with each other, sphere and cylinder
is suitable for a rotating body from the aspect of computational cost. Moreover, sub-
domains can be nested (see Fig. 2). In this figure, a computational domain 3 is

Computational domain

yz

x
Object

Fig. 1. Conceptual figure of the MCD
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embedded in a computational domain 2. Also, the computational domain 2 is
embedded in a computational domain 1. These domains have different axes of rotation
respectively which can rotates independently. With combination of movement of sub-
domains, new motion is created. For example, as shown in Fig. 3, the vertical motion
of an object is achieved by the combination of rotations of two circular domains and a
horizontal movement of semicircular domain. The advantage of this approach is that
mesh cells don’t strain because all vertices of the mesh move as one. To transform
domains, the MCD method is used. The multi-axis sliding mesh approach has a pos-
sibility to perform very flexible motion of objects without distorting computational
meshes by combining with the MCD.

In the approach, the surface of a computational domain is dealt with a boundary like
the wall boundary and outer boundary although there is no physical boundary on the
surface, because computational domains have each independent topology. In this paper,
the conserved quantity qb is determined from adjacency relationship between com-
putational domains so as to satisfy the conservation law and interpolated into ghost
cells (hereinafter called “sliding boundary condition”).

Let us consider adjacent computational domains A and B to illustrate specific
computational step of the sliding boundary condition, shown in Fig. 4. Focusing on the
cell i facing the surface within computational domain A, the cell j within computational
domain B exists which is adjacent to the cell i across the sliding surface. For the sliding
boundary condition, physical values are interpolated based on the area of adjacent face
between these cells. To calculate the overlapping area between the faces which may be

Computational
domain 3

Computational
domain 2 

Computational
domain 1 

Fig. 2. Multi-axis sliding mesh approach

Fig. 3. Vertical motion by combining circles
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non-coplanar, the boundary face of cell i is projected onto the boundary face of cell
j. The area Sij of adjacent face between cell i and cell j is defined by the overlapping
area between the boundary face of cell i and the projected face. The cell i is generally
adjacent to multiple cells within domain B. Thus, as the sliding boundary condition, the
interpolated value qbi of the cell i is defined by following equation:

qbi ¼

P
j2i

qjSij
P
j2i

Sij
; ð4Þ

where qj is the conserved quantity at the cell j and
P

j2i means the summation over
cells j which is adjacent to the cell i (Fig. 5).

2.4 Coupled Computation

In this paper, the position and rotation of a tilt-rotor plane is automatically determined
by the fluid flow around it. Also, the flight control surfaces like the elevator and the
pitch of rotor blades affect to the flow around the body. Then it determines the new
position and rotation of the body. This series of mechanism is performed by coupled
computation between a body and flows using following equations:

m
d2r
dt2

¼ F; ð5Þ

I
dx
dt

þx� Ix ¼ T; ð6Þ

where m is the mass, r is the position vector, F is the force vector, I is the inertia tensor
(written in matrix form), x is the angular velocity vector and T is the torque vector.

Computational domain B

Computational domain A

Surface of domain B

Surface of domain A

Fig. 4. Adjacent computational domains
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3 Test Problems

To simulate a flow around a tilt-rotor plane, the multi-axis sliding mesh approach is
inspected by applying it to test problems. In this section, the uniform flow and the
shock tube problem are computed to verify the code.

3.1 Inspection for Geometric Conservation Law

The uniform flow passing through multi-axis sliding surfaces was computed to check
whether the geometric conservation law is satisfied. The computational domain is
consists of three sub-domains. The domain 1 is rotating spherical one which is
embedded in the domain 2. The domain 2 is rotating cylindrical one which is embedded
in the domain 3. The initial conditions of density, pressure, velocity components in the
x, y and z directions are given by: q ¼ 1:0, p ¼ 1:0=c c ¼ 1:4ð Þ, u ¼ 1:0, v ¼ 1:0,
w ¼ 1:0. These values are given as the boundary condition as well.

Figure 6 illustrates the history of the error of density defined by Eq. (4). The order of
error is under 10−12. Moreover, we got the same result on the velocity and the pressure.

Projection of boundary face of cell j
onto boundary face of cell i

Surface of domain B

Surface of domain A

Cell 

Cell 

Fig. 5. Cells facing each other across sliding surface and overlapping area of them used to
calculate interpolated value
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Therefore, it was proven that this approach perfectly captured the uniform flow passing
through multi-axis sliding surface and satisfied the geometric conservation law.

Errori ¼ max
qi � qj j

q

� �
: ð7Þ

3.2 Shock Tube Problem

The shock tube problem was applied to evaluate the approach compared with its exact
solution. The computational domain is consists of three sub-domains. The domain 1 is
spherical one which is embedded in the domain 2. The domain 2 is cylindrical one
which is embedded in the domain 3 whose shape is rectangular. The domain 1 and
domain 2 rotate as shown in Fig. 7. These rotating bodies have boundaries where a
flow can path through and there is no shear force. Therefore the rotation of those
doesn’t affect the flow. In other words, the interpolation on sliding surface being
accurate, the result of the computation using the approach must be equal to that of the
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Er
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computation using just a rectangular domain. Thus, the validity of the approach is
shown by being applied to the shock tube problem.

The initial conditions of density, pressure, velocity components in the x, y and
z directions are given by: qL ¼ 1:0, pL ¼ 1:0=c c ¼ 1:4ð Þ, u ¼ 0:0, v ¼ 0:0, w ¼ 0:0 at
the left of the diaphragm, and qR ¼ 0:1, pR ¼ 0:1=c at the right of the diaphragm. The
reflected condition is applied as the outer boundary condition. The number of cells is
1,005,115.

Figure 8 illustrates the result of the density distributions at t = 0.5 and t = 2.0. The
result shows that the shock wave keeps the sharpness after passing through the sliding
surfaces on the rotating bodies. Moreover, Fig. 9 shows the result of the density on the
center line of the rectangular at t = 0.5, where that is equal to the exact solution. Thus,
the validity of the approach is confirmed.

4 Application to Tilt-Rotor Plane

To achieve six degrees of freedom coupled simulation of a V-22 Osprey as a tilt-rotor
plane, a combination approach with the multi-axis sliding mesh and the MCD method
is used. In the simulation, hovering and yawing are performed.

t = 0.5

t = 2.0

Fig. 8. Density contours
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4.1 Computational Mesh and Conditions

In this computation, the computational domain is divided into 9 domains (see Fig. 10).
Computational meshes of each domain are shown in from Figs. 11, 12, 13, 14 and 15.
These meshes are generated by using MEGG3D [16, 17]. Here, the domains 1–6 are
used to perform the rotations of two blade rotors and two engine nacelles. The domains
7–9 are used to perform the vertical motion for takeoff of the plane. Total number of
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Domain1                                               Domain2

Fig. 11. Mesh around rotors

Domain3 Domain4 

Fig. 12. Mesh around wings

Domain5 Domain6 

Fig. 13. Mesh around nacelles
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cells is 3,333,068. The initial conditions of density, pressure, velocity components in
the x, y and z directions are given by: q ¼ 1:0, p ¼ 1:0=c c ¼ 1:4ð Þ, u ¼ 0:0, v ¼ 0:0,
w ¼ 0:0. The simulation is performed under the following conditions.

(1) Takeoff (The engine starts around the ground. It takes off in helicopter mode until
it arrives 10.0 m high.)

(2) Hovering and yawing (The planes of rotors tilt in the opposite direction to yaw by
up to 7°. The rotational speed of rotors is constant. The collective pitch is used to
keep altitude and prevent from rolling.)

4.2 Results

Figure 16 shows that an isosurface of the velocity in hovering. It found that the flow
around the tilt-rotor plane is bilaterally asymmetric although the body is almost

Domain7 

Fig. 14. Mesh around a body

Domain8 Domain9 

Fig. 15. Outer meshes
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bilaterally symmetric orientation. Figure 17 shows that an isosurface of the velocity in
yawing. In the figure, a history from the start of yawing to one revolution is illustrated
(0, 90, 180 and 360°). The flow around the plane is completely asymmetry. For the
motion of the plane, yawing is achieved by tilting the planes of rotors in the opposite
direction. This occurred by the fluid force due to a coupled simulation. Moreover, the
plane moved in a rough circular motion viewed from the top by not only rotating but
also translating (see Fig. 18). Using the approach, we could see the complicated
phenomena occurred by direct computation of the motion of rotor blade. Furthermore,
the flow was simulated continuously.

Fig. 16. Isosurface of velocity in hovering

0 degrees (start of yawing)                                  90 degrees

180 degrees 360 degrees

Fig. 17. Isosurface of velocity in yawing
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5 Conclusions

To achieve six degrees of freedom coupled simulation around a tilt-rotor plane with
high accuracy, the multi-axis sliding mesh approach was applied. The result of the first
test problem showed that this method captured the uniform flow passing through multi-
axis sliding surface and satisfied the geometric conservation law. The result of appli-
cation to the shock tube problem showed that the approach can be applied to such flow.
The combination of the multi-axis sliding approach and the MCD method, the flow
occurred by a tilt-rotor plane was computed. Six degrees of freedom coupled simulation
of hovering and yawing was simulated.
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Abstract. The introduction of Autonomous Vehicles (AVs) will have
far-reaching effects on road traffic in cities and on highways. The imple-
mentation of Automated Highway Systems (AHS), possibly with a ded-
icated lane only for AVs, is believed to be a requirement to maximise
the benefit from the advantages of AVs. We study the ramifications of
an increasing percentage of AVs on the whole traffic system with and
without the introduction of a dedicated highway AV lane. We conduct a
macroscopic simulation of the city of Singapore under user equilibrium
conditions with realistic traffic demand. We present findings regarding
average travel time, throughput, road usage, and lane-access control. Our
results show a reduction of average travel time as a result of increasing
the portion of AVs in the system. We show that the introduction of an
AV lane is not beneficial in terms of average commute time. Furthermore
a notable shift of travel demand away from the highways towards major
and small roads is noticed in early stages of AV penetration of the sys-
tem. Finally, our findings show that after a certain threshold percentage
of AVs the differences between AV and no AV lane scenarios become
negligible.

Keywords: Autonomous vehicles · AV lane · AHS ·
Macroscopic simulation

1 Introduction

Autonomous vehicles have ceased to be only a vision but are rapidly becoming a
reality as cities around the world such as Pittsburgh, San Francisco, and Singa-
pore have begun investigating and testing autonomous mobility concepts [1]. The
planned introduction of thousands of autonomous taxis, as currently planned in
Singapore [1], poses a challenge not only to the in-car systems of the AV, but
also to the entire traffic system itself.

Besides the deployment of more efficient ride sharing systems and the reduc-
tion of the total number of vehicles on the road, AVs can traverse a road faster
c© Springer Nature Switzerland AG 2019
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while using less space. With the goal of achieving the maximum benefit in terms
of traffic speeds and congestion reduction, the mixing of AVs and Conventional
Vehicles (CVs) is a challenging problem [2]. One method to achieve this is the
introduction of dedicated AV lanes on highways to allow AVs to operate more
efficiently due to the absence of unpredictable random behaviour introduced by
humans and the use of communication capabilities to coordinate local traffic,
e.g. platoon organization [3].

Depending on the portion of AVs in the system, blocking certain lanes for
CVs, and thereby limiting the overall road capacity for human drivers is certainly
a step that can have considerable ramifications. While at the early stages, where
only few AVs are on the road, it would constitute an incentive to obtain an AV, it
could also possibly generate traffic congestion and increase travel times for other
vehicles [4]. As the level of AV penetration in the road transportation system
increases, the total congestion level would likely drop, however, the advantage
of using AVs over CVs would gradually be diminished as well.

Lastly, converting highways into AHS could also affect the rest of the road
network, as drivers of CVs may then choose a different route, caused by the
changed capacity of the highway, which can lead to a mismatch between road
network and traffic demand [5].

In this paper, we take a closer look at the benefits and drawbacks of intro-
ducing a dedicated AV lane on major highways Singapore. With a focus on the
effect of an increasing percentage of AVs in the system, we study the impact of
dedicated AV lanes in terms of capacity, travel time, and effect on other roads.
We compare this scenario to a setting where no dedicated AV lanes are assigned.
In short, our main contributions are:

– Using a macroscopic traffic simulation of the city-state of Singapore and using
realistic travel demand, we show the impact of vehicle automation with and
without AV lanes.

– We evaluate the overall impact of AV penetration on the system travel time.
– We discuss the city-scale effects, in particular how the demand and the

throughput of other roads is affected.
– We quantify the effects caused by lane-access control.

2 Related Work

Automated Highway Systems (AHS) and their implications have received wide
attention from both researchers and industry around the world. Investigations
include general AHS policies and concepts [2,6], effects on travel times and
capacity [6–13], traffic safety [6,8,13,14], and interactions between conventional
human-driven vehicles and autonomous vehicles [15].

Several AHS studies and field trials were conducted as part of the Califor-
nia Partners for Advanced Transit and Highways (PATH) program: Tsao et al.
discuss the relationship between lane changing manoeuvres and the overall
throughput of the highway [9]. Their analytical and simulation results indicate
a direct trade-off between the two. Lateral movement decreases the traffic flow,
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and higher traffic flow leads to longer lane change times. In this work, we ignore
decreased throughput caused by lane changing and focus on a best-case city-wide
benefits of dedicated AV lanes.

Godbole and Lygeros evaluate the increased capacity by the introduction of
fully automated highways by treating the highway as a single-lane AHS pipe [14].
Similar to the work of Harwood and Reed [10], they study different platoon sizes
and speeds but do not consider separated AV and CV lanes.

The pipeline capacity of AHSs was also studied by Michael et al. [11]. Their
results show that longer AV platoons are favourable as they increase the capacity
of the road due to lower inter-platoon distances. A high mixture of different
vehicle classes, however, leads to a lower capacity. Lastly, the presented analytical
model shows that as highway speed increases, the capacity reaches a saturation
point after which the speed decreases again. This is inline with the findings
presented in this paper when studying the throughput on only the AV lane.

Capacity analysis for managed lanes on highways were studied by Fakhariam
Qom et al. using a combined macroscopic and mesoscopic analysis approach [16].
The authors analysed the capacity increase based on a mix of different headway
time as well as the percentage of vehicles preferring the managed lanes over the
general purpose lanes. Their study included one corridor with a fixed number
of lanes, so they could not show effects on other general purpose links in the
network. Ghiasi et al. also presented results on highway capacity in mixed traffic
scenarios, analyzing the effect of different headway settings [17]. They show that
when assumed that the headway an AV maintains to another AV is different
from the headway it maintains to a human driven car, (and vice versa), the
capacity does not necessarily increase steadily. They also show that the capacity
strongly depends on the level of platooning. Assuming static headways for AVs
and CVs, their findings are aligned with the ones presented in this paper.

In summary, it appears that while AHS seem to be a well-studied subject, a
general evaluation of the introduction of AV lanes and their system-wide implica-
tions is still missing. Automated highways are mostly investigated in an isolated
manner (and often also simplified to a 1-lane road) without taking into consid-
ering the rest of the road network. Using the city-state of Singapore as a case
study, we show how travel times of both AVs and CVs are affected and that the
introduction of dedicated AV lanes has a considerable effect on the entire road
network by changing the distribution of traffic demand within the transportation
system.

3 System Model

The goal of this study is to evaluate the allocation of one lane on every highway
road to be used exclusively by autonomous vehicles. We investigate an increasing
percentage of AVs in the system under two scenarios: with and without dedicated
AV lanes on highways. In the former scenario, all roads that are not highways
will exhibit normal traffic conditions as there will be a mixture of human drivers
and AVs. All lanes on the highway roads will be accessible to AVs, while CVs will
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be able to utilize all lanes except one lane, which will be allocated exclusively for
AVs usage. In the second scenario, all vehicles will share all lanes on all roads.

We model the different behaviour of AVs and CVs by means of smaller head-
way time, that is the time gap to the vehicle in front. In our scenario, we assume
fully automated vehicles with no necessary human driver interaction (SAE Level
4+). We therefore further assume that AVs can afford a much smaller headway
than normal vehicles since their reaction time is orders of magnitude smaller
than that of humans [18]. A direct consequence of this is that effectively the
capacity of the road is increased, as AVs need less space. The capacity (in cars
per hour per lane) can then be calculated as follows:

C =
3600

havpav + hcv (1 − pav)
(1)

where hav is the headway time for AVs (values may vary between 0.5 and 1 s,
depending on level of comfort [13,17]), pav is the percentage of AVs on the road
segment, hcv is the headway time for conventional vehicles set to 1.8 s. Equation 1
is based on [19], where it was derived from collected data on highway roads in
Japan for varying percentages of vehicles with AHS.

If it is assumed that AVs maintain a different headway to CVs than they do
to other AVs (and vice versa for CVs), then Eq. (1) can be extended according to
Hussain et al. [20] where the denominator becomes: p2avhaa + pav(1− pav)(hac +
hca) + (1 − pav)2hcc, with hac being the headway of autonomous vehicles to
conventional vehicles and so on. For the remainder of the paper we will assume
a conservative AV headway of hav = 1s as well as haa = hac = hav and hcc =
hca = hcv.

The primary measure we use to evaluate the impact on traffic caused by the
introduction of an AV lane is the travel time of cars. The travel time T =

∑n
i ti

of a vehicle is determined by the traverse times of all n segments (or links)
included in its route. The traverse time ti of a segment i can be computed using
the Bureau of Public Roads (BPR) function [21]:

ti =
li
vi

(

1 + αi

(
Fi

Ciwit

)βi
)

(2)

where li is length of the road segment, vi is the free flow velocity of the segment,
Fi is flow, wi is the number of lanes, t is time duration of the simulated period,
Ci is the capacity of road segment i, αi and βi are parameters from the BPR
function.

Free flow velocities v̂ are extracted from historical GPS tracking data [22].
Parameters αi and βi are calibrated for different classes of roads depending on
their speed limits using both GPS tracking data and a travel time distribution
of the population for certain periods of the day. For a more detailed description
of the calibration and validation procedures we refer the reader to [23].
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4 City-Wide Simulation Study

We conduct a macroscopic city-wide simulation study of the city-state of Singa-
pore to better understand the effects to be expected in a complex environment.
We take a look at the traffic conditions on the highway, but also closely investi-
gate the effect dedicated AV lanes have on the rest of the road network.

4.1 Methodology

In order to evaluate the scenarios of AV introduction in a road transportation
system, we make use of an agent-based macroscopic simulation approach. The
simulation consists of three steps: (1) agent generation, (2) route computation
and (3) travel time estimation.

The underlying road network on which the traffic assignment is performed
is modelled by means of a uni-directional graph, where each edge represents a
road segment and nodes represent decision points at which a road may split or
merge.

To introduce dedicated AV lanes, we alter the original graph by duplicating
start and stop nodes of highway segments and creating a new edge to represent
the AV lane, while removing one of the normal lanes from the original segment.
In a way, we model the lane traffic dynamics by making the AV lane a separate
road parallel to the original one. Connections are added between the start and
end nodes and their respective copies so that vehicles can change lanes at the
start/end of highway road segments. It must be noted, however, that the effect of
traffic congestion due to the lane changing manoeuvres for joining or leaving the
AV lane is not taken into consideration. Therefore, we have to assume that AVs
perform lane changes in a non-obtrusive manner, meaning that their politeness
on the road is very high, and they try to disrupt traffic flow as little as possible.
This is assumption is not very far fetched given the great amount of safety
requirements AVs need to satisfy.

Every agent is generated with an origin and destination sampled from an
origin-destination (OD) matrix representing the travel demand of the system.
Realistic traffic volume is modelled by synthesizing a sufficiently large vehicle
population according to the available survey data.

The routes of the agents are computed using an incremental user equilibrium
approach [24] aiming at representing reality in the sense that every driver is
satisfied with their route and would not choose a different one given the current
traffic situation. We assume a driver is satisfied when they are on the shortest
route from origin to destination in terms of travel time. Routing is performed on
the road network graph, where each edge has an attached weight representing
the current traverse time of this road segment. Weights are updated after every
batch route computation. To disallow conventional vehicles from using the AV
lane, the weight of the edges representing these lanes are set to infinity when
the route of a CV is computed and set back to their traverse time values for AV
route computation.
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Further assumptions regarding to the macroscopic simulation include:

– Agents want to minimize travel time and all perceive the traffic situation in
the same way (there is no noise in the observations of the traffic states).

– Traffic is spread homogeneously in time during the simulation. In order for the
BPR function (Eq. 2) to give a reasonable estimation of the traffic conditions,
the flow F during the simulation time t needs to be spread homogeneously in
time.

– Agents do not reroute while on their trip. In reality, drivers may change
their trip plan dynamically according to unexpected events or observed traffic
conditions ahead. As our traffic assignment provides information to the drivers
about expected traffic conditions for the whole network, we assume that such
events will not occur as drivers are given all the information they need prior
to their trip.

– AVs use the same headway regardless of the car in front of them. This assump-
tion is acceptable on this level of detail, in our opinion, as it accounts for
simply removing the reaction time of the human driver.

– Lane changing manoeuvres performed by AVs do not have a considerable
effect on traffic flow relative to the effect of lane changes in general due to
the high level of politeness of AVs on the road dictated by the high level
of imposed safety requirements. To quantify the real impact of lane changes
based on the number of lanes, the traffic density and the speed, a microscopic
model would be required.

4.2 Data and Scenario Description

We examine the city-state of Singapore with a total population of 5.4 million
and around 1 million registered vehicles including taxis, delivery vans and pub-
lic transportation vehicles. The fact that Singapore is situated on an island
simplifies our scenario as the examined system is relatively closed with only two
expressways leading out of the country. There are 3495 km or roads of which
652 km are major arterial roads and 161 km are expressways spreading over
715 squared km of land area. We have used publicly available data to acquire a
unidirectional graph of the road network of Singapore, compromising of 240, 000
links and 160, 000 nodes. The number of lanes, speed limit and length of every
link is available allowing us to extract information about its capacity.

For the purposes of our model we make use of two separate data sets. The first
data set consists of GPS trajectories of a 20, 000 vehicle fleet for the duration of
one month, providing information about recorded velocities on the road network
during different times of the day [22]. The second one is the Household Interview
Travel Survey (HITS) conducted in 2012 in the city of Singapore, which studies
the traffic habits of the population. Information about the origin destination
pairs, their temporal nature, and commuting time distribution during rush hour
periods is extracted from it.

In order to achieve realistic traffic conditions, we estimated the number of
agents based on the Singapore HITS data. We extracted the ratio of people who
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Fig. 1. Average travel time of whole population, AVs and CVs as a function of AV
percentage

actively create traffic on the streets (cab drivers, personal vehicle drivers, lorry
drivers) and the total number of people interviewed.

We chose the morning commute hours (7:30 am–8:30 am) as the period which
seems to be the most stable in terms of traffic volume and estimated the traffic
demand consisting of 309, 000 agents.

Similar to the simplistic example the vehicle population is split into two
parts: AV and CV. The percentage of AVs is varied in order to observe the
effects in the initial stages of AV introduction, as well as the possible traffic
situation if all vehicles were autonomous. We choose at random which vehicles
will be autonomous.

In order to have a benchmark for measuring the efficiency of the suggested
policy, we also evaluate the scenario where no AV lane is introduced and all
vehicles can access all lanes on all roads. The analytical solution acquired for
the simplistic example in the previous section indicates that the scenario with
no AV lane will produce better or at least the same system performance as the
introduction of the AV lane. Our case study will test our analytical results for a
more realistic transportation system environment.

4.3 Effects on Average Travel Time

We evaluated the change in average commute time based on the percentage
of AVs in the system. We compare two different settings: with and without a
dedicated AV lane. As a baseline we use the average commute time without
the existence of AVs (and thus no exclusive lanes). This time was found to be
approx. 18.5 min and can be seen as the status quo.

We simulated both settings with the exact same travel demand, that is,
identical origin-destination pairs for all vehicles. We then gradually increased
the percentage of AVs in the system. The number of vehicles in the simulation
was invariant; a higher percentage of AVs means that CVs were replaced with
autonomous vehicles.

Figure 1 shows our result. The black dashed line serves as an illustration of
the status quo. It can be observed that when introducing a lane exclusively for
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AVs and thereby taking away capacity from conventional vehicles (Fig. 1a), the
travel time for CVs increases, whereas the low percentage of AVs (driving on
almost empty lane) travel considerably faster. This could be used as an incentive
by policy-makers to increase the share of AVs in the transportation system. With
an increasing percentage of AVs we observe that travel times for CVs decrease
due to the fact that effectively vehicles move away from the common lane to the
AV lane, which in turn increases the travel time on the AV lane. This behaviour
can be observed until the AV lane is saturated (somewhere between 40% and
50% AV percentage).

From this point on, the choice of lane makes no difference for newly added
AVs as they experience equal travel times regardless whether they choose to take
the AV lane or the mixed lane. Therefore, the difference between average travel
time of AV and CV decreases. Travel time of both AVs and CVs still decreases
with the increase of the percentage of AVs since the capacity of the road network
is effectively increased.

Figure 1b shows the comparison between the average travel times for the
entire vehicle population with and without the introduction of an AV lane. It
can be observed that the setting without an AV lane is always performing better
than the AV lane one. After saturation of the AV lane the difference between the
two curves becomes marginal. Before saturation of the AV lane, the capacity of
the highway is not fully utilized and that, on average, the smaller travel times
of the AVs cannot make up for the introduced delays for the CVs. We conclude
that adding an AV lane, while initially being an incentive for early adopters,
will noticeably penalize drivers of conventional vehicles at the early stages of AV
introduction. Additional delays will be introduced by lane changing manoeuvres
and other microscopic effects not considered in this macroscopic study [7,9].

4.4 Analysis of Effect of Headway Time

The headway time of vehicles is a crucial parameter for the computation of the
road capacity (see Eq. 1) and therefore an important input for the travel time
computation using the BPR function (see Eq. 2).

Although, AVs can afford to have smaller headways, this might negatively
affect the comfort of the passengers, as small distances at high velocities can
induce anxiety [13]. To this end, we examine the effect of varying the headway
time (from 0.5s to 1s) for the city-scale simulation scenario with a dedicated AV
lane on highways. It is therefore useful to evaluate the amount of overall travel
time decrease as a function of the headway time.

In Fig. 2 we observe that depending on the headway, the improvement of
overall travel time can vary between 20% and 26%. The difference between the
improvement in the case of all AVs seems is bigger between headway 0.5 s and
0.75 s than between 1 s and 0.75 s.

This is due to the non-linear nature of the BPR function. As vehicles approach
free flow velocities due to the increased capacity, any further improvement in
capacity plays a smaller role and therefore the gains become less significant.
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Fig. 2. Average travel time curves for varying headway time

It must be noted, that this happens only when traffic congestion is such that
vehicles travel at free flow velocities.

If the system was more congested, we would not be able to observe the
decrease of travel time improvement for smaller headway time, since the BPR
function will still be in its non-linear part thus providing significant changes of
travel time as the capacity is altered.

Fig. 3. Road throughput change caused by 50% AVs compared to 0% AVs. Blue colours
represent higher throughput; red colours represent lower throughput (intensity indi-
cates strength) (Color figure online)

4.5 Effects on Road Network Throughput and Traffic Distribution

We examine the traffic distribution on the entire road network to gain a better
understanding of the changes occurring in traffic conditions as a results of the
introduction of dedicated AV lanes. To the best our knowledge, existing literature
focuses on the traffic changes on the highways and ramps only. In our work AV
lanes are added only to the highways, while the rest of the network remained
unchanged, however, we study the changes that occur to the throughput and
demand for the whole system.

As a first step, we provide a qualitative measurement by visualizing the
impact an introduction of 50% AVs has on the road network (compared to 0%
AVs). To this end, we draw roads experiencing higher throughput in blue colours
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Fig. 4. AV introduction (with and without AV lane) implications on throughput Fig. 4a
and demand Fig. 4b

and roads experiencing lower throughput in red colours. We show our results for
both settings, i.e., with AV lane (Fig. 3a) and without AV lane (Fig. 3b).

It can be observed that in both cases the highways exhibit a considerably
higher throughput of vehicles, which is expected since the capacity of the highway
is technically increased by the introduction of autonomous vehicles. Other roads
exhibit a slight decrease of throughput, which may be due to the changes in
routing that are triggered by the AVs, which have a strong preference towards the
highways. In other words, the AVs are, in a way, attracted to the highways, since
they can traverse fast there and the capacity is sufficient. This, however, makes
them willing to pass through more congested roads in order to get to the highway,
which creates additional time losses for the regular vehicles. This argument is
further strengthened by the fact that the roads leading to the highways do not
exhibit increased throughput, although they exhibit higher demand since more
vehicles want to use the highways. This means that the level of congestion on
those roads is too high to allow an increase of throughput.

Comparing the throughput changes in the two scenarios, it can be observed
that the increase of throughput on the highways for the case with no AV lane
is smaller. Therefore, the change of routing triggered by the introduction of
AVs is qualitatively the same but quantitatively different for the two examined
scenarios. This can be observed in Fig. 4a. The relative increase of throughput for
highways is almost three times higher for the dedicated AV lane case. Higher level
of throughput increase on highways leads to higher level of throughput decrease
on the major roads, which represent alternative routes. As mentioned before, if
highways become too attractive for AVs, there can be negative effects on traffic
conditions stemming from overly utilized roads which lead to the highways. The
more balanced distribution of traffic in the no AV lane scenario could be the
reason for its slight, however, consistent superiority over the dedicated AV lane
case in terms of average travel time observed earlier in Fig. 1b.

Finally, we investigate the change in demand for different types of roads. We
define demand for a road as the number of vehicles that have this particular
road in their route under user equilibrium traffic assignment. Taking a closer
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look at the difference in travel demand between the scenario with AV lane and
the scenario without the introduction of an AV lane, we measure the relative
difference of travel demand between the scenarios. Formally, let the demand for
road i for a given AV percentage k be Da

i,k for the AV lane scenario and Db
i,k for

the benchmark scenario without an AV lane. Then, for the different classes of
road (highways, major roads, other roads), we compute the difference in demand
between the two examined scenarios relative to the AV lane scenario (a negative
value therefore means that this particular type of road experiences less demand
when AV lanes are introduced compared to not introducing AV lanes):

ΔD,k =

∑

i

Da
i,k − ∑

i

Db
i,k

Da
i,k

(3)

Figure 4b shows our results for highways, major roads, and other roads. For
highways, we observe that initially there is lower demand. This is due to the lower
road capacity resulting from the dedicated lane, causing more CVs to avoid the
highways. With more AVs in the system, the demand for the highways increases
until the saturation point of the AV lane is reached. From this point on, the
difference between the both settings becomes smaller, eventually converging to
zero as the addition of more AVs cause the common lanes to achieve capacity
values close to the one of the AV lane.

For the major roads we observe increased demand as CVs will favour these
roads as an alternative to the more congested highways caused by the dedicated
AV lane. This effect decreases until the saturation point of the AV lane.

At this moment the highways reach their maximum demand difference and
therefore a smaller portion of the population takes the alternative routes utilizing
major roads. Following the negative peak, the demand difference for major roads
also converges to zero as the two scenarios become identical. The difference for
smaller roads is less pronounced and can only be observed at a low percentage
of AVs in the system. The higher utilization of major roads will also increase
traverse time of these roads. Some vehicles will therefore choose to use minor
roads as a third alternative.

It is interesting to note that after the saturation point of the AV lane the
difference in travel times between the two scenarios is almost negligible, however,
the actual assignment of traffic, as can be observed in Fig. 4b, is qualitatively
different. This finding indicates that the introduction of an AV lane would not
just affect the travel time of the population but also shift the route preferences
of commuters.

4.6 Lane Access Control

We showed that AV lanes can provide faster traversal times if the number of
cars on this lane is low enough. Once the number of AVs in the system exceed a
certain threshold, this benefit diminishes. We therefore look at the benefits and
trade-offs when only a subset of all autonomous vehicles (e.g. AV taxis, service
vehicles, etc.) have access to the specialized lane.
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Fig. 5. Access control analysis. Figure 5a shows the travel time, relative to free flow
conditions, on the normal lanes (solid lines) and access controlled AV lane (dashed
line). Figure 5b shows the performance of the whole vehicle population relative to the
no-access control scenario.

We analyse a simple example of a three-lane highway stretch with one AV
lane and two normal lanes. We assume that 10,000 vehicles would like to traverse
the road and, as before, we vary the percentage of AVs among those vehicles.
Our results are shown in Fig. 5a. It can be seen that the set limit marks the point
where the access control scenario diverges from the original one (solid black line).
The result is a steady and fast commute on the AV lane for the vehicles with
access (dashed lines) and a slower commute for the rest of the population (non-
dashed lines). In the no-access control scenario (black lines), the traverse times
along the AV and normal lanes is equal after saturation, i.e. where the black
lines meet. When a limit is introduced, this is no longer the case and a smaller
limit leads to a bigger difference between the two sets of vehicles on the road in
terms of traverse time.

In order to better understand the trade-off between the fast commute of
specialised vehicles and system travel time, Fig. 5b demonstrates the change of
overall average system travel time relative to the scenario where there is no
access control on the AV lane. This graph can be seen as the cost the system
has to pay for having access control; higher values indicate longer traverse times
for the vehicle population compared to the scenario where all AVs can use the
dedicated lane. The difference grows as the access limit increases and peaks at the
saturation point of the original scenario. This is because the difference of traverse
times between AV and normal lanes in the base-line scenario is practically non-
existent at (and after) this point. Furthermore, the difference in traverse times
on AV lane and normal lanes decreases after this point. For these two reasons,
a maximum ratio of differences between lane-access control and non-lane access
control appears at the saturation point.

5 Conclusion and Future Work

In this article we demonstrated the effect of assigning one lane on highways
exclusively for AVs. We showed that for lower percentages of AVs, or more
precisely, before the dedicated lane is saturated, travel times for AVs can be
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significantly shorter, while at the same time CVs are delayed due to the reduced
capacity of the highway.

Looking at the entire road network, we observe that also non-highways are
affected as CVs will effectively be drawn away from the highways onto the major
roads. This effect is especially pronounced at early stages of AV adaptation
where the AV lane will remain mostly empty. Regardless of an introduction of
the AV lane, we confirmed earlier findings that a larger number of AVs will
have a positive impact on travel times for all vehicles. We further compared
the scenario with AV lane introduction to a baseline scenario where no changes
to traffic regulations are made. The latter scenario outperforms the former one
over the whole range of AV percentages, however, the difference is of considerable
amount only before the saturation point is reached. We also showed to which
extent lane access control can still provide faster travel times to specialized AVs
and quantified the effect on vehicles without access to the dedicated lane.

Future work includes micro (and submicroscopic) studies to better under-
stand the impact of smart platooning strategies but also turbulences caused by
lateral vehicle movement. Another interesting research direction would be replac-
ing the User Equilibrium (UE) traffic assignment with an algorithm that looks
for system optimum assignment (e.g. BISOS [25]), in order to check whether an
AV lane would be more beneficial in such cases.
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Abstract. A key metric in the design of interior layouts of public trans-
port vehicles is the dwell time required to allow passengers to board and
alight. Real-world experimentation using physical vehicle mock-ups and
involving human participants can be performed to compare dwell times
among vehicle designs. However, the associated costs limit such exper-
iments to small numbers of trials. In this paper, we propose an agent-
based simulation model of the behavior of passengers during boarding
and alighting. High-level strategical behavior is modeled according to
the Recognition-Primed Decision paradigm, while the low-level collision-
avoidance behavior relies on an extended Social Force Model tailored to
our scenario. To enable successful navigation within the confined space
of the vehicle, we propose a mechanism to emulate passenger turning
while avoiding complex geometric computations. We validate our model
against real-world experiments from the literature, demonstrating devi-
ations of less than 11%. In a case study, we evaluate the boarding and
alighting times required by three autonomous vehicle interior layouts
proposed by industrial designers.

1 Introduction

Public transport systems based on autonomous mobility are currently in the
focus of research groups around the world. Alongside components such as the
powertrain and the facilities for reacting to the current driving situation, the
interior layout of an autonomous vehicle (AV) has important implications on
the efficiency of the overall transport system. The time required for passengers
to board and alight determines the minimum dwell time required at each stop.
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Thus, the boarding and alighting time is a key metric when defining static or
dynamic AV schedules.

In practice, once industrial designers have defined a set of possible AV interior
layouts comprised of aspects such as the overall geometry and spacing as well as
the size, number, placement, and orientation of seats, a quantitative comparison
with respect to the required dwell time should be carried out. While real-world
experimentation would provide accurate results, the costs for the creation of
mock-ups and the acquisition of sufficient numbers of participants limits such
experiments to small numbers of trials for the most promising AV designs.

We thus propose a simulation model of AV boarding and alighting processes,
permitting large numbers of trials under various scenario conditions. We present
an agent-based model of the passenger behavior. A number of challenges emerge
due to the confined space for movement in the considered scenario that are not
present in many common agent-based simulation scenarios (e.g., [6,9]).

To address these challenges, we adapt the collision avoidance behavior pro-
vided by the well-known Social Force Model (SFM) [18] with right-of-way exten-
sions [10]. A novel size adaption method is proposed to allow agent to navigate
through narrow corridors successfully without the need for complex geometric
computations. The passenger behavior on the strategical level is carefully mod-
eled according to the Recognition-Primed Decision [15] framework as a set of
so-called experiences [17]. We validate our model in comparison to results from
the literature based on experiments relying on human participants.

Our prototypical simulation tool accepts color-coded 2D representations of
AV layouts from which executable scenarios are generated. Thus, industrial
designers without experience in the simulation domain can rely on the simu-
lation to evaluate vehicle designs. Our main contributions can be summarized
as follows:

– We propose an agent-based model to evaluate the boarding and alighting
times with respect to given vehicle interior layouts. We propose adaptations
of well-known pedestrian simulation models to support the navigation in spa-
tially confined scenarios.

– We present validation results showing less than 11% deviation compared to
real-world experiments from the literature.

– The practical use of the model is demonstrated by evaluating the dwell times
of three AV layouts defined by industrial designers.

The remainder of this paper is organized as follows: Sect. 2 introduces exist-
ing works fundamental to our model and related work in passenger simulation
for public transport scenarios. Section 3 describes our basic simulation scenario.
Section 4 describes our proposed passenger model. Section 5 provides validation
and performance evaluation results. Section 6 provides a summary of our results.
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2 Background and Related Work

In this section, we outline the models used to represent the high-level decision
making and the low-level collision-avoidance behavior of agents. Further, we
discuss related work on agent-based simulation of public transport scenarios.

2.1 Recognition-Primed Decision

Recognition-Primed Decision (RPD) is a conceptual framework that arose from
the naturalistic decision-making movement, which seeks to understand human
decision making. RPD is motivated by the insight that people frequently make
decisions based on estimation and guesswork rather than purely rational pro-
cesses. Each agent maintains a repertoire of patterns representing its previous
experiences. When encountering a problem, the agent selects a matching situa-
tion from its repertoire and predicts the expected outcome based on the previous
experience. A comprehensive description of RPD is given in [15]. In Sect. 4, we
describe how the concepts of RPD are applied to our specific modeling problem.

Our agent-based model relies on the implementation of RPD in the Crowd-
Tools simulation framework, which encapsulates the decision-making logic into
experiences composed of one or more stages [17]. The decision-making process
consists of three iterative steps: During situation assessment, the agent perceives
situational cues, which are used to update its emotional state. During experi-
ence matching, the agent selects from its repertoire the experience that is the
most similar to the current situation. During experience execution, the actions
associated with the selected experience are carried out.

Four cognitive components implement the following tasks involved in the
above process: The perception system detects the constraints imposed by the
virtual environment and filters the relevant information for the decision making.
The working memory stores predefined information and situational states. The
decision system carries out the decision making based on the information from
the perception system and the working memory. Finally, the action system exe-
cutes the actions determined by the decision system. In Sect. 4, we present our
mapping of the passenger behavior to the RPD concepts.

2.2 Collision Avoidance

Microscopic crowd simulations represent humans as autonomous agents that
sense their surroundings, make decisions and carry out corresponding actions.
The Social Force Model (SFM) [18] is a popular and well-studied model of the
distance-keeping behavior of pedestrians. The SFM models the intention of a
pedestrian as a driving force and the resistance between a pedestrian and its
surrounding objects, i.e., neighboring pedestrians and stationary obstacles, as
repulsive forces. The force acting on an agent i at time t is defined as follows:

mi
dvi
dt

= mi
v0
i (t) − vi(t)

τi
+ Fnb + Fobs
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The first summand represents the driving force, where mi is the mass of the
agent, v0

i (t) is the preferred velocity and vi(t) is the actual velocity; Fnb is the
net force from neighboring agents, and Fobs is the force from the surrounding
obstacles. The force received from neighbor j is defined as fij = A exp(−Dij

B )nij .
The time step size is denoted by τi. The parameters A, B determine the strength
and range of the force. D is the distance between two agents. nij is the direction
vector pointing from ri to rj . The force from an obstacle line l is determined in
the same fashion based on the distance of agent i to the closest point on l.

Following the above definitions, for a pair of agents, the SFM defines a pair
of opposite forces, which can lead to undesirable symmetric interactions [13].
As an example, suppose two agents are heading exactly towards each other
in an open space. The agents experience forces opposite to their velocity, and
decelerate without changing direction, leading to a standstill or collision. To solve
this issue, a variant of the SFM introduces a right-of-way mechanism based
on agent priorities [10]. The parameter B in the original SFM is replaced by
Bij = B + Rjiri, with the right-of-way of agent i over agent j defined as Rij =
max(1, pi − pj), if pi ≥ pj , and 0 otherwise; pi and pj are the agents’ priorities.
The direction of the repulsive force is adapted according to Rij . If agent i has
higher priority than j, the repulsive force on j is assigned an angle between 0◦

and 90◦ to the preferred velocity of i.

2.3 Simulation of Passengers in Public Transport Scenarios

Several existing works have used agent-based simulations to determine the
required dwell time of public transport vehicles. Perkins et al. [19] employ SFM
to assess the dwell time of a train under various parameter combinations for
the door width and placement as well as the crowd mix. Their focus is on the
train-platform interface. Thus, in contrast to our work, the geometry and seat
placement inside the vehicle as well as the passenger behavior after boarding are
not considered.

Fletcher et al. [12] propose an automated procedure to optimize the geometry
of a train’s interior layout based on evolutionary algorithms and evaluation using
agent-based simulation. While their approach provides interesting avenues for
future research, the considered parameters of aisle width, seat width, and door
width limit the range of possible layouts. The aim of our work is to support
industrial designers when evaluating different layouts. Thus, we rely on color-
coded floor plans as input so that designers are free in their decisions on aspects
such as the seat placement and orientation and the placement of walls.

For parameterization and validation of passenger models, the existing works
in the literature have relied on video footage [5,12,19,22], smart-card payment
records [21], and experiments using mock-ups [14,20]. In our work, we validate
against real-world experiments based on mock-ups from the literature. We are
investigating data collection from virtual reality experiments [3] and real-world
observations to achieve an accurate parameterization with respect to aspects
such as the passengers’ seat selection preferences.
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3 Scenario

In the following, we describe the scenario considered in our simulations. The
AV layout is provided as a color-coded 2D floor plan. As shown in Fig. 1, each
layout represents a 6 m × 6 m station comprised of the vehicle of size 6 m × 2.7 m,
and the platform (6 m× 3.3 m). The interior region includes regular seats and
leaning seats (where passengers can lean on the wall), seat areas, standing areas,
and a door. Outside the vehicle, queue areas and an alighting area are specified.
Alighting passengers are assumed to exit the scenario through the alighting area.
To simplify the boarding process, a vehicle entrance is defined as the position at
which boarding agents choose their preferred destination.

.

..
.
..

Regular Seat

Seat Area

Vehicle Entrance
Door

Queue Area

Leaning Seat

Standing Area

Free Area Alighting Area

Fig. 1. Color-coded autonomous vehicle layout used as input to the simulation. (Color
figure online)

We assume that when the simulation starts, the AV has stopped at the station
and passengers are queuing at the platform. A configurable number of passengers
then exits the vehicle, while some are assumed to stay inside to continue their
trip. Once all alighting passengers have exited, the queuing passengers board the
vehicle and move to their preferred seats or a location in the standing area. We
are interested in the times taken for all alighting passengers to exit the vehicle, for
the boarding passengers to enter the vehicle and to reach their desired locations.

4 Passenger Model

In this section, we describe the high-level decision-making and low-level distance-
keeping behavior of our agent-based passenger model. Due to the highly confined
environment within the vehicle, our model must address two main challenges:
firstly, passengers must be able to pass through corridors narrower than their
shoulder width. Secondly, the model must be able to cope with passenger passing
each other in confined areas. We developed the model in the CrowdTools [7] simu-
lation framework, which is an implementation of the RPD paradigm (cf. Sect. 2).
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4.1 High-Level Decision Making

There are three types of agents in our model:

– Alighting Passengers (AP): APs are created in a seat or in the standing
area and cross the vehicle center to reach the door. After exiting the vehicle,
APs enter the alighting area to disappear from the scene.

– Boarding Passengers (BP): BPs are generated within the queue areas
and remain idle until all APs have alighted. After subsequently entering the
vehicle, each BP chooses a standing point or a seat. Once the desired location
has been reached, the BPs become passive.

– Passive Passengers (PP): PPs are generated uniformly at random inside
the vehicle, occupying a seat or space for standing. Larger numbers of PPs
increase the interior density and prolong the boarding and alighting process.

Since the behavior of APs and PPs is relatively simple, our description focuses
on the BP behavior. Table 1 lists the action to be executed in each stage in the
experience set of BPs: Navigate represents long-distance navigation based on the
approximated best-first search A∗ algorithm [7]; StraightWalk represents direct
translation only used on unobstructed paths; WaitAtPoint represents idling at
the waiting point and returning to the position when being pushed away by
neighbors; Still represents standing at the current position.

Figure 2 shows an excerpt of the decision-making when a BP arrives at the
vehicle center, restricted to one stage for each experience. The BP first deter-
mines the experience that best matches the cue “Priority to Seats”, which is
“Go to seat”. While the agent carries out the associated action of navigating
to the seat, its perception system continuously evaluates the remaining distance
and the occupation to the target seat. A violation of the agent’s expectations is
detected if the target is no longer available. The agent’s current goal is considered
to be achieved once the agent enters the seat. When an agent exits the current
stage after having achieved the associated goal, it enters the subsequent stage
of the current experience. In contrast, when the agent exits the stage through a
violation of its expectations, a new round of experience matching is triggered.

4.2 Low-Level Collision Avoidance

We rely on the Social Force Model (SFM) with right-of-way extensions
(cf. Sect. 2) for the fundamental collision-avoidance behavior among agents. To
achieve plausible agent behavior in the confined environment of our boarding
and alighting scenario, we propose three modifications to the model.

Size Adaption: The original SFM relies on a circular representation of agents,
which overestimates the actual space occupied by a human. As a consequence,
the model fails to support scenarios in which pedestrians travel through corridors
narrower than their shoulder width. Some existing works propose elliptical [4] or
even irregular polygonal representations [2,16] to solve this issue by introducing
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Table 1. The experience set of a boarding passenger.

Experience Stage Action

QueueExp Queue WaitAtPoint

GetOnVehicleExp GoToDoor Navigate

GoToVehicleCenter StraightWalk

GoToSeatExp GoToSeatFront Navigate

ArrivedSeat Still

GoToStandingAreaExp GoToStandingPoint Navigate

IdleInStandingPoint WaitAtPoint

F

T

F

T

T

T

T

T

CHECK VIOLATION & 
COMPLETION

DECISION SYSTEM

EXPERIENCE SET ON EXIT STAGE
PERCEPTION SYSTEM

Action: Navigate

staesotytiroirP:euC
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Perceived area

WORKING MEMORY

ACTION SYSTEM

Exp: Go to  
standing area

Stage: Go to  
standing point

Exp: Go to seat

Stage: Go to
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C: Close enough to 
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V: Target no longer 
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V: No more 
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C: Close enough to 
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Choose another 
standing point
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Occupy the seat

seat center

Experience 
rematch

Experience
rematch

Experience
rematch

Stage: Arrived
seat

Stage: Idle in 
standing point

NEXT STAGE

Fig. 2. An excerpt of the decision making of a boarding passenger when determining
the next action after entering the vehicle.

lateral motion. However, these approaches substantially increase the complexity
of the collision avoidance, both computationally and in terms of the need to
address special cases, e.g., when there is insufficient space for an agent to rotate.

We propose a simple solution for the navigation through narrow corridors
based on adapting the size of the circles representing agents. Our rationale is
that 1. in real-world situations, the rotation performed by passengers to travel
through corridors reduces their effective size in perpendicular direction to their
target, and 2. if the agent is not directly facing an obstacle, its size in walking
direction has only a minor effect on other agents. Thus, temporarily reducing the
size of circular agents achieves a similar effect as a rotation of agents represented
by more complex shapes, while avoiding the associated complexity.

As shown in Fig. 3a, the agent first perceives the surroundings to determine
the closest object (obstacle line or agent). A side sensor Sside is generated by
mirroring the vector vcol from the agent to the closest object across the front
sensor Sfront. A potential corridor is detected if Sside is obstructed, whereas
Sfront is unobstructed. When a corridor is detected, the agent reduces its radius
for a configurable amount of time, after which the corridor detection is repeated.
If no corridor is detected, Sside is rotated by 45◦ over the course of the next few
time steps to achieve a sufficient coverage of the area ahead (cf. Fig. 3b).
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Force Reduction. The magnitudes of the forces generated by the original SFM
are excessively large when considering confined scenarios, where passengers may
stand nearby each other or pass other passengers at close distances, while still
aiming to avoid potential collision. This is contrary to the common use cases
of SFM in large-scale scenarios with open spaces, where pedestrians tend to
maintain relatively large distances from each other. Further, in our scenario,
strong repulsive forces from stationary obstacles make it impossible for agents
to traverse the seat edge areas and to enter seats.

Fig. 3. Size adaption when traversing a narrow corridor.

We assume that passengers tend to maintain smaller distances to objects
nearby within the vehicle than in an open space, and that they keep larger
distance from neighboring passengers than from stationary obstacles. Although
reducing the agent size makes it possible for agents to traverse paths that are
narrower than their shoulder width, they may still fail to enter a corridor because
of the strong repulsive force from the corridor walls. We address this issue by
reducing the forces using two new scaling factors λagent and λobs:

mi
dvi
dt

= mi
v0
i (t) − vi(t)

τi
+ λagentFnb + λobsFobs

We assign λagent and λobs values between 0 and 1. Reducing these forces also
enables agents to stand both closer to each other and closer to walls, which
is necessary to achieve high passenger densities commonly observed in public
transport situations. In our simulation experiments, the specific values for the
scaling factors were hand-tuned based on visual inspection of trial simulations,
with values adapted according to the area in which each agent currently resides.
The specific values are given in Sect. 5.

Modification of Right-of-Way Behavior: We employ an existing exten-
sion to the SFM that relies on agent priorities to model right-of-way behavior.
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Three levels of the agent priority p are defined in our model. All types of agents
start with an initial p value of 0. During the simulation, APs and BPs increase
their priority to 1 when they are navigating inside the vehicle, and reset the
value when they exit the vehicle or reach their destination inside the vehicle. An
agent i with priority equal to 0 yields to another agent j with higher priority by
moving in the direction perpendicular to the walking direction of j. For all agent
types, p is set to −1 when the agent is seated. An agent with negative priority
does not receive any social force, ensuring that the agent retains its position.

In certain situations, the above behavior fails to allow agents to pass each
other successfully. When the repulsive force on an agent from a higher-priority
neighbor is pointing to an obstacle, there is no space to step backward, as shown
in Fig. 4a. Simply reversing the repulsive force does not solve this issue in our
confined scenario, since both the back and front of an agent may be blocked
by obstacles. To detect this situation, an extra step is added during the agent
force computation: The agent first perceives the distance to the closest obstacle
line col. If the distance only exceeds the agent’s radius by a small positive ε, we
assume that the agent cannot give way to its neighbor. In this case, the repulsive
force is reoriented to be parallel to col, so that it is possible for the agent to avoid
the approaching neighbor. The direction of the force from the higher-priority
agent j on agent i is adjusted depending on the external distance Dij as follows:

=
{

g(davoid,−v0
j (t)), Dij > 2Dmin

g(davoid, v0
j (t)), otherwise

where davoid is the direction from agent i to the closest obstacle line and Dmin

is a small positive value. The function g(v1, v2) determines a unit vector that is
perpendicular to v1, with an orientation difference of less than 90◦ from v2. In
the more common cases of Dij > 2Dmin as shown in Fig. 4b, where two agents
are still positioned far from the point of a projected collision, agent i is driven
by the adjusted force and walks towards agent j. Agent j triggers the size
adaption of both agents, freeing up sufficient space for navigation. When two
agents are close enough to each other so that both of their front sensors Sfront

are obstructed (cf. Fig. 4c), the size adaption algorithm is not activated. In this
case, the agent i moves in the direction of the preferred velocity of agent j.

5 Evaluation

In this section, we present the validation of our model against results from real-
world experiments from the literature. Further, we demonstrate the practical
use of the model by comparing the boarding and alighting times required by
different layouts of an autonomous vehicle created by industrial designers.

5.1 Parameter Setup

In Sect. 4, we described our adaptations of the Social Force Model to allow pas-
sengers to navigate the confined space inside the vehicle. To reduce the inten-
sity of the forces from other agents and obstacles inside the vehicle, the scaling
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Fig. 4. Illustration of a situation that cannot be resolved by the original right-of-way
SFM (a), and two solutions (b) and (c) depending on the distance between agents.

parameters are configured as follows for agents outside the vehicle, inside the
vehicle, and on the seat edge: λagent = 0.8, 0.6, 0.2; λobs = 0.2, 0.1, 0.01.

To retain the distance kept by passengers even in confined spaces, the force
generated by obstacles is reduced more sharply than that of agents. While our
model allows modelers to specify passenger personas defined by preferred walk-
ing speeds and seat selection preferences, here we assume all passengers to be
working adults, with a preferred speed of 1.4 m/s outside the vehicle, which is
reduced to 0.56 m/s inside the vehicle, and to 0.28 m/s in the seat edge area. Seat
selection is assumed to be uniformly at random. We are currently investigating
approaches for data collection from virtual reality experiments [3] and real-world
experiments to support the representation of different passenger types.

5.2 Validation Experiment

In 2010, Fernández et al. carried out experiments on the influence of the plat-
form and vehicle design on boarding and alighting times as well as passenger
saturation flows of a public transport vehicle [11,14]. The participants of the
experiment repeatedly boarded or alighted a full-scale mock-up. We recreated

Table 2. Validation results.

Scenario and metric Experiment Simulation Deviation SD

Narrow door, Average
alighting time

1.22 s/pass 1.23 s/pass 0.01 (0.82%) 0.080

Narrow door, Alighting
saturation flow

0.85 pass/s 0.83 pass/s 0.02 (2.35%) -

Wide door, Average
alighting time

0.73 s/pass 0.81 s/pass 0.08 (10.96%) 0.050

Narrow door, Average
boarding time

1.54 s/pass 1.56 s/pass 0.02 (1.30%) 0.169

Wide door, Average
boarding time

1.18 s/pass 1.22 s/pass 0.04 (3.39%) 0.097
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the vehicle layouts used in the real-world experiments in our simulation and val-
idate our agent-based models by comparing the results from these experiments
to our simulation results. In the experiments, 50 and 25 passengers took part in
the alighting and boarding process, respectively.

Table 2 compares our simulation results with the measurements from the real-
world experiments. The simulation results are averages of 100 iterations for each
scenario. We can observe that the boarding and alighting times in our simulation
are slightly longer than in the real-world experiments. Overall, given the observed
deviations between 0.8% and 11%, we consider the model sufficiently accurate
to provide estimates of real-world boarding and alighting times.

5.3 Case Study

We demonstrate the practical use of our model by evaluating the times taken for
the boarding and alighting process when considering three different autonomous
vehicle layouts. The following metrics are considered:

– Alighting time: The time until alighting passengers have exited the vehicle.
– Boarding time: The time until all alighting passengers have exited and all

boarding passengers have entered the vehicle.
– Settling time: The time at until all boarding passengers have settled on a

seat or in the standing area.

Figure 5 shows the interior layouts to be evaluated. Two of the layouts repre-
sent extreme cases with respect to the seat numbers and thus passenger comfort:
“standing only” does not provide any regular seats, leaving a large amount of
space for navigation inside the vehicle, whereas “maximum seating” provides
16 seats in total. The layout “balanced” aims to provide a sufficient number of
seats, while still allowing passengers to navigate comfortably. Further, the layout
leaves space near the door to place a wheelchair.

We populated each layout with 6 passive passengers, varying both the number
of boarding and alighting passengers between 1 and 6. Given the 100 iterations
for each parameter combination, 3600 iterations were executed for each layout.

The results shown in Fig. 6 indicate that, as expected, the spacious area for
navigation in the layout “standing only” allowed for the shortest times for the

(a) Standing only: no regu-
lar seats, maximizes space
for movement.

(b) Maximum seating:
maximizes the number of
regular seats.

(c) Balanced: provides reg-
ular seats while preserving
space for movement.

Fig. 5. The autonomous vehicle interior layouts evaluated in the case study.
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Fig. 6. Simulation results for the three layouts in the case study.

alighting, boarding and settling processes, with averages of 6.0, 12.0, and 16.8 s.
The layout “maximum seating” generated the largest values for all three metrics,
with averages of 8.1, 13.6, and 20.8 s. The boarding and alighting times achieved
with the layout “balanced” are only slightly longer than those for the “standing
only” layout. Due to the time taken for passengers to enter their seats, the
settling time is significantly larger than with the “standing only” layout. The
effect of the settling time on the required dwell time depends on the point in
time when the vehicle starts its trip. While the vehicle may start its trip as soon
as all passengers have entered the vehicle, considerations of passenger comfort
may suggest a delay to allow passengers to take their seats.

In the layout “maximum seating”, passengers that have already taken their
seats may make it cumbersome for others to get seated. Thus, the variability in
settling times is particularly large with this layout.

According to our simulation-based evaluation, the lowest boarding, alighting,
and settling times are achieved with the layout “standing only”. While the purely
quantitative evaluation permits comparisons in terms of efficiency, it must also
be ensured that the selected layouts satisfy other requirements such as those
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given by Universal Design principles [8], as well as service quality indicators for
public transportation as defined by standards such as EN 13186 [1].

6 Conclusion and Future Work

We presented a novel passenger model for evaluating public transport vehicle
layouts in terms of the required dwell time. The low-level model is based on the
traditional Social Force Model with additional right-of-way features. A dynamic
adaption of the agent size emulates turning behavior. The RPD framework is
used to define the passenger behavior, allowing for an adaptive decision-making
based on the current situation faced by agents. We validated our model by repli-
cating an existing mock-up experiment in our simulation. The observed devia-
tions in boarding and alighting times were below 11%. We applied our simulation
to autonomous vehicle layouts created by industrial designers, demonstrating
substantial differences in the dwell times depending on the seat number and
positioning. By relying on color-coded floor plans as the input to the simulation,
different vehicle layouts can be evaluated easily. Of course, apart from efficiency
metrics such as the dwell time, viable vehicle designs must also be evaluated in
terms of the provided service quality through features such as step-free access,
space for wheelchair users, and the presence of handrails.

In future work, we aim to extend our experiments to passengers with different
characteristics. To this end, we are exploring data collection from virtual reality
experiments [3] and real world observations. Potential future refinements include
more complex passenger interactions in confined environments (e.g., exiting the
vehicle to allow passengers to alight), joint decision-making (e.g., assisting elderly
people), and crowd mixes at specific times of day (e.g., during peak hours).
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Abstract. Multi-Label user profile is widely used and have made great con-
tributions in the field of recommendation systems, personalized searches, etc.
Current researches on multi-label user profile either ignore the associations
among labels or only consider the explicit associations among them, which are
not sufficient to take full advantage of the internal associations. In this paper, a
new insight is presented to mine the internal correlation among implicit asso-
ciation labels. To take advantage of this insight, a multi-label propagation
method with implicit associations (MLP-IA) is proposed to get user profile.
A probability matrix is first designed to record the implicit associations and then
combine the multi-label propagation method with this probability matrix to get
more accurate user profile. Finally, this method proves to be convergent and
faster than traditional label propagation algorithm. Experiments on six real-
world datasets in Weibo show that, compared with state-of-the-art methods, our
approach can accelerate the convergence and its performance is significantly
better than the previous ones.

Keywords: Implicit association labels � User profile � Multi-label propagation

1 Introduction

As the consumer economy enters an era of “information overload” [1], a large number
of personalized service platforms, including recommendation systems, begin to emerge
to satisfy human’s more individualized demands. User profile, the fully understanding
of users, is the basis of recommendation system [19] and exact-marketing [2, 3]. As a
result, it is essential to provide an accurate and effective method to get user profiles.

Recently, user profile is widely studied by label propagation methods inferring user
interests [4–6], user authority [21] and social attributes [20]. In order to get more
accurate and abundant user profile, many researches prefer to apply multiple labels to
analyze user profile. Some researches assumed labels were independent [5], ignoring
the associations among them. However, it is not consistent with reality and cannot mine
hidden label features very well. To overcome this limitation, Glenn et al. [1] considered
the associations among labels to get user profile and obtained better performance.
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J. M. F. Rodrigues et al. (Eds.): ICCS 2019, LNCS 11536, pp. 548–561, 2019.
https://doi.org/10.1007/978-3-030-22734-0_40

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-22734-0_40&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-22734-0_40&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-22734-0_40&amp;domain=pdf
https://doi.org/10.1007/978-3-030-22734-0_40


The associations in these works are explicit, indicating that there are some clear and
definable connections among labels. For example, “Photography” and “Camera” are
related, so they are called explicit association. As a result, a large number of methods
based on explicit association were proposed and have achieved good performance [2,
22]. However, the existing methods rarely consider the implicit association of labels,
where there are internal but not direct connections among them.

In many real-world applications, the associations among labels are complex [25].
With our observation, in addition to the explicit associations, there still exists some
associations among implicit labels due to various reasons, such as uncertainty [23] or
privacy issues [24]. For example, “Travel” and “health” are not related in any cases.
However, they have many inherent connections, because people who like travelling
always pay more attention to their health. Utilizing the implicit associations among
labels, it is beneficial to make user profile more accurate and comprehensive.

To take advantage of this insight, a multi-label propagation method with implicit
label associations (MLP-IA) is proposed to get user profile. We first design a proba-
bility matrix to record the implicit associations and then combine this probability
matrix to multi-label propagation method to get more accurate user profile. Finally, we
prove that the method is convergent and faster than traditional label propagation
algorithms. To sum up, the main contributions of this study can be summarized as
follows:

– Insight. We present a novel insight about associations among implicit association
labels. In social platforms, due to users’ social and living habits, there are still
certain implicit associations among labels. At the same time, mining the associa-
tions is useful for the construction of user profile.

– Method. A multi-label propagation method with implicit label associations is
proposed to get user profile. We first design a probability matrix to record the
implicit associations and then combine the multi-label propagation method with this
probability matrix to get more accurate user profile. Finally, we prove that the
method is convergent and faster than traditional label propagation algorithm.

– Evaluation. We conduct experiments to evaluate our method on six real Weibo data
sets of different sizes. The comparative experiments evaluate the accuracy and
effectiveness of the proposed method. The results show our method can accelerate
the convergence and the performance is significantly better than the previous
methods.

The following chapters are organized as follows: In Sect. 2, related works are
elaborated in details. The Sect. 3 explores our insights about the implicit association
labels, and Sect. 4 describes the details of the proposed method and its efficiency. In
Sect. 5, experiments and results are described. Finally, conclusions and future work are
drawn in Sect. 6.

2 Related Works

The existing researches in user profile can be divided into two parts. One is to infer
user’s unknown attributes based on the user’s own data by text-mining methods, and
the other is to propagate labels by social-network structure.
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2.1 Text-Mining Methods

There are many text-mining methods to extract user profile. The user’s own data
generally contains rich semantic information, so the user profile problem can be
regarded as a text analysis problem [7, 8]. For user’s interest profile, most researchers
apply the topic model (LDA) to complete the keyword extraction on the blog, and then
use TFIDF algorithm to select features [9–11]. However, text mining often has high
complexity, and the extracted profiles are unstable because of the richness of semantics.

2.2 Social-Network Structure

The method is to label the unknown users based on the known users’ labels by prop-
agation, and multi-label algorithms are widely applied. Zhang et al. used multi-label
propagation algorithm to mine user interests, and discovered potential interests of users
through social relationships [6]. Xie et al. proposed the speaker-listener mechanism to
update the label [12]. Dong et al. considered inference of gender and age using a social
network, which is feasible only when the set of attribute values is extremely restricted
[13]. To approach this, Chakrabarti et al. [14] proposed a method called EDGE-
EXPLAIN and Besel et al. built interest profile by propagating activation functions, and
proved the method was more suitable than the most advanced methods [15]. Ma et al.
innovatively introduced label propagation to improve the accuracy of the semi-
supervised learning algorithm [16].

Some scholars found there were links between labels. Recently, the explicit asso-
ciations among labels have been taken into consideration, Glenn et al. [1] introduced
the explicit association labels and the results showed that their method performed well.
To the best of our knowledge, there are few researches on the associations among
implicit association labels.

3 Priori Knowledge with Implicit Association Labels

As is observed, in many social platforms, because of hot spot events or other special
reasons, there are certain associations among implicit association labels. For example,
as is shown in Fig. 1, the node represents a user in Weibo and a directed edge indicates
the user’s social relationship. As highlighted with orange labels, we find the majority of
users who like Entertainment in Weibo like Health as well.

We analyze the statistical characteristics of user interest labels in Weibo by cor-
relation analysis [26] and a higher value indicates that there are certain associations
among implicit association labels. We have show the top five label pairs in Fig. 2 and
the value is the correlation score of interest labels.

The statistical results are explicable. For example, Fig. 2 shows that there are some
associations between Health and Tourism. In the real world, users who like healthy
lifestyle tend to pay more attention to tourism information. Obviously, they can enrich
their lives through tourism and develop a healthy life with a relaxing lifestyle.

Based on our observation, implicit associations exists among labels and the features
can be fully utilized to build a better user profile. Therefore, we will introduce the priori
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probability among implicit association labels to improve user profile model. The details
will be illustrated in next section.

4 Our Model

This section mainly focuses on the improved multi-label propagation. Firstly, we will
construct the priori knowledge to introduce the associations among implicit labels. And
then two major matrixes in multi-label propagation algorithm will be initiation for

Entertainment, Health, Society

Tourism, Entertainment

Tourism, Health,
Entertainment

{ Ball, ice cream, swim...}

Entertainment, Education, Health

{Basketball, Run,... }

Tourism, Entertainment, Woman

Health, Entertainment, Sports

Entertainment

Entertainment, Health

Reading, Health, Technology

Society, Entertainment, Car,
Health, Reading

Health, Education,
Entertainment

Woman, Finance, Entertainment

Fig. 1. An Example of interest labels propagation in Weibo. Note: nodes with labels indicate
that users in Weibo where labels are the topic users are interested in. Green nodes are users with
high influence such as V-plus users and orange nodes are some ordinary users. A directed edge
indicates the user’s social relationship. Some explicit labels are highlighted with blue color.
(Color figure online)

Fig. 2. Results of labels association analysis.
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propagation. Next, the model will be trained via labeled users and we will get the
unlabeled users’ label after a finite number of iterations.

The symbols mentioned in the paper are shown in Table 1.

4.1 Priori Knowledge of Implicit Association Labels

From Sect. 3, a new insight about associations among implicit association labels has
been found. We analyze the interest labels of users in Weibo and find there is a certain
connection among different interest labels.

Specifically, we define the priori probability matrix P as Eq. 1 shows. The higher
the value of pij is, the higher the probability of propagation among labels becomes.

pij ¼
tjt 2 I ^ li; lj

� �� t
� ��� ��

Z
ð1Þ

where Z ¼Pm
i¼0

Pm
j¼0 tjt 2 I ^ li; lj

� �� t
� ��� ��. Some scholars have proved that the

associations in social network are complex due to various reasons, such as uncertainty
[23] or special events [24]. Therefore, we define that elements of I by co-occurrence,
cultural associations, event associations or custom associations and so on. The detail is
shown in Eq. 2.

I ¼ I1 [ I2 [ I3 [ . . . ð2Þ

where Ii i ¼ 1; 2; 3; . . .ð Þ represent respectively a set of each user’s interest label set,
label sets sampled by cultural associations, event associations and custom associations.

Table 1. Symbols of our paper

Symbol Description

I A set of a pair of labels
P A matrix of priori probability of associations among implicit labels
pij An element of P, represents priori probability of implicit association between

label i and label j
F(t) The t-th iteration of LABEL. And the initialization is recorded as F(0)

T A matrix of probability transferred among users
R A set of users’ social relationships and the element ui; uj

� �
represents ui follows

uj. R ¼ ui; uj
� �jui; uj 2 U

� �
FANS A set of users’ fans and the element FANSi represents the fans set of user i
FOLLOW A set of users’ followers and the element FOLLOWi represents the user set of

user i follows
C A matrix that represents the connections between users
cij An element of C, represents whether there is a connection between user i and

user j
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4.2 Introduction of the Priori Knowledge

As our observation, in addition to other users’ influence, the label will spread according
to both other users and other labels, that is F ¼ U � L � P. The labels will be propagated
among users and each iteration is given by Eq. 3, where k is a hyper parameter and it
controls the influence of initialization.

F tþ 1ð Þ ¼ kT � F tð Þ � Pþ 1� kð ÞF 0ð Þ ð3Þ

The hyper parameter k controls the influence of initialization. In each iteration, the
users’ labels will be updated by the neighbor node’s labels and the implicitly associated
labels. It’s noted that after each iteration, the matrix F will be corrected by Fa for next
correct propagation, which shows that our model is a semi-supervised learning method.

The loss function in the model uses the squared distance, as is shown in Eq. 4.

loss¼ Fðtþ 1Þ � FðtÞ
�� ��2þ 1

2
1� fk k2 ð4Þ

In real world network, it is difficult to construct complete structure of networks
because of privacy security. Therefore, we consider the influence of the integrity of
social networks. In the model, a hyper parameter f is introduced.

We define f ¼ the number of relationships in dataset:
the number of relationships in the real world:, which represents the sparsity of

social networks and the value indicates the integrity of a social network. When more
relationships are added for constructing graph, f will tend to 1 and the model will get
smaller loss value accordingly to make a better user profile.

4.3 Multi-label User Profile Based on Implicit Association Labels

Traditionally, given labels set L ¼ l1; . . .; lmf g, U ¼ u1; . . .; ua; . . .; uaþ bf g, which
contains a users with labels and b users without labels and their labels matrix
F ¼ Fa; Fb½ �.

Firstly, if nodes are in a graph, multi-label propagation algorithm infers the labels
via the aggregate labels of their neighbors until labels for all the nodes do not change
[26]. The key to inference is the probability between nodes. In our model, two major
matrixes, the user’s initial interest vector matrix and label transfer matrix, are con-
structed. The details of two matrixes are as follows.

Initial Interest Vector Matrix. The initial interest vector matrix contains two parts.
The one-hot method is used to build the labeled users’ initial vector of interest labels.
As is shown in Eq. 5, if the user is with the label, the value will be 1. Otherwise, it will
be 0.

fij ¼ 1
0
if the user i is with the label j

otherwise

�
ð5Þ

The unlabeled users’ initial vector is zero vector. From this, we transform the
multiple interest labels into the multi-label vector for propagation. It is worth noting
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that after each update iteration of label propagation algorithm, it is necessary to correct
the labeled users’ interest label matrix so as to obtain more accurate results of
propagation.

Probability Transfer Matrix. The interest labels will spread among users. The label
transfer matrix T is constructed via social relationships shown in Eq. 6. Here we
introduce two matrixes D and W for better convergence, which had proved in [17].
Elements of D are computed by Eq. 7 and elements of W are computed by Eq. 8.

T ¼ D�
1
2WD�

1
2 ð6Þ

dii ¼
X

j¼1;...;n wij ð7Þ

wij ¼ cij � Sim i; jð Þ i 6¼ j
0 i ¼ j

�
ð8Þ

where Sim i; jð Þ indicates the similarity between user i and user j is expressed as is
shown in the Eq. 9. That is, the less the ratio of the value is, the closer the distance is.

Sim i; jð Þ ¼ 1

log FANSij j
FOLLOWij j

� 	
� log

FANSjj j
FOLLOWjj j


 �����
����þ 1

ð9Þ

Next, we will train the model via labeled users and the loss function is defined in
Eq. 4. After each iteration in Eq. 3, the model will stop until loss is less than threshold
that we set. The method is proved to be convergent in Sect. 4.4. The specific algorithm
flow is shown in Algorithm 1.

Algorithm 1 MLP-IA
Require: L = {l1, … , l }, U = {u1, … , u , … , u + }, Ii(i = 1,2,3, … )

1 Construct user interest label matrix F via Eq.5
2 Estimate the interity of social networks 
3 Construct set { | ∈ ∧ ( , ) ⊆ }
4 Construct priori probability matrix P via Eq.1
5 Estimate Sim(i,j) based on data sets.
6 Construct the matrix D and W via Eq.7 and Eq.8
7 Learn the probability transfer matrix T via Eq.6
8 while loss >THRESHOLD do
9 F(t+1) = λT ∙ F(t) ∙ + (1 − )F(0)

10 Fixed Source User Interest Label Fa
11 Update loss via Eq.4
12 end while
13 Output Fb
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4.4 Analysis of Algorithms

Convergence Analysis. The convergence of our method is shown as follows. Let the
user’s label matrix be F. According to the labeled and unlabeled users, T can be divided
into sub-matrices as is shown in Eq. 10, where subscript “a” indicates the user’s label is
known and subscript “b” indicates the user’s label is unknown.

T ¼ Taa Tab
Tba Tbb

� 
ð10Þ

From the section above, we can see that the core formula of the label propagation
algorithm proposed in this paper is Eq. 3. P matrix represents the co-occurrence
relationship of labels, and 0� pij� 1. Fa is the interest label of the source user, which is
fixed and invariant. Therefore, our method is simplified as Fb  TbbFbPþ TbaFaP,
which leads to Eq. 11.

Fb ¼ lim
n!1 Tbbð ÞnF 0ð Þ

b Pnþ
Xn

i¼1 Tbbð Þ i�1ð Þ
� 	

TbaFaPn ð11Þ

where F 0ð Þ
b is the initial value of Fb. Because T matrix is row-regular, Tbb is a submatrix

of T, so it follows Eq. 12. Therefore, we can get Eq. 13.

9c\1;
Xu
j¼1
ðTbbÞij� c; 8i ¼ 1; . . .; u ð12Þ

X
j
ðTbbÞnij ¼

X
j

X
k

ðTbbÞðn�1Þik ðTbbÞkj ¼
X
k

ðTbbÞðn�1Þik

X
j

ðTbbbÞkj

�
X
k

ðTbbÞðn�1Þik c� cn
ð13Þ

P is priori knowledge and 0� pij� 1, which can accelerate convergence. And Tbbð Þn
indicates the sum of each line converges to 0, from which we can conclude in

Tbbð ÞnF 0ð Þ
b Pn ! 0. Thus the initial value of F 0ð Þ

b is inconsequential. Obviously, Fb ¼
I� Tbbð Þ�1TbaFa is a fixed point.

Time Complexity Analysis. In the initialization of the label propagation algorithm,
we need to establish an initial label for each Weibo user, and the complexity of the
process is O(n). In the propagation of the interest label, due to the convergence of our
method, the iterations are fixed. And the time complexity of each iteration is O(m).
Therefore, the entire algorithm is nearly linear in time complexity.
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5 Experiments

5.1 Dataset

Like Twitter, Weibo is the largest social network platform in China. To prove the
universality and effectiveness of our method, we evaluate our method in different scale
data sets in Weibo.

Firstly, we randomly get six different sets of users and their social datas such as
followers, fans and blogs etc. The scale of the data sets are illustrated in Table 2. And
different data sets are collected at different times. Due to the limit of Weibo, we just get
part of their following users and obtain sparse social relationships of users.

Next, according to the characteristics of Weibo, we artificially labeled users’
interest with interest labels based on their blogs and social relationships. The labeled
users are selected if the user is marked with a “V” which means his identity had been
verified by Sina. Analyzed by Jing et al. [18], these users were very critical in the
propagation.

5.2 Comparisons and Evaluation Setting

To evaluate the performance of our method (MLP-IA), we compare it with other
methods. Table 3 lists some compared baselines. We first compare with traditional
Multi-Label Propagation (MLP) to evaluate the effectiveness of priori knowledge. Then
we select Multi-Label Propagation Based on Explicit Association Labels (MLP-EA) to
evaluate whether implicit association labels can perform better to mine the relationship
than explicit association labels learning from [1]. In baseline three: Multi-Label Prop-
agation Based on Explicit and Implicit Association Labels (MLP-EIA), we introduce
associations among both explicit and implicit association labels to experiment, fully

Table 2. Dataset of our paper

Dataset Number of labeled users Number of unlabeled users Size

1# 1129 4001 5130
2# 1355 4801 6156
3# 1581 5601 7182
4# 1807 6401 8208
5# 2033 7201 9234
6# 2200 8700 10900

Table 3. Baselines of our paper

Notation Description

MLP Multi-label propagation with any association among labels
MLP-EA Introduce associations among explicit association labels
MLP-EIA Introduce associations among both explicit and implicit association labels
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exploring the relationships among labels. Finally, to explore the impact of social rela-
tionship integrity on results, we make some new experiments in Sect. 5.4.

In the experiments, we will analyze the precision ratio and recall ratio of method
which respectively represent the accuracy and comprehensiveness of user profile. And
F1-Measure is a harmonic average of precision ratio and recall ratio, and it reviews the
performance of the method.

5.3 Results and Analysis

The experiment results are shown in Fig. 3. From Fig. 3, we can see MLP has the
highest precision ratio, and MLP, MLP-IA and MLP-EIA have stable result. However,
as the size of data set increases, the precision ratio of MLP-EA decreases continuously.
In the recall ratio, MLP-IA and MLP-EIA perform better than others and MLP have the
worst result. Furthermore, in the F1-Measure, MLP-IA and MLP-EIA, introducing
priori knowledge of association labels, achieve the best results.

Compared with MLP, the results show that although the precision ratio of our
method is slightly reduced due to the introduction of priori knowledge, the recall ratio
has been greatly improved, and the F1-Measure has also been improved. Therefore, the
results prove that the association among labels is effectively mined based on implicit
association labels and the user’s interests can be well mined. But the recall ratio is less
than MLP-IA. It indicates that although MLP can predict the interest label accurately,
user profile is not complete and the convergence speed of model is rather slow.

Fig. 3. Results of the precision ratio, the recall ratio and the F1-Measure.

MLP-IA: Multi-label User Profile 557



In the MLP-EA, the associations among explicit labels was considered. The
associations were calculated by word2vec before the application of label propagation.
Results show that with the introduction of explicit associations among labels, the
precision ratio basically remains unchanged and the recall ratio is improved especially
in larger data sets, which proves the effectiveness of the explicit mining.

However, as the results show, our method performs better in recall ratio and F1-
Measure. It can indicate association among implicit labels can perform better to mine
the relationships among labels than explicit labels. In Weibo, posts are more arbitrary
and it provides more features to make user profile. Nevertheless, there is much “noise”
disturbing the results. Considering priori knowledge of association among implicit
labels can avoid introducing textual “noise”. On the other hand, the semantics of posts
are too diverse to mine the associations among implicit association labels well. Instead
of considering too many explicit details, it is more beneficial to explore the associations
among implicit association labels.

Furthermore, we consider both the explicit labels and implicit association labels in
MLP-EIA. The results show that our method has similar performance with MLP-EIA.
It can prove that our method MLP-IA, introducing the implicit association labels, can
capture the feature of users deeply and make user profile well. As is mentioned above,
the associations among explicit labels includes too many features which are positive or
negative for model training. So the model could not identify them well. Therefore, user
profile model can be well constructed only by introducing implicit associations among
labels.

Fig. 4. Further results: the influence of social relationship integrity.
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5.4 The Influence of the Social Relationship Integrity

To explore the impact of social relationship integrity on results, we conduct new
experiments by adding more social relationships based on the same users’ sets. In
addition, we consider to add relationships of “LIKE” and “RETWEET”, which also
represents the interaction among users. The results are shown in Fig. 4. We can see that
with the increase of known social relationship data, the performance of our method is
gradually improving, especially in recall ratio. It proves that the model can identify
more interest labels according to social relationship data.

The hyper parameter f in Eq. 7 which represents the sparsity of social networks.
When adding more social relationships, the model will work on the more complete
social network graph. The param will be equal to 1 and lead to a smaller loss. On the
other hand, the matrix T in Eq. 6 will be dense after adding more social relationships,
and the model can capture more features among users after each iteration.

Therefore, based on more relationships among users, we can build a more complete
social network graph accordingly and explore more information about these interaction.
And the richer the social relationships is, the higher the recall ratio of interest profile is.

5.5 Convergence

To evaluate the performances between the introduction of explicit labels and implicit
association labels, we experiment with the convergence of the iterative times and time
consuming. And the results are shown in Fig. 5.

The results intuitively show that our method converges faster with the introduction
of the priori knowledge. And as the data scale increases, the time complexity is still low
and time consumption does not increase exponentially. In particular, by comparison,
our method takes the least iteration time. Therefore, the introduction of associations
among implicit association labels can accelerate the result convergence, and accord-
ingly it can be used in more real-time and large-scale recommendation systems.

Fig. 5. The number of iterations and the iteration time. The left is the number of iterations and
the right is the iteration time.
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5.6 Summary

We compare our method with three baselines. The results show that our method can
accelerate the convergence of propagation and make a significant increase in F1-
Measure. However, baseline MLP-EA does not perform better in the experiments. The
reason is, in the real world, explicit associations among labels include too many fea-
tures which may be positive or negative for model training. The model could not
identify them well. Instead of considering too many explicit details, it is more bene-
ficial to explore the associations among implicit association labels.

Furthermore, our method achieves a similar performance with MLP-EIA. However,
MLP-EIA takes much more time than our method. It proves that, although explicit
associations among labels contains more features, it did not work in our model.
Therefore, user profile could be well constructed by only introducing implicit associ-
ations among labels.

In addition, we explore the impact of social relationship integrity on results. The
results show that, with the increase of known social relationship data, the performance
of our method is gradually improving and it can identify more interest labels according
to social relationship data.

6 Conclusion and Future Work

In this paper, we have studied the user profile by multi-label propagation. We proposed
an improved multi-label propagation algorithm to utilize implicit association among
labels and the implicit association labels can demonstrate more relationships among
users. The experiments based on six real-world Weibo datasets have shown that our
method accelerates the convergence and gets better performance than the previous
methods.

Future work will pay more attention to improve the recall ratio of our method by
extending the social relationships.
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Abstract. Remote Sensing in agriculture makes possible the acquisition of
large amount of data without physical contact, providing diagnostic tools with
important impacts on costs and quality of production. Hyperspectral imaging
sensors attached to airplanes or unmanned aerial vehicles (UAVs) can obtain
spectral signatures, that makes viable assessing vegetation indices and other
characteristics of crops and soils. However, some of these imaging technologies
are expensive and therefore less attractive to familiar and/or small producers. In
this work a method for estimating Near Infrared (NIR) bands from a low-cost
and well-known RGB camera is presented. The method is based on a weighted
sum of NIR previously acquired from pre-classified uniform areas, using
hyperspectral images. Weights (belonging degrees) for NIR spectra were
obtained from outputs of K-nearest neighbor classification algorithm. The
results showed that presented method has potential to estimate near infrared
band for agricultural areas by using only RGB images with error less than 9%.

Keywords: Remote sensing � NIR image estimation � KNN �
Spectral signature

1 Introduction

Remote Sensing (RS) has become an important system to obtain a huge amount of data,
especially in precision agriculture processes. The association between information
technology and agricultural procedures has been useful for obtaining and processing
farm data, resulting in tools for productivity estimation, nutritional evaluation, water
management, pests and diseases detection. Among several devices, multispectral and
hyperspectral sensors attached to airplanes or Unmanned Aerial Vehicles (UAVs) can
obtain images with detailed spectral information that helps identifying and distin-
guishing among materials spectrally similar [1].
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Properties extracted from reflectances in some ranges of the electromagnetic
spectrum can be better evaluated by arithmetical combinations of different spectral
bands [2]. These combinations usually use ranges from visible to Near Infrared
(NIR) frequencies and are measures of vegetation activities. These measures are called
Vegetation Indices (VIs) [3].

Especially for Brazilian agriculture, costs for acquiring data represent one of the
most important barrier to the improvements provided by multispectral and hyper-
spectral sensors. Both sensors and their respective analytical platform are high-cost
systems and they can not be offered as a set-off for familiar and/or small producers. For
instance, the price of a hyperspectral camera is above tens of thousands of pounds.
Furthermore, vehicles that transport these sensors (Drones and UAVs) are susceptible
to mechanical and also human failures, leading to crashes during flight. Besides
damaging the drone, the high cost spectral cameras could be damaged too. Common
Red-Green-Blue (RGB) cameras are currently low cost sensors with potential to esti-
mate some kind of VIs from visible spectral bands, such as Modified Photochemical
Reflectance Index (MPRI) [4], that is applied to light use efficiency and water-stress.
Nevertheless, the VI most used and accepted by agronomists is the Normalized Dif-
ference Vegetation Index (NDVI). This index uses NIR band and R band from RGB.

There are some papers that describe methods to obtain NIR images from ordinary
cameras. Hardware alterations on cameras are described in [5, 6], removing NIR
blocking filters from them. In [5], a new CFA (Color Filter Array) was developed to
obtain a color image and a NIR image at the same time. A method to obtain NDVI
images directly from a common camera is proposed in [6]. The first step to obtain this
kind of images was removing the NIR blocking filter from one of the RGB channels of
the camera and adding a low pass filter, allowing to obtain only NIR information. In
this work, B channel from RGB was replaced for NIR. In 2016, a method to estimate
NIR images from RGB images was proposed [7]. RGB images were captured by a
camera attached to an UAV on different days and hours as well as NIR images obtained
by a special camera, but these images were not from an aerial vehicle. After a
regression analysis using RGB and NIR images, experiments showed that G channel
from RGB is highly correlated to NIR, thus, they concluded that it is possible to
estimate NIR images from G channel.

This paper introduces a method for estimating near infrared spectral information
from RGB images, using R, G and B values and material endmembers. The purpose is
making viable development of tools based on cheaper RGB cameras capable of esti-
mating accurately NIR bands for VIs and other agricultural applications, making UAVs
technology more attractive and accessible to familiar and small producers.

The rest of the text refers to the following: Sect. 2 – describing the hyperspectral
image data used in the development, and the experiments for endmembers extraction;
Sect. 3 – presenting the proposed method; Sect. 4 – describing the experimental
results; and Sect. 5 – about conclusions and future works.
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2 Spectral Data and Endmembers Extraction

2.1 Hyperspectral Images

Hyperspectral images were used as source of spectra to create a database of end-
members [8] for this experiment. Pure spectral signatures plays an important role on
classification of materials on hyperspectral images. Because of the lack of a huge free
hyperspectral image dataset, some well known images from literature were used to
collect spectral information. These images have a ground truth image, allowing to
assign each pixel spectral signature to different kinds of ground cover like vegetation,
bare soil, minerals and water. Three public available hyperspectral scenes indicated in
the literature were chosen to make spectral analysis: Indian Pines, Salinas and Pavia
Centre. Information about these hyperspectral images can be obtained in [9]. RGB
images were obtained using the three equivalent wavebands from the original hyper-
spectral images.

In addition to literature images, an image mosaic from a citrus cultivation in
Lampa, Santiago, Chile, was used to do spectral analysis too. It was captured on
January 17, 2011 by using a HySpex VNIR-1600 sensor attached to an airplane. The
image was acquired between 12:49 and 12:54 p.m, with altitude of 2,500 m above sea
level. Each image pixel corresponds to 0.5 m of spatial resolution, with 160 spectral
bands, ranging from visible wavelengths to NIR (411.2 nm–988.9 nm). To generate a
RGB image for this image (Fig. 1), bands 55 (611 nm), 41 (560.2 nm) and 12
(453.8 nm) were chosen to obtain respectively R, G and B channels.

2.2 Endmembers Extraction Experiments

Pixels from selected images were taken to represent classes from their respective
ground truths, resulting in 400 pixels per class, but for Indian Pines image was possible
to get only 15 pixels per class, because some classes have less than 50 pixels in its
ground truth. These selected pixels were used to find spectras that best represent each
class (endmember). Automatic Target Generation Process (ATGP) [10], Pixel Purity
Index (PPI) [11], N-FINDR [12] and Fast Iterative Pixel Purity Index (FIPPI) [13] were
chosen to find these endmembers and verify the best algorithm to use on proposed
method.

Fig. 1. RGB image from citrus cultivation in Lampa, Chile.
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In addition to endmembers extraction results, an average of spectra was assessed for
each class. An example of mean spectral signature can be seen at Fig. 2.

For the Lampa image, sixteen class labels were categorized for representing areas
of soils (different conditions), lakes and crops. Each class from this image has an
endmember associated with it. The same procedure is done to all images selected.

A total of 12,848 pixels were sampled to create a training database. In order to
validate the method, 4,190 pixels spectra were sampled from other image areas. In
Table 1 is shown the class label with their respective number of pixels.

Fig. 2. Example of mean spectral signature. (a) 400 spectral signatures. (b) Mean spectral values
from (a).

Table 1. Training database samples distribution.

Class label Number of samples (Pixels)

Dirt road 1 415
Dirt road 2 640
Lake 1 672
Lake 2 663
Plantation 1 861
Plantation 2 846
Plantation 3 660
Plantation 4 1,045
Plantation 5 976
Soil 1 1,024
Soil 2 900
Soil 3 820
Soil 4 877
Native soil 1 772
Native soil 2 647
Native vegetation 1,030
Total 12,848
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3 Proposed Method

Figure 3 shows a block diagram that summarizes the proposed method. At the top, it is
seen the hyperspectral image block, since the whole development is based on pixels
sampled from this type of images. Then at the right side it is shown a block of
endmembers extraction. These endmembers are hyperspectral pixels chosen to repre-
sent classes, as described in the previous section. At the left side it is seen the RGB
image block, which represents the RGB pixel values extracted from the hyperspectral
image data; and at the middle it is seen the ground truth pixels representing the classes.
Using the RGB image input and the ground truth, the KNN classification is applied, to
obtain the spectral signatures estimate of the RGB image pixels. It is important to
explain that this block diagram is referred to the development diagram, since after this
development, the NIR band estimation is based on RGB image and ground truth,
without the use of the hyperspectral image data. The method will be described in detail
in the following paragraphs, starting from KNN classification, because Hyperspectral
images, RGB images acquisition, ground truth and Endmembers extraction have
already been described in the previous section.

Fig. 3. Block diagram representing the proposed method.

566 D. C. de Lima et al.



The WEKA tool [14] was used for the experiments. The K-Nearest Neighbours
(KNN) algorithm was chosen as the instance classifier. Input attributes were R, G, B
and MPRI values.

MPRI is a VI based on normalized difference between two spectral bands in visible
wavelength, specifically, red and green [5]. The MPRI equation is expressed as
following:

MPRI ¼ RGreen � RRedð Þ
RGreen þRRedð Þ ð1Þ

where RGreen is the green reflectance value and RRed is the red reflectance value.
WEKA KNN returns a vector with a belonging degree to each class for the clas-

sified instance (pixel). At first, the algorithm creates an n dimension array called dist,
which n is the number of classes from classification problem. Each dist element has an
initial value, called classifier correction, defined by Eq. (2), where N is the number of
instances.

correction ¼ 1
MAX 1;Nð Þ ð2Þ

For each k nearest neighbors the algorithm calculates a weight W using the distance
between them and the sample to be classified, using the number of attributes (x) from
input data, Eq. 3.

Wi ¼
ffiffiffi
x

p
dist2i

; 1� i� k ð3Þ

The dist array is updated on positions corresponding to each of k nearest neighbors,
as can be seen on Eq. (4). After updating dist, the array is normalized, generating the
proximity degree, or probability distribution Pi, Eq. (5).

disti ¼ correctionþWi ð4Þ

Pi ¼ Normi ¼ distiPk
j¼1 Wj

; 1� i� k ð5Þ

Pi is used to calculate a weighted sum that origins new spectral signature, such as:

S0 ¼
Xnc

i¼1
PiSi ð6Þ

where nc is the number of class labels, Pi is the probability of pixel belong to class i and
Si is the endmember array of class i. This new spectral signature calculated by Eq. (6)
is based on the principle that hyperspectral pixels are composed by a mixture of
endmembers from different targets [8]. Figure 4 illustrates how this step of obtaining
new spectral signatures works, so that, at the left side it is shown the k = 3 nearest
neighbors, represented by their endmember signatures, and their respective proximity
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degree, Pi, from the RGB pixel; and at the right side, the resulting estimative of spectral
signature for the RGB pixel. Using this estimated spectral signature for all the pixels of
the RGB image, it is possible to estimate its NIR band.

In order to evaluate this experiment results, Root Relative Squared Error (RRSE)
was calculated between classes’ endmembers and validation data, wavelength by
wavelength, using their respective KNN classification label. RRSE is given by:

RRSEðjÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn

i¼1 Sj;i � Vj;i
� �2

Pn
i¼1 Vj � Vj;i

� �2

vuut ð7Þ

where n is the number of samples from validation dataset, Sj;i refers to endmember
reflectance for wavelength j, Vj;i is the validation dataset reflectance value for wave-
length j. Vj is a mean value of reflectance values from validation dataset pixels for
wavelength j.

4 Experimental Results

Endmembers were extracted with ATGP, PPI, N-FINDR, FIPPI and also mean spectral
signature. Image segmentation with Spectral Angle Mapper (SAM) [15] and Spectral
Information Divergence (SID) [16], spectral similarity measures, were used to verify

Fig. 4. Obtention of new spectral signatures from weighted sum using endmembers and KNN
proximity degree.
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which algorithm could be used to feed the estimation method with the best endmem-
bers. SAM and SID algorithms use endmembers as a class reference pattern to classify
spectral signatures of pixels from hyperspectral images, analyzing how far or near these
pixels are from endmembers. Table 2 shows accuracy of segmentation performed after
endmembers being extracted by these methods.

According to Table 2, Mean Spectral signature outperformed classical algorithms
of endmembers extraction, presenting the best segmentation results using SAM and
SID classifiers. For the literature methods of endmembers extraction, FIPPI spectral
signatures presented best results in segmentation task. Therefore, Mean Spectral sig-
natures and spectral signatures selected by FIPPI were used on NIR estimative
experiments.

The best performance on training datasets indicated 5 neighbors and weighted
distance inverse (Euclidean distance) for KNN. Table 3 shows KNN classification
accuracy using RGB and MPRI data from data set (Sect. 2.2) as input. As can be seen,
Salinas image data showed best accuracy result, so it was chosen to make NIR esti-
mative and also Lampa image, to verify estimative results on an image that doesn’t
have ground truth defined by remote sensing specialists.

The KNN classification accuracy to the Lampa image was 64.46%. After KNN
classification, the RRSE was calculated between each sample spectra from validation

Table 2. Image segmentation accuracy (%) with SAM and SID.

INDIAN PINES
ATGP PPI N-FINDR FIPPI Mean Spectral Signature

SAM 25.66 22.64 23.68 31.02 33.33
SID 24.28 25.29 32.31 33.90 40.08

SALINAS
ATGP PPI N-FINDR FIPPI Mean Spectral Signature

SAM 29.59 44.45 52.10 54.72 62.14
SID 34.61 42.15 48.89 53.43 59.49

PAVIA CENTRE

ATGP PPI N-FINDR FIPPI Mean Spectral Signature

SAM 48.10 81.79 79.34 82.94 88.71
SID 69.14 58.96 73.06 57.61 84.27

Table 3. KNN classification accuracy to the data sets.

Image Accuracy (%)

Indian Pines 56.61
Salinas 93.76
Pavia Centre 69.39
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data and the mean spectral signature which has the same label given by classifier.
RRSE mean value between validation and average spectra is 58.88% to the Salinas data
set and 52.86% to the Lampa data set (blue curve on Fig. 5). For experiments done
with spectral signatures extracted with FIPPI, RRSE mean value between validation
data and FIPPI endmembers is 67.68% to the Salinas data set and 70.22% to the Lampa
data set (blue curve on Fig. 6).

Estimated spectral signatures were obtained by applying Eq. 6 for each sample of
the validation dataset and RRSE was calculated for the two selected images using Mean
Spectral Signatures (green curve on Fig. 5) and FIPPI spectras (green curve on Fig. 6).
In average, RRSE for all wavelengths was 8.12% to the Salinas estimated image and
8.48% to the Lampa estimated image. RRSE results calculated between estimated

Fig. 5. RRSE between real validation data and average spectral signature (blue); and RRSE
between new spectral signature and average spectral signature (green) (Lampa Image). (Color
figure online)

Fig. 6. RRSE between real validation data and spectral signatures extracted with FIPPI (blue);
and RRSE between new spectral signature and endmembers extracted with FIPPI (Lampa
image). (Color figure online)
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spectras and FIPPI endmembers were 9.04% to the Salinas data and 10.14% for Lampa
data in average. It is possible to see how RRSE get lower error values per band for
estimated spectral signatures in comparison to the RRSE calculated in relation to the
spectral signature from hyperspectral images for both Mean Spectral Signatures and
FIPPI endmembers. Although new spectral signatures being a kind of endmembers
mixture, they are still closer to the endmembers than spectral signatures from validation
data for each classified pixel with KNN.

Entire Salinas image was used to show the power that this method has to estimate
NIR spectral information, creating full RGB and NIR images for visual comparison.
Since Lampa image has high dimension, an image region (400 � 400 pixels) was
extracted from Fig. 1, also for a visual comparison between real images and those
estimated by the proposed method. The estimative were performed using Mean
Spectral Signatures and the results to the Salinas image are shown in Fig. 7. Results of
estimation to the Lampa region image are shown in Fig. 8. Note that estimated images
preserve a lot of transitions (high frequencies) among image components (classes), with
good similarity with original images.

Fig. 7. Estimated image to Salinas Data Set.

Fig. 8. Estimated image to Lampa image
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At Figs. 9 and 10, NDVI pseudo color images are showed both NDVI calculated
with original NIR data and NDVI calculated with estimated NIR data. NDVI values
between 0.4 and 0.8 were considered to generate color ranges, because this NDVI value
range shows the state of vegetation health. Red areas show uncovered soil and
unhealthy vegetation. Colored areas (orange to green) shows different health state of
vegetation, being green areas related to healthiest vegetation. Note that NDVI maps
assessed using original NIR data and those based on NIR estimatives are very similar.

5 Conclusion

In this paper, a method for estimating spectral signatures from RGB images using KNN
was proposed. The use of a weighted sum using belonging degrees to classes has
shown high potential for estimating spectral signatures for each image pixel, with an
error smaller than 9% for NIR bands using Mean Spectral Signatures as endmembers,
also resulting in quite similar NDVI maps. This kind of method makes feasible the use
of accessible technologies to familiar and small producers. Some applications have

Fig. 9. NDVI maps for Salinas image. (Color figure online)

Fig. 10. NDVI maps for Lampa image. (Color figure online)
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high correlation between visible band and other bands, such as NIR. Thus, low-cost
RGB cameras can be applied for obtaining adequate estimations in agriculture. Despite
its good results, the method has limitations such as dependence on having ‘pure’
spectral signatures (endmembers) to estimating NIR bands and knowledge of the flight
region to create a precise ground truth for KNN classification step. Ongoing work has
shown many possibilities for improvements, including local correlations, measure-
ments with a hand-held spectroradiometer and use of images with few bands (multi-
spectral images).
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Abstract. With increasing interest in unconventional resources, understanding
the flow in fractures, the gathering system for fluid production in these reser-
voirs, becomes an essential building block for developing effective stimulation
treatment designs. Accurate determination of stress-dependent permeability of
fractures requires time-intensive physical experiments on fractured core sam-
ples. Unlike previous attempts to estimate permeability through experiments, we
utilize 3D Lattice Boltzmann Method simulations for increased understanding of
how rock properties and generated fracture geometries influence the flow. Here,
both real induced shale rock fractures and synthetic fractures are studied. Digital
representations are characterized for descriptive topological parameters, then
duplicated, with the upper plane translated to yield an aperture and variable
degree of throw. We present several results for steady LBM flow in charac-
terized, unpropped fractures, demonstrating our methodology. Results with
aperture variation in these complex, rough-walled geometries are described with
a modification to the theoretical cubic law relation for flow in a smooth slit.
Moreover, a series of simulations mimicking simple variation in proppant
concentration, both in full and partial monolayers, are run to better understand
their effects on the permeability of propped fractured systems.

Keywords: Fractures � Shale � CFD

1 Background

The structure of fractures and their complexity will generally depend on two main
conditions: (1) the type of material undergoing the breakage, determined by its physical
and chemical properties and (2) total mechanical stress acting on the material. The
general definition of a fracture for the purpose of this work is any discontinuity in a
rock volume created during rupturing of a rock mass, generating surface with anni-
hilated cohesion.

In its most simple representation, we can imagine a fracture as flow in a smooth slit.
Laminar flow between smooth parallel plates can be posed and solved analytically [1],
yielding a cubic law relationship between permeability (k) or transmissivity (T) and
geometrical parameters: aperture (h), cross sectional area (A), and width (W).

T ¼ kA ¼ Wh3

12
ð1Þ
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Flow in real fractures, however, is impacted by wall roughness, aperture, and shear
displacement. According to Hakami [2], there are three main aspects to fluid flow
prediction in single fractures (see Fig. 1): fluid properties, fracture void geometry, and
imposed boundary conditions. We focus on the elements in boldface.

Although once considered of no commercial hydrocarbon potential, with recent
advancement in completion and stimulation practices in long horizontal wells, oil and
gas production from shale formations is made economically feasible and is an
increasingly important contributor in the fossil fuels portfolio with global potential [3].
We focus on the fracture void geometry of fractured shale and the subtopics of geo-
metrical parameterization of the system and physical changes produced by the frac-
turing process, namely, normal and shear displacement.

1.1 Surface Characterization

Surface roughness can be regarded as any irregularity or deviation of the surface
structure from the mean smooth plane. The larger these deviations, the rougher the
surface, and in case they are relatively small, a surface is considered smooth. Fracture
roughness is controlled by stress conditions which affect the crack propagation pattern,
lithology of the rock matrix, including all types of heterogeneities, and finally, sec-
ondary physical and chemical processes, such as weathering, erosion, and mineral
precipitation.

Standards from the field of tribology, studying effect of surface roughness on
lubrication, wear and friction [4], and some amplitude parameters proposed by Stout
and Blount [5] were considered. The most straight-forward parameter to describe
roughness, representing the mean of absolute profile height deviations from the mean
plane, is average roughness (Sa).

Fig. 1. Main factors altering the flow in a single fracture. Context of this work is in bold italic.
Figure modified from [2].
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Sa ¼ 1
NxNy

XNy

j¼1

XNx

i¼1
z xi; yj
� �� m

�� �� ð2Þ

where z is the vertical height at any point, Nx and Ny are total number of data points in
x and y direction respectively, and m is the mean of all data points.

m ¼ 1
NxNy

XNy

j¼1

XNx

i¼1
z xi; yj
� �

: ð3Þ

However, the most widely used parameter, known in statistics as standard devia-
tion, is root mean square (RMS) roughness (Sq) given by

Sq ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

NxNy

XNy

j¼1

XNx

i¼1
z xi; yj
� �� m

� �2s
ð4Þ

We also have the difference between extrema, St, skewness, Ssk, and kurtosis, Sku:

St ¼ max z xi; yj
� �� ��min z xi; yj

� �� � ð5Þ

Ssk ¼ 1
NxNyS3q

XNy

j¼1

XNx

i¼1
z xi; yj
� �� m

� �3 ð6Þ

Sku ¼ 1
NxNyS4q

XNy

j¼1

XNx

i¼1
z xi; yj
� �� m

� �4 ð7Þ

Other statistical characterizations of note are the joint roughness coefficient
(JRC) [6], semi-variogram [7], and fractal dimension [8].

1.2 Fracture Characterization

While there are many reasonable ways to characterize roughness of a single surface,
flow in fractures is between two similar surfaces. Many of the above concepts can be
generalized to properties of the plane pair or the space they create, such as a semi-
variogram on point aperture. The surfaces are similar due to the fracture generation
process from an intact material. However, the fracturing process generates debris,
giving dislocations in one or both surfaces, and any shear displacement creates aperture
distributions with potential impingement “pillars” at points of contact and potential
elimination of spatial correlation regarding flow, despite similarities only a short dis-
tance away. Since shale has significant clay and organic content, the resulting fracture
is also sensitive to further imposed stress with plastic flow or creep, yielding apertures
changing with time.

When considering flow in the fracture, we also have the notion of tortuosity
(s = La/L), as the arclengths for streamlines, La, are longer than the sample length,
L. Yet another measure of tortuosity, Ts, was defined by Belem et al. [9] as a normal
component of the average roughness ratio, Rs, which could also be extended to
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fractures as the average between top and bottom surfaces. The average roughness ratio
compares the actual surface area to that of a nominal plane spanning the same region.

1.3 Flow Characterization

Early attempts were experimental in nature [10–12] and explored extensions of flow in
rough conduits with a relative roughness parameter, e/2h, where e is absolute roughness
height and 2h is equal to hydraulic diameter. Witherspoon et al. [13] incorporated a
friction factor to model experiments on granite, basalt, and marble fractures. Other
authors introduced a relative roughness ratio [14–16], the JRC coefficient [17], and a
contact area fraction [18], c, to account for periodic collapse of the flow area by upper
and lower surface contact. Many of these cubic law corrective models strongly depend
upon the nature of the average aperture used.

2 Procedure

2.1 Experimental

We consider real rough-walled profiles with both uniform and variable aperture field
distributions, including taking into account asperities at points of contact between the
two surfaces. All of the models described herein are based on 3D surface profiles
acquired from longitudinal fractures created by Brazilian tests performed on four 1 in.
diameter, 1.5 in. long shale core samples that did not contain visible macroscopic
fractures (see Fig. 2).

The Brazilian test is commonly used for material tensile strength determination and
can essentially be described as uniaxial normal stress compression process leading to
failure.

Fig. 2. Fracture creation using the Brazilian test procedure.
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Resulting fracture faces are digitized for surface topography using a commercial
optical profilometer manufactured by Nanovea (see Fig. 3). The main characteristics of
any profilometer are its maximum measurement range and resolution in x and y
directions, determined by the stepping of the sample stage holder, and resolution,
measurement range and accuracy in the z direction, dictated by the particular optical pen
installed. Our pen had a measurement range of 27 mm with a vertical resolution of
600 nm and vertical accuracy of 3000 nm. We used steps of 100 µm in both x and y
directions in the surface characterization of all samples. The data required preprocessing
to convert the cloud point data to an STL mesh that was importable to Exa’s PowerDelta
tool to ensure a dense compatible boundary suite that would serve as no-slip boundary
conditions in PowerFlow, Exa’s Lattice Boltzmann Method flow simulator.

Figure 4 indicates the two types of simulations that dictate the level of geometrical
characterization needed to correlate with flow behavior. We could entertain exclusively
normal translation of the upper surface to achieve a nearly constant aperture, or we
could allow normal and shear displacement to yield two unmatched surfaces and
variable aperture.

Pen holder

Manual control

Optical pen

Automated controlManual tip & tilt

Sample holder

Fig. 3. Surface profilometer used for data acquisition.

Fig. 4. Flow geometries without and with displacement in the direction of fracturing.
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Due to the debris created in the fracturing process, however, we did not have ideal
mating surfaces. Rather than work with both surfaces with dislocations and a possible
debris field, we instead duplicated and translated a digital representation of the lower
surface to create an upper surface and flow volume. This is illustrated in Fig. 5 where
we had to construct the two surfaces, define the flow field, and encapsulate the open
fracture into a regular solid geometry.

In field stimulation operations, the fractures are created by exerting enough pressure
transmitted by a fluid to crack the rock. Release of the pressure would collapse the
fracture, which could, in some cases, heal. To maintain an open conduit, suspended
sand or other proppant material is included in the pressurizing fluid. The proppant,
often coated to produce a bond with the formation to avoid return of solids, maintains
an aperture consistent with the sand grain diameter. We simulate the permeability of a
proppant-ladden fracture as spherical elements placed between the fracture faces.
Rather than simulate the delivery process, we investigate the impact of proppant
density as deviations from monolayer coverage. That is, we start with a closed packing
arrangement and create lower coverage with random removal of particles.

2.2 Computational

Method. We employ a commercial, three dimensional, Lattice Boltzmann simulator
(PowerFlow) provided by Exa Corporation. Application of Lattice Boltzmann Method
(LBM) has several advantages compared to other numerical simulation schemes [19]:

1. Mesoscopic level of operations – simplified microscopic description allows more
natural description of small scale effects and detailed modelling of highly complex
geometric boundaries.

2. Simple and automatic volume discretization – simulation volumes can easily be
meshed into a lattice of cubic voxels without any need for solid boundary
adaptations.

Fig. 5. Dual surfaces to fracture to 3D volume transformation for simulation input.
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3. Inherent parallelism – simulations can be run on multiple processors due to the
localized nature of the performed operations.

Even though LBM is highly parallel, computational demand required for simulations to
converge is quite high – larger domains of simulation can require somewhere from a
couple of days up to a week of run time on 100 cores to obtain reasonable results.

Unlike molecular dynamics, instead of analyzing fluid as a collection of individual
particles, LBM treats fluid volume as “collection of particles represented by a particle
velocity distribution function at each grid point” [20]. Another critical part of the LBM
development is introduction of a simplified collision operator introduced by Bhatnagar,
Gross and Krook [21], which considers a stencil with 19 possible nodes for discrete
particle velocities (see Fig. 6).

ulat ¼ mlatRe
Resolution

ð8Þ

umax ¼ h2

8l
dP
dL

¼ 3
2
ulat ð9Þ

g ¼ dP
dL

=qlat ð10Þ

where ulat in all of the equations represents average lattice velocity, mlat is kinematic
lattice viscosity, umax is maximum lattice velocity, qlat is lattice density and g is gravity
or acceleration applied to induce fluid flow. Notice that the main two parameters used
to control other simulation parameters are Reynold’s Number, Re, and resolution, k.

klatsim ¼ mlatulatsim
g

ð11Þ

ksim ¼ klatsim
lchar
k

� �2

ð12Þ

Fig. 6. D3Q19 lattice arrangements for 3D problems [21].
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After reaching a steady state, we extract average simulated lattice velocity ulatsim ,
which we further use to calculate simulated permeability. Conversion from perme-
ability in squared lattice length units to square meters is done using the voxel size
which essentially is determined by the ratio of characteristic length lchar and k. Char-
acteristic length in all of our simulations is chosen to be equal to the aperture height
separating surfaces of a fracture.

An important task before the start of simulations with real rock surfaces is to
perform verification exercises. This is achieved by running a benchmark case with
parallel plate geometry and comparing simulation results with analytical solution given
by Eq. 13.

u zð Þ ¼ 4umax
z
h

1� z
h

� 	
ð13Þ

where z is elevation above the bottom plate surface in the range [0, h]. Comparison of
the velocity profiles and computed permeability with varying aperture shows a good
match (see Fig. 7) between simulation and theory.

Based on these results and on the measure of error between analytic and LBM
permeability always lower than 0.7% for all the steady state Poiseuille flow cases in
Fig. 7, we assume the correctness of the simulator.

Validation. To determine proper values for Re and k, we once again run a series of
test simulations. First runs were made using parallel plate geometry with h = 0.8 mm.
Error percent was calculated using the analytic cubic law solution.

Resolution. Based on Fig. 8, we can easily conclude that the most appropriate Reso-
lution to run the simulations is ten lattice units. If we go above this number, we increase
accuracy, but the improvement will not be significant and will incur a higher cost in
both discretization and simulation time.

Fig. 7. Comparison of analytic and LBM simulation velocity profiles and permeability values
for steady state flow between parallel plates.
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Reynolds Number. The next critical parameter affecting both accuracy and speed
control is Re. Flow in smooth parallel plates indicated an abrupt change in flow
behavior for Re � 20, although errors compared to parallel plate analytical solution
were less than 1%. Flow between two complementary rough surfaces separated by a
0.2 mm vertical aperture gave the results presented in Fig. 9. In the absence of ref-
erence solution, we assumed the result from the simulation with the smallest Re
number to be the most correct one and a basis for computed error. Based on the rough
fracture simulations, we concluded that the maximum Re number value we should
utilize to run our simulations without sacrificing accuracy is ten.

Fig. 8. Permeability change with Resolution variation for parallel plate geometry

Fig. 9. Permeability change with Re number variation for rough mated surfaces (h = 0.2 mm).
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3 Results

Summary statistics on four fractured shale samples are given in Table 1. LBM simu-
lation results are provided in Table 2.

3.1 Aperture

Based on a series of simulations with apertures varying form 0.02 mm up to 0.4 mm,
we propose the correlation

k ¼ h2

12sxsyT2
s

ð14Þ

which is compared with the simulation and smooth slit cubic law results in Fig. 10.
Since these simulations only translate the duplicate fracture face normal to the direction
of flow, the aperture is everywhere constant. The correlation includes measures of
tortuosity in both x and y directions, since flow is actually 3D in nature, and a third
measure of tortuosity, Ts, based upon area roughness ratio.

Table 1. Summary statistics of four core samples

Property Name Defined in Sample
A1 B1 C1 D1

Size (µm) x Length - 4200 4200 4200 10000
y Width - 2100 2100 2100 5000

m (µm) Mean vertical height Eq. 3 225 314 254 330
St (µm) Eq. 5 351 625 473 649
Sa (µm) Average roughness Eq. 2 44 91 58 82
Sq (µm) RMS roughness Eq. 4 55 113 73 103
Ssk Eq. 6 −0.4567 −0.0371 −0.0303 0.2171
Sku Eq. 7 3.4323 2.569 2.916 2.915
JRC [24] x JRC coefficient [24] 12.59 23.08 20.20 22.61

y JRC coefficient [24] 13.93 20.55 18.76 20.68
JRC [23] x JRC coefficient [23] 12.65 49.55 35.39 45.71

y JRC coefficient [23] 15.40 36.84 29.49 35.91
sx x tortuosity 1.2 1.031 1.121 1.086 1.111
sy y tortuosity 1.2 1.037 1.090 1.072 1.087
Rs Average roughness ratio 1.2 1.066 1.202 1.152 1.190
Ts Normal component of Rs [9] 1.066 1.20 1.15 1.19
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3.2 Shear

When considering lateral or shear translation, aperture is no longer constant, as illus-
trated in Fig. 11, and Eq. 14 can no longer adequately capture the added complexity.

Table 2. LBM simulation results for mated surfaces

Aperture, mm Permeability, Darcy
Sample A1 Sample B1 Sample D1

0.02 25.86 20.08 22.94
0.04 103.9 76.70 87.74
0.08 234.5 299.0 341.6
0.10 420.5 654.1 749.4
0.15 647.0 1163 1331
0.20 1470 1842 2128
0.30 2663 4327 5559
0.40 6164 8058 8900

Fig. 10. Comparison of simulation results with cubic law and proposed equation for surface A1.

Fig. 11. Typical aperture distribution created with vertical displacement plus lateral shear.
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We propose modifications to arrive at a new correlation shown in Eq. 8.

k ¼ h2G

12sxsyT2
s 1þ Sq

2hG

h i 1� c
1þ c

� �
ð15Þ

where the RMS roughness, Sq, and contact area fraction, c, are also introduced.
A variety of mean apertures were tested: arithmetic mean aperture, geometric average
aperture, arithmetic mean excluding zero values (NNZ), and the mechanical aperture
(distance between mean planes) with the geometric mean aperture, hG, providing the
closest match in Eq. 15 to the simulated permeability, as shown in Fig. 12.

3.3 Proppant Density

When using a relatively large dispersed solid to bridge surfaces and maintain an
aperture, it is believed that the impact of the surface asperities and roughness play a
much less dominant role. The roughness and shape distribution of the proppant could
possibly become the focal point affecting resulting flow behavior, but these elements
are controllable. The preliminary work in this area, therefore, uses smooth parallel
plates with variable concentration of proppant to examine first order effects. Starting
with closed packing and monolayer filling, lower concentrations (f < 1) were obtained
by random removal of spheres. The observed relation for concentration dependent
permeability is displayed in Fig. 13 and captured by the curve fit

k ¼ 7:78� 104 e�4:14f ð16Þ

Fig. 12. Results generated using Eq. 4 for different average apertures vs simulation results
(surface A1). Legend: Geom – hG, Average – hA, Average_NNZ – hA excluding zero apertures,
Mech - hm.
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with a relatively high correlation coefficient (R2 = 0.905). The scatter seen in this figure
at low values of concentration is due to multiple placement patterns at each of these
concentrations. While field efforts target placement of increasing proppant volume [22],
LBM simulations clearly demonstrate the value in only partial coverage, provided
proppant is delivered throughout the rock failure zone.

4 Conclusions

A procedure was assembled for systematic characterization of induced fractures, with
regard to impact on fluid flow, and their re-assembly to create digital fractures of
uniform aperture and those with aperture distributions created through shear dis-
placement of one face. In both cases, the simple flow in a smooth slit model required

Fig. 13. Permeability and proppant concentration relationship.

Fig. 14. Velocity streamlines in full monolayer (top) and partial monolayer (bottom). Uniform
flow through all channels in full monolayer while in partial monolayer flow mostly occurs
through the biggest channel.
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empirical modification using phenomenological parameters related to either frictional
drag or pathlength extension to successfully represent the pressure drop relationship to
flow rate. Elemental work with propped fractures supplements flow characterization
with size and concentration of artificially indicated the value in partial fracture filling in
sustainable fracture conductivity (Fig. 14).

5 Future Work

It is highly desirable to extend this work to multiphase flow due to the known bimodal
wettability in such rocks with organic and inorganic porosity. The rock matrix was
treated as impermeable, though real systems actually feed the fracture. Additionally, the
rock matrix can be treated as a system under stress and undergoing plastic flow,
resulting in partial embedment and loss of permeability. The impact of fracture
roughness in proppant studies was ignored and should be investigated, as well as
characterization of shape, distribution, and surface roughness of proppant. A test matrix
that includes all the major commercial shale plays would be advantageous, as the
surface properties examined should be functions of brittleness, related to mineralogy
and organic content.
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Abstract. Multi-hop D2D (Device-to-Device) communication is often
exposed to many intrusions for its inherent properties, such as openness
and weak security protection. To mitigate the intrusions in time, one of
significant approaches is to establish a Cooperative Intrusion Response
System (CIRS) to respond to intrusion activities during data transmis-
sion. In CIRS, user equipments that act as relays (RUEs) are assumed to
actively help destination nodes to respond to intrusion activities. How-
ever, this assumption is often invalid in multi-hop D2D communication
because the RUEs are selfish and unwilling to spend extra resources on
undertaking response tasks. To address this problem, a game approach
is proposed to encourage RUEs to cooperate. In detail, we formulate
an incentive mechanism for CIRS in multi-hop D2D communication as
a dynamic game and achieve an optimal solution to help RUEs decide
whether to participate in detection or not. Theoretical analysis shows
that only one Nash equilibrium exists for the proposed game. Simula-
tions demonstrate that our mechanism can efficiently motivate potential
RUEs to participate in intrusion detection and response, and it can also
block intrusion propagation in time.

Keywords: Device-to-device · Cooperative intrusion response ·
Incentive mechanism · Game theory

1 Introduction

Multi-hop device-to-device (D2D) communication [15], which enables direct data
transmission between source user equipments (SUEs) and destination user equip-
ments (DUEs) with the assistance of other user equipments (UEs) acting as
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relays (RUEs), provides a promising solution for mobile network operator to
meet the growing users demands (such as higher throughput, lower transfer
delay, and better power efficiency). Now multi-hop D2D communication has
been widely used in various application, e.g., vehicle-to-vehicle networks [27],
unmanned aerial vehicle (UAV) assisted wireless communications [11], and near
field communications (NFC) [6].

However, multi-hop D2D communication may be exposed to many intru-
sions because of its openness, weak security protection on mobile UEs and the
direct data transmission without the fixed network infrastructures. For exam-
ple, in D2D-based vehicle-to-vehicle (V2V) communication [27], adversaries may
disguise as normal vehicle equipment and send malicious packets via D2D com-
munication to invade and compromise the destination vehicle equipment [12],
thus threatening the lives of the people at destination vehicles. To mitigate the
intrusions in a timely way, one significant thing that should be done is to estab-
lish a Cooperative Intrusion Response System (CIRS) for D2D communication
to detect and respond to intrusion activities during data transmission. Through
this approach, intrusion activities are detected and responded in time, commu-
nication overhead (e.g., the total volume of data traffic) are drastically reduced,
thus communication security is improved.

Motivation: However, the CIRS cannot efficiently work in multi-hop D2D net-
works, because the RUEs are selfish and unwilling to spend extra resources on
undertaking the intrusion detection and response tasks. Hence, a selfish RUE
would not participate in responding intrusion events unless a satisfying incen-
tive is given to compensate its extra cost. Without adequate participation of
RUEs, the performance of a CIRS will be drastically decreased. To address this
problem, an incentive mechanism, which motivates RUEs to promptly respond
to intrusions, is required.

Considering the incentive resources being used to incentivize participation,
existing incentive mechanism can be roughly divided into two categories: social-
aware and financial-aware [7]. In the social-aware incentive mechanism [20], two
social phenomena (i.e., social trust and social reciprocity) are used to find the
social relationships among UEs and identify the best relays. However, privacy
leakage is a serious challenge in social-aware incentive mechanism [22], because
the process of identifying social relationships among UEs is usually accompanied
by extra private information leakage. Compared with the social-aware incentive,
the financial-aware incentive mechanism, which allocates financial resources to
cooperators to incentivize participation, is a more desirable incentive paradigm
in a practical application. However, existing CIRS and financial-aware incen-
tive mechanisms are suffer from two problems, respectively: (1) Low response
accuracy. In existing CIRS, response activities are operated based on aggre-
gated monitored data from different sensors, thus most CIRS suffers from the
loss of accuracy and the response accuracy is low. (2) False-reporting attack.
When a packet is normal, malicious RUEs without carrying out detections might
claim that they have detected the packet and have not found any abnormal data
in this packet. Through this approach, they expects to win more rewards from
DUEs.
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Contribution: To address the above problems, in this paper, a dynamic game
approach is utilized to establish a decentralized incentive mechanism for CIRS,
which promote the response accuracy and mitigates the potential false-reporting
attack. Our main contributions are as follows.

(1) In this paper, we formulate an incentive mechanism for CIRS in multi-hop
D2D communication as a dynamic game and achieve the only one Nash
equilibrium for RUEs to decide whether to participate in detection or not.

(2) We evaluate the benefit and cost of DUE and RUEs to analyze the proposed
game. A reputation-based spot-check mechanism is also proposed to mitigate
the potential false-reporting attack.

(3) Simulations demonstrate that our mechanism can efficiently motivate poten-
tial RUEs to participate in intrusion detection and response, and can also
block intrusion propagation in time.

The remainder of this paper is organized as follows. In Sect. 2, we discuss
the related work. We introduce the system model and discuss the spot-check
mechanism in Sect. 3. Payoffs of RUEs and DUE are evaluated in Sect. 4. In
Sect. 5, we formulate the incentive mechanism as a dynamic game and analyze
its Nash equilibrium in Sect. 5. Simulations are provided in Sect. 6 to demonstrate
the validity of proposed results. Section 7 draws the conclusion.

2 Related Work

2.1 D2D Communication

D2D communication [10,19] has received considerable attention in recent years
and can be divided into two categories: standalone D2D and network-assisted
D2D. UEs in standalone D2D organize communications by themselves and
transfer messages directly without fixed network infrastructures (e.g., base sta-
tions) [3]. However, it is a big challenge for standalone D2D UEs to establish,
maintain and control the communication only by themselves, which requires
high complexity of the UEs. As a solution to this challenge, network-assisted
D2D communication, which utilizes fixed network infrastructures for commu-
nication organization and resources allocation, has been widely studied. Zhou
et al. [26] proposed a bargaining game to promote security and efficiency in
network-assisted D2D with the presence of malicious eavesdroppers. Though
network-assisted D2D works better than standalone D2D in practical applica-
tions, those two D2D paradigms could be failed due to long distance for their
one-hop structure.

To solve the above problems, multi-hop D2D communication problems have
been widely studied and applicated in various fields [6,11,27]. Zhou et al. [27]
addressed the dependable D2D content distribution problem using a coalition
formation game approach to optimize peer discovery, route selection, and spec-
trum allocation jointly. The spectrum trading contract was designed in [11] for
D2D-based UAV-assisted cellular networks to better serve local mobile users.
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Liu et al. [13] designed multi-hop D2D communication protocol and algorithm
to address resource allocation problem for the general multi-hop D2D communi-
cation underlying cellular networks. Liu et al. [14] proposed three wireless power
transfer policies in the power transfer model to analyzed the physical layer secu-
rity in energy constrained D2D communication. Xu et al. [12] investigated the
interplay between incentives and interdependent security risks in D2D offloading,
and designed security-aware incentive mechanisms.

Multi-hop D2D communication provides an efficient D2D communication
scheme with a variety of advantages such as improved spectral efficiency, and
increased network capacity. Unfortunately, due to the weak security protection
on ordinary mobile UEs, D2D communication may be exposed to many intru-
sions. In the past few decades, researchers are mainly focused on the security
issues in single-hop D2D communication. So far, however, there has been little
discussion about the security problems in multi-hop D2D communication.

2.2 Incentive Mechanism

Existing work investigates the incentive mechanism in wireless networks can be
roughly divided into two categories: social-aware and financial-aware. Social-
aware incentive mechanism for wireless networks is studied in [1,5,18]. Chen
et al. [20] proposed a social-trust and social-reciprocity-based framework to pro-
mote cooperation among devices for multi-hop D2D communication. A coopera-
tive video multicast system was developed in [4] to provide incentive for clients to
share video packets with each other based on social ties in D2D communication.
Gao et al. [8] formulates the dynamic social-aware peer selection problem as a
dynamic optimization problem and proposes the drift-plus-penalty ratio algo-
rithm to solve it. However, privacy leakage is a serious and inevitable problem
in social-aware incentive mechanism.

Considering the privacy leakage issue, financial-aware incentive mecha-
nism [12] is a more desirable incentive mechanism paradigm in practical appli-
cation. Yang et al. [21] designed and analyzed platform-centric and user-centric
financial-aware incentive mechanisms for mobile phone sensing. Guo et al. [9]
formulated the incentive mechanism for CIDS as an evolutionary game to max-
imize nodes utility and motivate nodes to cooperate. However, financial-aware
incentive mechanism may suffer serval attacks, and among them false-reporting
attack is common and inevitable [25]. Zhang et al. [23,24] studied the free-riding
and false-reporting problem in crowdsourcing and designed an incentive mecha-
nism to motivating providers to complete their assigned tasks.

3 Basic Idea and System Model

3.1 Communication-Response Model

Figure 1 gives the communication process of multi-hop D2D and the mechanism
of CIRS. Its detail processes are as follows. First, DUE requests a file with size
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D from SUE. After SUE receives the request from DUE, it computes the routing
path uses via routing algorithms (e.g., interference aware touting algorithms [16])
and obtains a set RP of RUEs where RP = {RUE0,RUE1, ..., RUEN−1} and
N is the number of RUEs. Then, SUE sends a packet containing the file to
its nearby RUE. When a neighboring RUE receives the packet and detects its
potential threat (e.g., virus, Trojan) with detection rate α via intrusion detection
technology (e.g. pattern matching). If without any threat included in this packet,
RUE will relay the packet to its next nearby RUE in the routing path. Otherwise,
it will pre-undertake corresponding countermeasures (e.g., interrupting the cur-
rent communication and isolating the packet) and upload the threaten evidence
to a trusted third party (TTP). In our work, we assume that the probability of
malicious packets is ρ and no collusion between UEs exists.

Fig. 1. Communication-response model.

3.2 Incentive Mechanism

As described in Sect. 1, RUEs are uninterested in participating in intrusion
detection and response without sufficient incentive. To address this problem,
a dynamic game-theoretic approach is proposed to stimulate a selfish RUE to
detect and respond to an intrusion event. In our approach, RUE first evaluates
the benefit and cost for detecting and responding to the potential intrusion, and
then takes action based on its decision. After the multi-hop D2D communication
is completed, DUE will decide to pay a reward only to the RUE who has worked
correctly. Furthermore, due to the reward for RUE is paid after the communica-
tion is completed, some RUEs (called false-reporters) may lie to DUE that they
have detected the packet in order to get rewards without detecting the packet
if no intrusion is found by the RUEs before them. To address this problem, we
design a reputation-based spot-check mechanism.

3.3 Spot-Check Mechanism

To mitigate false-reporting attack, we design a reputation-based spot-check
mechanism. We assume that all UEs have a reputation score rep. If a RUE’s
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reputation is less than a preset threshold repth, it will receive less reward gained
from intrusion detection than normal RUEs. The process of spot-check mecha-
nism is described as follows.

First, DUE notifies the SUE to start the spot-check activity. After receiving
the packet, SUE intentionally sends a malicious packet mp with no to its nearby
RUE with the destination of DUE. If the RUE claims that it has detected and
then relays mp to the next RUE, we can regard this RUE as a false-reporter and
reduce the RUE’s reputation. Finally, DUE rewards the RUEs which correctly
responds to mp. The spot-check mechanism runs and repeats irregularly when
the multi-hop D2D routing path is idle, and the running status is only known
to SUE, DUE. In the following section, We assume that all UEs are normal and
have a reputation score above the threshold repth.

4 Benefit and Cost

4.1 RUE (User Equipment as Relay)

To establish the multi-hop D2D communication, RUE selection algorithm, which
can find the optimal RUE and generate routing path for each UE, is significant.
As the issue of RUE selection algorithm has been fully discussed in [13], in this
paper, we will not investigate this problem and will assume the optimal routing
path for multi-hop D2D communication has been selected. Here we consider
the RUEi ∈ RP as the (i + 1)th RUE that receives packets from SUE, where
i = 0, 1, 2, ..., N − 1. Hence, we evaluate the detection cost and response cost of
RUEi as follows.

Detection Cost: Each kind of intrusions has a unique attack pattern that can
be recognized by attack pattern matching algorithms (e.g. Aho-Corasick algo-
rithm [2]). In this paper, RUEi matches the packet to existing attack patterns to
detect the potential intrusion activity. The number of attack patterns for match
is mi and the computational complexity of the pattern matching algorithm that
RUEi selected is cpma(mi,D), where D is the size of the packet. Hence, the
detection cost of RUEi can be defined as follows.

Cdetectioni
= λdc · cpma(mi,D), (1)

where the λdc is the cost unit for computational complexity of the pattern match-
ing algorithm selected by RUEi.

Response Cost: If the packet is detected to be malicious, RUEi will consume its
resources to undertake countermeasures. Here we consider two types of resources:
the memory space and the energy of RUEi. If intrusion response requires too
many resources or RUE’s idle resources are limited, the response cost will be
expensive for RUEs. Here we donate the memory and energy utilization for
undertaking countermeasures as Mui

and Eui
, respectively. Furthermore, the

idle memory and energy are described as Mfi and Efi , respectively. Hence, the
response cost of RUEi can be defined as follows.
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Cresponsei = λrc · (
Mui

Mfi

+
Eui

Efi

), (2)

where the λrc is the cost unit for resource utilization in undertaking
countermeasures.

4.2 DUE (User Equipment as Destination)

After the multi-hop D2D communication is completed, DUE will be in one of
three states: (1) State 1. DUE has received the normal packet; (2) State 2.
DUE is invaded by the malicious packet; (3) State 3. No packet reaches DUE
because the packet from SUE is detected to be malicious by RUEi ∈ RP. Under
above states, DUE gains three different benefits as follows.

State 1: In this state, DUE receives normal packet and no intrusion activity
happens. The total benefit of DUE is gained from the packet received, and can be
divided into two parts. One part is the fixed benefit F that gains from receiving
the packet successfully. The other gains from DUE’s interest in the content of the
packet, where the interest factor per unit of packet size is θ. If DUE is interested
in the received packet, the larger the packet size D is, the higher benefit DUE
can gain from it. Hence, the benefit of DUE can be defined as follows.

Bs1 = λs1 · (F + θD), (3)

where λs1 is the cost unit for DUE’s interest.
However, Bs1 donates the sum of N benefits gained from RUEs in RP . As a

result of this, the benefit of DUE that gains from RUEi can be given as follows.

Bs1i = λs1 · F + θD

N
, (4)

State 2: In this state, DUE receives malicious packet and is invaded. The benefit
of DUE is negative and depends on the risk of the exploited vulnerability. Here
we consider the factors proposed in [17] to evaluate the exploited vulnerability,
and the risk can be calculated by weighting all those factors. The risk from
exploiting vulnerability vj can be defined as rj with 0 < rj < 1. Hence, the
benefit of DUE under the state 2 can be defined as follows.

Bs2 = −λs2 · rj , (5)

where λs2 is the cost unit for the risk of exploiting a vulnerability.
Under this state, DUE is invaded and all the RUEs that have detected the

packet should be responsible for the intrusion. Moreover, the RUEs who receives
and detects the packet early should have greater responsibilities than RUEs after
them. As a result of this, the negative benefit of DUE gained from RUEi can be
given as follows.

Bs2i = −λs2 · 2 · rj · (N − i)
N(N + 1)

, (6)
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State 3: No packet reaches DUE because the packet is detected to be malicious
and an intrusion is responded by RUEi ∈ RP. If the intrusion packet is detected
by RUEi with a small serial number i, which means the intrusion is blocked in
time, the benefit of DUE will be high. Hence, the benefit gained from RUEi can
be given as follows.

Bs3i = λs2 · (N − i) · rj
N

. (7)

5 Dynamic Game and Its Analysis

We define the game as a triplet G = {{DUE} ∪ RP, S, U}, where RP is the set
which consists of the RUEs in routing path, S donates the strategy space, and U
is the set of players’ utilities. Here we assume that the probability that the packet
is malicious is ρ. The game tree can be seen in Fig. 2, where the leaf nodes present
the players’ utilities with the tuple U = (UDUE , URUE). We define the strategy
combination as a tuple S = (SRUE , SDUE), where SRUE = (detect, no detect)
and SDUE = (pay, no pay). We analyze the game in two levels.

Fig. 2. The dynamic game tree.

5.1 DUE Level

The benefits of DUE gained from RUEi in this game are described in (4), (6),
and (7). After the communication is completed, there are four possible states of
DUE and RUE. Therefore, the rewards for RUEs are defined as Ps1 , Ps2 , Ps3 ,
Ps4 . As the benefits of DUE are described in Sect. 4.2, for each RUEi, DUE’s
four different utilities are as follows.

When the multi-hop D2D communication is completed, if DUE has received
the normal packet and RUEi detects correctly, the DUE’s utility gained from
RUEi can be defined as follows.
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Udue s1i = Bs1i − Ps1i = λs1 · F + θD

N
− Ps1

N
, (8)

where Ps1i is the reward for RUEi.
When the multi-hop D2D communication is completed, DUE is invaded by

the malicious packet, the DUE’s utility gained from RUEi can be defined as
follows.

Udue s2i = Bs2i − Ps2i = −λs2 · 2 · rj · (N − i)
N(N + 1)

, (9)

where Ps2i = 0 because DUE is invaded but no intrusion is detected by RUEi.
When the multi-hop D2D communication is completed, no packet reaches

DUE because the packet is detected to be malicious by RUEi ∈ RP, the DUE’s
utility gained from RUEi can be defined as follows.

Udue s3i = Bs3i − Ps3i =
(N − i)

N
· (λs2 · rj − Ps3) (10)

where Ps3i is the reward for RUEi and it is high for the RUEi with a small serial
number i because they have blocked the propagation of malicious packet in a
timely way.

When the multi-hop D2D communication is completed, if DUE has received
the normal packet and RUEi has detected incorrectly and responded to it, the
DUE’s utility gained from RUEi can be defined as follows.

Udue s4i = Bs1i − 0 = λs1 · F + θD

N
. (11)

5.2 RUE Level

The costs of RUEi in this game are described in (1) and (2), and the rewards
that DUE can pay are given in (8)–(11). Therefore, the utilities of RUEi can be
expressed as follows.

When the multi-hop D2D communication is completed and no intrusion hap-
pens, if RUEi has detected the packet correctly, the utility of RUEi can be defined
as follows.

Urue s1i = Ps1i − Cdetectioni
=

Ps1

N
− λdc · cpma(mi,D). (12)

When the multi-hop D2D communication is completed and intrusion hap-
pens, if RUEi hasn’t found the intrusion after detecting the packet, the utility
of RUEi can be defined as follows.

Urue s2i = Ps2i − Cdetectioni
= −λdc · cpma(mi,D). (13)

When the multi-hop D2D communication is completed and intrusion is
detected and responded by RUEi, the utility of RUEi can be defined as follows.

Urue s3i = Ps3i − Cdetectioni
− Cresponsei

=
(N − i) · Ps3

N
− λdc · cpma(mi,D) − λrc · (

Mui

Mfi

+
Eui

Efi

), (14)
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When the multi-hop D2D communication is completed and no intrusion hap-
pens, if RUEi has detected the packet incorrectly and responded to it, the utility
of RUEi can be defined as follows.

Urue s4i = 0 − Cdetectioni
− Cresponsei

= − λdc · cpma(mi,D) − λrc · (
Mui

Mfi

+
Eui

Efi

), (15)

5.3 Equilibrium Analysis

Theorem 1. The strategy s = (detect, pay) is the only Nash equilibrium of the
dynamic game, if DUE’s rewards for RUEs satisfy the conditions as follows.

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

λrc
1 − α

α
(
Mui

Mfi

+
Eui

Efi

) · N < Ps1 < λs1 · (F + θD),

Ps2 = 0,

(λdccpma(mi,D) + λrc
1
α

(
Mui

Mfi

+
Eui

Efi

)) · N < Ps3 < λs2 · rj ,

ρ · Ps3 + (1 − ρ) · Ps1

N
< αρ · λs2 + λs2

ρ · (1 − α)
α

· 2 · rj
N + 1

+ λs1

(2α − 1)(1 − ρ)
α

(F + θD).

(16)

Proof. Here the method of inverse analysis is used. We can divide the problem
into three aspects.

(1) Ps2 is supposed to be 0 as described in Sect. 5.1. As DUE’s utility should be
positive when it decides to rewards the RUEs detected the packet correctly.
Therefore, according to (3) and (7), we can get the first condition as follows.

⎧
⎪⎨

⎪⎩

Ps1 < Bs1 = λs1 · (F + θD),
Ps2 = 0,

Ps3 < Bs3 = λs2 · rj .

(17)

(2) According to the Fig. 2 and the utilities of RUEi defined in (12)–(15), the
condition below should be satisfied to ensure the utility of “detect” is higher
than “no detect”.

{
αUrue s3i + (1 − α)Urue s2i > 0,

αUrue s1i + (1 − α)Urue s4i > 0.
(18)

Now using the utilities in (12)–(15), we can get condition two as follows.
⎧
⎪⎪⎨

⎪⎪⎩

Ps1 > λrc
1 − α

α
(
Mui

Mfi

+
Eui

Efi

) · N,

Ps3 > (λdccpma(mi,D) + λrc
1
α

(
Mui

Mfi

+
Eui

Efi

)) · N.

(19)
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(3) According to the Fig. 2 and the utilities of DUE defined in (8), (9) (10) and
(11), the condition below should be satisfied to ensure the utility of “pay”
is higher than “no pay”.

α(ρ · Udue s3i + (1 − ρ) · Udue s1i) > (1 − α)(ρ · Udue s1i + (1 − ρ) · Udue s4i).
(20)

Now using the utilities in (8)–(11), we can get condition 3 as follows.

ρ · Ps3i + (1 − ρ) · Ps1i < αρ · Bs3i +
(2α − 1)(1 − ρ)

α
Bs1i

− ρ · (1 − α)
α

Bs2i.

(21)

As described in Sect. 5.1, we have

ρ · (N − i)
N

Ps3 + (1 − ρ) · Ps1

N
< αρ · λs2

(N − i)rj
N

+ λs1

(2α − 1)(1 − ρ)
α

(F + θD)

+ λs2

ρ · (1 − α)
α

· 2 · rj · (N − i)
N(N + 1)

.

(22)

The final result can be calculated as follows.

ρ · Ps3 + (1 − ρ) · Ps1

N
< αρ · λs2 + λs2

ρ · (1 − α)
α

· 2 · rj
N + 1

+ λs1

(2α − 1)(1 − ρ)
α

(F + θD).
(23)

Combining the three conditions (17), (19) and (23), we can get the final condition
(16) to ensure the Nash equilibrium s = (detect, pay) of the dynamic game. �

6 Experiment Evaluation

In the experiment, we adopt a taxi scenario to simulate multi-hop D2D commu-
nication where each mobile device in a taxi is a D2D UE. Data was gathered from
8:00:00 a.m. to 8:59:59 a.m. on August 13, 2015 including 10088 GPS records
of 442 taxis in the Changping area in Beijing, China. During this period, we
assume that: (1) Each taxi has one mobile device in it and it communicates with
others via multi-hop D2D networks; (2) Distance of D2D communication is 100
m, and taxis within the scope of the communication can transmit packets with
each other; (3) Energy consumption is only considered in intrusion detection and
response; (4) Size of the packet is D = 2000. Probability of a malicious packet
is ρ = 0.5. The potential number of RUEs ∈ RP is N = 10.

As described in Sect. 4.2, we define the values of parameters as follows. For
the aspect of RUE, we assume that the multi-pattern matching algorithm is
Aho-Corasick algorithm [2], thus cpma(mi,D) can be calculated as mi · D.
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Fig. 3. Response rate. Fig. 4. Timeliness of response.

The remaining parameters are as follows. λdc and λrc are (5 × 10−6) and 25,
respectively. The detection rate is α = 0.9. The number of attack patterns for
match is mi = 1000. The memory and energy utilization for undertaking coun-
termeasures are Mui

= 20 and Eui
= 10, respectively. The free memory and

energy are Mfi = 100 and Efi = 100, respectively. For the aspect of DUE, the
parameters are as follows. λs1 and λs2 are 10 and (2×103), respectively. The risk
is a constant rj = 0.9. Fixed benefit F is 25, and interest factor θ is 2.5 × 10−3.
Therefore, according to Theorem1, the value of Ps1 and Ps3 can be set as 150
and 1000, respectively. Without the special statement, we set the parameters
value described above as default.

Response Rate: We pick different number N in order to show the proportion of
total response number in the number of malicious packet in D2D communication.
Figure 3 shows the change of response rate over the total number N, respectively.
From Fig. 3, we can see that, given the detection rate α = 0.9, the rate of response
increases with the growth of RUEs’ number N if the intrusion happens. Figure 3
shows the compensation for the single detection node.

Timeliness of Response: We pick different detection rate α and the result is
presented in Fig. 4. The abscissa in Fig. 4 is the ith hop of the response RUE
and the ordinate is the probability of response RUEs at specific hop i. If the
probability that RUE responds to the malicious packet is high, intrusion activity
could be blocked in time. From Fig. 4, we can see that, with the growth of the
detection rate α, more malicious packet is responded by the RUE with smaller
hops. This means that intrusion will be blocked in a timely way before the
malicious packets arrive DUE.

7 Conclusion

Multi-hop D2D communication may be exposed to many intrusions for its inher-
ent properties, such as openness and weak security protection. To mitigate the
intrusions in time, in this paper, we formulate an incentive mechanism for CIRS
in multi-hop D2D communication as a dynamic game and achieve an optimal
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solution to help RUEs decide whether to participate in detection or not. The-
oretical analysis shows that the only Nash equilibrium exists for the proposed
game. To mitigate the false-reporting attack, we proposed a spot-check mecha-
nism on the basis of binary reputation score. Simulations demonstrate that our
mechanism can efficiently motivate potential RUEs to participate in intrusion
detection and response, and can also block intrusion propagation in time.
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Abstract. The main characteristics of Software-Defined Networks are
the separation of the control and data planes, as well as a logically cen-
tralized control plane. This emerging network architecture simplifies the
data forwarding and allows managing the network in a flexible way. Con-
trollers play a key role in SDNs since they manage the whole network.
It is crucial to determine the minimum number of controllers and where
they should be placed to provide low latencies between switches and their
assigned controller. It is worth to underline that, if there are long prop-
agation delays between controllers and switches, their ability of react-
ing to network events quickly is affected, degrading reliability. Thus,
the Reliability-Aware Controller Placement (RCP) problem in Software-
Defined Networks (SDNs) is a critical issue. In this work we propose a
k-cover based model for the RCP problem in SDNs. It simultaneously
optimizes the number and placement of controllers, as well as latencies of
primary and backup paths between switches and controllers, providing
reliable networks against link, switch and controller failures. Although
RCP problem is NP-hard, the simulation results show that reliabilities
greater than 97%, satisfying low latencies, were obtained and the model
can be used to find the optimum solution for different network topologies,
in negligible time.

Keywords: Software-defined network · Controller placement ·
Reliability · k-cover problem

1 Introduction

Software-Defined Network (SDN) decouples control and data planes simplifying
the data forwarding and allowing the network management in a flexible way.
The SDN control plane is crucial to the network performance [9]. It handles
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state distribution, control applications and network connectivity for propagating
events to switches and also between multiple controllers. Network failures that
disconnect the control and data planes could block requesting instructions from
switches to controllers and may cause packet loss and network unsatisfactory
performance [4]. The optimal number and placement of controllers, as well as
the assignment of controllers to switches, play a very important role towards
performance and reliability of SDN [2].

Although a switch can detect a control path failure, it has no capacity to
establish a new route and connection will be lost until a backup control path
is found. The distance between switches and their assigned controller affects
propagation latency and restoration time, so low latency paths are required.
Providing in advance backup control paths with acceptable latency allows quick
restoration of the control plane against path failure, since a switch can initiate its
backup path as soon as it detects a control path failure [7]. Similarly, planning in
advance, for each switch, low latency connections to two different controllers over
two disjoint paths allows quick restoration of the control plane against controller
failure or congestion.

The above reasoning grounds our approach. In this work we propose a math-
ematical model based on the k-cover problem to plan a reliable SDN, enhancing
the protection of the control plane against link, switch, and controller failures. It
determines the optimum number of controllers and their placements, constrained
to: (i) every switch must be connected to two different controllers, a primary and
a backup controller, over two disjoint control paths; (ii) every switch must be
connected to its assigned primary controller over two disjoint paths; (iii) control
paths (primary and backup) latencies must be bellow a given threshold.

The remainder of this article is organised as follows: Sect. 2 is a short review
of related works. The proposed model is described in Sect. 3, which includes the
mathematical formalization. The experimental simulation is described in Sect. 4,
while Sect. 5 presents and analyses the results. Section 6 draws some conclusions
from the obtained results.

2 Related Work

Reliability-Aware Controller Placement (RCP) is a particular case of the Control
Placement Problem (CPP). Several works have already addressed different issues
related to the CPP. This section briefly overviews some works on fault tolerant
and reliable controller placement towards the improvement of network resilience.
Network elements failures may cause the disconnection between controllers and
switches. Zhang et al. [8] call lost nodes to these switches that are unable to
connect the controller due to failures. They minimize the number of lost nodes
using a min-cut based controller placement algorithm to obtain a partition of the
network, such that inside each partition switches and the respective controller are
well connected. Hock et al. [3] define performance and resilience metrics in the
controller placement problem and implement a framework to evaluate the entire
solution space. In [4] the expected percentage of control path loss, defined as the
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number of broken control paths due to network failures, is used to characterize
the SDN reliability and for a given number of controllers they maximize the SDN
reliability through a binary integer programming. Muller et al. [5] formulate the
problem as a binary integer programming to maximize the average number of
disjoint paths between switches and controllers. They also propose heuristics
for defining lists of backup controllers to deal with controller failure. Ros and
Ruiz [6] develop a heuristic for the fault tolerant controller placement problem
where reliability thresholds must be satisfied. Their results show that if each
node connects to two or three controllers, it can provide more than five nines
reliability and also that, generally, ten controllers are enough, being its number
more related to the network topology than to the network size. Vizarreta et al.
[7] present two controller placement strategies for a resilient control plane. One
strategy considers that switches have to be connected to a controller over two
disjoint paths and the other considers that switches have to be connected to two
different controllers over two disjoint paths. They evaluate their two approaches
in comparison to the unprotected case.

In this work the planning of primary and backup control paths in advance, as
in [7], is also considered, but this approach is different because it determines the
minimum number of controllers that ensure, simultaneously, disjoint primary and
backup control paths providing required latencies and also primary and backup
controllers for each switch, as mentioned in Sect. 1, modelled and formalized as
a k-Cover Problem.

3 Problem Formalization

3.1 Problem Overview

When deploying multiple controllers, the reliability and resilience of SDN reside
on a controller placement highly fault tolerant. Clearly, more controllers can
increase the control network reliability, but also imply on more communications
to exchange information, harder network management and overall cost increase
[6]. It is advisable to place as few controllers as possible, taking into consideration
that too few controllers would increase latency and decrease reliability. Thus the
main goal is to find the appropriate number and locations of controllers to ensure
control plane reliability and satisfy low propagation delay between switches and
their assigned controllers.

This approach achieves the above goal. It minimizes the number of con-
trollers ensuring the existence of at least two disjoint paths, primary and backup,
between each switch and one controller and the assignment of two controllers,
primary and backup, to each switch. All paths between switches and controllers
satisfy the required latency. It is assumed that each switch communicates with
the primary controller over the primary control path. If the primary controller
fails than communication is quickly restored to the backup controller over a dis-
joint path, meaning that disconnection is avoided. If the primary control path
to the primary controller fails (due to a link or switch failure) then the disjoint
backup path to that controller is promptly initiated. Thus, for each switch, we
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compute its control paths reliability, denoted by (Rs), as the probability of no
communication disconnection between switch and controller, as follows:

Rs = rs · [rCp
· (1 − (1 − rp)(1 − rb)) + (1 − rCp

) · rCb
· rdp] (1)

where, for simplicity, failure probability of a path, a link, a switch or a controller
is denoted by f∗, where * is equal to l for link; s for switch; Cp and Cb for
primary and backup controllers; p and b for primary and backup disjoint paths
to primary controller; dp for disjoint backup path to backup controller, being
the reliability of a component r∗ = 1−f∗. The failure probability of a path from
i to j is computed as

fp(i,j) = 1 − Πl∈p(i,j)(1 − fl)Πs∈p(i,j)−{i,j}(1 − fs). (2)

Average network reliability, denoted by R, is calculated as the average of the
switches control paths reliabilities,

R =
∑

s Rs

number of switches
(3)

Obviously, there are two disjoint paths between switches and a controller if
the degree of every node is equal or greater than two and the network has no
articulation points. Next, we introduce some cover definitions applied to this
problem.

Definition 1: A switch is covered by a controller if the path between them
provides the required latency.

Definition 2: A switch is k-covered if it is covered by at least k different
controllers.

Definition 3: A network is k-covered if every switch is k-covered and k is the
degree of the coverage.

It is clear that the number of controllers to achieve a k coverage degree
increases directly with k. Hence, the bigger is k the more controllers are needed.
The network must be at least 2-covered to assure connectivity in the presence
of a controller failure.

3.2 Mathematical Formalization

In the following mathematical formalization, the network is represented as an
undirected graph G(V,E), where V = {1, 2, ..., N} is the set of nodes (switches)
and E is the set of edges (bidirectional links) connecting nodes. Vc ⊆ V denotes
the subset of switches (v ∈ V ) hosting a controller. We assume a uniform demand
and equal amount of traffic forwarded between switches and controllers. Since
the propagation latency is the largest part of latency and the length of a commu-
nication link is proportional to the propagation delay it introduces, we assume
that path length is equivalent to path latency. The latency of a primary control
path between controller i and switch j is the length of the shortest path between
them and is denoted by dpij , the respective disjoint backup control path latency,
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to the primary controller or to the backup controller, denoted by dbij or ddpij is the
length of the shortest path between controller i and switch j in the sub-graph
obtained by removing the links and intermediate nodes of the primary control
path. Δp and Δb are, respectively, primary and backup control paths latency
threshold.

We define, below, constants aij ,∀i, j ∈ V used to ensure that j can be covered
by a controller placed in i only if the two disjoint shortest paths between i and
j satisfy the respective required latencies.

∀i, j ∈ V, aij =
{

1, if dpij ≤ Δp ∧ dbij ≤ Δb

0, otherwise
(4)

The coefficients of the objective function are equal to the average of the
weighted sum of the distances of primary and backup paths, calculated as follows:

fi =

∑
j∈V (αdpij + βdbij)aij

∑
j∈V aij

,∀i ∈ V (5)

The binary decision variables are:

xi =
{

1, if the location of switch i ∈ V is choosen to place a controller
0, otherwise (6)

The RCP is formalized as a 2-Cover Problem, as follows:

min
∑

i∈V

fixi. (7)

subject to: ∑

i∈V

aijxi ≥ 2,∀j ∈ V (8)

xi ∈ {0, 1},∀i ∈ V. (9)

The objective function (7) minimizes the number of controllers weighted by
the average of primary and backup path lengths. Constraints (8) ensure that
every switch is, at least, covered by 2 different controllers, using disjoint paths,
both providing feasible latencies. Constraints (9) define variables as binary.

The optimum solution of this formalization obtains the minimum number of
controllers and their locations, such that each switch is connected, at least, to
two controllers by two disjoint paths towards each controller, complying with the
required latencies. The assignment of controllers to switches is implicit, since for
each switch the primary controller is the nearest one; the backup controller is
the nearest controller that can be connected over a disjoint path. Primary and
backup paths between a switch and a controller will be disjoint by construction
of aij ,∀i, j ∈ V , given in (4). Therefore, considering the obtained set of con-
trollers Vc = {i ∈ V : xi = 1}, we define the binary assignment variables of
primary and backup controllers to each switch, as follows: ∀j ∈ V , yCp

ij = 1, if
arg(mini∈Vc

dpij) = i and yCb
ij = 1, if arg(mini∈Vc

ddpij ) = i.
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4 Experimental Setup

4.1 Network Topologies

This approach was tested in all topologies with lower node degree greater than
or equal to 2, available online in SNDlib database [1] (so, abilene, brain, ta2
and zib54 topologies were excluded). Euclidean distances were computed and
associated to the links. We define, as usually, the Diameter of a network as the
maximum shortest path between any two nodes in the network. Table 1 sum-
marizes networks parameters. Five small networks (dfn-bwin, dfn-gwin, di-yuan,
geant and nobel-us) were not included in Table 1 because no feasible solution
exists for the 2-cover problem given in (7)–(9). In fact, for at least one switch,
j,

∑
i∈V aij < 2 thus constraints (8) can not be satisfied.

Table 1. Network parameters

Ref. Topology N |E| Average degree Diameter

Edges Length (km)

1 pdh 11 34 6.18 3 670.36

2 polska 12 18 3.00 4 746.15

3 atlanta 15 22 2.93 5 612.79

4 newyork 16 49 6.12 3 522.75

5 nobel-germany 17 26 3.06 6 1893.81

6 ta1 24 55 4.58 4 1012.42

7 france 25 45 3.60 5 1215

8 janos-us 26 84 6.46 8 2172.61

9 norway 27 51 3.78 7 1255.56

10 sun 27 102 7.56 7 1068.92

11 nobel-eu 28 41 2.93 8 1807.7

12 india35 35 80 4.57 7 1582.08

13 cost266 37 57 3.08 8 2039.76

14 janos-us-ca 39 122 6.26 10 2776.39

15 giul39 39 172 8.82 6 1079.67

16 pioro40 40 89 4.45 7 1774.95

17 germany50 50 88 3.52 9 2583.56

4.2 Parameters

Propagation latency depends on the shortest paths and network topology, so
we have considered for latency limits, in Eq. (4), Δp = 0.5 × diameter and
Δb = 0.6× diameter. Without loss of generality, we assumed equal weight for
primary and backup paths, so we used α = β = 0.5 in Eq. (7).
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5 Results

The optimum solution was obtained by exactly solving the 2-Cover Problem
formalized above, (7)–(9), and afterwards, as described in Sect. 3.2, a procedure
to assign primary and backup controllers to switches was applied. The algo-
rithm was implemented in Matlab, taking an average execution time of 1.019 s,
and varying between 0.217 s and 2.69 s, on an Intel i5-3210M CPU. The results
obtained are presented and analysed below, concerning the optimum number of
controllers, reliability and latency.

5.1 Number of Controllers

The optimum number of controllers obtained by the 2-Cover Problem, is shown
in Table 2. Four controllers are enough in 58.8% of the networks. It is worth to
underline that this number of controllers ensure, for each switch, two disjoint
paths for two different controllers and also two disjoint paths for the primary con-
troller, being all paths within the required latency. It is noted that the number of
controllers depends greatly on the topology, mainly to cope with the requirement
of connect two controllers to each switch over two disjoint control paths. The
main difficulty occurs with topologies where two adjacent switches have degree
2 and both are adjacent to another switch, forming a triangle, because the latter
is an articulation point and therefore creates a bottleneck, implying that is nec-
essary to place a controller in one of the two-degree switches, to cover only these
two switches. For instance, networks 6 to 11 have a similar number of switches
but only network 7, which presents two bottlenecks (three switches forming a
triangle twice), needed 6 controllers. Results also show that there is not a linear
relation between the minimum number of controllers and the number of switches
or the link density or the diameter. However, there is a tendency for networks
with more switches, smaller link density and larger diameter to require fewer
controllers (networks 13 to 17) and vice versa (networks 1 to 4).

Table 2. Number of controllers

Network Ref. 5, 6, 8, 9, 11, 13, 14, 15, 16, 17 1, 4, 10, 12 2, 3, 7

|Vc| 4 5 6

5.2 Reliability

For each network, we compute the average network reliability, R, given in (3).
It was considered, as in [7], the same failure probability for all the switches
(including those hosting a controller) and the same failure rate per length of the
link. We defined switch failure probabilities of 0.5%, 1% and 2% and link failure
probabilities of 0.1% and 0.5% per 100 km. Figure 1 plots R for these 6 scenarios.
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Fig. 1. Average network reliability, considering 6 scenarios combining 2 probabilities
for link failure per 100 km with 3 probabilities for switch failure (fl, fs).

We have obtained R values ranging from 97.32% to 99.99% being all networks
average equal to 98.89%. Therefore our approach ensures high average reliabil-
ity. Figure 1 shows that, for each network, R presents almost the same values
when only link failure probability varies. For the same link failure probability,
R decreases around 1% with each switch failure probability increment. So, we
conclude that switches (including controller) failure probabilities have greater
impact on the network reliability than link failure probabilities.

The Average Control Path Availability used in [7] is the equivalent to R for
theirs strategies. They only plot results for network 13, considering link failure
probability of 0.1% per 100 km. Our results for that network outperformed theirs
since we obtained reliabilities equal to 97.73%, 98.92% and 99.998% for node
failure probabilities of 2%, 1% and 0.5%, respectively.

5.3 Propagation Latencies

As stated in Sect. 3.2 we have considered that the propagation latency is mea-
sured by the control path length. The average control path length to: primary
controller over primary path (LCp

p ) and over backup path ((LCp

b )); to backup
controller ((LCb

dp )), over a disjoint backup path with length ddp, are computed as
follows:

LCp
p =

1
N

∑

i∈Vc

∑

j∈V

dpijy
Cp

ij (10)

L
Cp

b =
1
N

∑

i∈Vc

∑

j∈V

dbijy
Cp

ij (11)
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LCb

dp =
1
N

∑

i∈Vc

∑

j∈V

ddpij yCb
ij (12)

Figure 2 plots these average control path lengths and the diameter.

Fig. 2. Average control path length

As expected the primary path has the smallest average length. Only Networks
1 and 12 present a backup path to the primary control slightly lower than the
backup path to the backup controller. For each network the average control path
length ratios to diameter were computed and for the 3 control paths (p, b and
dp) they range from 9.77% to 24.12%, 26.01% to 40.22% and 16.45% to 35.19%,
respectively. Therefore we can state that planning in advance paths concerning
the protection against failures can be obtained with low latencies for disjoint
primary and backup paths.

Vizarreta et al. [7] plot average latency results considering 2 and 4 controllers
for five selected SNDlib topologies, 2, 12, 13, 14, and 17, considering their 2
strategies as mentioned in Sect. 2. Our approach needed more than 4 controllers
for networks 2 and 12 thus path length results are not comparable. Comparing
average control paths lengths, considering 4 controllers, we can see that our
results present lower values for networks 13 (321, 599 and 528 km) and 14 (388,
801 and 773 km) and higher values for network 17 (462, 818 and 741).

6 Conclusion

In this article we have presented a 2-cover based approach for the RCP problem
in SDN. It was able to find the minimum number of controllers, their placement
and the assignment of controllers to switches, satisfying low propagation laten-
cies, below defined limits, while ensuring for each switch the assignment of two
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controllers (primary and backup) and the existence of at least two disjoint paths
between each switch and its assigned controllers. Thus, it is foreseen the quickly
restoration of communication to the backup controller over a disjoint path, when
primary controller fails and also a promptly initialization of a disjoint backup
path when the primary path fails. Results show that the proposed approach is
able to determine, in all tested topologies, a highly reliable controller placement
with low latencies. The approach proved also to be computationally efficient and
scalable, as its performance is independent of network dimension. Therefore, it
can be used to efficiently solve the considered RCP problem, under the assump-
tions discussed in this article and it can be easily extended to consider different
amounts of traffic between switches and controllers, capacity constraints and
switches with different protection levels.
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Abstract. The adaptation of numerical wind wave models to the local
time-spatial conditions is a problem that can be solved by using various
calibration techniques. However, the obtained sets of physical parameters
become over-tuned to specific events if there is a lack of observations. In
this paper, we propose a robust evolutionary calibration approach that
allows to build the stochastic ensemble of perturbed models and use
it to achieve the trade-off between quality and robustness of the target
model. The implemented robust ensemble-based evolutionary calibration
(REBEC) approach was compared to the baseline SPEA2 algorithm in
a set of experiments with the SWAN wind wave model configuration for
the Kara Sea domain. Provided metrics for the set of scenarios confirm
the effectiveness of the REBEC approach for the majority of calibration
scenarios.

Keywords: Evolutionary algorithm · SWAN wind wave model ·
Ensemble modelling · Robust optimisation · Model calibration

1 Introduction

The various tasks of offshore development and coastal shipping make it neces-
sary to use the regional configurations of the numerical wind wave models to
reproduce historical extreme events and predict potential hazards. To obtain
the forecasts and hindcasts of desired quality, the suitable physical parameters
of models should be identified for the specific simulation conditions.

The numerical model calibration of ocean wind wave model involves the
fitting of simulation results with the in-situ and satellite wave measurements.
The purpose of calibration is the identification of the physical parameters set
that allows minimising the discrepancy between the model and observations.

However, it is a sophisticated task to calibrate the model manually even
with the metocean experts’ involvement. The modern wind wave models are
computationally intensive, and each simulation run can take hours to compute.
Also, a dramatically low time-spatial coverage of the available historical wave
measurements and low quality of atmospheric reanalyses in some regions (like
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the Arctic seas, in particular the Kara Sea region described in the paper) makes
it hard to validate the parameter set reliably. The obtained parameters with
minimal discrepancy can be very specialised in case of over-fitting to the low
number of observed data points and can actually decrease the quality of long-
term simulation results in non-observed locations or time ranges [3].

There are many well-known optimisation approaches that can be applied to
automate the parameters’ tuning for environmental models as well as [8]. Despite
this, in the paper a task-specific robust evolutionary algorithm is proposed. It
allows to make reliable calibration decisions in situations with high environmen-
tal uncertainty and tries to ensure a tolerable solution identification.

At the moment, the modern atmospheric reanalysis still has quality issues in
the Arctic region [7]. We proposed an algorithm that establishes artificial diver-
sity for wind velocity fields. It was used to generate the probabilistic ensemble
of input wind fields to take the impact of the surface forcing uncertainty into
account. Then, the multi-objective fitness function was used to achieve the trade-
off between robustness and performance of the optimised model.

We conducted a set of experiments to verify the effectiveness of the proposed
approach against the baseline SPEA2 algorithm using the Kara Sea domain
and the SWAN (Simulating WAves Nearshore) [2] model as the case study. The
nine spatially distributed points were chosen to analyse the performance and
robustness of the model’s configurations obtained after calibration in one-month
training runs of the model. The several configurations with different subsets
of calibration and validation points were compared to estimate the statistical
metrics of optimisation effectiveness for both algorithms.

This paper is structured as follows. Section 2 describes the problem state-
ment and mathematical formalisation of the robust optimisation task. Section 3
provides an overview of various calibration approaches and their applicability
for the problem. Section 4 contains a detailed description of the baseline SPEA2
algorithm and the proposed robust algorithm. Section 5 is dedicated to the exper-
imental studies (model configuration, datasets, results and metrics). Section 6
summarises the obtained results and highlights of the key findings.

2 Problem Statement

As it was noted in the introduction, coverage of observed met-ocean data (espe-
cially oceanic observations) is extremely sparse. Although, reliable information
about met-ocean characteristics is needed in many regions (e.g. Arctic seas).
That’s why during last decades it became a common practice to obtain the infor-
mation about met-ocean events and processes from forecasting or hindcasting
(retrospective) simulation results from numerical hydrodynamic models. Never-
theless, for solving such task the numerical models should be fitted (through
model parameters) to the certain water area. Taking into account few spatial
points and small sizes of datasets with observations, there is a serious risk of
model overfitting when model fits to specific features of observed data instead
of fitting to common features of the target region. Description of the solution to
this problem is the main goal of this article.



616 P. Vychuzhanin et al.

Hydrodynamic model fitting through the tuning of model parameters (or
model calibration) can be formulated as an optimisation task. For this purpose,
it is reasonable to present the simulation process in a general mathematical
notation (1).

Y = {Y1, Y2, ..., Yk} = M(ξ | θ), (1)

where Y = {Y1, Y2, ..., Yk} denotes multivariate output data (simulated fields,
e.g. wave heights), M(•) is the model operator, ξ is the input data (boundary
and initial conditions), θ is the set of model parameters.

With that, the tuning of model parameters (or model calibration) can be
formalized in terms of multi-objective optimisation in the model parameter space
and written as:

θopt = arg minθ F (θ),
F (θ) = G(fi(θ, Y, {x, y})),

(2)

where G(•) is an operator for multiobjective transformation to F , fi is the objec-
tive function, i = 1 . . . n , {x, y} are spatial coordinates of a point-of-interest.

In a case of wind waves hindcasting, the poor time and spatial coverage
of observations make the model optimisation much harder. The over-fitting of
the solution to the specific events represented in small data samples can cause
a non-optimal model configuration with lower quality under different external
conditions. One of the ways to improve the robustness of optimisation results
is to enlarge training dataset with new instances with relatively small artificial
disturbances. This issue makes it necessary to take the simulation uncertainty
factors into account.

The uncertainty in the wind wave model can be represented not only by
disturbances in design variables [18]. There are deviations in the environment
variables that can be represented through input data sets diversity (for the
SWAN model the wind forcing obtained from atmospheric reanalysis is most
important). In this case input data ξ should be transformed to ensemble real-
isation {ξ}n = {ξ1, ..., ξn} by addition of artificial disturbance (or noise) and
Eq. (2) transforms into Eq. (3). A detailed description of the ensemble procedure
is given in Sect. 4.3.

θrob = arg minθ F̃ (θ | {ξ}n),
F̃ (θ | {ξ}n) = G(f̃i(θ | {ξ}n, Y, {x, y})).

(3)

An ensemble objective function f̃i defines landscape of objective function
over the space of parameters considering ensemble of input states {ξ}n. As an
example, ensemble fitness function can be represented by the expected function
for the ensemble of runs with small disturbances in input data (shown in Eq. (4)).
This approach can be used to produce better solutions for the set of diverse
environmental scenarios and increase the expected performance.

f̃(θ | {ξ}n) =
∫ ∞

−∞
f(x, ξ + δ) · p(δ)dδ (4)



Robust Evolutionary Calibration of the Numerical Wind Wave Model 617

As an example of the hydrodynamic model for experimental studies, third-
generation wind wave model SWAN [2] was chosen. The wind waves are surface
waves in the oceans and seas that caused by the interaction between water
masses and sea-level wind. Wind waves models of third-generation (e.g. SWAN)
allow to simulate the wave spectra and to reconstruct characteristics of waves
(e.g. heights, periods, directions). The SWAN model can be described with the
action balance equation (5).

∂

∂t
N +

∂

∂x
cxN +

∂

∂y
cyN +

∂

∂σ
cσN +

∂

∂θ
cθN =

S

σ
, (5)

where on the left-hand side N = E
σ denotes the wave action density and E is

an energy of wave spectrum, σ is the relative frequency, θ is the group wave
direction, c is the group velocity in corresponding space. The right-hand side
represents the source and sink term in a form Eq. (6).

S = Sin + Sds + Snl, (6)

where Sin is the input energy obtained by wind, Sds is the energy of dissipation
and Snl denotes the energy of wave-wave nonlinear interaction.

These three terms represent the genesis of wave energy sources/sinks and
are a powerful handle for wave model fitting. From this point of view, it is
convenient to express energy sources through model parameters. Wind energy
is characterised by the drag function (DRG), wave dissipation—by the wave
breaking (STMP) and bottom friction (CFW) functions. Energy flow from non-
linear interactions is relatively small and wasn’t taken into account in the current
paper.

In the frame of this article, the experimental study (Sect. 5) was provided to
assess the practical effectiveness of the proposed robust calibration method in
comparison with the general-purpose calibration algorithms. The SWAN model
configuration for the Kara Sea was chosen as a case study because of the impor-
tance of this region for offshore industrial development and extremely low density
of sensors in areas of interest.

3 Related Work

Model calibration or tuning is a subject with extensive literature [8,25]. The
conservative approach is to estimate the parameters in an expert way [10,16]. It
includes the development of several candidate sets of parameters based on previ-
ous simulation experience and manual individual adjustment of each parameter.
The quality metrics for the model quality assessment are calculated with the
comparison of model time series and historical values obtained from the reanal-
yses and observations.

Since the manual “trials-and-errors” method is time-consuming and gives
solution only for particular model setup, the automatic calibration of mod-
els is widely used for different aspects of environmental simulations like atmo-
spheric [6] and ocean [26] forecasting tasks. As a basic approach, the space-filling
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design for the parameter space can be used [24] for model calibration. However,
the high-resolution configurations of wind wave models of 3rd generation are
computationally-intensive and require a lot of time to process the appropriate
date range and spatial domain. This problem makes it necessary to reduce the
number of runs required for calibration.

There are many well-known optimisation methods applied to environmen-
tal models like derivative-free optimisation [22], various Bayesian optimisation
methods [5] and surrogate-assisted methods [9].

However, the evolutionary (genetic) algorithms are efficient enough to per-
form a robust solution search [14] in complex parameter space with a lack of
historical data for quality assessment [20]. The applicability of evolutionary algo-
rithms for SWAN wave model calibration is demonstrated in [12].

The robust optimal design approaches have a lot of applications in many fields
[27]. They are often based on Monte Carlo methods that allow representing the
uncertainty from different sources [4]. The perturbation-based ensemble allows
sampling the modelling uncertainty in a more systematic way [19]. A set of
simulation with small differences induced by stochastic modifications allows to
increase the variability of the calibration dataset and improve the quality of
models [17].

Nevertheless, the discrepancy usually simulated as additional noise in model
output and observations [1] without taking the actual sources of external uncer-
tainty (e.g. wind forcing for reanalysis) into account. The task of a reliable cali-
bration of a wave model for a specific domain with poor observational coverage
makes it necessary to implement the approach that combines the ensemble-
based diversity of environmental variables with multi-objective evolutionary
optimisation.

4 Evolutionary Algorithms for Models Fitting

We compared the robust wave model calibration with a baseline solution—the
multi-objective evolutionary algorithm that estimates the most suitable solution
without taking uncertainty into account. The other approach is based on the
same algorithm with modified fitness functions—it estimates the performance
and robustness of the solution with the ensemble of forecasts obtained from
several model’s runs with noised inputs. The source code of both algorithms was
implemented in Python and available in [23].

4.1 Baseline Approach

The commonly used SPEA2 multi-objective optimisation algorithm [28] was cho-
sen as a baseline solution for the calibration task. In terms of evolutionary algo-
rithms, in our case, each individual corresponds to a genotype represented by
a certain set of model parameter and the phenotype (values of the objective
function) are the errors of the model predictions, corresponding to these param-
eters. At each iteration of evolution, the Pareto-optimal set of individuals is
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selected according to the values of the fitness function, and all non-dominated
solutions are saved in the archive. Then the mating pool is filled with a binary
tournament selection and recombination and a mutation operator are applying
for each individual. The resulting mating pool becomes a new population at the
next iteration of the algorithm.

Despite the fact that some modern evolutionary algorithms outperform
SPEA2 in some synthetic tasks [13], we decided to base the experiments on a
well-studied [12] algorithm to separate the impact from the proposed ensemble-
based modifications from other features’ influence.

4.2 Robust Ensemble-Based Evolutionary Calibration (REBEC)
Approach

The main disadvantage of the baseline algorithm is that the model variables
optimise exactly for the specific conditions that were used for the fitness function
evaluation. It allows to maximise the performance for the observed case, but the
solution found can be unstable even after small changes in external conditions.
The lack of the time-spatial coverage of observational data for wave parameters
in target regions makes it complicated to take the different external uncertainties
(e.g. forcing-induced, resolution-induced, etc.) into account.

The more robust approach to model parameters optimisation can be imple-
mented using the ensemble of wave models configured using different input data
sets. We can form the stochastic ensemble of wave models with the perturbed
wind forcings and search for more robust model parameters using this ensemble
instead of a single model with certain forcing.

For this purpose, we can adapt the baseline SPEA2 algorithm (that was
introduced above) by changing the fitness assignment strategy: for a given geno-
type, the set of phenotypes corresponding to the elements of the ensemble is
estimated and based on its values the robust metric is calculated. The flowchart
of the proposed algorithm is presented in Fig. 2.

It is important to find a compromise between performance and robustness of
the obtained solution [11], so the fitness function for the algorithm is based on
the composite estimation robustness and performance metrics. The performance
can be calculated as a vector of root-mean-square errors (RMSE) against obser-
vations for a set of target points, and the robustness can be simulated in various
ways [15]. Figure 1 depicts the set of the ensemble error surfaces that are used
for metric calculation.

We tried to use the mean-variance as a robust metric, but it causes the
domination of the solutions with low wind drag and, consequently, near-zero
wind-induced variability. So, the ensemble mean was chosen as a trade-off metric.
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Fig. 1. The landscape of an objective function for a probabilistic ensemble

The pseudocode of the final implementation of the robust algorithm is presented
in Algorithm 1.

Data: Initialised ensemble, populationSize,
archiveSize, crossoverRate, mutationRate
Result: best individual from archive
pop ← InitPopulation(populationSize)
archive ← ∅
while not ConvergenceCriterion() do

for individ in pop do
ensObjectives ← ∅
for model in ensemble do

ensObjectives [model ] ← CalculateObj(individ, model)
end
bestByObjectives ← TakeBestByMean(ensObjectives, ensAmount)
individ.objectives ← Mean(bestByObjectives)

end
union ← archive + pop
for individ in union do

individ.fitness ← CalculateFitness(individ)
end
archive ← TakeNonDominated(union, archiveSize)
matingPool ← BinaryTournamentSelection(archive, populationSize)
pop ← CrossoverAndMutation(matingPool, crossoverRate,
mutationRate)

end
Algorithm 1. The pseudocode of the implemented REBEC algorithm
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Fig. 2. The main logical blocks and interconnections of proposed robust evolutionary
algorithm

4.3 Synthetic Input Data Generation with Artificial Noise

To implement the proposed probabilistic optimisation method, we developed
the supplementary algorithm that allows to add specific noise to wind veloc-
ity variables—U (eastward) and V (northward) vector components from atmo-
spheric reanalysis data that is used by the wave model as an external forcing.

The algorithm starts from uniform scattering of the randomly-located sources
of artificial noise in the gridded data. To obtain the realistic wind field after the
application of noise, the time-spatial correlation terms are added to control the
noise spreading from the source.

The noise function for the wind vector component U produced by one noise
point can be written as:

f∗(j, t) = N(0, σ) · corr(Uj , Vj) · corr(Ut, Ut−1) (7)

where j is the spatial index of source points, t is the time step index, σ is the
standard deviation parameter of the Gaussian distribution, U is the matrix of
wind U-components.

Then, the aggregated noise from N source points for specific data point
induced by all source points can be obtained as:

f(i, t) =
N∑

j=1

f∗(j, t) · corr(Ui, Uj) (8)

where i is the spatial index of the data point, j is the spatial index of the noise
point, t is the time step index, N is the number of noise points, U is the matrix
of wind U-components.

The example of the wind field augmented with noise by the described method
(with σ equal to 25% of basic value magnitude) is presented in Fig. 3.

It can be seen that the common wind patterns are similar but some wind
speed variability exists. The additional post-processing procedure was applied to
the perturbed model runs output to suppress the non-realistic wind height peaks
in the observed calm periods. However, the near-peaks variability was preserved.

In this way, the ten wind data sets augmented with artificial noise were
generated and used in an experimental study.
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Fig. 3. The example of comparison of (a) basic ERA-Interim for Kara Sea region and
(b) wind field augmented with noise for the same region. The blue marks depicts the
noise source points locations. (Color figure online)

5 Experimental Study

The case study for the calibration task is based on the SWAN model configu-
ration for the Kara Sea region. The significant wave height (Hsig) variable was
chosen as a target variable. Moreover, the results in nine representative points
were analyzed (P1–P9 presented in Fig. 4) to take into account possible spatial
variability of the optimal solution.

5.1 Synthetic Data for Wave Observations

The wave observations data are required for the validation of the model qual-
ity and calibration algorithm effectiveness. However, such data often cannot be
obtained from open data sources. To perform a reproducible experiment with
Kara Sea configuration, we used the simulation results from the high-resolution
WaveWatch III model [21] configuration. The systematic biases of synthetic
observations against model were removed. Then we analysed the error metrics
for the significant wave height variable against real observations in points 1–3
(RMSE is 0.29 m and MAE is 0.21 m). We accept the quality of the WaveWatch
III output as sufficient to be used as the reference dataset for the optimisation
algorithms’ evaluation.

To maintain the variability of experimental scenarios, we prepared 18 subsets
of synthetic observational points to be used for calibration. They consist of
observation points located in various spatial areas with different depths and
distances to the coast. To reproduce various scenarios, the calibration subsets
were initialised with random point groups of a certain size: from a single-point
situation to the all-points-instead-one case. For each subset, the points that
were not used during the calibration were assigned to validation sets. It allows
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to compare the effectiveness of the robust algorithm with baseline SPEA2 and
analyse the dependency of results from selected observation points set.

5.2 Model Configuration

The SWAN model was configured with the regular curvilinear grid in cartesian
coordinates. The initial conditions were obtained for a preliminary monthly spin-
up run. The boundary conditions were not set (since the control points were
distanced from the grid boundaries, see Fig. 4). The simulation dates range was
set from 20140814.120000 to 20140915.000000. The time step for integration was
defined as 120 min and output time step is 3 h. The parameterisations GEN3,
COLLINS, QUADRUPL, TRIAD and DIFFRACtion were enabled. The output
was configured to obtain the significant wave height (HS) values in 9 spatial
points. Their locations are specified in Fig. 4.

Fig. 4. The part of the bathymetry of the simulation domain: the Kara Sea and Ob
bay. The land cells are shaded with a grey mask. The locations of observation points
and their indices are specified with green marks. (Color figure online)

5.3 Sensitivity Analysis

The sensitivity analysis of model parameters described in Sect. 2 was performed
to estimate their significance. We ran the set of experiments with every param-
eter independently modified by additive noise with Gaussian distribution with
σ/μ = 0.25 assumption. The results are obtained from 50 experiments with
sequential noising of each variable from the chosen set.

The wind drag was identified as the most sensitive parameter with a high rel-
ative output and input variance ratios, the wave steepness is the second one and
the sensitivity bottom friction coefficient is quite low for most of the comparison
points. In can be concluded that the SWAN model error function has a wide
“plateau” with similar error values and many local minimums in the “valley”
area that can affect the algorithm’s convergence and robustness.
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5.4 Validation of REBEC Approach

A set of experiments was conducted to compare the results of optimisation exper-
iments. The initial population for both calibration approaches was produced
using Latin hypercube sampling (LHS) in the parameter space. The parame-
ters for both calibration algorithms was chosen as: population size is set to 20
individuals, the number of generations—60, the archive size—5 individuals, the
probability of mutation and crossover—0.2.

Two objective functions were chosen for model results quality assessment:
the mean absolute error (MAE) and root mean square error (RMSE).

The calibration for every scenario was repeated 100 times to obtain the
distribution of the relative improvement of RMSE and MAE against the
model configuration with default parameter values (DRF = 1.0, CFW = 0.015,
STPM = 0.00302). Also, the mean relative standard deviation of the calibrated
parameters set is provided. The boxplots for the results with different scenarios
are presented in Fig. 5.

Fig. 5. The comparison of the baseline and robust algorithms’ performance on the
validation set of stations in all scenarios. The RMSE and MAE metrics are presented
as an improvement against the corresponding values for the default configuration.

It can be seen that the variance of metrics for the robust algorithm is lower
and the quality is better. The detailed metrics for all scenarios and stations sets
are provided in Table 1.

As can be seen, the robust approach provides a better or equivalent improve-
ment of model performance for the validation points in all groups of scenarios.
The standard deviation for both model parameters and relative improvement
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Table 1. Error metrics for the baseline and robust algorithms. The “test” block con-
tains the metrics for the verification points. The “train” block contains the metrics for
the calibration points. The boldface numbers indicate the best metrics for all station
sets (the higher improvement and lower standard deviation is better)

Scenario Algorithm Validation points Calibration points

Improvement, % Par.

SD

Improvement, % Par.

SD

RMSE MAE RMSE MAE

Mean Max SD Mean Max SD Mean Max SD Mean Max SD

1–9 BL 11 22.1 7.8 −9.2 1.8 7.1 3.3 6.6 26.4 13.7 2.1 13.6 6.8 3.3

RB 11 15 2.7 4 6.9 2 2.7 11.3 16.4 3 2.5 6.5 3 2.7

10–14 BL 16.6 23.6 4.9 −7.2 0.7 5.2 2.7 24.4 29.1 4.1 7.9 12.8 2.7 2.7

RB 18.1 21 2.8 4.1 9.4 2.5 2.4 22.9 26.9 3.9 8.7 14.4 2.2 2.4

15–18 BL 17.6 25.1 5.7 −6.6 2.8 6.5 3.1 27.2 34.2 6.2 11.2 17.1 2.8 3.1

RB 18.7 24.7 4.1 5.4 10 4.1 3 23.4 33.4 5.1 11.2 17.9 3.2 3

All BL 14.0 23 6.6 −8.4 1.7 6.4 3.2 14.5 27.9 9.7 4.7 13.5 4.9 3.2

RB 14.6 18.3 3.1 4.6 8.7 2.7 2.8 15.8 21.6 3.9 5.2 10.5 2.9 2.8

values are also lower than the baseline. In can be concluded that the optimal
algorithm choice for validation points varies in different scenarios. The scenarios
1–9 operate with a single-point calibration set. The performance of the robust
algorithm for this group of validation points is similar to baseline RMSE (but
outperforms it for the MAE metric and calibration points metrics). For the other
scenarios, the gain is near 1–2% RMSE and 10% MAE against the baseline.

Also, the calibration set quality averaged for all scenarios for the robust
approach also outperforms the baseline. The standard deviation of the obtained
metrics is smaller for all scenarios, as well as the mean standard deviation for
model parameters. We can claim that a robust approach is effective for the cases
with several spatially scattered points that can be applied for calibration. It
is important to notice that the calibration points’ quality is not affected in a
negative way.

6 Conclusion

In the paper, the practical approach to the calibration of numerical wave models
under data quality and availability constraints was proposed. The algorithm
for the simulation of artificial data diversity was implemented and applied to
the ERA-Interim reanalysis wind data. The regional configuration of the SWAN
model was used as a case study for the parameters tuning algorithm effectiveness
evaluation.

The proposed REBEC approach was compared with the baseline SPEA2
algorithm in a set of experiments. The lower variability and better performance
metrics for the spatially distributed calibration and verification points were
obtained. It confirms the effectiveness of the robust calibration approach for
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the simulation domains with a small number and poor coverage of real obser-
vations. However, the negative impact of the proposed approach for computa-
tional performance (several simulations should be performed for each candidate
parameters set) makes the robust optimisation potentially non-preferable for
the model configurations with the sufficient spatial coverage of observations and
high-quality atmospheric reanalyses.

The source code of the algorithms for calibration, pre- and post- processing
as well as the configuration files for SWAN are available in an open repository
[23].
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Abstract. Improving performance through parallelization, while a com-
mon approach to reduce running-times in high-performance computing
applications, is only part of the story. At some point, all available par-
allelism is exploited and performance improvements need to be sought
elsewhere. As part of drug development trials, a compound is periodi-
cally administered, and the interactions between it and the human body
are modeled through pharmacokinetics and pharmacodynamics by a set
of ordinary differential equations. Numerical integration of these equa-
tions is the most computationally intensive part of the fitting process.
For this task, parallelism brings little benefit. This paper describes how
to exploit the nearly periodic nature of repeated administration models
by numerical application of the method of averaging on the one hand and
reusing previous computational effort on the other hand. The presented
method can be applied on top of any existing integrator while requiring
only a single tunable threshold parameter. Performance improvements
and approximation error are studied on two pharmacometrics models. In
addition, automated tuning of the threshold parameter is demonstrated
in two scenarios. Up to 1.7-fold and 70-fold improvements are measured
with the presented method for the two models respectively.

Keywords: Pharmacometrics · Monte Carlo sampling ·
Hamiltonian Monte Carlo · High-performance computing ·
Hierarchical models · Approximation · Importance sampling

1 Introduction

One of the key questions of drug development, which pharmacometrics is con-
cerned with, is what dosage regimen is safe and effective for individuals within
a population. In this field, models from pharmacokinetics (PK) and pharmaco-
dynamics (PD) characterize the interactions between a drug and an organism.
Here, PK describes how a drug is affected by the organism, and PD describes the
effect of the compound on the organism. The use of tools in this field requires
both theoretical knowledge of biological systems and statistical expertise [14].
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Therefore, methods that are easy to use, like the one described in this paper,
are of great interest.

Due to the complexity of these models, sufficient data is required to derive
meaningful conclusions, but clinical data is typically sparse. Therefore, the com-
mon approach is to pool data from multiple drug trails and subjects within those
trials. In this context, it is imprecise to merely consider the data as an unstruc-
tured collection of observations. Rather, with each observation, additional valu-
able information is available. This includes from which subject an observation is
taken, his or her weight and height.

To incorporate this information, mixed effect models are used. Since PK and
PD models typically rely on ordinary differential equations (ODEs), simulation
requires computationally intensive numerical methods. An integrator is config-
ured to ensure some level of accuracy in the result. Depending on the ODEs,
the size of the steps that are taken is limited. More importantly, models with
repeated administration hamper performance further. In these models, the sim-
ulation of dosing events causes the integrator to invalidate any gathered knowl-
edge about the ODEs and take small steps. In addition, after a dosing event,
computational time is spent on determining what step size to use.

Estimating parameters for these models in a reasonable amount of time
requires not only the right mathematical tools, but also techniques from com-
puter science. For example, within a drug trial, a compound is tested on multiple
subjects and to determine the model parameter quality, each subject can be sim-
ulated in parallel. After parallelization, the most computationally intensive part
is the numerical integration. Although parallel numerical integration has been
studied [11], only limited improvements are possible [13].

Instead, the method outlined in this paper exploits the periodic behavior of
models in pharmacometrics by reusing previous computations and employing
the method of averaging to form an approximation of the model. It is applicable
on top of any numerical integrator and besides a single parameter, no additional
input from the user is required. To de-emphasize the existence of the parameter,
it is important to note that it can be tuned automatically in a use-case dependent
manner. Two examples are discussed to demonstrate this.

The remainder of this paper is structured as follows. Section 2 lists related
work. Two examples of repeated administration models are discussed in Sect. 3.
Section 4 discusses how these are used when data is sparse. The approximation
method is presented in Sect. 5. Next, experimental results are shown in Sect. 6,
and the paper is concluded and directions for future work are provided in Sect. 7.

2 Related Work

Dunne et al. [5] studied the application of the method of averaging in phar-
macometrics, but their approach consisted of transforming the model by hand
followed by solving it symbolically. The automated method presented in Sect. 5
partially relies on the same observations but differs in two ways. First, it does
not require the user to manually alter the model. Second, for models that com-
bine both PK and PD, all portions of the model are handled while the approach
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outlined by Dunne et al. focuses mainly on dealing with the PD portion where
no periodicity is observed.

Conrad et al. [3] tackle computationally expensive models by constructing
and gradually refining approximations of the posterior for Bayesian inference
during Markov Chain Monte Carlo (MCMC) sampling. Their approximation
method uses previous evaluations in a shrinking region to interpolate the poste-
rior function. Similarly, Gong et al. [6] propose an adaptive refinement strategy
that builds a surrogate model to explore a target distribution. Compared to these
approaches where no knowledge of the underlying model is used, the approxi-
mation described in this paper works at the level of the model itself. As such,
the two approaches are complementary.

Rasmussen [15] considers Hybrid Monte Carlo (HMC) on Bayesian integrals.
In his work, gradients of the posterior are approximated using a Gaussian Pro-
cess. He notes that to guarantee that the samples generated by HMC are unbi-
ased, accurate posterior evaluations are only required at the end of a set of
leapfrog iterations. Similarly, in Sect. 6, gradients are computed from the approx-
imation and the final accept-reject step relies on the real model.

3 Repeated Administration Models

This paper considers two models to exemplify what is seen in drug development
when patients are administered a compound periodically. While the details of
the models are less important for the work presented in this paper, they are
listed here to describe their structure. Each model in this paper, denoted by f ,
is built using a set of ODEs parametrized by a vector φ. The set of q equations
in f is denoted by S = {Si(t)}q

1.
Data to which these models are fit consists of a dosage regimen D and a

sequence of observations (yj , xj). Each dosing event (a, c, t) in D adds some
amount a of a compound to any state identified by c in model f at time t. With-
out loss of generality, the first dose is administered at t = 0, and all observations
and dosing events are sorted by increasing time t. To fit φ, prediction ŷj need
only be made at xj and Algorithm 1 outlines how to obtain predictions. It relies
on a subroutine that implements an integrator of which the state is stored in I.

The execution time of the integrator is mainly determined by the range
spanned by xj and the number of dosing events falling in that range since.
Repeatedly stopping the integrator to simulate dosing events is the main cause
for slowdown; as noted in Sect. 1, the integrator cannot take large steps when
the internal state is changed. The method presented in Sect. 5 avoids this.

3.1 Nimotuzumab Model

The first model characterizes PK behavior of Nimotuzumab, a humanized mon-
oclonal antibody mAb, in patients with advanced breast cancer [16]. The system
of coupled differential equations in Eq. 1 describes the dynamics of this model.
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Algorithm 1. Using an integrator to collect predictions ŷj .
Input: x1, . . . , xn, D, and S
Result: ŷ1, . . . , ŷn

k = 1; I = InitializeIntegrator(S)
(a, c, t) = GetDose(D, k)
for j = 1, . . . , n do

while t ≤ xj do
IntegrateTo(I, t)
AddToState(I, c, a)
k = k + 1; (a, c, t) = GetDose(D, k)

end
IntegrateTo(I, xj)
ŷj = GetState(I)

end

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

dCtot(t)
dt = −(ke + kpt) · C(t) + ktp · At(t) −

(
kint·Rtot·C(t)

kss+C(t)

)

dAt(t)
dt = kpt · C(t) · v1 − ktp · At(t)

dRtot(t)
dt = ksyn − kdeg · Rtot(t) −

(
(kint−kdeg)·C(t)·Rtot(t)

kss+C(t)

)

C(t) = 0.5 ·
[
Ctot(t) − Rtot(t) − kss

+
√

(Ctot(t) − Rtot(t) − kss)2 + 4 · kss · Ctot(t)
]

(1)

Observations to which this model is fit consist of measured free concentra-
tions of the mAb compound C(t), at a particular time t, determined by the
total mAb concentrations Ctot(t), the total target concentration Rtot(t) and
the steady state rate constant kss. The change in the amount of free mAb
in tissue compartments A(t) depends on C(t) and kpt and ktp which denote
tissue-serum and serum-tissue rate constants respectively. The other constants
that need to be estimated are the elimination rate kel, the degradation rate
kdeg, zero-order kinetic synthesis ksyn and irreversible internalization rate kint.
Note that there is a bidirectional influence between the compartments and C(t)
since it also appears on the right hand side. The model parameter vector φ
is [cl, v1, Q, v2, kss, kint, ksyn, kdeg], where ke = cl/v1, kpt = Q/v1 and ktp = Q/v2.

Figure 1 shows an example of the evolution of ODE states in time for the
Nimotuzumab model from Eq. 1 with parameters cl = 9.93 × 10−4, v1 = 1.38,
Q = 4.00 × 10−3, v2 = 44, kss = 12.71, kint = 3, ksyn = 1 and kdeg = 7. There
are ten dosing events, each adding 50 milliliters intravenously. Programmatically,
this is done by adding the same amount to Ctot(t) at each dosing event. During
the first few dosing intervals, the concentration of the compound increases until
the rate at which it is eliminated balances the rate at which the compound is
added to the system. While At(t) increases perpetually due to the bidirectional
interplay between it and the compartments, nearly periodic behavior is observed
in Ctot(t) and Rtot(t). Note that measurements are also taken after the final
dosing event as C(t) drops.



632 B. Nemeth et al.

0
25
50
75

100
C

to
t(

t)

0

100

200

A
t(

t)

0 500 1000 1500
0

0.2
0.4
0.6

Time (h)

R
to

t(
t)

0 500 1000 1500 2000
0
20
40
60

Time (h)

C
(t
)

Fig. 1. The ODE states from the Nimotuzumab three-compartment model with ten
dosing events. The state for Ctot(t), At(t) and Rtot(t) in function of time is shown on
the left and top right, and the projected value C(t) with observations shown as red
crosses on the bottom right. After the first few dosing events, Ctot(t) and Rtot(t) exhibit
close to periodic behavior. The plots were created by supplying a dense sequence of
time points for xj to Algorithm 1. The inset on At(t) is discussed in Sect. 5.

3.2 Canagliflozin Model

Canagliflozin is a drug for type-2 diabetes treatment. The model in Eq. 2 for
this drug consists of both a PK and a PD portion. The former is modelled by a
two-compartment model [9] denoted by the gut compartment AG(t), the central
compartment AC(t) and the peripheral AP (t). Following Dunne et al. [4], the
latter is captured by glycated haemoglobin (HbA1c) denoted by H(t).

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

dAG(t)
dt = −ka · AG(t)

dAC(t)
dt = ka · AG(t) − k23 · AC(t) + k32 · AP(t) − ke · AC(t)

dAP(t)
dt = k23 · AC(t) − k32 · AP(t)

dH(t)
dt = kin + Ef − kout · H(t)

C(t) = AC(t)/v

Ef = (Efc + Efp)
H(0)−5
8−5

Efc(t) = Emax
C(t)

EC50+C(t)

(2)

For this model, φ = [kout,H(0), Efp, EC50, Emax], where Efp represents the
placebo effect, kin = H(0) · kout, EC50 is the exposure that gives half-maximal
effect and Emax is the maximal effect of the drug. The remaining parameters
are fixed. A simulation with kout = 10.24 × 10−4, H(0) = 7.72, Efp = −0.482,
EC50 = 60.34 and Emax = −0.736 is shown in Fig. 2. The remaining parameters
are ka = 3.86, k23 = 0.101, k32 = 0.0928, ke = 0.174 and v = 92.2260. Similarly
to Nimotuzumab, periodic behavior is observed for the PK portion.
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Fig. 2. Canagliflozin PK/PD model for the first 21 dosing events. Periodic behavior is
observed after a few dosing events for the PK portion of the model shown at the top.
The PD portion, shown at the bottom, does not stabilize.

4 Hierarchical Models

Pharmacometrics deals with models where the amount of available data is lim-
ited. Therefore, mixed effects models are used where data is grouped and struc-
tured into a hierarchy according to some classification [2]. The data considered
in this paper is structured as shown in Eq. 3.

yij = f(xij , φi) + εij , i = 1, . . . , M, j = 1, . . . , ni (3)

A one-way classification is used resulting in a hierarchy with two layers. The
first layer represents the population as a whole, and the second layer consists of
individuals. The number of individuals is denoted by M , each of which has ni

observations. The function f , parameterized by φ, describes the structural model
exemplified by those from Sect. 3. As these models capture PK or PD behavior
or both, xij will be the jth time point at which an observation was taken for
the ith individual. The residuals εij ∼ N (0, σ) account for the intra-individual
variance. With a slight abuse of notation, the individual parameters φi are given
by μ+ ηi where ηi ∼ N (0, Ω) and Ω captures inter-individual variance. Here, ηi

and μ are called the random and fixed effect respectively. While Eq. 3 only allows
for additive error, its purpose is to be illustrative. It is important to note that
the framework is general enough for other likelihood models as well. The goal is
to estimate μ, Ω, and σ.

5 Approximating Models

In a model, states are classified either as periodic or non-periodic. Typically, the
PK portion is periodic and the PD portion is non-periodic, but this need not be
the case. In the integrated states, three phases are distinguished. The first phase
spans over all dosing events for which the system has not yet entered periodicity.
The second phase is the periodic phase typically taking up the majority of time
in repeated dosing models as noted in Sect. 3. The start of this phase is detected
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based on a threshold τ that defines when a state is classified as periodic. The final
phase starts at the last dosing event and ends at the last observation. In Fig. 1,
depending on τ , the second phase could start at 500 h.

The goal is to avoid stopping and altering the state of the integrator to sim-
ulate dosing events since this increases execution time substantially. During the
first interval of the second phase, all periodic states for the remaining observa-
tions are collected. The value of all non-periodic states is collected during the
full length of the second phase by applying the method of averaging numerically.

In clinical trials, it is common to have dosage regimens where all dosing events
add the same amount of a compound in the same way, i.e. ai = aj and ci = cj

for any pair of dosing events i and j in Algorithm 1. However, it is possible to
generalize the presented method where multiple runs of periodic behavior are
observed. Since the models targeted in this paper only use dosage regimens with
a fixed dosing amount, such extensions are left as future work. As will be shown
in Sect. 6, the efficacy of the presented method depends on the time spent in
periodic phases.

In reality, doses will never be spaced exactly uniformly throughout time. For
example, one of the individuals in the Nimotuzumab data set with 10 dosing
events, has the last dose administered at 1512.2 h after the start of the trial. The
average dosing interval is thus approximately 168.02, but the dosing intervals
for this individual are between 167.33 and 170.07. In case varying intervals are
captured by the model, noise is added complicating periodicity detection. There-
fore, a preprocessing step ensures that the events are spaced equally at the cost
of potentially introducing some error in the final approximation.

If the mean time between doses is Δt = t|D|/(|D|−1), then the time for dosing
event k is set to t′k = (k − 1) · Δt. Next, each observation j is shifted according
to the offset to the dosing event before it. Concisely, xj is shifted to x′

j = t′k +zj ,
where zj is computed as follows. If tk denotes the time of the dosing event before
it, then zj = min(xj − tk,Δt − ε). Here, capping the offset at Δt − ε ensures
that the observation is not shifted to the next interval when it is close to the
end since doing so introduces a large error due to the rapid rise in compound
concentration after a dose. Figure 3 illustrates this process for an exaggerated
example; as for the Nimotuzumab example shown above, the variance in dosing
intervals for real use cases is typically much smaller. For models in which the
dosing intervals are fixed, like for the Canagliflozin model, data need not be
preprocessed.

After preprocessing, integration can start. For any model f , three different
sets of equations S, S′ and S̃ are used. Here, S is the original unaltered set of
equations used during the first and third phase. During the first interval of the
second phase, S′ is used and the method of averaging is applied numerically
during the remaining intervals in the second phase using S̃. The details of these
sets of equations will be introduced next.

Integration commences on the set of equations S = {Si(t)}q
1 in f . At each

dosing event k, all states in S are partitioned into r periodic states P = {Pi(t)}r
1

and q−r non-periodic states N = {Ni(t)}q
r+1 by using some threshold τ and the
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Fig. 3. Dosing events are shifted to ensure that each dosing interval is the same. All
observations, shown as red crosses, associated with each dosing interval are shifted
accordingly. The 7th observation is an example of an observation that, without capping,
would be shifted to the next interval.

criteria |(Si(t′k) − Si(t′k−1))/Si(t′k)| < τ . If |P | > 0, the state of the integrator
Ireal is copied to Iapprox. At this time, denoted by tα below, the second phase is
entered and integration continues using Iapprox.

During the first interval of the second phase, integration continues with S′, a
set of equations constructed by adding the equations d∗

dP ′
i (t)

t = Pi(t) to those in S

for a total of 2|P |+|N | equations. The value of P ′
i (tα) is set to 0. These additional

equations will be used to compute the average for use in the remaining intervals
of the second phase. After one dosing interval, integration continues using S̃,
constructed by taking the equations P̃ = {dP̃i(t)/dt = 0}r

1 together with the
states in N . The initial value for the states in P̃ is P ′

i (tα + Δt)/Δt. In other
words, the states in P are replaced by a constant equal to the mean value during
a dosing interval. This is how the method of averaging is applied numerically.
The values of the states in N are then collected during the second phase at each
x′

j . Finally, at the last dose, integration continues using S restoring the state of
the states in P to those saved in Ireal. The top left of Fig. 4 demonstrates when
each of these sets is used.

The states of P during the second phase are collected at times tα + zj for
all observations j for which x′

j > tα. Note that if integration can only continue
forward in time, all zj need to be sorted. This can be seen as moving observa-
tions to the first interval of the second phase. Figure 4 shows the output for the
Nimotuzumab model from Fig. 1. Note that except for a different value of the
integrated states, preprocessing and shifting of observations and events is not
reflected in the output.

Let c(t0, t1, S) denote the computational cost of using an integrator between
time t0 and t1 on a set of equations S. The total cost of integration can be broken
down into c(0, tα, S), c(tα, tα+Δt, S

′), c(tα+Δt, t|D|, S̃) and c(t|D|, tni
, S). Since

doses need not be simulated in S̃, c(tα+Δt, t|D|, S̃) � c(tα+Δt, t|D|, S). Some
overhead is introduced by preprocessing the data and using S′ for one interval,
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Fig. 4. Approximation of the Nimotuzumab three-compartment model with ten dosing
events. Different sets of equations are used at different times. The sets are S = P ∪ N ,
S′ = P ′ ∪ N and S̃ = P̃ ∪ N . These are only shown in the top left, but the change in
equations effects all states. The choice for τ defines the phases. Here, the first phase
spans [0, 504], the second phase spans [504, 1512.2] of which the first interval is [504, 672]
and the third phase starts at 1512.2. Compare all results with Fig. 1 and note how
At(t) is smoothed out due to applying the method of averaging numerically. However,
preprocessing and event shifting happens transparently. The effect of approximation
on the other states is barely visible.

but this is typically much smaller than the reduction in execution time obtained
by avoiding simulation of doses between tα+Δt and t|D|.

Note that states in P are distinguished from those in N by τ . If τ is set too
low, all states remain non-periodic and there is no second and third phase. In this
case, no cost reduction will be made while some error will still be introduced by
the preprocessing step. On the other hand, if all states are marked as periodic,
then c(tα + Δt, t|D|, S̃) = 0 since it can be skipped completely and larger cost
reductions are expected. Note also that if all measurements after the last dose
fall within a span of Δt, integration does not need to switch back to S from S̃.

A useful aspect of the outlined approach is that S′ and S̃ can be constructed
from S without symbolic manipulation. Integrator implementations require the
user to provide a function that, given Si(t), returns a vector of which the ith

component represents d∗
dSi(t)

t. Multiplying this vector with the bit vector where
all the components corresponding to states in N are set to 1 is a straightforward
way to transform S into S̃.

6 Performance Evaluation

Test data is taken from an online resource [17] for the Nimotuzumab model
and is generated synthetically for the Canagliflozin model using the parame-
ter estimates from Dunne et al. [4]. The Stochastic Approximation Expectation
Maximization (SAEM) algorithm from Kuhn et al. [10] is used to fit a complete
hierarchical model, described in Sect. 4. It is difficult to obtain a clear under-
standing of how well the presented approximation performs by comparing SAEM
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directly. Instead, the SAEM algorithm is run on the real model and the param-
eters at which the likelihood is evaluated are logged. The CVODE solver from
the SUNDIALS software package [8] is used as the integrator implementation.

The evaluation time together with the log-likelihood value of the classical
approach from Algorithm 1 is measured for the collected parameters. The same
is measured for the approximate model with different choices for τ . Figure 5
illustrate the influence of τ on both the relative error of the log-likelihood and
the speedup between the real and the approximate model. For τ = 0, no speedup
is expected since no states will be classified as periodic. Since doses are shifted
for the Nimotuzumab model, some error is still introduced. This is not the case
for the Canagliflozin model as it does not take into account varying dosing
intervals. In both models, the slowdown with τ = 0 is due to computing and
sorting zj , and the additional bookkeeping that is needed to compare the value
of each state with τ . Note the difference in speedup between the two models.
The Canagliflozin data contains individuals with a much larger number of dosing
events than those in the data for the Nimotuzumab model.
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Fig. 5. Violin plots showing relative error and speedup as the threshold τ increases for
the Nimotuzumab model at the top and for the Canagliflozin model at the bottom.
A larger τ increases the probability of introducing a larger error. At the same time,
a higher speedup factor is obtained. While both models show the same behavior as τ
increases, there is a difference in scale of the error and τ due to a different number of
dosing events in the data and structural differences between the models.

Next, data is generated synthetically with an increasing number of doses to
show that the total time spent by the integrator in the second phase determines
the improvements that can be obtained by using the approximate model. In
Fig. 6, τ increases from 0 to 0.008, showing that with more dosing events, and
hence more periodic behavior, a larger increase in performance is observed.

Recall from Sect. 4 that φi = μ + ηi. In algorithms like SAEM, one of the
steps involves integrating out random effects ηi for a given individual. Due to
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Fig. 6. Speedup for varying τ and varying number of observations for the Canagliflozin
model. With more observations, the second phase makes up a larger fraction of the total
execution time. Hence, there is a more opportunity to reduce execution time. Although
not clearly visible, with τ = 0, a slowdown of up to 25% is seen.

the complexity of the models, MCMC samplers are used. Using the approxi-
mate model directly in this step results in biased estimates as the introduced
errors change the distribution of random effects. As shown above, through the
choice of τ , accuracy is sacrificed for performance. Two ways are discussed to
use the approximation without introducing bias. A function that weights both
the accuracy and the performance aspects is given for each. The same function
can then be used to tune τ automatically. While tuning brings with it some
computational costs, estimating parameters of hierarchical models takes orders
of magnitude longer so it is worth spending some time on the tuning process.
The objective is to find a sufficiently good value for τ and not necessarily the
optimum. Therefore, tuning can be done on a subset of individuals.

One way to use the approximation is with HMC. Here, new positions are
proposed by following the gradient L times and performing an accept-reject step
at the final position. If gradients are computed from the approximate model and
the accept-reject relies on the real model, the samples obtained remain unbi-
ased [15]. Note that in scenarios where L is large, larger reductions in execution
time are possible. Since the gradients are only approximate, proposals will be
of lower quality. For example, if the real and the approximate gradients differ
too much, the proposed positions will have low mass and many points will be
rejected. In turn, this lowers the effective sample size (ESS), a metric used to
evaluate the information content of dependent samples. Tuning τ is accomplished
by maximizing ESS per unit time. Figure 7 shows this metric for Canagliflozin
using L = 4 while varying τ . Clearly, the optimal value for τ depends on the
choice of L.

As noted above, generating samples directly with any MCMC sampler from
the random effects distribution built with the approximate model will introduce
bias due to the errors. Another way to use the approximation is through impor-
tance sampling, where bias is corrected by weighting each sample [12]. These
weights, obtained by taking the ratio between the density of the real and the
approximate model, can be computed in parallel. If there is too much difference
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Fig. 7. Effective sample size per unit time while varying τ for the Canagliflozin model.
This metric can be used to tune τ automatically.

between the importance distribution and the target distribution, expectations
computed from samples will exhibit more variance, denoted by στ . An estimator
σ̂τ is built by repeated sampling. A value for τ that trades off between com-
putational efficiency and quality is chosen by minimizing σ̂τ while keeping time
fixed. With multiple random effects, the covariance estimator Σ̂τ is used instead.
Figure 8 shows this for the Nimotuzumab example. In this case, τ is tuned by
minimizing |Σ̂τ |, the determinant of the covariance matrix.
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Fig. 8. The value of log|Σ̂τ | in function of τ for the importance sampling estimator.
By setting τ to 0.7, an appropriate trade-off between approximation accuracy and
computational cost is made.

7 Conclusion and Future Work

This paper introduces an approximation of repeated administration models that
exploits past computation efforts and employs the method of averaging numeri-
cally. In case of models with varying dosing intervals, a preprocessing step allows
for detection of periodic behavior at the cost of adding some error to the approxi-
mation. The actual improvements vary depending on the model and the parame-
ters of the model. On one of the test models, up to 70-fold reductions in run-time
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were measured while introducing only on the order of 10−3 relative error. Since
fitting a hierarchical model can take up to hours or even days depending on the
configuration parameters of algorithms like SAEM, these improvements have a
tremendous impact on the end-users.

The approximation relies on setting the threshold τ to detect repetitive
behavior in ODE states. It determines both the error and speedup of using the
approximation instead of the real model. Incorporating a self-adjusting mech-
anism to automatically set τ for an MCMC sampler was discussed. Different
objective functions can be devised depending on the use-case to tune τ , some of
which will be studied in future work.

Speculative parallelism is a method to parallelize sequentially dependent
tasks [7]. It has previously been applied to the classic Metropolis-Hastings
MCMC sampler [1] where the sequence of accept-reject choices are guessed to
predict the chain positions. Verification of these predictions then proceeds in
parallel. A benefit of the speculative approach is that the collected samples are
unaffected. Similarly, the approximation method presented in this paper can be
applied to predict the chain, after which verification can occur in parallel. As
in Sect. 6, it is again possible to tune τ . Here, τ trades off between the prediction
accuracy and the time spent creating the prediction.

The choice of τ does not bound the error in the approximation. Tolerance
bounds are typically already provided as parameters for numerical integration
methods. Therefore, a promising direction of future work is to consider the
change in integration results by entering the second phase one interval later.
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Abstract. The task of automated intruder detection and intercep-
tion is often considered as a suitable application for groups of mobile
robots. Realistic versions of the problem include representing uncertainty,
which turns it into NP-hard optimization tasks. In this paper we define
the problem of indoor intruder interception with probabilistic intruder
motion model and uncertainty of intruder detection. We define a model
for representing the problem and propose an algorithm for optimizing
plans for groups of mobile robots patrolling the building. The proposed
evolutionary multi-agent algorithm uses a novel representation of solu-
tions. The algorithm has been evaluated using different problem sizes
and compared with other methods.

Keywords: Intruder detection · Mobile robot motion planning ·
Evolutionary computing

1 Introduction

The problem of securing buildings from unauthorized intrusion is often consid-
ered a very suitable application for groups of mobile robots. Repetitive monitor-
ing of a given area, systematic observation and possible interaction with hostile
intruders fits perfectly the popular Dull-Dirty-Dangerous rule of robotization.
This is one of few tasks where robots can be more efficient than humans, even
when leaving financial expense aside.

These reasons have motivated many researchers to consider various variants
of the problem over the last few decades. The comprehensive survey presented in
[7] locates the background of the problem in operations research, graph theory,
classical search theory and differential games. Existing approaches are grouped
into two main categories: pursuit-evasion games and probabilistic search.

The pursuit-evasion games, including the well-recognized cops and robbers
game [1], focus on finding the worst-case guarantee of finding an intruder in the
specified environment. The assumptions typically include faultless motion and
detection and the aim is to minimize the number of pursuers, which provide the
guarantee.
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More realistic assumptions of detecting an intruder require using different
methods and lead to probabilistic results rather than guarantees. The problems
described as probabilistic search focus on modeling robots’ sensors inaccuracy
and uncertainty of intruder’s decisions.

The variant of the intruder interception problem, presented in this paper, is
considered an open problem in the domain. A group of mobile robots operates
in a known, indoor environment. Each robot is able of detecting an intruder
with limited probability. Intruder’s decisions are uncertain, there is no guar-
antee of particular decision in specific circumstances. The environment can be
equipped with static sensors, also imperfect. The aim is to reduce the probability
of intruder’s presence in the secured area.

In this paper we present the definition of the intruder interception problem,
which represents realistic assumptions of intruders’ unpredictability and inac-
curacy of detection. We propose a novel approach to modeling of the problem,
which represents crucial features of the problem. The model of intruder(s) was
constructed based on a quasi-probabilistic measure spreading across the graph
nodes (parts of building’s model). The robots were dispatched based on redi-
rection lists present in the nodes. Such redirection lists were used for defining
an evolutionary algorithm (encoded in a dedicated genotype and evaluated by
a predefined fitness function) for finding and optimizing plans for mobile robots
groups. We evaluate the solution in different scenarios and compare the results
with a reference, greedy algorithm. We also compare two variants of evolution-
ary algorithm, showing significant superiority of the Evolutionary Multi-Agent
approach.

In the next section the excerpt from state-of-the-art regarding the intruder
interception is provided. Next the problem is discussed and its novel model is
presented. In the subsequent section the planning algorithm is shown and later
the experimental evaluation is presented. Finally the paper is concluded, showing
other applications of the proposed method.

2 Existing Approaches to the Intruder Interception
Problem

The considered problem of indoor intruder interception using mobile robots is
located within the wider area, often referred to as target detection and tracking.
A comprehensive review of related work has been presented by Chung et al. in [7]
and recently further extended by Robin et al. [14]. The area includes problems
like target identification, tracking and following, however the most challenging
open problems are related to finding moving targets [9].

The target detection and tracking taxonomy (fragment presented in Fig. 1)
divides the mobile search problem into three categories. The firs one, Capture,
is also often referred to as pursuit-evasion. Particular problems within this cat-
egory share common aim: to ensure that no intruder was left in the secured
area. Providing such guarantees forces strong assumptions concerning motion
and detection model, moving the solutions far from reality.
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Fig. 1. Taxonomy of mobile search problems [14]

Typical approach to pursuit-evasion problem modelling is using graphs for
representing environments. With rooms represented by vertexes and accessibility
relation modelled by edges, the problem becomes a discrete planning task, often
called the graph-clear [2]. In its basic form, each pursuer clears a node in which
it is located. Pursuers must form a formation, which splits the graph into clear
and potentially contaminated parts. Among various existing variants, the work
presented in [11] is important in the context of our work. Besides the new variant
of the model, which reflects additional features of reality, the authors show, that
the problem of finding the minimal number of pursuers is NP-hard for general
graphs.

Two other categories of mobile search problems, that is probabilistic search
and hunting, do not provide guarantees and therefore focus on finding minimal
number of robots needed. The task is defined as a planning problem, which aims
at minimization of intruder presence probability over time, with many variants,
of course. Typically more realistic models of the environment, the intruders and
perception are considered. In [8] the environment is represented as a grid, and
the intruder is modelled using the partially observable Markov decision process.
In [13] a particle filter is used to represent possible locations of intruder; the
aim is to maximize of number of visible particles while potential fields are used
to control the pursuers. An example of optimization is presented in [15], where
local optimization of trajectories is used. The common feature of the consid-
ered problems is the exponential complexity which prevents from finding global
optimum.

Analysis of the existing approaches shows that among the three major prob-
lem definition dimensions (environment model, target motion model, pursuer
sensing model) the environment model implies most consequences. The depen-
dency between the used environment model and problem complexity has been
discussed in [10], where the need for simplifying the model is underlined. Most
of existing approaches use metric maps or grid representations, although graph-
based models are typically far more efficient. However, automated transforma-
tions of metric data into a meaningful topological model is not straightforward.
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The solution proposed in this paper uses our previously proposed method [16].
It generates a list of spaces from a provided list of walls, identifies passages
between spaces and generates a graph. The graph lacks semantic information,
however it can be automatically enriched with various metric data derived from
the features of the spaces.

According to [14], further investigation is needed in the area of realistic mod-
els and their efficient processing. Also focus on sub-optimal solutions is expected
due to the nature of the problem. The variant of the intruder interception prob-
lem, presented in this paper, is located within these areas.

3 Problem Definition and Model

In order to define precisely the problem considered in this paper, let us assume
that there is a known building. The topological map of the building is known, it
is composed of rooms and passages between rooms. It can be created manually
or by using methods presented in [16]. In the normal situation nobody incidental
is present (no human security), only the robots and potential intruder(s). In the
case of intruder(s) trespassing, he should be quickly intercepted – and this is the
task of the robot-security group.

Certain knowledge regarding the presence of intruders in a particular rooms
can become available at any time – e.g. derived from a set of static sensors,
present in strategic places of the building. Alternatively, the information about
possible intrusion can be deduced from the structure of a building, assuming
rooms with windows on the ground floor more prone.

Certain knowledge about possible movements of the intruder can also
be available. The intruder’s velocity, aims and decisions can be considered:
unknown, random, deliberative or adversarial. The knowledge about intruder’s
decisions have probabilistic character – only the probability of certain actions
can be predicted.

The group of robots can be located in one place or spread around the building.
Robots can be heterogeneous, differing in velocity and perception capabilities.
Each robot is able to detect an intruder located in the same room, with a certain
probability, as the intruder can be overlooked.

The planning task for the group of robots is centralized. The goals of the
planning is to:

– plan the movement of the robots in such way, that the probability of intruders’
presence is minimized in the shortest possible time,

– adopt to the detected changes and new information when one is available –
the system should work continuously.

With these assumptions, let us model the building as a graph, G = (V,E),
where V is a set of labels of the nodes. V = {v1, . . . , vk}, k ∈ N (k is the maximum
number of vertices). Each node is associated with one room, while one room is
represented by d nodes, where d is the number of passages of the room. So a
node can be interpreted as one passage (door) connecting a room with other
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Fig. 2. Example of the proposed graph model of a building

rooms (see Fig. 2). Each passage is represented by two nodes, one in each of the
connected rooms.

E is the set of edges E = {e1,2, e1,3, . . . , ej,k}, i, j ∈ N, {i, j} ∈ {1, . . . , k}2,
i �= j. Typically there are edges fully connecting all nodes associated with one
room. Additional edges represent passages – these can be directional. Each edge
has a weight, which is proportional to the distance (or travel time) between
passages represented by the nodes.

By using this modelling method, a complex building can be represented as
a weighted graph, representing the topology of rooms and passages, enriched
with distances between passages within the rooms. It allows finding paths and
storing additional information about model state (information about robots and
intruders).

Let us define a probabilistic model of an intruder, which can be located in a
certain room, by defining a quasi-probabilistic measure of intruder’s presence in
a certain room R � xn ≥ 0. This value can exceed 1 (so it is not a probability
per se), and can be treated as a certain estimate of a number of intruders present
at a certain node of the graph.

To define the dynamics of intruders and robots, let us assume the existence
of discrete time units. In each time unit an intruder can stay at the current
graph node n or start moving to an adjacent node. The decisions are driven by
intruder’s model, a certain probability pi. The presence measure changes in each
of the nodes according to the following equation:

x′
n ← xn −

m∑

i=1

pixn +
m∑

i=1

ri (1)

where x′
n is the presence measure in the next time unit (short for xn(t+1) as the

next observed value of xn(t)) and pi is the probability of moving of an intruder
from n-th to i-th node. R+ � ri ≥ 0 is the presence metric value of an intruder
approaching from the i-th, which has been subtracted from the xi value k time
steps earlier (k depends on the edge length between i and n and the intruder’s
velocity).

The values of intruder presence measures are computed for each of the nodes
in each observable moment. Thus overall we get a certain quasi-probabilistic
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measure of the presence of intruders in the graph, that gets “distributed” through
its nodes and edges according to the Eq. 1.

When the robot comes to visit certain room (any of the room’s nodes), the
intruder presence measure in the room (nodes and edges) is decreased according
to the following equation:

x′
n ← xn · (1 − pd) (2)

where pd is the probability of detecting of the intruder by the robot.

4 Planning Algorithm

Based on the graph depicting the building, defined in the previous section, the
planning algorithm is constructed. Note, that the graph represents presence mea-
sure of one or more intruders, and this presence distribution changes over time.
At each observable time moment, the planning algorithm can assess the place
of the most probable spotting of the intruder. Here two algorithms will be pre-
sented, the former is very easy though efficient, and will be used as a reference
one, while the latter is one of tangible results of the research presented.

4.1 Greedy Reference Algorithm

Assuming R = {r1, . . . , rk} the set of robot labels, a simple greedy algorithm,
assigning the robots, present in the node vx, to the next nodes may be proposed.
The algorithm takes into consideration the number of already realized robot
visits in the neighboring nodes:

function assignRobotsToNextNodes(vx,map)
neighbors ← getNeighborsOfNode(vx,map)
sortAccordingToAscendingV isitCount(neighbors)
nextNode ← getF irst(neighbors)
incrementV isitCount(nextNode)
return nextNode

end function

thus the robots present in the node vx will be assigned with the next target –
one of the neighboring nodes, while the less visited nodes will be prioritized.

Note that the proposed algorithm uses the local knowledge present in the
graph to dispatch the robots, and although it is centralized, it works very effi-
ciently, even for relatively large graphs. Such algorithm must be used instead
of deterministic, “brute-force” planning as the considered problem apparently
belongs to NP class (it is quite similar to VRP problems).

Locally-focused algorithms are prone to stucking in local extrema, there-
fore being aware that such algorithm can deliver certain (and easy to attain),
useful, sub-optimal result, we might turn towards using state-of-the-art global
optimization algorithm to make these results better.
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4.2 Plan Optimization

Finding satisfactory solutions to the considered, NP -hard planning problem
justifies using general-purpose global-optimization metaheuristics, like the well-
known evolutionary algorithms. It is to note that some of such algorithms were
subjected to detailed formal analysis, showing the proof that they will be able
to reach the solution, wherever it is in the search space [3,17]. Every possible
evolutionary algorithm (and many other metaheuristics), in order to solve a
problem, require a proper definition (and encoding) of a problem, construction
of the fitness function in the problem domain and construction of the variation
operators. The main novelty of the proposed approach is the solution definition
and encoding, which does not focus on paths of particular robots, but rather
represents routes to cover.

Let us introduce the concept of a dispatch list s ∈ S, which is a list of node
labels of a certain length dl. A valid dispatch list for node v can contain only
labels of nodes adjacent to v and the label of v. A valid dispatch list can contain
duplicates of node labels. The dispatch list encodes consecutive redirections of
robots entering the node; once the list is finished, dispatching starts from the
first item again.

The search space S includes all the possible dispatch lists of a certain length
dl for a given graph (of n nodes):

S = V dl·n (3)

a vector of dispatch lists, belonging to such space, can be depicted as:

S � s = (d1, d2, . . . , dn) (4)

where
di = (vr, . . . , vs) (5)

where ||di|| = dl and (vr, . . . , vs) are all adjacent to vi or equal vi.
As an example, imagine we have simple, full graph consisting of four nodes:

V = {A, B, C, D}. Considering dispatch lists of the length equal to 3, one of
possible solutions of the problem can look as follows:

((A,B,C), (D,C,B), (B,C,A), (D,C,A)) (6)

This sample solution will be interpreted as a sequence of orders: “When the
first robot arrives to node A, send it again to node A, then send the second one
to B. When the first robot arrives to node B, send it to node D, then send the
second one to C, the third one to B and the fourth one again to D”, and so on.

The goal is to find such dispatch list, that the intruder will be localized in the
shortest possible time. Coming back to the definition of the presence measure,
we can construct the fitness function as a simple sum of the presence measure
over the whole graph after a fixed time:

f =
n∑

i=1

xi (7)
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and check this value after certain, predefined time of dispatching the robots
according to the current schedule. Thus the evaluation function is defined. Com-
puting the fitness function value requires performing the simulation of the pro-
cess: intruder spreading and robots movements.

The remaining steps are crossover and mutation. The representation treated
as dispatch lists for all the nodes may be very easily subjected to any crossover
working with combinatorial problems, e.g. discrete crossover. So the offspring
will randomly inherit subsequent elements of the dispatch list either from one
or another parent, e.g. let us focus only on the dispatch list for two parents and
offspring:

crossover((B,D, B), (D,C,B)) → (B,D,B) (8)

assuming that these two dispatch lists belong to the same node (A), and this
node is connected to all other nodes.

The mutation is also very simple. Focusing on the dispatch list for a certain
node, its elements can be randomly altered:

mutation(D,C, B) → (D,B,B) (9)

again the considered node A is connected with all other ones.
The presented approach has been implemented and tested using two evolu-

tionary metaheuristics: an Evolutionary Algorithm and an Evolutionary Multi-
Agent System.

4.3 Evolutionary Algorithm

The first type of evolutionary algorithms, namely genetic algorithm was proposed
by Holland and updated by Rechenberg, Schwefel, Fogel, Michalewicz and many
others [18]. This optimization metaheuristic requires using a dedicated encoding
of a problem as a genotype vector, a random construction of a population of
individuals (a set of such vectors) and submitting this population to a cycle of
operations, which would process the population according to evolutionary inspi-
ration by Darwin’s theory of evolution. Holland’s original algorithm used binary
encoding and proportional selection. There do exist many other popular encod-
ings, e.g. real-valued, discrete, tree-based and many more (relevant to particular
problems to be solved).

In the presented solution we are using an Evolutionary Algorithm (similar to
the one proposed by Michalewicz [12]). It consists in realization of the following
sequence of operations: (1) random initialization of a population (minding the
constraints of the problem), (2) evaluation of the individuals by running the
simulation of intruders and robots, (3) selection of a mating pool, (4) generation
of the next population by means of crossover i.e. creation of new individuals
based on randomly selected parents, (5) introduction of random aberrations to
the solutions of the new population (mutation). At this point the algorithm
returns to (2). The stopping condition of the loop is specified by the limit of real
computations time.
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4.4 Evolutionary Multi-agent System

Another evolutionary-type algorithm used in the experiments presented in this
paper is the Evolutionary Multi Agent-System [6]. This metaheuristic has a firm
formal background proving its correctness [3]. It may be treated as an approach
(proposed first by Cetnarowicz in 1996 and developed significantly since then) to
put together autonomy of agent-based systems with the optimization capabilities
of evolutionary-inspired metaheuristics.

Agents in EMAS represent solutions to a given optimization problem. They
are located on islands representing distributed structure of computation. The
islands constitute local environments, where direct interactions among agents
may take place. In addition, agents are able to change their location, which
makes it possible to exchange information and resources all over the system.

In EMAS, phenomena of inheritance and selection – the main components of
evolutionary processes – are modeled via agent actions of death and reproduction.
As in the case of classical evolutionary algorithms, inheritance is accomplished
by an appropriate definition of reproduction. Core properties of the agent are
encoded in its genotype and inherited from its parent(s) with the use of varia-
tion operators (mutation and recombination). Moreover, an agent may possess
some knowledge acquired during its life, which is not inherited. Both inherited
and acquired information (phenotype) determines the behavior of an agent. It
is noteworthy that it is easy to add mechanisms of diversity enhancement, such
as allotropic speciation (cf. [5]) to EMAS. It consists in introducing popula-
tion decomposition and a new action of the agent based on moving from one
evolutionary island to another.

Many optimization tasks, which have already been solved with EMAS and
its modifications, have yielded better results than certain classical approaches.
They include, among others, optimization of neural network architecture, multi-
objective optimization, multimodal optimization and financial optimization.
EMAS has thus been proved to be a versatile optimization mechanism in prac-
tical situations. A summary of EMAS-related review is given in [4].

5 Experiments and Results Evaluation

In order to evaluate the two algorithms implementing the presented plan opti-
mization method, a series of experiments was carried out. Three different build-
ing models have been used in the tests. The first one was a ring of 8 rooms, each
having 2 doors. The second (Fig. 3) was far more complex, with four stories and
multiple rooms. The last one, presented in Fig. 4, is a model of a real, existing
building.

The experiments were performed on a single computer with 4 core CPU and
12 GB of RAM. Each test case has been run 30 times. The diagrams present
aggregated results of all launches. Each case is represented by the series of data:
the best result obtained in any launch for the given fitness evaluations count,
the worst result for the given evaluations count, and the average value for all
launches.



Evolutionary Optimization of Intruder Interception Plans 651

Fig. 3. Large, multi-storey building Fig. 4. Real-life building

5.1 Test Cases

The purpose of the experiments was to evaluate the performance of the algorithm
depending on parameters configuration and the test building structure. Four
test cases have been proposed. The first one includes simple building scheme
and its goal is to compare the results of two different evolutionary algorithms
and a greedy one for the same parameters configurations. Another two test cases
involve the real-life building and were created to examine the effect configuration
has on evolutionary algorithm performance. Two parameters have been analyzed
- dispatch list’s length and population size. The last test case involves complex
multi-storey building. It examines how number of robots exploring the building
affects the results of evolutionary and greedy algorithm.

5.2 Results

The results of the simple building experiment are presented in Fig. 5. Separate
series illustrate the fitness values for EMAS and for conventional evolutionary
algorithms. Constant value represents the greedy algorithm result.

Both evolutionary algorithms produce much better results than the greedy
approach and is this case the fitness reduces to value close to zero. That means
the solution close to the optimum could be achieved. At first the conventional EA
produced better results but eventually the best results come from EMAS. More-
over, the EMAS offers much better results for worst-case scenario (comparing
worst results achieved in any launch for the given fitness evaluations count).

The experiments involving real-life building were designed to examine the
influence of configuration on the results. In the first case the dispatch list’s
length was analyzed. The results are presented in Fig. 6, for better readability
only average series were included. It can be observed that there is a dispatch
list length which yield the best solutions. For the analyzed building list of 10–12
elements seems optimal. Increasing the length of the list improves the results to
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Fig. 5. Results of both evolutionary and greedy algorithms for the small building case
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Fig. 6. Evolutionary algorithm results for real-life building calculated for various dis-
patch list lengths

some extent, as the solution space extends. However, when the list is too long
the last elements of solution are never used and they impede the computation.

The second real-life scenario involved examining the population size’s impact
on the performance. In order to obtain best results, the dispatch list size has been
set to the value determined in previous experiment. The results are presented
in Fig. 7 - as before, only average series are included. Similar to the dispatch
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Fig. 7. Evolutionary algorithm results for real-life building calculated for various pop-
ulation sizes

Fig. 8. Results of EMAS and greedy algorithms calculated for multi-storey building
and various robots count

list size, an optimum population size can be determined and for this case equals
100 individuals. If the population is too small it becomes less diverse and this
can cause stopping the algorithm in local optimum. However, too big population
implies more fitness evaluations and therefore fewer epochs of evolution.

The last experiment examined the influence of number of robots exploring
the building on the algorithms’ performance. The results are presented in Fig. 8.



654 W. Turek et al.

This test case involved complex multi-storey building and comparison of EMAS
and greedy approach results. As can be expected, for both methods performance
improved with the increasing robots’ count, however the improvement in case
of the greedy algorithm is hardly visible, also due to logarithmic scale on the
vertical axis. The EMAS algorithm found far better solutions and made use of
more numerous groups of robots. Larger number of robots allowed finding good
solutions faster, which is visible in the first 200 s of optimization.

6 Conclusions and Further Work

In this paper a novel approach to planning of intruder interception by a group of
mobile robots is proposed. A dedicated intruder model has been constructed,
based on a quasi-probabilistic presence measure. Actual plan of the mobile
robots movement was constructed based on redirection lists distributed among
the nodes of the graph. These lists became parts of directly encoded genotype,
subjected to a process of evolutionary optimization.

The evolutionary approach to solving this problem (based on EA and EMAS
algorithms) were compared with a dedicated (very natural) greedy algorithm
and it turned out that the evolutionary approach (in particular EMAS) prevailed
significantly, being able to lower the presence measure in the whole graph to the
greatest extent.

The proposed method of intruder localization by the means of multiple robots
turns out to be quite similar to VRP or MTSP problems. In future we are plan-
ning to test existing VRP/MTSP benchmarks in order to prove the applicability
of the proposed model to those very important hard computation problems,
showing the generality of the proposed approach.
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