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Abstract. Generated distinct types of graphic patterns depicting the discourse
structure of spoken journalistic texts - interviews or discussions, contribute to a
user-independent evaluation of spoken Human-Human conversation and inter-
action. Distinct types of the graphic representation also function as visual rep-
resentations of Cognitive Bias. The distinct types of generated graphic
representations and values allow the identification of additional, “hidden,”
Illocutionary Acts, beyond the defined framework of the spoken conversation
and interaction.
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1 Introduction

Generating distinct types of graphic patterns depicting the discourse structure of spoken
journalistic texts targets to contribute to a user-independent evaluation of spoken
Human-Human conversation and interaction. The generated types of graphic patterns
describing the discourse structure of an interview or discussion function as visual aids
for the evaluation of pragmatic features and the detection of Cognitive Bias. Further-
more, the graphic patterns generated may also enable the identification of additional,
“hidden,” Illocutionary Acts beyond the defined framework of the spoken conversation
and interaction. The distinct types of graphic patterns and visual representations con-
tribute to the evaluation of spoken political and journalistic texts such as interviews,
live conversations in the Media, as well as discussions in Parliament, focusing in the
discourse component of spoken political and journalistic texts.

The graphic patterns and visual representations are based on the output of an
interactive annotation tool for spoken journalistic texts presented in previous research
[2]. Specifically, in the interactive annotation tool [2], incoming texts to be processed
constitute transcribed data from journalistic texts. The annotation tool was designed to
operate with most commercial transcription tools, some of which are available online.
The development of the tool is based on data and observations provided by professional
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journalists (European Communication Institute, Program M.A in Quality Journalism
and Digital Technologies, Danube University at Krems, Athena- Research and Inno-
vation Center in Information, Communication and Knowledge Technologies, Athens -
Institution of Promotion of Journalism Ath.Vas. Botsi, Athens and the National and
Technical University of Athens, Greece). Since processing speed and the option of re-
usability in multiple languages of the written and spoken political and journalistic texts
constitutes a basic target of the proposed approach, strategies typically employed in the
construction of Spoken Dialog Systems, such as keyword processing in the form of
topic detection, were adapted in the developed annotation tool. The functions of the
designed and constructed interactive annotation tool [2] include providing the User-
Journalist with (a) the tracked indications of the topics handled in the interview or
discussion and (b) the graphic pattern of the discourse structure of the interview or
discussion. Furthermore, these functions facilitate the comparison between discourse
structures of conversations and interviews with similar topics or the same participants/
participant.

2 User Interaction and Relation Types

2.1 Interactive Registration of Relation Types

In the above-stated process of interactive annotation [1, 2], the “Identify Topic”
command allows the content of answers, responses and reactions to be checked in
respect to the question asked or issue addressed. Specifically, topics in respect to the
question asked or issue addressed by the interviewer or moderator are defined at a local
level with the activation of the “Identify Topic” command. Topics, treated as local
variables, are registered and tracked. Assistance in choice of topic is provided to the
user with the automatic signalization of nouns. Nouns are signalized by the Stan-
ford POS Tagger in each turn taken by the speakers in the respective segment in the
dialog structure [1]. The use of the registered and tracked keywords, treated as local
variables, is crucial for the signalization of each topic and the relations between topics,
since automatic Rhetorical Structure Theory (RST) analysis procedures [18, 26] usually
involves larger (written) texts and may not produce the required results.

Relation types between topics are determined by the user by activating the “Identify
Relation” command. We note that in the domain of journalistic texts, the relations
between topics cannot be strictly semantic: automatic processes may result to errors.
The user chooses among four available relations between the topic of the question or
issue addressed with the topic of the respective response or reaction [2]: “Repetition”,
“Association”, “Generalization” or “Topic Switch”.

The “Repetition” relation (“REP” tag) involves the repetition of the same word or
synonym and corresponds to the generation of the shortest distance between defined
topics, referred to as “Distance 1”. A characteristic example is “Britain”-“the UK” [1].
The “Association” relation (“ASOC” tag) is often defined by the user’s beliefs and world
knowledge, for example, in the relation between “propaganda”-“social-media” [1]. The
“Association” relation is represented as a longer line to the next word-node, corre-
sponding to “Distance 2”. The generation of the longest distance between defined topics,
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“Distance 3”, corresponds to the “Generalization” relation (“GEN” tag). The “General-
ization” relation is also defined by the user’s world knowledge, however, in many cases,
this relation can be evaluated with a lexicon or Wordnet, as in the example “police”-
“security” [1]. The “Topic Switch” relation (“SWITCH” tag) is used when no evident
semantic relations are identified between topics and the relation is perceived as a change
(or switch) of topic, for example, in the relation between “security” and “entrepreneur-
ship” [1].“Topic Switch” generates a break in the sequence of topics [1, 2].

Observed differences between identified topic relations among some journalists that
are non-native speakers of English [1] (especially in respect to “ASOC” and
“SWITCH”) may in some cases be attributed to lack of world knowledge of the
language community concerned [8, 15, 22]. As noted in previous research [1], these
observations imply that the international public may often perceive and receive dif-
ferent and/or incomplete information in respect to evaluating conversation and inter-
action [3, 11, 16, 25].

2.2 Relation Types and Graphic Representation

The graphic pattern of the discourse structure concerning the interview or discussion is
based on the representation of the selected local topics constituting the path of the
user’s choices and interaction. In particular, path generation of the interaction is
modeled and implemented based on user interactions registered in spoken dialog
systems (in the domains of consumer complaints and mobile phone services call
centers) [7, 14]. A visual representation from the user’s interaction is generated,
tracking the corresponding selected keywords in the dialog flow. In the present
application, the same model is applied for tracking topics and generating models in
transcribed spoken journalistic texts [1, 2].

With the interactive generation of registered paths, similar to paths with generated
sequences of recognized keywords [7, 14] a keyword (topic) may be repeated
(“Repetition” relation) or related to a more general concept (or global variable) [10]
(“Generalization” relation) or related to keywords (topics) concerning similar functions
(“Association” relation). Similarly to the domain of spoken dialog systems, a keyword
involving a new command or function is registered as a new topic (“Topic Switch”
relation). Subsequently, the “path” of interaction is generated with the sequence of
topics chosen by the user and the perceived relations between them. The generated
“path” of interaction forms distinctive visual representations according to its content.
Furthermore, topics and words generating diverse reactions and choices from different
users may result to the generation of different forms of generated graphic representa-
tions for the same conversation or interaction.

3 Evaluation and Cognitive Bias

Generated graphic patterns contribute to a user-independent evaluation of spoken
Human-Human conversation and interaction [1], similarly to user-independent evalu-
ation of spoken dialog systems [23], where speed and correctness are of crucial
importance [10]. In spoken dialog systems, varying degrees of user’s familiarity with
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dialog systems or user-friendly interfaces in spoken interaction result to different
perceptions of successful interactions. Thus, occasional errors may be “forgiven” by
the user [6, 13]. Specifically, errors in spoken input or a longer duration of interaction
due to complications in the dialog may not always correspond to negative evaluation.
In a similar manner, varying degrees of familiarity and bias with topics discussed in
spoken journalistic texts result to different perceptions of successful conversations or
debates and any complications or mistakes can be “forgiven” by the user [1].

The content and form of the generated graphic representations can contribute in
depicting the degree in which all topics are addressed as well as what topics are
avoided. Topics introduced in the discussion or interview are avoided by speakers
either by changing a topic or by persisting to address the same topic. The degree in
which all topics are addressed, as well as what topics are avoided, are evident in the
form of the generated graphic representation. For example, multiple breaks in the
generated graphic representation correspond to multiple instances of topic switch and
the (“New Topic” relation. Furthermore, the generated graphic representation may also
depict how participants may be lead or even forced into addressing a topic – by
association or generalization (the “Association” and the “Generalization” relations
respectively) [1].

The content and form of the generated graphic representations (presented in the
following section) may be considered as visual representations of Cognitive Bias [1],
where the perceived relations-distances between word-topics perceived by the user are
related to Lexical Bias [19]. Additionally, the graphic representations allow the
determination of the participants in the conversation or interview who were successful
in their spoken interaction and the participants who were less successful. This output
targets to by-pass Confidence Bias [9] of users-participants and evaluators [1].

4 Form of Generated Graphic Representations

4.1 Present Approach

As described above, the generated graphic representation is based on the relations of the
topics to each other, including distances from one word to another. In previous research
[1, 2], Distances 1, 2 and 3 were depicted as vertical lines from top to bottom, in the case
of the generation of a tree-like structure, or as horizontal lines from left to right, in the
case of the generation of a graph. Topic switches were depicted as breaks in the con-
tinuous flow of the generated graphic representation, generating a new, disconnected
point or node. This approach envisioned a possible further development with graphic
forms similar to discourse trees [5, 12], however, it presented difficulties in matching
points of the generated structure to the respective segments of the spoken text.

The present approach targets to allow the alignment of the generated graphic
representation with the respective segments of the spoken text, facilitating a possible
integration in transcription tools.

Similarly to the approaches presented in previous research [1, 2], the length of the
lines between points corresponding to topics depends on the type of distance to the next
word-node, with the shortest line corresponding to the relation of “Repetition”,
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related to Distance 1 and the longest line corresponding to the relation of “General-
ization”, Distance 3.

In the present application, Distances 1, 2 and 3 correspond to the respective values
“1”, “2” and “3” (y = 1, y = 2 and y = 3) depicted in the generated graphic repre-
sentation. The “Topic Switch” relation is assigned value “−1” (Fig. 1).

The starting point of the graphic representation of the spoken interaction depicted in
Fig. 1 is point zero in the time frame (x), where (x, y) = (0, 0). For the 1st second of
spoken interaction there is an occurrence of two (2) keywords and one “Repetition”
relation between them, represented as value “1” in the y axis (y), where (REP): 1,
corresponding to point (1, 1).

From the 1st to the 2nd second (y = 2) of spoken interaction, the 3rd keyword
demonstrates an “Association” relation with the previous, 2nd keyword, represented as
value “2” in the y axis (y), where (ASOC): 2, corresponding to point (2, 2).

Until the 3rd second of spoken interaction, there is one more 4rth keyword and its
relation with the previous, 3rd keyword is an “Generalization” relation, represented as
value “3” in the y axis (y), where (GEN): 3, corresponding to point (3, 3).

In the 4rth second of spoken interaction, the 5th keyword demonstrates a “New
Topic” relation with the previous, 4rth keyword, represented as value “−1” in the y axis
(y), (NEW TOPIC): −1, corresponding to point (4, −1).

Two “Generalization” relations follow in the 5th second and 6th second of spoken
interaction, where the relation between the 6th keyword and the previous, 5th keyword
and the following 7th keyword is represented as value “3” in the y axis (y), where
(GEN): 3, corresponding to points (5, 3) and (6, 3).

In the 7th second of spoken interaction, the 8th keyword there is a “Repetition”
relation to the previous, 7th keyword, represented as value “1” in the y axis (y), where
(REP): 1, corresponding to point (7, 1). In the 8th second of spoken interaction, the 9th

keyword is related to the previous 8th keyword with an “Association” relation, repre-
sented as value “2” in the y axis (y), where (ASOC): 2, corresponding to point (8, 2).
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Fig. 1. Distances and values between topics.
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A sequence of three “Generalization” relations follow in the 9th to 11th second of
spoken interaction, where the relation between the 10th keyword and the previous, 9th

keyword and the following 11th and 12th keywords is represented as value “3” in the y
axis (y), where (GEN): 3, corresponding to points (9, 3), (10, 3) and (11, 3).

Finally, in the 12th second of spoken interaction, there is one more 13th keyword
and its relation with the previous, 12th keyword is an “Association” relation between
them (ASSOC): 2, corresponding to point (12, 2).

4.2 Graphic Representation and Relation Type

Dialog segments typically demonstrate a variety of topic relations, with a characteristic
example shown in the above-described Fig. 1 and in Fig. 2. The typical variety of topic
relations concerns all - or almost all- types of topic relations. Empirical data so far
demonstrates a predominance of “Association” relations, a slightly lower occurrence of
“New Topic” and “Generalization” relations and a low occurrence of “Repetition”
relations. In the following examples (Figs. 2, 3, 4, 5 and 6) we present dialog segments
of 12 s (12 s) with 13 word-topics and 12 relations between each word-topic, where
x = time in secs and y = relation between two topics.

The example in Fig. 2 depicts two (2) “New Topic” relations (NEW TOPIC),
corresponding to Distance y = −1, where there is a switch of topic (where y = −1 and
x = {3, 12}). The example in Fig. 2 includes two (2) “Repetition” relations
(REP) (where y = 1, jai x = {7, 10}), five (5) “Association” relations (ASOC) (where
y = 2 and x = {2, 5, 8, 9}) and three (3) “Generalization” relations (GEN), where
y = 3 and x = {1, 4, 6}.

4.3 Graphic Representation of “Repetition” Relations

In contrary to the examples presented in Figs. 1 and 2, a remarkable predominance of
specific types of relations results to the generation of characteristic types of graphic
representations. As previously described above, the overall shape of the generated
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Fig. 2. Typical form of generated graphical representation.
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graphic representation is dependent on the mostly occurring relation types in the dis-
course structure of the interview or discussion.

A high frequency of “Repetition” relations is presented in Fig. 3, where seven
(7) “Repetition” relations are registered with y = 1 and x = {1, 3, 5, 6, 7, 9, 11, 12}. The
same topic is repeated between the points in the above-presented x values.

The graphic representation in Fig. 3 demonstrates a development around the value
y = 1 level.

4.4 Graphic Representation of “Association” Relations

The generation of a graphic representation of multiple high peaks is illustrated in the
example in Fig. 4, corresponding to transcripts of available online interviews. The
characteristic plateau-like shape of the peaks in the generated graphic representation is
affected by the relatively high percentage of “Association” relations on the value y = 2
level. The present example (Fig. 4) depicts twelve (12) relations, several of which are
“Association” (ASOC) relations, where y = 2 and x = {2, 5, 6, 8, 9, 10}.

The graphic representation in Fig. 4 demonstrates a development around the value
y = 2 level.
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Fig. 3. Generated graphical representation with a “Repetition” relation.
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Fig. 4. Generated graphical representation with multiple “Association” relations.
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4.5 Graphic Representation of “Topic Switch”

The generation of a graphic representation of many separate sharp peaks is illustrated in
the following example in Fig. 5, corresponding to transcripts of available online
interviews. In particular, the overall shape of the generated graphic representation is
affected by the relatively high percentage of “Topic Switch” relations, creating a
characteristic sequence of sharp peaks.

A high frequency of “New Topic” relations is presented in Fig. 4, where eight
(8) “New Topic” relations are registered with y = −1, for x = {1, 3, 5, 6, 7, 9, 11, 12}.
There is a change of topic between the points in the above-presented x values.

The graphic representation in Fig. 5 demonstrates multiple sharp drops in the value
y = −1 level.

4.6 Graphic Representation of “Generalization” Relations

The generation of a graphic representation of characteristically high peaks is illustrated
in the example in Fig. 6, corresponding to transcripts of available online interviews.
The characteristic plateau-like shape of the peaks in the generated graphic represen-
tation is affected by the relatively high percentage of “Generalization” relations on
value y = 3 level. The present example (Fig. 6) depicts six (6) “Generalization”
(GEN) relations, where y = 3 and x = {3, 4, 5, 6, 9, 10, 11} in which the “General-
ization” (GEN) relation is repeated six (6) times.

The graphic representation in Fig. 6 demonstrates a development around the value
y = 3 level.
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Fig. 5. Generated graphical representation with multiple “Topic Switch” relations.
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5 Detecting Pointers to Speaker Intentions

The above-described graphic representations and values enable the evaluation of the
behavior of speakers-participants, depicting Cognitive Bias and may also serve for by-
passing Confidence Bias of the user-evaluator of the recorded and transcribed dis-
cussion or interview. Furthermore, the above-described graphic representations and
values also allow the identification and detection of additional, “hidden” Illocutionary
Acts not restricted to “Obtaining Information Asked” or “Providing Information
Asked”, as defined by the framework of the interview or discussion.

Speech Acts performed by one or multiple speakers-participants usually involve
complex Illocutionary Acts beyond the defined framework of the interaction. This
feature differentiates Speech Acts in two-party or multiparty discussions or interviews
from task-specific dialogs [20] and typical collaborative dialogs [21, 24]. In two-party
or multiparty discussions or interviews, the Illocutionary Act [4, 17] performed by the
Speakers may not be restricted to “Obtaining Information Asked” or “Providing
Information Asked” in the spoken interaction concerned and may involve other or
additional intentions regarding the presence of the speakers-participants and their role
in the interview or discussion. In particular, the Illocutionary Acts not restricted to
“Obtaining Information Asked” or “Providing Information Asked” may be related to
one or more categories of Speech Acts defining less explicitly expressed Speaker
intentions. Here, we present three frequently detected categories of pointers to “hidden”
Speech Acts, namely “Presence”, “Express Policy” and “Make Impression”. We note
that all three Speech Act pointers may be connected to each other and may even occur
at the same time. The “Make Impression” Speech Act pointer is distinguished from the
other two Speech Act pointer since it is identifiable on the Paralinguistic Level.

The “Presence” Pointer. “Presence” Speech Act pointer is identified by the Speaker’s
reluctance to answer questions, avoidance of topics, or a polite or symbolic presence in
the discussion or interview but not an active participation. Besides the Speaker’s
silence (Silence/No Answer) as response to questions or statements, a “Presence”
pointer is signalized by remaining in the same “safe” topic by repeating the same
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Fig. 6. Generated graphical representation with multiple “Generalization” relations.
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subject (“Repetition”) or by introducing a “safer” and more general topic (“General-
ization”) or a different topic (“Topic Switch”). “Presence” Speech Act pointers can be
identified by a high frequency of one or more of the above-described relations, espe-
cially in combination with instances of no response (Silence/No Answer).

The “Express Policy” Pointer. With the “Express Policy” additional “hidden”
Speech Act pointer, there is a direct or even blatant expression of opinion or policy. In
this case, the Speaker may persist on discussing the same topic of interest by repeating
the same subject (“Repetition”) or may try to direct the discussion in the topic(s) or
interest by “Topic Switch”. Unlike the “Presence” pointer, the “Express Policy” pointer
is characterized by a higher level of complexity, since it may contain features of the
“Presence” Speech Act pointer and features of the “Make Impression” Speech Act
pointer. However, in contrast to the case of the “Presence” pointer, the repeated topic(s)
or the topics introduced are all - or almost all- semantically or associatively related.
Although, as previously described, the “Express Policy” pointer may be related to the
“Make Impression” Speech Act pointer, the “Express Policy” Speech Act pointer does
not necessarily entail the creation of tension in the discussion or interview.

The “Make Impression” Pointer. With the “Make Impression” Speech Act pointer,
the Speaker purposefully creates tension in the interview or discussion. The “Make
Impression” pointer is characterized by any of the features of the “Presence” or
“Express Policy” Speech Acts pointer. Additionally, the “Make Impression” pointer
can also be distinguished from the previous Speech Act pointers in respect to features
in the paralinguistic level of one (or all) of the Speakers, including rise of amplitude,
prosodic emphasis and other prosodic features, gestures and facial expressions.

6 Conclusions and Further Research

The present application targets to assist evaluation and decision-making process in
respect to discussions and interviews in the Media, providing a graphic representation
of the discourse structure and aiming to by-pass Cognitive Bias of the user-evaluator.
The predominate types of relations, if applicable, are easily identified by the y level
value around which the graphic representation is developed.

The time frame generation of the linear structure allows the graphic representation
to be presented in conjunction with the parallel depiction of speech signals and tran-
scribed texts, a typical feature of most transcription tools.

Furthermore, the above-described graphic representations and values enable the
evaluation of the behavior of speakers-participants, allowing the identification and
detection of additional, “hidden” Illocutionary Acts not restricted to “Obtaining
Information Asked” or “Providing Information Asked” framework defined by the
interview or discussion. In the light of the above, the present application may also be
adapted to additional domains, such as education-training and virtual negotiators, since
it concerns the evaluation of a user’s familiarity, perception and world knowledge. The
alignment of the generated graphic representation with the respective segments of the
spoken text enable a possible integration of the present application in existing tran-
scription tools.
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