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Acronyms

ADC Analogue-to-digital convertor
ASIC Application-specific integrated circuit
CCD Charge-coupled device
CFA Colour filter array
CIS CMOS image sensors
CMOS Complementary metal-oxide semiconductor
CQDs Colloidal quantum dots
D/A Donor–acceptor
D∗ Specific detectivity
EQE External quantum efficiency
FET Field-effect transistor
FIT Frame interline transfer
FT Frame transfer
FWHM Full width at half maximum
ICP Integrated colour pixel
IoTs Internet of things
IR Infrared
Jd Dark current
Jph Photocurrent

R. D. Jansen-van Vuuren (�)
Department of Chemistry, Queen’s University, Kingston, ON, Canada
e-mail: rdjv@queensu.ca

A. Shahnewaz · A. K. Pandey
School of Electrical Engineering and Computer Science, Queensland University of Technology,
Brisbane, QLD, Australia
e-mail: shahnewaz.ali@hdr.qut.edu.au; a2.pandey@qut.edu.au

© Springer Nature Switzerland AG 2020
O. Sergiyenko et al. (eds.), Machine Vision and Navigation,
https://doi.org/10.1007/978-3-030-22587-2_1

3

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-22587-2_1&domain=pdf
mailto:rdjv@queensu.ca
mailto:shahnewaz.ali@hdr.qut.edu.au
mailto:a2.pandey@qut.edu.au
https://doi.org/10.1007/978-3-030-22587-2_1


4 R. D. Jansen-van Vuuren et al.

LDR Linear dynamic range
MVS Machine vision systems
NEP Noise-equivalent power
OFET Organic field-effect transistor
OHP Organohalide perovskite
OLED Organic light-emitting diode
OPD Organic photodiode
OPT Organic phototransistor
OSC Organic semiconductor
PT Phototransistor
RGB Red green blue (referring to a colour filter system)
ROIC Read-out integrated circuitry
TFD Transverse field detector
ToF Time of flight

1.1 Introduction

1.1.1 Image Sensing in Machine Vision Systems

Digital cameras offer many advantages over conventional photo technologies,
including the elimination of film processing, the ease of editing and affordability.
Evidence for their increasing popularity worldwide can be seen in the resultant
consumer success. The market for image sensors has experienced major growth over
recent years with the value predicted to reach USD 23.97 billion by 2023 [1, 2].
This increase is largely due to digital still and video cameras, but also includes the
expansion of digital imaging to cellular phones, laptop and personal computers (e.g.
Internet-based video conferencing), security and surveillance, and the automotive,
medical and entertainment industries. Digital cameras are also used extensively for
image capture in machine vision systems (MVS), which rely upon object recognition
and image analysis/indexing to extract data which is then used to control a process
or activity. The applications of MVS are broad and range from automated industrial
applications such as inspection and quality evaluation of products [3–5] to robotic
guidance and control [6], autonomous vehicles [7–9], precision viticulture [10],
picking and sorting fruit and vegetables [11] and colorimetric sorting systems [12].

Conventional image sensors are generally considered to be sufficient for consumer
digital photography but are limited when meeting the level of imaging required
for MVS applications which demand accurate and rapid colour image capture [6,
13], often in scenes of uncontrolled lighting with a large dynamic light range
[14]. Furthermore, given the conditions under which imaging in rapidly advanced
applications (e.g. self-driving cars, military applications, robotics) occurs, research
is underway to find ways to develop photodetection systems which have the
requisite size, lightness, compatibility with flexible and miniaturized substrates
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and durability, preferably with a reduced cost. In order to try and meet these
requirements, modifications to the sensing systems can be made including the use
of different photodetector materials and/or image processing technologies, changes
to the design and arrangement of the colour separation systems, altering the image
sensor architectures or the individual pixel sensor arrangements (typically passive
or active) or integration of ‘smart functions’ onto the chips of image sensors.

This chapter seeks to review the limitations of current MVS and the research
being carried out to address these. The focus is largely upon applications which
depend on colour image capture for object recognition and image indexing. MVS
depending on colour recognition need to satisfy a vastly more complex requirement
since ‘color images include not only the brightness but also the color information,
such as hue and saturation’ [15, 16]. From the literature, the default approaches to
improving colour recognition in MVS involve either modifying the image processing
algorithms (these could include colour segmentation techniques) [15, 17] or exerting
more control over the environmental conditions under which colour sensing takes
place [3, 7, 18]. A key objective of this chapter is to flesh out two proposed alternative
approaches, namely changes that can be made to the architecture of the image sensor
and the photosensor material within the image sensor.

1.1.2 Image Capture by Digital Cameras

Firstly, consider the general set of operations carried out by a camera in capturing
an image using an image sensor. The basic operations carried out by all digital
cameras, regardless of their specific function and application, are essentially the
same and consist of five separate steps [19]. These include: (1) photon collection,
usually via a lens, which entails focusing the light before transmitting it through the
optical system; (2) separation of the incoming photons by energy/wavelength (colour
discrimination)—typically carried out using colour filter systems, for example Bayer
colour filter array [20]; (3) (a) formation of photocurrent and (b) readout of the
resultant signal (performed by the image sensor); (4) interpretation and processing of
the data—now in digital form—in order to reproduce the colour image and (5) colour
management and image compression processes as carried out by the microprocessor
prior to data storage and export.

The image sensor plays the vital role of capturing the image, and the means by
which this fundamentally occurs can be summarized in four steps [21]. (1) The
absorption of photons by the photoactive material which constitutes the pixels,
generating electron–hole pairs. (2) The electrons and holes are driven by means
of an external electric field towards opposite electrodes, where they are extracted
and give rise to the signal charge, which is collected and accumulated at each
pixel. (3) The accumulated charge is then read out from each pixel in the two-
dimensional array. Various means by which this occurs result in a range of different
architectures giving rise to the range of image sensors on the current market, such as
charge-coupled device (CCD) sensors, complementary metal-oxide semiconductor
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Fig. 1.1 General operation mechanism of a CCD versus that of a CMOS image sensor (image
courtesy of [23])

(CMOS) sensors, MOS x − y using addressed devices and frame transfer (FT)
devices. (4) Finally, the charges are detected, which occurs in a manner that is
essentially independent of the type of sensor. Although the different image sensor
architectures commence at the same point, namely the transduction of photons to
electrons, they differ in how the charge is collected. The most common image sensors
have CCDs and CMOS architectures (Fig. 1.1). In general, CCDs, developed in the
late 1960s, work by transporting the charge (generated through light absorption)
across the chip to one corner of the photodiode array, before an analogue-to-digital
convertor (ADC) transforms this into a digital signal, whereas in CMOS image
sensors (CIS) (developed in the 1990s), photogenerated charge is collected at each
pixel, before being amplified and transferred using traditional wiring (Fig. 1.1) [22].

Thus, CIS offer the following advantages over CCDs: ‘ease of system integration,
low power consumption, and freedom of device architecture’ [22]. In addition,
considering that machine vision systems require high speed with low noise during
imaging, CMOS image sensors ‘can be designed to have much lower noise than
high speed CCDs’, as shown in Fig. 1.1 [23]. There are multiple ways in which
CIS can be configured—the two main approaches differ in the position of the
light-receiving photodiodes: in front-illuminated CIS, the incoming light needs to
pass through the colour filters and metal wiring before reaching the photodiode,
whereas in back-illuminated CIS, the light reaches the photodiode more efficiently
[22, 24]. Initially, due to their simple pixel layout, CCDs enabled more pixels per
unit area and, therefore, higher pixel count and resolution. This was a major reason
for their contribution towards the development and rise in popularity of digital still
cameras [22, 25]. However, when CMOS image sensors made an appearance on the
market, they rapidly gained popularity since the incorporation of ‘in-pixel transistors’
supported rapid image capture with low power consumption [22, 26]. The history
of the development of CCDs and CMOS image sensors has been covered in detail
elsewhere [27–29].

Although a major difference between the structure and operation of the various
sensors lies in the method used to read out the signal produced by the photodetectors,
it is the type of photodetector material and means of colour recognition within the
camera that ultimately defines the quality of the image, since this has the largest
influence over the spectral sensitivity and resolution of the sensor. There are several
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approaches to capture colour images using conventional (broadband) photosensing
materials. These can generally be classified into two major groupings which include
(1) sensors which make use of an auxiliary structure that does not constitute the
active layer of the pixel, such as a colour filter on top of the sensor cells, and
(2) those in which the colour separation system is integrated within the imaging
array (see Fig. 1.2). (1)(a) Although there are several arrangements of filters whose
selection depends upon the application, a common system employs the Bayer filter
[20], which consists of a mosaic of red (R), green (G) and blue (B) filters such that
there are twice as many Gs as there are R and B to simulate the human visual system.
(1)(b) The second method involves taking three sequential exposures, each with a
different optical filter (RGB) mounted in a colour wheel [30], before combining
the three separate images to form the final picture (Fig. 1.2b). (1)(c) The third
approach involves the use of a beam-splitter, classically a trichroic prism assembly
(Fig. 1.2c), which separates the light into its R, G and B components before these
are focused onto three discrete image sensors (‘3-CCD’ or ‘3-CMOS’). Although
considered somewhat superior in image quality and resolution, 3-CCD cameras are
generally more expensive than single-sensors and the potential for miniaturization
of cameras is somewhat limited [30]. (1)(d) An emerging technology called the
integrated colour pixel (ICP) involves replacement of the colour filter array (CFA)
with an array of metal strips in a specific pattern which enables colour separation
during image capture. The patterned metal layers are placed within each pixel such
that they control the transmission of light to the photodetector within the pixel [31].

In the second group, there are two approaches that can be taken. The first of
these involves the direct absorption of red, green and blue lights at each location
by stacking the colour pixels in a three-layer arrangement [32], as shown in Fig.
1.2. (2)(e). For example, this system is applied within the Foveon X3 direct image
sensor [33, 34] and is similar in many respects to the layers of chemical emulsion
comprising colour film. Foveon X3 image sensors have three layers of pixels, and
each layer is embedded in silicon, taking advantage of the fact that red, green and blue
lights penetrate silicon to different depths, therefore enabling an image sensor that
captures full colour at every point in the captured image. Although stacked image
sensors are able to increase the fill factor of the sensor surface area, as separate
receptors are no longer required for each colour, the spectral sensitivity in these
image sensing devices and the resultant colour reproducibility is insufficient to meet
the demands of modern applications and cross-talk between layers presents a major
device challenge [35, 36]. Finally, (2)(f) shows a method relying on the application
of an electric field across the device, enabling the generation of carriers at varying
but specific depths, subsequent to their collection [37, 38].

1.1.3 Performance Metrics of Image Sensor Photodiodes

Having covered the basic structure of modern image sensors and the various systems
by which colour separation can be carried out, the figures of merit of photodetectors
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Fig. 1.2 The two main approaches for colour separation within broadband inorganic semiconductor
photosensors. Group 1: (a) Bayer filter mosaic; (b) sequential triple exposure with R, G and B
filters; (c) prism separation system and three sensor arrays (3MOS or 3CCD); (d) the Integrated
Colour Pixel (ICP). Group 2—image sensors who achieve colour separation through an internal
mechanism: (e) Foveon X3 image sensor; (f) Transverse Field Detector (TFD). Used with permission
from Jansen-van Vuuren RD, Armin A, Pandey AK, Burn PL and Meredith PM (2016) Organic
Photodiodes: The Future of Full Color Detection and Image Sensing. Advanced Materials, 28,
4766–4802. Copyright (2018) American Chemical Society. Taken from [39], Figure 2

(i.e. performance metrics) now need to be defined (Table 1.1), as these will be referred
to in the text that follows. These metrics apply in general to the photodiodes within
the image sensor, regardless of the material from which they are fabricated. Inorganic
semiconductors are traditionally used, but these have limitations surrounding their
use in MVS.

1.2 Limitations of Current Inorganic-Based Imaging Systems

Current image sensors in MVS are based on traditional silicon- or germanium-
based technologies where silicon, Si (or germanium, Ge), is the material used as
the photosensing material within the image sensor. III–V compounds such as InSb,
GaN, AlN and InN are also used when a different bandgap is required. Si is the most
commonly used semiconductor in optoelectronic devices due to its prevalence and
the well-established technology enabling its integration within devices on large scales
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[40, 41]. Photodetectors used in current colour image-sensing applications are made
from hydrogenated amorphous (a-Si:H) [42] or crystalline (c-Si) silicon [28]. This is
typically deposited on top of the application-specific integrated circuit (ASIC), which
is then responsible for the readout and processing of the photo signals. Photodiodes
convert light into electrical signals by optical absorption resulting in the formation of
electron–hole pairs which subsequently form separated charge carriers across a p-n
junction. The charge separation occurs rapidly and without the need for an additional
driving force, resulting in large charge mobilities (greater than 102 cm2Vs−1) [43]
and nanosecond transient times, which has resulted in very high internal quantum
efficiencies and sensitivities [44]. However, the significant problems with silicon
(both amorphous and crystalline) with respect to photodetection for MVS are outlined
as follows.

1.2.1 Weak Light Absorption

Si absorbs light relatively weakly over the visible spectrum [45], particularly in
the blue region (400–460 nm) [32, 46]. While GaN detectors demonstrate superior
UV light detection to Si, their practical use is still limited by cost and the need for
complex architectures to achieve high detectivities [47]. In extremely low lighting,
conventional PDs require low temperatures to reduce the Jd [48].

1.2.2 Low Dynamic Range

Firstly, image sensors fabricated with silicon photosensors are unable to cope with
a high dynamic range (DR) of lighting. This can be experienced when trying to
capture an image of a scene consisting of a very bright component as well as an
object in complete shadow, resulting in the formation of images saturated either by
bright white or dark black. This can be understood by considering the range in which
the photocurrent generated by the photodiode is linearly dependent on the incident
light power, with a tolerance of ±1%. This range is called the linear dynamic range
(LDR). Outside of the LDR, the device saturates completely at any incident light
power level and the photodiode is said to be non-linear. The LDR depends on the
wavelengths of light absorbed, the inherent properties of the photodiode (carrier
mobility, device thickness and the noise current generated), the reverse bias applied
and the resistance of the circuit in which the photodiode current is generated and
collected. Silicon photodiodes have DRs of 100–120 dB [49], which corresponds
to a Jph/Jd of �6 orders of magnitude. Although this is discussed in more detail in
subsequent sections, the highest value reported for organic photodetectors is 160 dB
[50] and for metal halide perovskite photodetectors is 230 dB [51].
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1.2.3 Incompatibility with Complicated Processing
and Fabrication on Flexible, Miniaturized Devices

For many MVS applications, incompatibility of traditional inorganic semiconductors
with read-out integrated circuitry (ROIC) presents a major obstacle to realizing
compactness (whilst maintaining high detectivity and sensitivity) of light sensing
devices [52]. Furthermore, since conventional inorganic semiconductors absorb
a wide range of wavelengths, they require the use of colour filter arrays (and
wavelength cut-off filters for colour sensing applications), thus complicating the
design of such devices. Photodetectors consisting of c-Si, Si/Ge heterojunctions or
III–V semiconductor alloys (e.g. InGaAs) are usually fabricated on rigid substrates,
which precludes their applications in novel device concepts such as stretchable
devices and bendable cameras [53]. The ability to conform to the various shapes of
surfaces could simplify optical systems and enable the integration of photodiodes
into miniaturized devices and ground robots [54].

1.2.4 Inability to Cope with Illuminant Variation

In general, MVS face a number of challenges when used in outdoor environments
due to unpredictable and uncontrollable changes in the illumination [55–57]. The
core reason for the inability of systems to cope under variable illuminance can
be attributed to deficiencies in the photodetector portion of the image sensors.
Silicon photodetectors are panchromatic and therefore unable to discriminate
between photons having different wavelengths, relying on colour filters or depth-
dependent absorption to form colour images [58], which results in images whose
colour characteristics deviate from reality [7, 59, 60]. The need for colour filters
additionally complicates the architecture and fabrication of imaging devices [61].
Humans possess an in-built capability called ‘colour constancy’ that enables the true
perception of the colour of an object, regardless of illuminant, over a reasonable
range of wavelengths [7]. Much research has focused on the development of image
processing software able to compensate for this limitation by attempting to estimate
the true colours of objects from the captured light through the use of algorithms.
Indeed, there are other physical approaches to coping with illuminant variance, for
example applying a digital filter to the output of the photosensor [62]; however, this
text focuses on the use of a different image sensor material to achieve illuminant
invariant image production.
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1.2.5 Low Bandgap

Silicon also tends to have a smaller bandgap than required for visible detection, and
therefore, the photodetectors require infrared (IR) filters in order to avoid unwanted
IR sensitivity which contributes to excess noise [43, 63]. Group III–V compounds
have different bandgaps, and therefore, wafers fabricated from these compounds offer
variable options; however, these face most of the same issues already highlighted—
lack of flexibility, complicated fabrication onto miniature or curved devices, etc.

1.2.6 Crosstalk

Despite the high mobilities and carrier lifetimes of silicon, this can also be regarded
as disadvantageous as it causes crosstalk and distortion of the optical signals between
neighbouring pixels, placing a high demand on the pixellation procedures, which
are already delicately balanced between resolution and sensitivity [43, 64]. Pixel
crosstalk can be attributed to leakage of photocurrent and/or the deflection and
scattering of photons by adjacent pixels; both the effects (electrical and optical)
contribute to reduction of the resolution of the colour and resolution of the final
image [39].

1.3 Overcoming Limitations of Conventional Imaging
Systems Using Alternative Photosensing Materials

The development of alternative semiconductor materials to fulfil some of the
shortcomings presented by traditional inorganic semiconductors in photodetection
forms a research field in its own right. The materials highlighted in the remainder
of the chapter include semiconductors that can be processed under low-temperature
conditions through ‘wet chemistry’ techniques, which include 3D printing, spray
coating, spin coating, inkjet printing and doctor blading [52]. These approaches
open up the possibility for large-area deposition and compatibility with substrates
of different shapes and sizes and with flexible surfaces [53]. Furthermore, many
of these alternative semiconductors have demonstrated similar and even superior
performance metrics compared with their inorganic counterparts. The two major
classes of materials that have been researched include (1) organic semiconductors
(OSCs), and, more recently, (2) organohalide perovskites (OHPs). Although colloidal
quantum dots (CQDs) have also been given research attention, these are yet to make
meaningful gains in the production of image sensors. Therefore, CQDs will not be
explored in this chapter. Organic semiconductors have been studied in greatest detail
and so will be dealt with followed by OHPs.
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1.3.1 Organic Photodetectors in Image Sensing

Organic semiconductors have already replaced inorganic materials in a range of
applications available on the market, for example photovoltaic cells (NanoFlex
Power Corporation, Infinitypv.com), light-emitting diodes LEDs (Sony OLED TVs,
Panasonic OLED TVs, LG OLED TVs) and thin-film transistors (NeuDrive). The
main reasons include the prospect of cheaper processing methods which involve
solution-deposition or inkjet printing, the fact that they can be lightweight, thin and
flexible, and the existence of a wide selection of organic materials which allows
for tuning of the physical and optoelectronic properties. As a result, OPDs are in
fact a ‘disruptive technology’ for MVS and large-area digital imagers as they enable
‘lightweight, flexible, mechanically robust, and even conformable imagers’ [65].

The first organic photodetector (OPD) was demonstrated in 1981 using dyes [66],
before Yu and colleagues demonstrated a bulk heterojunction OPD with a sensitivity
greater than that of UV-enhanced commercial Si-photodiodes in 1994 [67]. OPDs
have since been developed with figures of metric that are comparable or even superior
to traditional inorganic photodiodes [39, 49, 52, 68–70].

Compared with the three-dimensional networks of covalent bonds found in
inorganic semiconductor structures such as silicon wafers, active films of organic
semiconductors possess covalent intramolecular bonds but weak intermolecular van
der Waals forces. This difference in the bonding systems results in the localization of
the electronic wave function to individual molecules (instead of extending over
the entire structure), which affects the separation of the electron–hole pairs in
organic semiconductors, and their electronic bandwidth [71]. Optical excitation
of organic semiconductors results in the formation of bound electron–hole pairs
(called ‘excitons’) which can only be separated efficiently at a heterojunction of
two materials with differing electron affinities. The energy difference between the
electron affinities needs to be around 0.4–0.5 eV [72] to overcome the exciton-binding
energy [73]. The separated holes and electrons then travel through the electron donor
(D) and electron acceptor (A) materials, respectively, where they are extracted to the
electrodes. For the process to work, the excitons need to diffuse to the D/A interface
(the distance travelled by excitons is referred to as the exciton diffusion length and
is typically 5–10 nm) [74]. During this process, there is a possibility of radiative or
non-radiative recombination of the electron–hole pairs. Hence, exciton diffusion and
separation must proceed more rapidly than the recombination processes. These steps,
illustrated in Fig. 1.3c for the compounds shown in Fig. 1.3a, are fundamental to the
conversion of light into electrical energy within excitonic (organic semiconductor-
based) photodiodes.

Figure 1.3b illustrates the origin of Jd within photodetectors. Organic semicon-
ductors may therefore play a part in reducing inter-pixel crosstalk since the excitonic
movement from one pixel to the next is typically low and easily controlled.

Modifications to the chemical structures of the D or A compounds influence
their packing in a film (morphology) and the electronic and optical energy levels,
which in turn can lead to altered behaviour at the BHJ interfaces and different



14 R. D. Jansen-van Vuuren et al.

Fig. 1.3 (a) Chemical structures of PCDTBT (electron donor, D), PEDOT:PSS (top electrode),
PEIE (ITO modifier) and PC60BM (electron acceptor, A); (b) Working principle of the
photodetector in dark illustrating the origin of dark current and (c) under illumination showing
the photovoltaic effect. Filled circles are electrons, empty circles represent holes (taken from [85],
Fig 2, used through a Creative Commons Attribution 4.0 International License)

light sensitivities [75]. Thus, OPDs can be tuned, depending on the application
requirements, enabling OPDs to overcome the low bandgap problem that is prevalent
in inorganic semiconductors.

OPDs can be either ‘broadband’ or ‘narrowband’, depending on whether the
semiconductor material absorbs light over a broad spectrum of wavelengths or a more
narrow spectrum (typically absorbing one colour from the spectrum). Broadband
OPDs can be incorporated into colour sensing systems in the same way as inorganic
photosensors—using filters or stacking (or any of the other approaches shown in Fig.
1.2) [76, 77], with the same two major consequences previously described, namely (1)
complicated device fabrication and (2) low colour accuracy under varying illuminant
conditions. Deckman et al. (2018) report how a combination of a broadband OPD and
broadband filters ‘can successfully detect and reconstruct colors in the RGB system,
with an average accuracy of 98.5%’ [78]. Conversely, narrowband absorbing organic
semiconductors enable the construction of filter-free photodetectors [79–81]. The
use of four narrowband absorbers (each having an FWHM <100 nm) was found
to be sufficient for achieving colour constancy for applications involving object
recognition in MVS [82]. Other approaches to achieving narrowband and filter-free
absorption involving the manipulation of the internal quantum efficiency of thick
(μm) OPDs have been developed [50, 83, 84]. Thus, it is in this manner that OPDs are
able to overcome a major limitation faced by traditional inorganic semiconductors—
unable to cope with scenes of uncontrolled and variable illumination (e.g. in outdoor
environments).

Although the concept of using organic materials as photodetectors is still relatively
new, significant progress has been made, with organic semiconductors having
superior photodetectivities, for example 1.03 × 1014 J at 735 nm under a positive +1
bias [86], higher linear dynamic responses over a wide spectral range, for example
160 dB for a broadband OPD [86] and 160 dB for a narrowband OPD [50], and
similar Jds (dark currents), for example 1.2 × 10−10 A/cm2 [87], when compared
with conventional inorganic photodiodes [88–92]. Thus, OPDs are able to overcome
the weak light absorption and low dynamic range posed by traditional photodetectors.
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Furthermore, the electro-optical properties of organic materials can be fine-tuned
through simple modifications made to the chemical structure [93].

Image sensors have been fabricated with organic semiconductors as the
photoactive layer [81, 94–98], demonstrating their applicability and feasibility in
imaging and colour sensing. Samsung has reported the fabrication of image sensors
with colour-selective OPDs [81, 99–101]. Panasonic has reportedly developed
organic photosensing technologies, incorporating OPDs into an AK-SHB 810 model
camera [102]. ISORG (based in Grenoble, France) has pioneered large-area OPDs
and image sensors, collaborating with Plastic Logic in 2013 to co-develop the
first OPD image sensor on plastic (Fig. 1.4) [103]. ISORG recently announced a
substantial sum to be invested in developing value-added applications, ‘primarily
in personal electronic devices such as smartphones, wearables, tablets and laptops,
biometrics for homeland security and medical imaging’ [104].

Finally, OPDs have also been shown to demonstrate superior temperature
stabilities compared with c-Si photodiodes [68]. This is a significant factor in the
design of MVS for the applications in which the camera equipment is exposed to
variable environmental conditions.

1.3.1.1 OPDs Beyond Photodetection

Current machine vision systems exploit CMOS technology for imaging, taking
measurements, locating, identifying, inspecting or navigation. Emerging applications
make use of CMOS image sensors in vision-based aerial imaging and navigation.
In these latter applications, the camera technology has to be lightweight and low
power-consuming to ensure economic viability and to be able to last over long
flight durations. This would need development of new materials beyond discrete
devices to full-fledged imaging systems. The previous section demonstrates that
there is a strong potential for organic semiconductors in further simplifying the
2D layout of current camera technology. In this section, we present an outlook
for organic and other family of advanced materials for their potential application

Fig. 1.4 Organic image
sensor on a flexible organic
thin-film transistor backplane
(image used with permission,
taken from [103])
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in a number of new areas with a particular focus on how the research on this
emerging technology should be aimed at integrating into advanced 3D imaging
systems. The intrinsic advantages of OPD technology has not been realised, and
features associated with spectral selectivity, tenability of multi-colour detection at
relatively small form factors, mechanical flexibility and fabrication advantages are
all poised to add intelligence at the pixel level. The ability to customise the sensor
response without the need of complex fabrication protocols means OPD technology
is suitable for combining shared intelligence at the hardware and software levels.
These are some of the important attributes in achieving the next generation of smart,
intelligent, light-weight and low-power demanding imaging systems for robotics and
IoTs.

The cost of electronics has significantly reduced by integration of the emitter
and receiver systems in integrated circuits. The ability to print light emitting diodes
and organic photodetectors side by side would further allow denser integration of
light signals and their detection. The recent emergence of bi- and multifunctional
performance of organic optoelectronic devices offers great promise in simplifying
the fabrication and integration of emitter and receiver functions by reducing the need
of complex interconnects that reduce the effective form factors [105–109].

Conventional vision technology projects 3D world information into a 2D
plane with no depth information. There is a growing demand for robust imaging
technologies that can extend 2D imaging to 3D view of the scene in real time [110,
111]. For example, a robot with 3D vision can do more than detect the orientation of
an object—it can actually recognize the object. This allows for intelligent, real-time
decision-making and can be used to add intelligence to robot to learn quickly and
be aware of the environment it is placed in [112, 113]. Microsoft has filed a patent
application for a single handheld device that can detect material properties such as
reflectivity, true colour and other properties of surfaces in a real-world environment
[114]. The device exploits known relationships between lighting conditions, surface
normals, true colour and image intensity.

Depth information improves system reliability and efficiency, for example an
autonomous vehicle needs to perceive the objects present in the 3D scene from its
sensors in order to plan its motion safely. It is important to highlight that the current
state of the art imaging technologies still lack the ability to deal with a number of
factors such as objects that have low textures or objects that are soft and deformable.
Lighting conditions play an important role in the ability to image a scene, and the
ability to design detectors that are selective to only a part of spectrum has great
potential in reducing the artefacts introduced by ambient lighting. In this regard,
spectrum or colour-selective OPDs have huge potential in improving image capture
with constrained (indoor) or unconstrained (outdoor) environments. Therefore, OPDs
have desirable attributes that can meet the application-specific requirements for
diverse imaging environments including autonomous systems, mining, medical,
social, aerial and marine robotics.
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Fig. 1.5 Classification of depth measurement technology

Current depth sensor technologies can be classified into two main classes, as
illustrated in Fig. 1.5. Passive estimation technology relies on machine learning
algorithms and mathematical approaches which are used to extrapolate depth
information from 2D image or images. The other class is active depth estimation
technology, which relies on sensor technology or depth sensing devices to estimate
distance. One aim of this section is to provide a path for OPDs and associated
technologies to design devices that can measure or estimate depth using either a
passive or an active approach.

Both passive and active depth measurement technology can provide depth
perceptions of a scene. Active measurement technology is principally limited
to image array size, therefore produces low-resolution images. Passive imaging
technology uses natural or ambient illumination to capture scene. Most of the passive
image sensors are based on charge-coupled device (CCD) or complementary metal-
oxide semiconductor (CMOS).

OPDs for Depth Measurement Using Stereo Vision

Human vision is the most sophisticated and powerful vision solution to observe the
environment and extract location information. Akin to the human visual system,
robotic stereo vision forms a reliable depth perception technique for successful
navigation of robots in unknown and unstructured environments [115]. The stereo
vision technique requires two cameras to observe a scene from different locations
and in turn produces different image locations of the objects. The disparity and
baseline of the system are used for distance estimation and three-dimensional (3D)
reconstruction of the scene. The simplest way to gain depth using OPDs is to fabricate
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a set of OPD array that are separated by a known distance called the ‘baseline’. There
are no stereo cameras based on OPDs yet, but these can be readily fabricated to infer
depth from 2D images. Computer vision algorithms are used to reconstruct depth
from single or multiple images. Single-view 3D reconstruction methodology uses
only one image. On the other side, multi-view 3D construction considers two or more
images to reconstruct depth information. When two images are used, the system is
known as a binocular stereo vision system, and probably it is the most widely focused
research area of computer vision.

Stereo matching is the core technique of the stereo vision. Stereo matching is the
process that matches each pixel from reference image to target and perceives the
depth of each pixel. An intensive comparison takes place to find the corresponding
pixel on the target image. Pre-configuration and pre-processing always take place
before the actual stereo matching. In the stereo vision system, the reference and the
target camera capture same scene point at the same time with a slightly different
viewpoint. Stereo vision algorithms are based on this hypothesis. Therefore, the term
synchronization is always used to convey the sense that the image acquisition system
captures the same scene point at the same time with no time lag. When the object is
in motion, this precondition plays a pivotal role to reduce reconstruction noises.

Calibration is the process that reduces image distortions. Stereo rectification is
a transformation process that aligned two images into the same plane, so that same
horizontal line becomes parallel to both the camera centres. Depth is calculated by
finding the disparity in a pair of images. Disparity refers to the distance between
two corresponding points in the left and right images of a stereo pair. It is inversely
proportional to the depth and vice versa. In a stereo vision system, the relationship
between depth and disparity can be expressed by the following equation:

d = b ∗ f/z (1.1)

where b is the baseline, f is the focal length, z stands for depth and disparity is
expressed by the letter d. The basic idea of the disparity calculation is to match each
pixel from the left image to the right image. In some circumstances, it may happen
that some of the parts of a scene may not be visible through one or two cameras. This
part of a scene is sometimes referred as a missing part. When this match process
ends up, the difference of the pixel position in right image with respect to left image
is known as disparity. Depth is estimated from the disparity by using the geometric
principle of triangulation.

OPDs for Active 3D Imaging

In addition to an imaging array of photodetectors, the active 3D imaging system
consists of a light source known as a projector. The aim of the projector is to emit
signals. Received reflected signals are analysed to construct the 3D structure of the
surrounding environments. Most commonly emitted signals are from a laser light
source, an ultrasound signal or near infrared light. Many terms are used to describe
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3D active imaging technology such as rangefinder, range imaging and 3D scanner.
Several methods are used to measure the distance, but probably the most practiced
principles are time of flight, triangulation and phase shift. This section provides a
brief introduction of these three principles that OLED and OPD technology can use
in inferring depth information from a scene. Dense depth map with less ambiguity
and minimum depth error are the most reported advantages of active 3D imaging
technology. However, the resolution of the depth map is limited. Miniaturized, high-
resolution and low-power active depth sensors have a potential demand in various
fields like medical and aerial robotics.

Among other systems, time-of-flight (ToF) systems measure the distance from the
scanner to surface points through the measure of the time employed by the radiation
to reach the object and come back to the scanner. This technique is very similar to the
mobility measurement in organic semiconductors but albeit used here for imaging
the real-world objects using a set of OPD arrays.

In this section, we focus on the time-of-flight (ToF) principle for OPDs. The
basic idea of the active sensing technology is to emit photons as signal. When a
compatible OLED projector emits the signal, then the clocking system inside the
OPD-based imaging system can be set to start counting. This approach is known as
direct ToF. If the object exists within the range of the imaging system, then it reflects
a potential amount of signal to the camera. When the OPD receiver receives this
signal, it then computes round trip time and from the basic principle of the light or
electromagnetic source, the distance of the object from the camera can be estimated,
using the following relationship:

d = δT ∗ light (1.2)

Within a defined range, ToF provides high-quality depth maps. The precise clock is
the challenging part of this approach, and OPD systems would be limited by intrinsic
mobility of organic materials used in the fabrication of such detectors. For example,
when an object is placed very near to camera, for example in millimetre distance,
it is challenging to design a clock that can measure a time gap in nanoseconds.
OLEDs and OPDs based on high-mobility polymers with very high sensitivities
should therefore be developed to meet the needs of active depth measurements.
However, to keep aside the high-precise clock, the transmitter or projector could
use a modulated signal. This approach is known as indirect time of flight. The
transmitter could contain a signal emitter array of OLEDs to generate a modulated
signal. Different kind of modulations is used such as sine, square, etc. The received
signal is compared to the original signal. Different signal characteristics such as
signal phase can be used to probe distance and resulting phase difference could be
used to measure time and distance. It is a continuous process and more suitable for
OPD and organic optoelectronics. The depth sensing technologies described here is
equally applicable to organohalide perovskite or similar materials.
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1.3.2 Metal Halide Perovskite (MHP)/Organohalide Perovskite
(OHP) Photodetectors

MHPs and OHPs are compounds with a crystalline structure of the form ABX3, where
A and B represent cations of different sizes and X is an anion, typically a halide ion.
In perovskites used to fabricate optoelectronic devices, A can represent an organic
cation (e.g. methylammonium, CH3NH3

+) in the case of OHPs or an inorganic
cation (e.g. Cs+) in the case of MHPs, B is an inorganic cation (usually Pb2+ or
Sn2+), and X is a halide ion (I−, Br− or Cl−). B and X together form an octahedron:
[BX6]4−. A common example is methylammonium lead iodide, CH3NH3PbI3: each
unit cell of this compound consists of a central methylammonium (CH3NH3

+) in
coordination with 12 anions of PbI6 (occupying each corner), as shown in Fig. 1.6i
[116]. Ion ‘A’ (CH3NH3

+) needs to be able to fit into the space between the eight
octahedron, each connected to one another via ‘corner-sharing’ [117]. ‘A’ has a
permanent electric dipole and is able to orient itself within the perovskite structure.

This ability to orient (and reorient) itself contributes to the high dielectric prop-
erties of perovskite materials, conferring upon the perovskites high mobilities and
large diffusion lengths [118–120]. The good solution-processability and relatively
low cost of perovskites, combined with their electric properties, give materials
that are comparable to traditional crystalline Si and group III–V semiconductors
[121]. Furthermore, solution-processable perovskites have absorption coefficients of
≈105 cm−1 in the UV-visible section of the spectrum [122] and can therefore be

Fig. 1.6 (i) Methylammonium cation (CH3NH3
+) occupies the central ‘A’ site surrounded by

12 nearest-neighbour iodide ions in corner-sharing [PbI6]4− octahedron (taken from [116], Fig 1;
used through a Creative Commons Attribution 4.0 International License). (ii) Bandgap tuneability
based on halide composition of the MHP: CsPbX demonstrated by (a) the tuneable absorption
of the MHP within thin-film devices (inset: a photograph of the devices); (b) photoluminescence
spectra of CsPbX3 films and (c) normalized responsivity of CsPbX3 photodetectors. Adapted with
permission from Xue J, Zhu Z, Xu X, Wang S, Xu L, Zou Y, Song J, Zeng H and Chen Q (2018)
Narrowband Perovskite Photodetector-Based Image Array for Potential Application in Artificial
Vision. Nano Letters, 18(12):7628–7634. Copyright (2018) American Chemical Society
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fabricated as thin films, with rapid response times [123]. Perovskites are also capable
of high specific detectivities, and their bandgaps can be tuned based on the halide
ratio (Fig. 1.6ii) [61], making them strong candidates for filter-free narrowband
photodetectors capable of detection of light of specific wavelengths [123–127].

The first OHP photodiodes were only realized in 2015 [51, 128, 129]. In a similar
fashion to OPDs, OHPs have been designed to be either broadband or narrowband
absorbing, with the same implications regarding the use of colour filters as has
been discussed for inorganic semiconductors and OPDs (see Fig. 1.2). Since then,
intensive research has produced photodiodes with figures of merit comparable and
superior to those of OPDs and inorganic photosensors. For example, a broadband
OHP developed by Dou et al. (2014) demonstrated a Jd of 10−10 A/cm2 (at 0 V) and a
detectivity of 1014 Jones [128]. Lin et al. demonstrated narrowband, filter-free OHPs
(absorbing light with wavelengths from 610 to 690 nm) with an LDR = 120 dB,
Jd = 5 × 10−8 A/cm2 (at −5 V) and a detectivity of 1.9 × 1011 Jones at 650 nm and
under a −0.5 bias [130]. Hu et al. fabricated a flexible OHP using a ‘vapour-solution’
process with a very low Jd (�3 × 10−5 A cm−2 at 1 V), an on/off ratio of 100 at
1 V, D∗ greater than 1011 J and a linear response over 4 orders of magnitude incident
power (at 680 nm and a bias of 1 V) [131].

OHPs have demonstrated the ability to switch between broadband and narrowband
photodetection by changing between bottom and top illumination [118]. Further-
more, and in line with the scope of this article, OHPs have been integrated within
image sensors and demonstrated reasonable performances [132–135]. For example,
Wu and colleagues [133] fabricated a 10 × 10 flexible CH3NH3PbI3−xClx-based
OHP array on a polyethylene terephthalate (PET) substrate as an image sensor
demonstration. This flexible OHP image sensor demonstrated the following: (1) an
on/off current ratio of 1.2 × 103 under illumination (38.3 mW/cm2); (2) a detectivity
(D∗ ) of up to 9.4 × 1011 Jones at a light intensity of 0.033 mW cm−1 (corresponding
to a responsivity = 2.17 AW−1) and (3) a stable electrical performance and no
visible physical change under repeated bending (from 0◦ to 150◦), with only a slight
decrease observed for the light current (due to an increase in the resistance of the
electrodes with bending).

Although OHPs are still relatively undeveloped (it has only been 4 years since the
first OHP was conceived), large strides have been made, as shown by the performance
metrics that have been achieved. In the same way that OPDs are able to overcome
the limitations faced by inorganic photodetectors, OHPs offer tuneability and the
opportunity to be fabricated on flexible substrates. More importantly, there is still
much to be discovered in the area of organic photodetection using these materials.

1.4 Phototransistors

Until now, we have discussed two-terminal photodiode devices. A second type of
architecture consists of three terminals—this is a phototransistor. The extra terminal
enables the device to sense the level of light and modify the current flowing between
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the emitter and the photosensor (and photon collector), based on the level of light
received. Thus, phototransistors (PTs) or field-effect transistors (FETs) combine the
photosensing function of a diode with a high gain, due to the electric field effects of
transistors, making them more sensitive, capable of providing rapid output, and able
to produce a higher current than PDs. PTs are therefore used widely in applications
such as encoders, smart cards, active matrix displays and photodetection for artificial
vision [136–138].

The organic PT (OPT) as a device platform is a natural extension to the more
widely established organic field effect transistor (OFET) devices. First reported by
Tsumura et al. [139] and subsequently developed by Horowitz et al. [140], OFETs are
now used across different device platforms, from developing the basic understanding
of electronic properties of organic semiconductors to chemical and bio-electronic
sensors [141]. Figure 1.7a shows the typical layout of an OPT [105]. Figure 1.7b
shows typical optical absorption spectra of the materials when fabricated as thin-film
devices, demonstrating, in this case, how the absorption profiles evolve with a change
in the proportion of donor and acceptor in the semiconductor blend.

In the operation of OPTs/OFETs, the saturation drain current (Id,sat), which refers
to the maximum current carried by the drain of the OPT when the gate source = 0,
is given by the Horowitz equation [141]:

Id,sat = W

2L
CiμFE

(
Vg − Vt

)2
, (1.3)

Fig. 1.7 (a) Device architecture of a typical OPT, in this case, with the light-absorbing layer consist-
ing of poly[N-9′-heptadecanyl-2,7-carbazole-alt-5,5-(4′,7′-di-2-thienyl-2′,1′,3′-benzothiadiazole)]
(PCDTBT) blended with [6,6]-phenyl C61 butyric acid methyl ester (PCBM). (b) Absorption spectra
of the neat polymer PCDTBT, 70-PCBM and PCDTBT/70-PCBM blends (i.e. thin films) in 1:1–1:4
ratios (by weight) on glass substrates (inset shows the absorption profile of the 1:4 blend compared
with that of a neat 70-PCBM thin film on glass). Adapted with permission from Pandey AK, Aljada
M, Pivrikas A, Velusamy M, Burn PL, Meredith P and Namdas EB (2014) Dynamics of Charge
Generation and Transport in Polymer-Fullerene Blends Elucidated Using a PhotoFET Architecture.
ACS Photonics, 1(2):114–120, ref. [105]. Copyright (2014) American Chemical Society
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where W is the width of the channel, L the length of the channel, Ci the capacitance
per unit area of the gate dielectric, μFE the field-effect mobility, Vg the gate voltage
and Vt the so-called threshold voltage.

The photocurrent generated in the presence of light is calculated by taking the
difference of Id under illumination and Id in the dark. The responsivity of OPTs can
be estimated by taking the photocurrent density (Jph) in either the p- or n-channel
mode of OPTs, using the following equation [105]:

Jph = 1

s

∫ λ=700 nm

λ=300 nm
ϕ (λ) · EQE (λ) dλ (1.4)

where s is the active surface area of the photoFET channel, ϕ is the photon-flux from
light source, EQE is the external quantum efficiency of either the p- or the n-channel
operation of the OPT and λ is the absorption onset and cut off wavelengths of the
photosensing material (or composition).

Evidence of significant photosensing in an OPT platform was first reported
by Narayan and Kumar in 2001 [142]. Then, a major boost in the widespread
adoption of OPTs came from the demonstration of ambipolar operation of solution-
processed OFETs by Meijer et al. [143]. Since then, research interest in combining the
photosensing ability of OFETs with their operation has grown significantly, and it has
emerged as a new class of organic optoelectronic device in its own right. Like OPDs,
OPTs usually require a D-A network for efficient photosensing, and these different
components can be fabricated by standard spin coating, inkjet printing or vacuum
sublimation processes (described in previous sections). Lombardo and Dodabalapur
evaluated the non-geminate recombination rate in P3HT:PCBM photovoltaic blends
using an ambipolar OFET geometry [144]. The optical gap and transport properties
of the main absorber usually defines the photosensing efficiency of OPTs. Pandey et
al. demonstrated that some of the most efficient compositions of polymer:fullerene
blends benefit from the light responsive and good charge transporting ability of
fullerenes by operating OPTs in p- and n-channel modes [105]. In OPTs, the surface
states at the organic–dielectric interface play an important role with this interface
property, determining the performance of OFETs and therefore the efficiency of
photosensing in OPTs [105, 145]. Furthermore, the high photoconductive gain
coupled with ‘sublinear responsivity to irradiance’ of OPTs enables a wider LDR
than for photodiode-based image sensors [146, 147], which would be of clear benefit
to machine and robotic vision systems.

Variation to the photosensing layer by the use of organic–inorganic hybrid layer
is seen as yet another extension of OPTs; for example this could include OHP PTs
or hybrid organic–halide perovskite PTs (hybrid OHP PTs) [148, 149].

Baeg et al. provide a concise overview of OPTs [150]. A more comprehensive
review on the diversity of solution-processed materials for photosensing applications
in OPDs as well as OPTs is presented by Pelayo et al. [52] and Gasparini et al. [98].
An impressive photosensing performance under UV light exposure with high gain
was demonstrated using vacuum-sublimed thin films of small molecules (copper
phthalocyanine and para-sexiphenyl) in OPTs by Qian et al. [151]. Li et al. reported
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high photoresponsivity (R) values of 320 A/W over a broad range of lighting spectrum
for CH3NH3PbI3-based OPH PTs [148].

OPTs have been integrated within image sensors and have demonstrated
themselves fully capable of overcoming some of the limitations of conventional
inorganic-based image sensors. For example, Pierre et al. developed a solution-
processed OPT on a flexible substrate able to achieve a dynamic range of 103 dB
for a video capture (30 frames/s) [146]. Milvich et al. designed and tested the
performance of an array of 16 OPTs based on dinaphtho[2,3-b:2′,3′-f]thieno[3,2-
b]thiophene covering an area of 2 × 4 cm2 on a flexible PEN substrate [152].

The scope for OPTs in image sensors and MVS is expected to grow, and it will
be interesting to see photosensing and switching functions further refined towards
real-world applications.

1.5 Conclusions and Outlook

Current MVS have been recognized as having severe limitations when it comes to the
demands of modern-day applications involving machine vision and robotics. These
include weak light absorption over the visible range, low dynamic range, existence
of crosstalk, an inability to cope with illuminant variation and incompatibility with
complicated processing and fabrication on flexible, miniaturized devices. Such
limitations could be overcome using alternative photoactive materials fabricated
on the ROIC of the image sensor.

We have presented an outlook for further development of OPD systems for digital
imaging, colour constancy and depth measurements. The soft, conformal and up-
scaling of OPDs allow unparalleled possibilities of designed imaging systems that
are not only low power-consuming and light-weight but highly intelligent in selective
sensing over a range of applications.

While OHPs are still in the early stages of understanding and development, much
has been accomplished already, and their potential for transforming the landscape of
machine vision and artificial vision in robotic systems will surely dawn in the near
future.

Knowledge translation [153, 154] is key to realizing the potential of both OPDs
and OHPs in commercial machine and robotic vision systems. Furthermore, a more
cross-disciplinary approach needs to be implemented to harness the potential of
OPDs and OHPs in MVS; at the moment, the field lacks chemists and material
scientists with a strong knowledge of image sensing, machine vision and future
market trends. Likewise, camera experts are largely ignorant of the advances made
in developing alternative semiconductor materials able to replace Si or InGaAs. The
authors hope that this chapter helps to bridge this gap and initiate conversations
between chemists, physicists, material scientists and mechatronic engineers.
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