
Don Harris (Ed.)

 123

LN
AI

 1
15

71

16th International Conference, EPCE 2019
Held as Part of the 21st HCI International Conference, HCII 2019
Orlando, FL, USA, July 26–31, 2019, Proceedings

Engineering Psychology 
and Cognitive Ergonomics



Lecture Notes in Artificial Intelligence 11571

Subseries of Lecture Notes in Computer Science

Series Editors

Randy Goebel
University of Alberta, Edmonton, Canada

Yuzuru Tanaka
Hokkaido University, Sapporo, Japan

Wolfgang Wahlster
DFKI and Saarland University, Saarbrücken, Germany

Founding Editor

Jörg Siekmann
DFKI and Saarland University, Saarbrücken, Germany



More information about this series at http://www.springer.com/series/1244

http://www.springer.com/series/1244


Don Harris (Ed.)

Engineering Psychology
and Cognitive Ergonomics
16th International Conference, EPCE 2019
Held as Part of the 21st HCI International Conference, HCII 2019
Orlando, FL, USA, July 26–31, 2019
Proceedings

123



Editor
Don Harris
Coventry University
Coventry, UK

ISSN 0302-9743 ISSN 1611-3349 (electronic)
Lecture Notes in Artificial Intelligence
ISBN 978-3-030-22506-3 ISBN 978-3-030-22507-0 (eBook)
https://doi.org/10.1007/978-3-030-22507-0

LNCS Sublibrary: SL7 – Artificial Intelligence

© Springer Nature Switzerland AG 2019, corrected publication 2020
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of the
material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology now
known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this book are
believed to be true and accurate at the date of publication. Neither the publisher nor the authors or the editors
give a warranty, expressed or implied, with respect to the material contained herein or for any errors or
omissions that may have been made. The publisher remains neutral with regard to jurisdictional claims in
published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Switzerland AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland

https://doi.org/10.1007/978-3-030-22507-0


Foreword

The 21st International Conference on Human-Computer Interaction, HCI International
2019, was held in Orlando, FL, USA, during July 26–31, 2019. The event incorporated
the 18 thematic areas and affiliated conferences listed on the following page.

A total of 5,029 individuals from academia, research institutes, industry, and
governmental agencies from 73 countries submitted contributions, and 1,274 papers
and 209 posters were included in the pre-conference proceedings. These contributions
address the latest research and development efforts and highlight the human aspects of
design and use of computing systems. The contributions thoroughly cover the entire
field of human-computer interaction, addressing major advances in knowledge and
effective use of computers in a variety of application areas. The volumes constituting
the full set of the pre-conference proceedings are listed in the following pages.

This year the HCI International (HCII) conference introduced the new option of
“late-breaking work.” This applies both for papers and posters and the corresponding
volume(s) of the proceedings will be published just after the conference. Full papers
will be included in the HCII 2019 Late-Breaking Work Papers Proceedings volume
of the proceedings to be published in the Springer LNCS series, while poster extended
abstracts will be included as short papers in the HCII 2019 Late-Breaking Work Poster
Extended Abstracts volume to be published in the Springer CCIS series.

I would like to thank the program board chairs and the members of the program
boards of all thematic areas and affiliated conferences for their contribution to the
highest scientific quality and the overall success of the HCI International 2019
conference.

This conference would not have been possible without the continuous and unwa-
vering support and advice of the founder, Conference General Chair Emeritus and
Conference Scientific Advisor Prof. Gavriel Salvendy. For his outstanding efforts,
I would like to express my appreciation to the communications chair and editor of
HCI International News, Dr. Abbas Moallem.

July 2019 Constantine Stephanidis
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Goals – Assumption – Interaction Steps
(GAIS): A Practical Method to Determine

a Quantitative Efficiency Benchmark for UX
Interaction Design Concepts

Helmut Degen(&)

Siemens Corporation, Corporate Technology,
755 College Road E, Princeton, NJ 08540, USA

helmut.degen@siemens.com

Abstract. One reason for the digitalization megatrend is to further increase the
efficiency of digital value chains. The human-machine interaction is typically
one of the slowest elements in this chain, and therefore on the critical efficiency
path. An efficiency increase of the human-machine interaction can lead to an
efficiency increase of the entire digital value chain. To determine the efficiency
of a UX design concept, an efficiency benchmark is needed before a UX design
concept is created. The paper introduces GAIS (Goal – Assumption – Interaction
Steps), a cognitive task analysis method. The author developed the GAIS
method for use in industrial projects and validated it in industrial projects. GAIS
allows to determine an interaction efficiency benchmark for a given use case.
The benchmark is measured in number of interaction steps per use case. An
important step in the GAIS method is a systematic reduction of interaction steps
by considering manual, semi-automated and automated interaction. An inter-
action designer can use the determined efficiency benchmark to make an
interaction design concept more efficient. The paper describes how GAIS is
applied, with several examples (GUI and VUI), and how it guides the interaction
design process.

Keywords: Cognitive task analysis � User experience efficiency benchmark �
Multi-modality

1 Introduction

In today’s world, the relevance and value of user experience (UX) design is more and
more acknowledged. This is also true for industrial environments like Siemens. In
industrial environments, one important UX quality is efficiency, the focus of this paper.

An interaction designer produces interaction design concepts, often in the form of
wire frames and screen flows for Graphical User Interfaces (GUIs). Frequent questions
are: How efficient is a proposed interaction design concept? How more efficient could
the interaction design concept be? The questions are not only relevant for the inter-
action designer, but also for project stakeholders which like to know the quality of the
presented UX work.

© Springer Nature Switzerland AG 2019
D. Harris (Ed.): HCII 2019, LNAI 11571, pp. 3–19, 2019.
https://doi.org/10.1007/978-3-030-22507-0_1
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The question this paper attempts to answer is: How to determine a user experience
efficiency benchmark? If such a user experience efficiency benchmark exists, it could
be used to check the gap between the actual efficiency of an interaction design concept
and such an efficiency benchmark.

This paper introduces GAIS (Goal - Assumption –Interaction Steps). The purpose
of GAIS is to determine a user experience efficiency benchmark for a given use case
which can be used to guide the design and the selection of interaction design concepts.
GAIS has been successfully applied in several Siemens UX projects.

The paper is structured in the following way: In Sect. 2, GAIS is compared to
GOMS. In Sect. 3, we discuss the efficiency benchmark dilemma. It motivates why an
early efficiency benchmark is not a trivial endeavor. In Sect. 4, we explore the UX
project context to explain when GAIS should be applied in a typical UX project. In
Sect. 5, the GAIS approach will be presented, illustrated with several examples in
Sect. 6 and lessons learned using GAIS in industrial projects. Section 7 concludes the
use of GAIS and outlines future research and extension opportunities.

2 Related Work

GAIS is a distant relative of GOMS [1–3]. The purpose of GOMS (Goals, Operators,
Methods, Selection rules) is to provide engineering models of human performance for
human-computer interaction [1]. GOMS aims to optimize four criteria [4]:

C1 (a priori prediction) – a priori prediction of the human performance;
C2 (learnability and usability) – it can be used by computer system designers (not
necessarily by psychologists or human factor experts).
C3 (coverage) – it covers a range of activities from perceptual-motor actions to
complex activities to creative problem solving.
C4 (approximation) – it includes just the level of detail which is necessary for the
design task. The purpose of using one of the GOMS derivates is to predict the
human performance while interaction with a computer device.

The purpose of using one of the GOMS derivates is to predict the human perfor-
mance while interaction with a computer device. GOMS breaks down the task hier-
archy from goals to single interaction steps on several layers (goals and subgoals,
operators, methods). GAIS has a different purpose, that of guiding rather than pre-
dicting efficiency. Instead of GOMS three aspect layers GAIS has two: Assumptions
and Goals; and Interaction Steps. The reason for the simplicity is to consider only the
necessary interaction steps in GAIS, and to ignore interaction steps which are the result
of an interaction design process. GOMS considers such design decisions because it
aims to make predictions about the outcome of the design process; GAIS does not
considers such design decisions because it provides input for the design process and
guides it. The design result may or may not follow identified GAIS options. GOMS is
applied by computer system designers, GAIS is intended to be applied by human factor
experts, psychologists, user experience designers, interaction designers etc., and not by
technical experts.

4 H. Degen



3 Digitalization

3.1 UX System in a Digital Value Chain

A new megatrend Digitalization is “the use of digital technologies to change a business
model and provide new revenue and value-producing opportunities” [6]. Two of the
envisioned benefits of digitalization are speed and scale of processes [5, 7]. The focus
of this papers is on speed. When we consider a human-in-the-loop, speed relates to how
efficient a human can perform a task with the use of a machine.

The user is part of the digital value chain. A digital value chain is a process
designed to create an outcome of value and which consists of digital tools, and users to
create such an outcome. Typically, a user initiates the digital value chain. It is followed
by automated steps which often require user involvement at some point. The result of
involved users (user-machine interaction) and automated steps is an outcome of value
(see Fig. 1).

Digital value chains in industrial environments are supported by digital tools, such
as engineering tools, dashboards, configuration tools, HMIs of industrial devices, field
service applications, IT applications etc.

Often, the least efficient part of such a digital value chain is the human-machine
interaction (here also called the “UX system”). The human is a human actor, directly or
indirectly interacting with a machine to produce the outcome of value. The machine is a
human-made artifact designed to support producing the outcome.

If the performance of such an interaction can be increased, the performance of the
entire digital value chain increases. That’s the reason why the UX system is on the
critical efficiency path of a digital value chain.

Therefore, it is worthwhile to design the UX system with efficiency in mind.
Efficiency, of course, is not the only relevant UX quality criterion, but an important one
(see [8, 9] for other UX quality criteria such as effectiveness, satisfaction, accessibility,
safety, well-being, and sustainability).

Fig. 1. Digital value chain

Goals – Assumption – Interaction Steps (GAIS) 5



3.2 Interaction Types of UX Systems

Since the efficiency of the UX system is on the critical efficiency path, it is worthwhile
to look further into interaction type which have a direct relevance for efficiency levels
of the UX system. Without references to existing research results, the author introduces
three interaction types.

Manual: The user interacts manually with the machine. There is no, or a very low
degree of, system support. The efficiency level of the UX system is low.

Semi-automated: The machine takes over some of the manual interaction steps
and or the machine provides recommendations to users, so the user saves interaction
steps. In this case, the user is still in the loop and makes the final decision. The
efficiency of the UX system is medium.

Automated: The user does not interact at all with the machine. All activities are
performed by the machine. The level of automation is maximized. This is the highest
level of efficiency. The efficiency of the UX system is high.

The three interaction types and their differences are illustrated with an example for
entering data into a form and using the data:

• Manual: The user enters data manually into a form (Interaction step 1); the user
reviews and submits the data (interaction step 2).

• Semi-automated: The machine populated the data automatically into the form,
based on past data entries (no user interaction). The user reviews the data and
submits the data (interaction step 1).

• Automated: The machine fetches automatically the data from past data usage (no
interaction step) and submits the data automatically to where they are needed (no
interaction step). The user is not involved at all.

All three interaction types are relative to the state-of-the-art of interaction tech-
nologies. What we consider “manual” interaction today might be “semi-automated”
yesterday. Here is an example how to create a shape in a vector graphics tool: Today,
we draw a shape with a mouse or pen. We would categorize this user task it as a
“manual” interaction type. Before the first GUI-based system was invented, around 40
years ago, the user needed to define a shape by specifying its coordinates. At that time,
the definition of a shape with coordinates would be considered “manual” interaction
type and using a mouse (or a pen) and a GUI would be considered “semi-automated”.

When applying GAIS for a given use case, the question will arise whether a manual
interaction type can be made more efficient by introducing a semi-automated or even an
automated interaction type. A technical solution exists in many, but not in all cases for
introducing a semi-automated or automated interaction types.

It is known that semi-automated and automated interaction types have their own
challenges. Some of them are described in [10, 11]. GAIS does not consider those
automation related challenges. They need to be considered and evaluated separately.

3.3 Research Question

The motivating question for this research effort was: How to determine a user expe-
rience efficiency benchmark? The efficiency benchmark is intended to be used to
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determine the actual efficiency of a drafted interaction design concept, and to determine
the efficiency gap between the interaction design concept and the efficiency benchmark.

If such a method is expected to be accepted in an industrial environment, additional
requirements apply:

• R1 (Core): For a given use case, the method shall be used to determine a quanti-
tative UX efficiency benchmark. Note: The requirement articulates the core out-
come of the method which is the determination of a UX efficiency benchmark.

• R2 (Independency): The method shall create an efficiency benchmark independent
from the creation of an interaction design concept. Note: The method needs to be
allocated to a step in the UX process prior to creation of interaction design concepts.

• R3 (Scalability): The method shall be applied to larger UX elements (e.g. an entire
UX framework) as well as to single UX elements (e.g. a single UI widget). Note:
The method should not be constraint to a smaller (widget level) or larger (frame-
work level) UX scope.

• R4 (Modality): The method shall be applicable to different interaction modalities, or
combinations of them, such as Direct Manipulation, Voice, Gesture. Note: This
requirement addresses the trend that more and more UX solutions include more than
one interaction modalities. Examples of interaction modalities are: Direct Manip-
ulation (with GUIs), Voice User Interfaces, Gesture etc.

• R5 (Effort): For a given use case, the method shall allow an interaction designer to
create an efficiency benchmark in equal to or less than one working day. Note: The
cost/benefit ratio needs to be reasonable to be applicable in industrial projects. “One
working day” is an arbitrary, but reasonable upper limit for use in industrial
projects.

• R6 (Explainability): The method shall allow UX stakeholders to understand the
efficiency benchmark and how to apply it. Note: The underlying assumption for this
requirement is that a UX professional should be able to explain and defend a
proposed UX solution. The method to determine a UX benchmark should therefore
be explainable to UX stakeholders. (Subjective) feedback from UX stakeholders
help to check whether this requirement is met.

This paper proposes GAIS as such a method. Before GAIS is introduced, additional
information about the UX process performed at Siemens Corporate Technology is
presented.

4 User Experience Background

4.1 User Experience Process

At Siemens Corporation, Corporate Technology (CT), we apply the user experience
process, depicted in Fig. 2. The process consists of four phases.
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Discover: In an initial “Value and Scope” phase, the UX team understands the
business case of the product under design and how UX can support the business case. It
also outlines the initial UX scope. Afterwards, the UX team gains an understanding
about the involved user roles and their user profiles (e.g. use cases, user needs, user
characteristics), the use environments (e.g. spatial, work flow, social), relevant good
and bad practices and known constraints (i.e. business, technology, design, and
regulatory).

Define: The insights are consolidated in a step called “UX Essence” which includes
UX goals, optimization use cases, and UX quality and quantity criteria which are used
to access explored interaction design concepts.

Ideate and Select: The UX teams create several interaction design concepts and
assess them against the established UX quality and quantity criteria. If the UX criteria
are not met, further interaction design concept options will be created. The UX team
finally settles on an interaction design concept which ideally meets all the defined UX
criteria.

Design and Refine: The UX teams refine the selected interaction design concept,
adds missing details and creates the visual design. Users are involved to evaluate the
designs. UX designers refine the design according user’s feedback.

Develop and Deploy: The UX teams creates optionally a specification or another
kind of document as input for the front-end development and implements the front-end.
The implementation can be a prototype or a product-quality front-end. The UX teams
may evaluate the implemented prototype/front-end (e.g. with usability tests) and refines
the design afterwards to address the findings.

Some additional explanations about the outlined UX process:

1. Representatives from identified user groups and project stakeholders (e.g. product
manager which determines the business case and selects product features; project
manager which keeps the project on track in terms of quality, time, and cost; front-
and back-end developers which implement the UX and technical design) are
involved in all phases, so close feedback loops are happening along the way. For
instance, we prefer involvement of user reps on a weekly basis. If users have

Fig. 2. User experience process; the efficiency benchmark should be identified during the
“Define” step and document as part of “UX Essence”
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concerns, the process may go a step back, e.g. from “Ideate and Select” to “Learn
and Define”, or from “Design and Refine” to “Ideate and Select”. These loops are
not displayed in Fig. 2.

2. This UX process can be applied to an entire UX framework (e.g. an Engineering
Tool) as well as to a single UX element (e.g. Find and Replace widget). For an
entire UX framework, more time is necessary for each phase than when the process
is applied to a single UX element.

3. This UX process can be applied to agile, waterfall, or hybrid (called “wagile”)
product development approaches. It is critical that the first phases (“Discover”,
“Define”, “Ideate and Select” and “Design and Refine”) are performed before the
UX results are implemented.

Back to the efficiency topic: When should the UX efficiency benchmark be
determined? Since the efficiency is determined for use cases, it can be applied only after
the use cases are identified. This means it can only be applied after the “Discover”
phase is completed. The efficiency benchmark should be used as input into the creation
of interaction design concepts. Therefore, the benchmark should be determined before
the “Ideate & Select” phase. Therefore, the appropriate phase is the “Define” phase (see
highlight in the Fig. 2).

5 GAIS Method

5.1 Elements

The GAIS method uses the following structural elements: Goal, Assumptions, and
Interaction Steps. The way to visualize the result of a GAIS analysis can vary. One way
to visualize the structural elements of GAI it is shown in Fig. 3.

Here a few explanations:

• The GAIS method is applied to a single use case.
• A goal is an intended state for a given use case.
• Assumptions are an initial state before the identified interaction steps are performed

to achieve the goal.
• The identified interaction steps are the result of a cognitive task analysis for the

given use case.

Fig. 3. GAIS elements

Goals – Assumption – Interaction Steps (GAIS) 9



• The identified interaction steps should consider necessary steps for the given use
case, and they should not consider design decisions or design elements (e.g. select
an item from a list). Otherwise, unnecessary design decision may over constraint the
design space.

• The identified interaction steps should consider design constraints. These are steps
which must be executed, due to business or regulatory constraints.

• The interaction steps should consider the interaction nature of the selected modality
or modalities.

• The granularity of interaction steps per GAIS analysis can vary. For instance, for a
low-level use case (e.g. identify payment information), the GAIS interaction steps
can relate to single mouse clicks (for a direct manipulation interaction modality); for
a high-level use case (e.g. order a product), the interaction steps may relate to a
sequence of mouse clicks. It is assumed that a single GAIS analysis identifies a
similar granularity level for the identified interaction steps for a given use case.

5.2 Measurement Units

It is useful to introduce some language which explains how efficient an interaction
design concept is, compared to the determined efficiency benchmark. The envisioned
number of interaction steps for a use case is called the “Benchmark Interaction Steps”
(abbreviated “BIS”). The “Actual Interaction Steps” (abbreviated “AIS”) is determined
by counting the actual number of interaction steps of an interaction design concept to
perform a given use case.

To determine the efficiency category of an interaction design concept, we use the
following terminology:

• If AIS > BIS: the interaction design concept is called “inefficient”
• If AIS = BIS: the interaction design concept is called “efficient”
• If AIS < BIS: the interaction design concept is called “super-efficient”

The BIS is determined during the “Define” phase, and the AIS is determined during
the “Explore and Select” phase (see Fig. 2).

5.3 GAIS Process

The GAIS method is applied to a single use case. The GAIS process consists of four
steps (see Fig. 4). For a given use case, the interaction designer identifies the goal
(intended state) (step 1). In addition, the designer defines the assumptions, which are
the pre-conditions or initial state before the user performs any interaction (step 2).
Afterwards, the interaction designer outlines the interaction steps for a first GAIS
option, typically the “manual” efficiency type (step 3). Afterwards, the interaction
designers may identify a semi-automated interaction option and fully automated
interaction option (step 4), where applicable. The interaction designer may iterate step 3
and 4 (Fig. 4).
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To achieve efficiency improvements with a semi-automated or automated GAIS
option, single interaction steps are assumed to be performed automatically by the
machine. The result of that performance is added to the assumption box (see Fig. 5).

Afterwards, the interaction designer can make notes of the BIS for each identified
GAIS option by counting the number of interaction steps. When creating an interaction
design concept, the designer can then compare the different BIS with the AIS of the
actual interaction design concept and can iterate the interaction design concept until the
AIS is equal to or even better than the BIS. Let’s look at some examples.

Fig. 4. GAIS process

Fig. 5. GAIS process; results of interaction steps are added to assumptions.
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6 Examples

6.1 Example 1: Order a Product

The first example illustrates how GAIS can be used to check whether an existing design
is inefficient, efficient or super-efficient. We picked an everyday use case “Order a
product”. Three different BISs are depicted in Fig. 6.

For all three GAIS options, it is assumed that the product is already selected (as
stated in the Assumption box). Option 1 shows the manual option. It reflects that a user
identifies the payment method (interaction step 1), the shipping address (interaction
step 2) and then places the order (interaction step 3). The BIS is therefore 3.

For the use case “Order a product”, the manual interaction can be optimized by
considering a semi-automated approach which is shown in option 2. Since the order
process is often applied many times, the optimization applies to the identification of the
payment and shipping information. The efficiency optimization semi-automates the use
of the payment und shipping information. Every time the user wants to order a product,
the order and shipping information is automatically fetched, so the user does not have
to enter it manually. This leads to a changed assumption: product selected, payment
information identified, shipping information identified. The only step the user must
perform is to order the product. The BIS went down from 3 steps (option 1) to 1 step
(option 2).

Option 3 is further optimized the use case by identifying a fully automated option.
In this case, even placing the order is automated. This might be useful if a user knows
that s/he needs to order a certain product frequently. In such a case, automating the
process might be more convenient than a manual order. This is reflected in option 3.
The payment method and the delivery address are identified, including an order
schedule. The product will automatically be ordered and shipped following the defined
order schedule. The BIS went down from 1 (option 2) to 0 (option 3).

Fig. 6. GAIS, applied to use case “Order a product”
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This example reflects what Amazon™ has implemented. Option 1 reflects ordering a
product manually, by manually entering the payment method and the shipping infor-
mation the first time (AIS: 3). Option 2 reflects the 1-Click™ order which Amazon™
has implemented and patented [12] (AIS: 1). Option 3 reflects Amazon’s™ subscription
feature (AIS: 0). If we compare the three BISs with the AIS of Amazon’s™ imple-
mentation, then the Amazon™ implementation is “GAIS efficient” in all three cases.

Amazon’s™ Dash Button™ is very interesting. It selects and orders a product with
one interaction steps (AIS: 1), literally with one click. Option 2 assumes that a product
is already selected. The selection of a product requires at least one interaction step. The
Dash Button™ does both with one interaction step. Therefore, the Dash Button™ is
“super-efficient”.

6.2 Example 2: Respond to an Alarm

The second example illustrates how GAIS can guide the design of an interaction design
concept for an industrial example. The modality is GUI. The use case is that an
operator responds to a received alert (Fig. 7).

In this case is only one GAIS option with a BIS of 1 (see Fig. 7). The reason for the
one step is a business constraint which does not allow to make it more efficient. In the
UX project, different wire frame options with different Actual Interaction Steps
(AIS) were created (see Fig. 8).

In the first GAIS option, the user receives a notification (interaction step 1). After
the user selected the notification, the user is taken to a list of alerts. The user selects the
alert on the top of the list (interaction step 2). The user is taken to a detailed view. The
user reads the description of the alert and responds with populated options (interaction
step 3). The AIS of option 1 is 3 (“Inefficient” because AIS > BIS).

In the second GAIS option, the information of the alert summary (in the alert list) is
moved over to the notification. After the user has received the notification, the user
selects the notification is taken directly to the alert description (interaction step 1). After
the user has read the alert description, the user responds with populated options (in-
teraction step 2). The AIS is option 2 is 2 (“inefficient” because AIS > BIS).

In the third GAIS option, the alert description and the populated options are dis-
played in the notification. The user reads the alert and response to it with populated
options. The AIS of option 3 is 1 (“efficient” because AIS = BIS) (Fig. 8).

The example illustrates that the BIS, determined with the GAIS method, can guide
the refinement of the interaction design concept to achieve systematically a higher
efficiency. It also shows that the interaction designer when to stop making the

Fig. 7. GAIS, applied to use case “Respond to alert”
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Fig. 8. Wire frame options for use case “Respond to alert”

interaction design concept more efficient. As this example, and the other examples
illustrate, the BIS provides an objective measure for efficiency, however it is deter-
mined by the interaction designer and therefore subjective.
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6.3 Example 3: Create an Engineering Artifact

A third example illustrates how GAIS can be applied to an engineering tool. The
chosen use case is “Create engineering artifact”. The modality is GUI. The first GAIS
option shows the creation of an engineering artifact, step by step. The BIS is n which
equals the number of engineering elements added. The semi-automated option reduces
it to one interaction step, under the assumption that reusable templates for such an
engineering artifact are available (see Fig. 9).

The GAIS method can also be applied to the use case “Create engineering artifact
template” with two options (see Fig. 10).

In option 1, the user creates the templates manually, and in option 2, the engi-
neering tool automatically creates templates for established engineering artifacts for
later reuse.

As shown in this example, the usefulness of GAIS lies in the systematic consid-
eration of efficiency improvements, considering semi-automated and automated inter-
action types (Fig. 10).

6.4 Example 4: Change Motor Speed

This example illustrates how different interaction modalities influence the BIS. In the
third example, we compare how the speed of a motor can be changed with a Graphical
User Interface (GUI) and a Voice User Interface (VUI).

Fig. 9. GAIS applied to use case “Create engineering artifact”

Fig. 10. GAIS applied to use case “Create engineering artifact template”
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The first GAIS option (see Fig. 11) shows two interaction steps for a GUI: Select a
motor and set the speed of the motor (BIS: 2). The second GAIS option shows the same
use case for a VUI. It has only one step because the user can utter in one sentence
“Change the speed of motor 1 to 250 rpm”, and the VUI is assumed to understand both
parameters [13]. This is often not possible with a GUI where interaction is typically
serialized. Beside hands-free usage, the efficiency increase, compared to GUIs, is
another advantage of VUIs. This increase is reflected in the BIS (=1) for option 2,
compared to a BIS (=2) for option 1 (Fig. 11).

6.5 Lessons Learned from Using GAIS

One question is to which use cases GAIS should be applied. GAIS can be applied to all
use cases (the author does it) of an UX project, however if the reader wants to try it out,
it is recommended to consider the following types of use cases:

• High frequency use cases (the efficiency improvements have the biggest impact for
high frequency use cases)

• Urgency (these use cases do often not occur frequently, but when they occur, they
are optimized for efficiency)

The highest efficiency improvements lie in finding semi-automated and automated
interaction options. This means that additional functionality needs to be developed. If
the semi-automated or automated options are preferred by users, the author encourages
UX people to request the needed additional functionality. UX does not stop at the
visualization layer.

The author also experienced that users sometimes do not want semi-automated or
automated support because it takes away control from users. Loss of control needs to be
taken seriously. Therefore, it is important to involve users when envisioning semi-
automated or automated interaction options. Users should provide feedback whether
they accept a proposed semi-automated or automated option, or not. If users are
concerned about an automated option, try to understand the underlying concern.
Sometimes, a settlement on a semi-automated option is agreeable, keeping users in the
loop and let the user make the final decision. In general, user acceptance is more
important than efficiency.

Fig. 11. GAIS applied to use case “Change motor speed” (GUI and VUI)
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A designer applying GAIS may face the situation that the user preferences are split.
If the development budget allows the implementation of several options, the designer
may want to go for it. If development budget is only available for one option, you may
pick the one which satisfy most of the critical users.

GAIS identifies an efficiency benchmark which is used as an objective measure.
However, the determination of a GAIS option is the result of a cognitive task analysis,
performed by a user experience designer and still subjective.

In this paper, the GAIS options are visualized with diagrams. Other ways to
visualize the GAIS options are possible, e.g. as a bulleted list. It could look like this:

• Assumption: Motors has initial speed
– Interaction step 1: Identify motor
– Interaction step 2: Identify speed

• Goal: Motor speed has changed

A bulleted list is easier to create and maintain than a diagram. The diagram has
advantages when it comes to comparing different GAIS options and recognizing their
differences. The preferred way to visualize depends on the audience. The author used
the diagram technique with a positive feedback from project stakeholders. They
understood the intent of the method and the resulting BIS per GAIS option.

Another visualization option is to make explicit which interaction steps were added
to assumptions. This can be done as illustrated in Fig. 5.

7 Conclusion

GAIS is a cognitive task analysis method which allows the UX designer to identify
several interaction steps, the so-called benchmark interaction steps (BIS). The BIS is
used to inform and guide the subsequent design of interaction design concepts. When
creating an interaction design concept, the actual number of interaction steps (AIS) can
be determined and compared to the BIS. If the number of actual interaction steps
(AIS) for a given use case is larger than BIS, then the interaction designer has a hint to
refine the interaction design concept. With GAIS, an interaction designer can make an
interaction design concept systematically more efficient by comparing the AIS with the
BIS and exploring semi-automated and automated interactions. By comparing the AIS
with the BIS, the interaction designer knows how efficient an interaction design con-
cept is.

The intent of GAIS is not to predict the efficiency or effort, like GOMS does, but to
identify an efficiency benchmark. As shown in this paper, GAIS can be applied to
different modalities, e.g. direct manipulation, voice or multimodal interfaces.

Let’s check whether GAIS complies with the six requirements:

• R1 (Core): GAIS supports the determination of the number of interaction steps for a
given use case, including different options. The number of interaction steps
becomes the efficiency benchmark.
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• R2 (Independency): GAIS is applied during the “Define” phase which takes place
before the interaction design concepts are created during the “Explore and Select”
phase.

• R3 (Scalability): This requirement refers to the scope of the use case. The use case
can be very broad, so an entire UX framework is needed for the implementation and
the determination of the AIS. Example 1 is such broad use case. The use case can
also have a smaller scope and will be implemented by a single UX widget. Example
4 is such a use case. GAIS can be used for both cases.

• R4 (Modality): GAIS is agnostic of interaction modalities. However, when applying
GAIS, it should be made explicit which interaction modalities is used because the
GAIS option can lead to a different BIS, depending on the selected modality. This
was demonstrated with example 4 (VUI vs. GUI).

• R5 (Effort): In our experience, when applying GAIS, it usually only takes a few
minutes to find different options and determine the BISs.

• R6 (Explainability): GAIS options, their BISs and the corresponding interaction
design concepts with their AISs were presented in several projects to project
stakeholders. They could easily follow the approach and the thought process. GAIS
helps to make design decision explainable and defendable.

Our conclusion is that GAIS complies with all six requirements.
GAIS has limitations, though. The GAIS method does not consider other user

experience qualities, like learnability, safety, accessibility etc. In other words: the
application of GAIS does not guarantee a usable design. That means, the interaction
design, informed by a BIS, need to go through the normal, overall UX process,
including a usability evaluation. This is particularly important when semi-automated or
automated options are proposed. User acceptance is still more important than effi-
ciency. In addition, GAIS does not consider effort for performing single interaction
steps. This is kept out deliberately as a simplification. However, it is a potential area for
extension. Finally, research is needed to extend the GAIS method to address other user
experience qualities.
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Abstract. Mental workload is a key factor in influencing human performance
of maritime tasks among which visual tasks dominate. Through a lab experi-
ment, this study examined the effects of visual workload components, their
combinations and scenario complexity on mental workload. 20 participants were
recruited to perform visual tasks on a simulated platform. Results showed that
some combinations of visual components significantly increased the partici-
pants’ mental workload. Scenario complexity was found to have significant
interaction effects with workload component combinations. The results indicate
that because of their negative effects on task performance, some combinations of
workload components should be specially avoided in task design.

Keywords: Mental workload � Visual task component � Scenario complexity �
Maritime operation

1 Introduction

In safety-critical industries, mental workload is considered as a key factor for operator
performance [1]. Based on the theory of resource demand and supply, mental workload
is defined as the relationship between the mental resources demanded by a task and
those resources to be supplied by an operator [2]. In a review of maritime accident
reports, researchers illustrated how the 13 out of 31 accidents was caused by either too
high or too low level of mental workload [3]. During the system design, usability
testing and operator training, it is important not only to measure the level of mental
workload, but also to predict how much mental workload an operator would perceive
while performing the tasks [4].

The Visual/Auditory/Cognitive/Psychomotor (VACP) model is a popular method
to predict mental workload. VACP was first developed for a military lightweight
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helicopter system [5]. To adopt the VACP method, researchers first break the mission
into phases, segments, functions, tasks, and the performance elements for each task.
A performance element is usually composed of a verb and an object. On the basis of
multiple resource theory, workload components are categorized into four channels (i.e.
visual, auditory, cognitive and psychomotor channels). Through expert judgment, a
standard rating scale for workload components was proposed. For example, the com-
ponent “detect” in the visual channel is rated 1.0 (for the detailed rating scale, please
refer to [4, 5]. For each performance element, researchers identify its relevant workload
components and sum up the scores by each channel. In this way, the workload for each
task is quantified in terms of the four channels. The score is determined by the nature of
the task, and is independent of individual factors.

The VACP method is not without potential flaws. As we know, mental workload is
influenced not only by the demand/resource balance, but also by other factors such as
time pressure, scenario complexity, individual experience and ability [6, 7]. Under a
high complexity scenario (e.g. more targets on the display) or under high time pressure,
an operator may perceive higher mental workload even if they are executing the same
task as before [8]. In addition, when using the scale, the scores are sum up for a
specified time period, without considering whether the workload components in this
period are presented in series or parallel, meaning that combination of workload
components (multi-task) is not differentiated from individual workload components. In
the current study, we provided a list of visual workload components for maritime
operation tasks, and investigated whether different components and their combinations
would influence operator’s mental workload, and whether the influence would change
under different scenario complexity levels.

2 Visual Workload Components for Maritime Operations

Through mission segmentation and expert judgment, we revised McCracken and
Aldrich’s workload components [5] to make them applicable for maritime operation
tasks. The process of developing maritime workload components would not be detailed
in this paper. We focused on the workload components from the visual channel. The
visual workload components are shown in Table 1. Two components in Mccracken and
Adrich’s model, “scan/search/monitor” and “read”, were replaced by “retrieve” and
“compare” as described in Table 1.

3 Experiment

The experiment was conducted to investigate whether different workload components
and combinations of them would influence operator’s mental workload, and whether
the influence would be different under different scenario complexities. The maritime
operation tasks were designed to meet the study requirements of different workload
components. Participants executed the tasks using a simulated maritime platform. Their
performance data were recorded for later analysis.
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3.1 Participants

Twenty undergraduates from Tsinghua University (10 males and 10 females) were
recruited as participants. Their average age was 20 with the standard deviation of 2.8.
All the participants had normal or correct-to-normal vision. The participants were
informed of the experimental details and voluntarily signed the consent form.

3.2 Experimental Platform

A simulated maritime operation system was developed. The interface is shown in
Fig. 1. The targets were represented with different colors (i.e. red, blue, yellow and
green) and different shapes (i.e. square, circle and triangle). The system log data and the
participant’s performance data were recorded and exported to text files.

3.3 Independent Variables

There were two independent variables in the experiment: scenario complexity and
combination of workload components. Both of them were within-subject variables.
Scenario complexity was defined as the number of targets on the maritime display. The
three levels of scenario complexity were low (10 targets on the display), medium (20
targets on the display), and high (30 targets on the display). The combination of
workload components included detect, discriminate, search, check, track, and the
combination of any two of above. The combination of search and check were excluded
because the “search” and the “check” tasks could not be executed at the same time.
Therefore, there were 14 combinations of workload components. Each participant was
required to perform tasks in all cases. A case meant a single workload component or the
combination of two workload components combined with a level of scenario com-
plexity. The participant was supposed to repeat the task for 10 trials in a case.

Table 1. Description of visual workload components.

Workload
component

Description

Retrieve Look through the information, retrieve the needed information, obtain the
parameter values

Compare Compare different pieces of information visually to select the proper
one(s)

Detect Detect the appearance and disappearance of an object in the field of
vision

Discriminate Discriminate the change (e.g. color, shape, value, location) of an object
Search Search a certain object in the field of vision
Check Check the state of equipment/parameter, check the action/command to be

performed
Track Track/follow an object in order to find out any abnormalities
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3.4 Tasks and Procedure

At the beginning of the experiment, the participants filled out the demographic infor-
mation. The experimenter introduced the purpose of the experiment, the tasks to be
performed, and the usage of the simulated platform. The participants then practiced
with the platform for about 10 min to get familiar with the whole experiment. The
experimenter would answer any questions during the practice.

Before the experiment, the participant adjusted the seat height and the distance to
the computer screen. Every time the participant completed the task in a case, he/she
rested for 15 s.

During the formal experiment, the experimenter first entered a scenario complexity
level in the system, and the display would present the corresponding number of targets
to the participant. The tasks to be performed were as follows.

• Detect. Within the time limit, new targets randomly appeared on the display. The
participant was expected to detect the newly appeared target and click on it as
quickly as possible. If the participant did not respond to the new target within 5 s,
the system would record it as time-out.

• Discriminate. Within the time limit, an existing target on the display changed its
color. The participant was asked to click on the target as soon as he/she noticed the
color change. If the participant did not respond to the target within 5 s, the system
would record it as time-out.

• Search. The system randomly presented searching-relevant questions for the par-
ticipant to answer.

• Check. The interface was divided into six areas. The participant was asked to decide
whether the total number of targets within an area exceeded a certain value.

Fig. 1. The maritime interface (Color figure online)
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• Track. A new target appeared and randomly moved on the display. If the new target
ran into an exiting one, the participant was asked to click on the existing target that
was ran into. If the participant did not respond within 5 s, the system would record
it as time-out.

The error rate and the response time were recorded for all the above tasks.

3.5 Dependent Variables

Performance data could reflect the level of mental workload. Although workload is not
the only factor that influences operator performance [9], higher workload is believed to
contribute to worse performance [6]. In the experiment, the error rate and the response
time were recorded as two dependent variables [10].

4 Results

4.1 Effects of Single Workload Component and Scenario Complexity

Table 2 summarizes the descriptive statistics of single workload component and sce-
nario complexity on error rate and response time.

The error rate data violated the assumption of normality. The nonparametric Kruskal-
Wallis test was used. The effect of scenario complexity on error rate was significant with
the “detect” (p = 0.020) and “discriminate” (p < 0.001) tasks, but was not significant

Table 2. Descriptive statistics of single workload component and scenario complexity.

Error rate Response time
Workload component Scenario complexity N Mean SD N Mean (ms) SD (ms)

Detect Low 20 0.065 0.0813 20 1288 147.8
Medium 20 0.120 0.1281 20 1327 221.9
High 20 0.185 0.1461 20 1270 246.8

Discriminate Low 20 0.300 0.1654 20 1450 307.0
Medium 20 0.450 0.2013 20 1436 245.9
High 20 0.520 0.1361 20 1487 260.6

Search Low 20 0.040 0.0821 20 4365 1183
Medium 20 0.050 0.1100 20 6573 1521
High 20 0.110 0.1373 20 8994 2923

Check Low 20 0.017 0.0745 20 1574 492
Medium 20 0.025 0.0816 20 1667 698
High 20 0.033 0.1026 20 1924 774

Track Low 20 0.015 0.0489 20 808 254.4
Medium 20 0.040 0.1146 20 773 183.0
High 20 0.035 0.0587 20 838 247.2
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with the “search” (p = 0.267), “check” (p = 0.954), and “track” (p = 0.559) tasks. For
the “detect” and “discriminate” tasks, the higher scenario complexity resulted in higher
error rate. Under the same scenario complexity, the error rates among different workload
components were significantly different (all p < 0.001). Under the medium scenario
complexity level (i.e. 20 targets on the display), Mann-Whitney’s U test was used for post
hoc analysis. The post hoc results are shown in Table 3. The error rate exhibited a
significant difference between the “detect” task and any of the other four tasks. The same
could be said between the “discriminate” task and any of the other four tasks. The error
rates between two of the “search”, “check”, and “track” tasks were not significantly
different.

The natural logarithm of the response time data satisfied the normality and
homogeneity assumptions, and thus ANOVA was used. The main effects of workload
component (F = 64.70, p < 0.001) and scenario complexity (F = 3.73, p = 0.025)
were significant. The interaction effect between workload component and scenario
complexity was also significant (F = 3.73, p = 0.025). Tukey’s method was used for
multiple comparisons. Results showed that the differences between low and high
scenario complexity levels and between medium and high scenario complexity levels
were significant. Except for between “detect” and “discriminate” and between “dis-
criminate” and “check”, the differences between any other two of the workload com-
ponents were significant.

4.2 Effects of Workload Component Combinations and Scenario
Complexity

In this section, we compared the differences between one workload component and its
combinations with the other components. For example, the difference between the
“detect” task and the combination of “detect” and “discriminate” tasks were examined
in terms of error rate and response time. The detailed results are illustrated as follows.

Table 3. Post Hoc analysis (Mann-Whitney’s U Test) for error rate

Workload component 1 Workload component 2 W p

Detect Discriminate 248.50 <0.001
Detect Search 483.00 0.0499
Detect Check 506.00 0.010
Detect Track 488.00 0.036
Discriminate Search 587.50 <0.001
Discriminate Check 593.00 <0.001
Discriminate Track 587.50 <0.001
Search Check 431.00 0.579
Search Track 406.00 0.925
Check Track 383.00 0.473
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The “Detect” Task and its Combinations
The results of Kruskal-Wallis test showed that under the medium (p = 0.006) and high
(p = 0.002) scene complexities, the error rates between the “detect” task and its
combinations with other tasks were significantly different. Under the high scenario
complexity, the results of Mann-Whitney test showed that compared with the single
“detect” task, adding the “search” task significantly increased the participant’s error
rate (p = 0.019). Adding the other tasks did not increase the error rate significantly.

In terms of response time, the results of ANOVA showed that the combinations of
workload components had a significant effect (p < 0.001). The effects of scenario
complexity (p = 0.982) and their interaction (p = 0.792) were not significant. Post hoc
analysis revealed that compared with the “detect” task, adding the “search” (p < 0.001)
or “check” (p < 0.001) tasks significantly increased the participant’s response time.

The “Discriminate” Task and its Combinations
In terms of error rate, the results of Kruska-Wallis test did not show any difference
between the “discriminate” task and its combinations with other tasks.

Compared with the single “discriminate” task, adding other tasks did not increase or
decrease the participant’s response time obviously.

The “Search” Task and its Combinations
The results of Kruskal-Wallis test revealed that the error rate between the “search” task
and its combinations with other tasks were different under the medium (p = 0.005) and
the high (p = 0.017) scenario complexity levels. Further analysis (Manny-Whitney
test) showed adding the task of “detect” or “discriminate” significantly increased the
participant’s error rate.

As for response time, the effects of workload component combination and scenario
complexity, and their interaction effect were significant. The response time was sig-
nificantly increased when the “detect” (p < 0.001), “discriminate” (p < 0.001), or
“track” (p < 0.001) task was added to the “search” task.

The “Check” Task and its Combinations
No matter under which level of scenario complexity, error rate did not exhibit differ-
ence between the “check” task and its combinations with other tasks, according to the
results of Kruskal-Wallis test.

We only analyzed 14 participants’ response data due to data missing. The ANOVA
results showed that different combinations of workload components had a significant
effect on response time (p < 0.001). The effect of scenario complexity (p = 0.904) and
the interaction effect (p = 0.206) were not significant. By adding the “detect”
(p < 0.001), “discriminate” (p = 0.024), or “track” (p < 0.001) task, the response time
was significantly increased.

The “Track” Task and its Combinations
The results of Kruskal-Wallis test showed that no matter under which scenario com-
plexity level, the error rates were not different between the “track” task and its com-
binations with other tasks.

In terms of response time, there were no significant effects of workload component
combinations (p = 0.347), scenario complexity (p = 0.446), or their interaction (p = 0.706).
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5 Discussion

According to the statistics of “mental workload” in the publication title from Ergo-Abs
database, the mental workload research in maritime engineering seems not as active as
those in driving and air-traffic control [11]. In this study, an experiment was conducted
to investigate the effects of visual workload components on operator’s mental workload
inferred from task performance, and whether the effects would be different if the
scenario complexity varied. Operator’s mental workload was evaluated through two
performance measures: error rate and response time.

Results showed that some combinations of workload components significantly
increased the participant’s mental workload (e.g. higher error rate, more response time).
Compared with the single “detect” or “search” task, the combination of the two tasks led
to higher workload. In another case, adding the “track” task on the basis of the “search”
or “check” task obviously increased the workload. However, adding the “search” or
“check” to the “track” task was not found to make a difference in error rate or response
time. The possible reason is that the “track” task takes up a larger proportion of the
visual resources than the “search” or “check” task and requires the participant’s con-
tinuous attention. If operator performance is essential for the system effectiveness and
safety, the workload component combinations that would degrade performance should
be avoided during task design. If the combination cannot be avoided in real working
environment, other channels (e.g. the auditory channel) should be used to release the
workload.

The VACP rating scale provides standard values for workload components. How-
ever, scenario complexity was found to have interaction effects with workload com-
ponent combinations. How much workload a workload component brings might be
affected by the scenario complexity. In this case, the standard value given by the scale
may not reflect the accurate workload that an operator would perceive. Further inves-
tigation is needed to make clear whether and how other factors interact with workload
components to affect mental workload.

The study has several limitations. This study provided evidence that scenario
complexity should be considered in the VACP component rating, but did not indicate
how the scenario complexity should be quantified in the scale. Due to the limitation of
the designed simulated system, the “comparison” task and the combination of “search”
and “check” tasks were not included in the experiment. Moreover, the study focused on
the single workload component and the combination of any two. It needs further
investigation on whether and how the combinations of more than two components
would influence task performance and mental workload.

6 Conclusion

This study reveals that workload components would lead to different workloads when
they are combined, and they would interact with scenario complexity to influence
operator’s mental workload. Based on the experimental results, we provide some
suggestions on task design and workload component scaling.
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Abstract. The study examined the nature of task management practices, their
prevalence and relations to experiences of work fragmentation and productivity
among Finnish state governmental organization employees, all of them
knowledge workers. In the descriptive analysis it was found out, that knowledge
workers experience most often work fragmentation as experiences of extreme
hurry and forgetfulness. When considering productivity, respondents were more
often satisfied with the quality of work they were able to fulfil, but less often to
the amount of work they were able to finish. Less than half of the respondents
collect and list all of their tasks into one place regularly. Every fifth of
respondents newer plan or write down work duties and goals for the beginning
work week, and every fourth of respondents never decide the start and due date
for their single work tasks. Nearly every fifth never utilised any digital tool to
support any personal task management activity. The correlation analysis
revealed that negative correlation between the experiences of work fragmenta-
tion and productivity was statistically significant. Experiences of effectiveness of
task management was negatively correlated with work fragmentation. Finally,
maturity of applied task management practices was positively correlated with
effectiveness of task management.

Keywords: Work fragmentation � Task management � Productivity �
Knowledge work

1 Introduction

Maintaining sense of coherence and satisfying levels of personal productivity in a daily
basis is a challenge in hectic contemporary knowledge work life. Maintenance of
smooth work flow and ability to concentrate fully in the work duties is hard. Experi-
ences of performance losses caused by the fragmentation of work are common in
contemporary knowledge work settings. Task execution and getting tasks fulfilled is
hampered by both external and internal interruptions, creating a workflow containing
constant and rapid task switching (Czerwinski et al. 2004; Iqbal and Horvitz 2007).
Considerable share of external distractions originate from digital work environment
(Franssila et al. 2014). Conventional approach to support knowledge workers to
maintain more productive workflow and avoid work fragmentation has concentrated on

© Springer Nature Switzerland AG 2019
D. Harris (Ed.): HCII 2019, LNAI 11571, pp. 29–38, 2019.
https://doi.org/10.1007/978-3-030-22507-0_3

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-22507-0_3&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-22507-0_3&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-22507-0_3&amp;domain=pdf
https://doi.org/10.1007/978-3-030-22507-0_3


different ways interface design and application settings can protect task execution from
external distractions (e.g. Iqbal and Horvitz 2007; Lindlbauer et al. 2016). However, a
considerable share of interruptions are self-generated (Dabbish et al. 2011; Adler and
Benbunan-Fich 2013). Instead, very little in known about daily task management and
task execution planning practices of knowledge workers.

In order to better understand conditions and consequences of task management and
task planning in individual knowledge work, this study examined the nature of task
management practices, their prevalence and relations to experiences of work frag-
mentation and productivity among Finnish state governmental organization knowledge
workers. The research questions of this study were:

(1) What is the nature of work fragmentation experiences in knowledge work settings?
(2) How work fragmentation is related to the experiences of task management

effectiveness and personal productivity?
(3) What is the nature and prevalence of task management practices applied by

knowledge workers?
(4) How the maturity of task management practices and experiences of task man-

agement effectiveness are related?
(5) How the maturity of task management practices and experiences of work frag-

mentation and personal productivity are related?

2 Background

Despite widespread experiences of hurry, work fragmentation and interruptions in
knowledge work settings, surprisingly small amount of academic research has empir-
ically observed knowledge worker task management and task execution planning
practices (Haraty et al. 2016). In the academic literature, concepts of task management,
task planning, activity planning and time management have been applied somewhat
interchangeably, referring to broad categories of activities related to task planning and
task scheduling (see Claessens et al. 2009a). Several studies examine the complicated
and overloaded role email often plays in practical task management of knowledge
workers (Bellotti et al. 2005; Whittaker et al. 2007). In an interview and video-diary
study observing academic professionals it was found out, that the main task manage-
ment activities applied were planning, prioritization and list-making. Task management
and task execution contained various challenges. In particular in task management,
several difficulties were experienced: integrating different media, rearranging tasks,
determining appropriate tasks, identifying reasonable timeframes, generating flexible
schedules, managing long term goals, estimating task duration and differentiating the
nature of different tasks. Considering actual task performance, another set of difficulties
were identified: accomplishing competing tasks, undertaking planned tasks, under-
taking long term goals, undertaking tasks that do not involve other people, remem-
bering small tasks, retaining self-motivation and assessing previous achievements
(Kamsin 2014). However, it was left unclear, how actively and regularly academics
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executed different task management activities. In another diary and survey study actual
task completion of R&D engineers was monitored. In the multi level analysis it was
found out, that the tasks with higher priority, urgency and lower importance were more
likely to be completed. The time management training reveiced recently was one of the
individual level explainers of the task completion rate, alongside with the personality
trait of conscientiousness and emotional stability. However, self-reported inclination to
planning was not related to higher rate of actual task completion (Claessens et al.
2009b). On the other hand, time management training does not always quarantee actual
application of learned strategies into daily work. In a study observing impact of time
management training into perceived stress, perceived control of time and performance
at work, large differences in the actual application of learned strategies were found
(Häfner and Stock 2010).

According the theory of implementation intention and goal attainment (Gollwitzer
and Oettingen 2016), when one has explicitly specified when, where and with which
sub-steps one is going to fulfil a task goal, it has tendency to become fulfilled. The
basic script of specifying implementation intentions resembles the main elements of
task management and task planning – deriving sub-goals and concrete task from main
goals, estimating time required to complete different tasks, understanding temporal
interdependencies between tasks, putting various task into order of execution,
scheduling both long and short term task execution and monitoring the rate of task
accomplishment. It can be hypothesized, that in knowledge work settings which are
filled with variety of goals and variety of possibilities to organize one’s duties, spec-
ifying implementation intentions and “scripting” one’s goal attainment may enhance
sense of coherence and personal productivity, and finally even eliminate the stressful
experiences of work fragmentation. On the other hand, can the nature and maturity
level (or lack) of task management methods and practices applied explain at least a
share of concurrent experiences of work fragmentation? While several studies have
evaluated and given design recommendation for specific digital tool functionalities to
support task management, the overall understanding of core processes and applied
practices of task management in the real world among knowledge workers has
remained vague. This study provides description of the task management practices
applied in knowledge work settings and provides preliminary evidence that develop-
ment and deployment of task management skills can enhance knowledge worker
productivity.

3 Methodology

The data of the study was collected with an online survey distributed to knowledge
workers (n = 59) employed in a governmental organization in autumn 2018. The
survey was delivered to a group of volunteer participants in the organization. Variable
amount of expert, management and support duties were included into the work roles of
the survey participants. Most of the participants (95%) had expert duties, 24% of
participants had managerial duties and 22% had support duties in their task profile.
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The survey contained measures to assess as dependent variables daily experiences
of work fragmentation and personal productivity developed in Franssila et al. (2016).
Respondents were asked to indicate their experiences in overall during the last five
working days. As independent variables were measures of qualitative nature and
effectiveness of applied task management practices. Measures for task management
practices were designed for the purpose of this study, operationalizing the theories of
implementation intention and goal striving (Gollwitzer and Oettingen 2016).

Measures of work fragmentation, productivity and task management effectiveness
were composed of item statements, and respondents were asked to assess the item
statements on 5-point rating scale, from “I strongly disagree” (=1) to “I strongly agree”
(=5) (see Table 1). The final measures of work fragmentation, task management
effectiveness and productivity were calculated by summing the scores of item variables
according to Table 1. The reliabilities of measures were evaluated with Cronbach’s
alpha, and they were the following: work fragmentation (a = 0,75), task management
effectiveness (a = 0,88) and productivity (a = 0,49).

Measure of task management practices was composed of item statements consid-
ering application of various task management practices, and respondents were asked to
assess the item statements on 3-point rating scale, with scores “I apply this practice
regularly” (=1), “I apply this practice time to time” (=2), and “I never apply this
practice” (=3) (see Table 2). The final measure of task management practices was
calculated by summing the scores of item variables according Table 2. The reliability
of the measure of task management practices was evaluated with Cronbach’s alpha, and
the score was a = 0,75.

Table 1. Description of the survey measures – work fragmentation, task management
effectiveness and productivity.

Measure Items in the measure (rating scale: 1 = I strongly disagree–5 = I strongly
agree.)

Considering my personal work performance during the last five work days,
I was experiencing

Work
fragmentation

Intensive hurry
Forgetfulness
Too frequent disruptive interruptions
Difficulties to concentrate to tasks at hand
Difficulties to complete tasks which I believed I could complete today

Task
management
effectiveness

Ease of prioritization of my daily work
Ease of deciding the task execution order in my daily work

Productivity Satisfaction with the quality of completed work
Satisfaction with the amount of completed work
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In addition, open ended questions were included into the survey. In open ended
questions, respondents were able to describe in their own words, what kind of digital
tools and practices they applied in their daily task management, if any. In particular, the
tools and practices applied in listing, evaluating, screening and organizing their tasks
and managing time were asked to be described in the responses. From qualitative,
written responses the amount of mentions of different applications and tools were
recorded.

In the analysis of survey data, first, descriptive statistics of measures were calcu-
lated. Next, correlation analysis to study relations between dependent and independent
variables was executed. Correlations between work fragmentation, productivity expe-
riences and the maturity level of task management practices were statistically tested.

4 Results

In the descriptive analysis it was found out, that knowledge workers experience most
often work fragmentation as experiences of extreme hurry and forgetfulness, but a bit
less often difficulties to complete the duties they has planned for the day (Table 3).
When considering productivity, respondents were more often satisfied with the quality
of work they were able to fulfil, but less often to the amount of work they were able to
finish (Table 4). Prioritization and planning the execution order of the tasks were
equally challenging task management activities (Table 5).

Table 2. Description of the survey measures – task management practices.

Measure Items in the measure (rating scale: “I apply this practice regularly” (=1),
“I apply this practice time to time” (=2), and “I never apply this practice” (=3)

Task
management
practices

I collect and list all my tasks into one place
I “take an inventory” of my tasks regularly by checking with tasks are
completed and which are uncompleted
I organize and split goals of my work role and tasks into concrete subtasks
I classify my tasks according to which goals and responsibility areas of my
work role they serve
I examine my work task load as a whole in order to see how different goal
areas of my work role are represented there
I classify my tasks according importance
I classify my tasks according attractiveness
I classify my tasks according urgency
I budget (= estimate and book) time for different tasks and for different
responsibility areas of my work role
I plan and record tasks and goals for the beginning work week
I plan and record tasks and goals for the beginning work day
I decide when I start and complete certain work task
I schedule all my tasks (not only meetings and appointments) to be completed
in certain time
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Analysis of responses to open ended questions revealed, that variety of distinct
digital applications and functionalities were utilized in one or several distinct task
management activities. Wide variety of applications were utilized in note-taking related
to the task management. Tools supporting paper-mimicking note-taking and reminders
(MS Onenote and Sticky Notes) were rather actively applied. Also a share (15%) of
respondents utilized the specific, integrated task management tool Outlook Tasks
(Table 6).

Table 3. Descriptive statistics of items of work fragmentation measure (n = 59).

Items (scale: 1 = I strongly disagree–5 = I strongly agree.) Mean SD

Intensive hurry 3,66 0,93
Forgetfulness 3,59 1,00
Too frequent disruptive interruptions 3,37 1,05
Difficulties to concentrate to tasks at hand 3,36 0,99
Difficulties to complete tasks which I believed I could complete today 3,11 1,19

Table 4. Descriptive statistics of items of productivity measure (n = 59).

Items (scale: 1 = I strongly disagree–5 = I strongly agree.) Mean SD

Satisfaction with the quality of completed work 3,83 0,56
Satisfaction with the amount of completed work 3,07 0,96

Table 5. Descriptive statistics of items of task management effectiveness measure (n = 59).

Items (scale: 1 = I strongly disagree–5 = I strongly agree.) Mean SD

Ease of prioritization of my daily work 3,19 0,86
Ease of deciding the task execution order in my daily work 3,14 0,86

Table 6. Variety of digital applications utilized in task management based on open responses.

Tool/application % of users

MS Outlook (in general) 66
MS Outlook Calendar 53
MS Onenote (in personal use) 34
MS Sticky Notes 24
MS Outlook Tasks 15
Project management application 12
MS Excel 9
Categories in MS Outlook 7
Trello 5
MS Outlook Email 5
MS Word 5
Kanbanflow 5

(continued)

34 H. Franssila



Nearly every fifth never utilised any digital tool to support any personal task
management activity. Some of the participants utilized both paper-based and digital
means to manage their tasks. In overall, it was not possible to determine, what other
than digital tools were actually applied in recording and scheduling tasks. In addition,
when respondent mentioned “Outlook” as an application they utilized, it is impossible
to determine, which tool/tools of Outlook they were actually using.

Less than half of the respondents collect and list all of their tasks into one place
regularly. Nearly every fifth of respondent newer plan or write down work duties and
goals for the beginning workweek, and every fourth of respondents never decide the
start and due date for their single work tasks (Table 7).

Table 7. Descriptive statistics of items of task management practices measure (n = 59).

Item % respondents
who never
apply the
practice

% respondents who
from time to time
apply the practice

% respondents
who regularly
apply the
practice

I collect and list all my tasks into
one place

7 47 46

I “take an inventory” of my tasks
regularly by checking with tasks
are completed and which are
uncompleted

7 61 32

I organize and split goals of my
work role and tasks into concrete
subtasks

20 58 22

I classify my tasks according to
which goals and responsibility
areas of my work role they serve

64 28 9

I examine my work task load as a
whole in order to see how different
goal areas of my work role are
represented there

53 44 3

I classify my tasks according
importance

5 39 3

(continued)

Table 6. (continued)

Tool/application % of users

MS Planner 3
MS Onenote (in collaborative use) 2
MS Sharepoint collaboration site 2
Reminders in MS Outlook 2
Notepad 2
Windows Resource Manager 2
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In the correlation analysis of measures of work fragmentation, productivity, task
management effectiveness and task management practices applied it was found out, that
negative correlation between the experiences of work fragmentation and productivity
was statistically significant (r = −0,430, p = 0,001). Experiences of effectiveness of
task management was negatively correlated with work fragmentation (r = −0,451,
p = 0,000). Finally, maturity of applied task management practices was positively
correlated with effectiveness of task management (r = 0,299, p = 0,022).

5 Discussion

This study was one of the first academic examinations of prevalence of task man-
agement and task planning activities in real life knowledge work context. The results of
the study show, that negative experiences of work fragmentation, loss of control over
task execution and lost productivity are less common among knowledge workers who
proactively manage their task load, and organize and plan their task execution. When
considering countermeasures to hinder productivity losses related to interruption-prone
contemporary work environments, more emphasis should be put into the development
of task management practices and their training and implementation among knowledge
workers. When most of the knowledge work assignments are both delivered and
executed in digital work environment, the skills and practices of efficient digital task
management and task execution planning are critical to enhance productivity and to
mitigate stress and negative mental workload created by work fragmentation.

Table 7. (continued)

I classify my tasks according
attractiveness

55 41 56

I classify my tasks according
urgency

0 29 3

I budget (=estimate and book) time
for different tasks and for different
responsibility areas of my work
role

12 61 71

I plan and record tasks and goals
for the beginning work week

21 53 26

I plan and record tasks and goals
for the beginning work day

15 58 27

I decide when I start and complete
certain work task

27 56 17

I schedule all my tasks (not only
meetings and appointments) to be
completed in certain time

14 66 20
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6 Limitations

Because the empirical data collected in this study was based on subjective assessments
on frequency of task management activities, certain bias compared to the actual practices
applied may exist. Another limitation of the study is the small size of the survey data and
the inclusion of only one organization into analysis.

7 Conclusions

Despite widespread experiences of hurry, work fragmentation and interruptions in
knowledge work settings, surprisingly small amount of academic research has empir-
ically observed knowledge worker task management and task execution planning
practices (Haraty et al. 2016). The results of this study show, that the more compre-
hensive the repertoire of task management practices actually applied in everyday work,
the higher the experience of task management effectiveness. Further, the experience of
effectiveness of task management was related to experiences of lower work fragmen-
tation. Experiences of work fragmentation and personal productivity were related – the
higher the experiences of fragmentation, the lower the experiences of personal pro-
ductivity. While several studies have evaluated and given design recommendation for
specific digital tool functionalities to support task management, the overall under-
standing of core processes and applied practices of task management in the real world
among knowledge workers has remained vague. This study provided description of the
task management practices applied in knowledge work settings and provides prelimi-
nary evidence that development and deployment of task management skills can
enhance knowledge worker productivity.
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Abstract. Human operators interact with the power control system as
“in-the-loop” control elements to ensure the system stability and safety.
The role of human operators becomes more critical with the increasing
usage of renewable energy resources. This research seeks to support oper-
ator training by developing a technique to quantitatively model human
operators’ performance in the context of a simple power dispatch task. In
the designed compensatory tracking task, the operator acted on the sys-
tem output error and was part of a feedback control loop. The primary
metric developed to evaluate and model the operator’s performance is
the normalized deviation, which is defined as the difference between the
individual quadratic error and the averaged performance. Twenty-three
human subjects participated in the experimental study. The data col-
lected was then used to examine the proposed modeling approach and
to obtain insights into possible effects of human factors. The proposed
modeling technique will enable us to evaluate and compare the opera-
tor’s performance to the optimal controller designed for the same task,
and to design the training program that aims to align the operator’s
performance closer to the optimal controller.

Keywords: Human-in-the-loop · Human operator · Modeling ·
Power systems

1 Introduction

Human operators monitor and control power systems to make them stable and
safe. They cooperate with the automatic control system and act as “in-the-
loop” control elements. With the growth of renewable energy resources (e.g.,
solar photovoltaics, wind generation) in modern power systems, engineers seek
to implement new system control and operation requirements, which inherently
introduces different roles and tasks to operators. To better support human oper-
ators, we seek to understand how system variables and human factors impact
operator performance. This impact should be described quantitatively such that
automatic systems can interpret and respond to operators’ behaviors appropri-
ately.
c© Springer Nature Switzerland AG 2019
D. Harris (Ed.): HCII 2019, LNAI 11571, pp. 39–54, 2019.
https://doi.org/10.1007/978-3-030-22507-0_4

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-22507-0_4&domain=pdf
https://doi.org/10.1007/978-3-030-22507-0_4


40 W.-L. Hu et al.

Existing literature in control systems with humans has studied human actions
as the input and the output. However, research incorporating modeling human
behavior in feedback loops is limited, especially in the context of power systems.
Moreover, empirical data from human subjects is necessary to quantitatively
describe the effects of human factors such as situation awareness and knowledge
on operator performance. This paper aims to (1) develop a human operator per-
formance modeling technique in the context of simplified power dispatch system
based on empirical data collected in the lab; and (2) investigate the effects of
learning and the operator situation awareness on their performance. This mod-
eling technique could enable us to model the effect of individual human behav-
ior on the robustness and uncertainty of human-in-loop control systems, and
could help improve operator performance and potentially facilitate interactions
between humans and control systems.

This paper is organized as follows. Section 2 provides background on broad
human-in-the-loop control systems, and a brief review of the human-in-the-loop
power system practices and challenges. Section 3 presents the methodology to
address the research objective, including assumptions and the identification app-
roach of the human-in-the-loop model and the human subject study. Results
and discussions are presented in Sect. 4, followed by future work and concluding
statement in Sect. 5.

2 Background

In this section, we first introduce the background of human-in-the-loop control
systems and example applications. We then focus on the human roles in power
systems, the operator roles in modern utility control, and challenges to enhancing
the performance of human-in-the-loop power system control.

2.1 Human-in-the-loop Control Systems

Automatic control can be applied to a broad range of human-machine systems.
In such systems, the human acts as an active feedback control device in the
control system [1], and are referred to as human-in-the-loop control systems.
The automatic controller not only supports humans, but may also introduce
coordination demands to human operators. Therefore, incorporating the effect
of human behavior on automatic control can help with automation design and
lead to improved system performance [2].

Human-in-the-loop controls have been extensively studied in aviation and
automobile applications. The research focus is to enhance the stability and
safety of the human-vehicle system. For example, evaluating the handling qual-
ities is critical in piloted flight design [3]. This requires an understanding of the
joint human pilot control behaviors and aircraft control system dynamics (i.e.,
the pilot-aircraft system dynamics) [3,4]. Employing pilot models could help us
assess the handling qualities and predict pilot/aircraft performance [5]. Human-
in-the-loop technology has also been used to assist the progress of the longitu-
dinal automation system for intelligent vehicles [6] and the controller synthesis
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for level 3 self-driving (limited self-driving automation) vehicles [7]. Similar to
the aviation applications, a human driver model could enhance the development
of a safety algorithm for semi-autonomous vehicle control [8].

In addition to aviation and automobile applications, human operators are also
necessary for various control systems because they are able to adapt to changing
situations [9]. For example, human knowledge and decisions are currently difficult
to automate in some secure systems [10]. Moreover, for applications such as
assistive technology, humans must be the operator and the control system is
designed to fulfill the human’s demands. A wheelchair-mounted robotic arm is a
concrete example for this type of human-in-the-loop system [11]. The challenge
includes interfacing the human to the robotic system taking into account the
limitations of the human, and reducing the human’s cognitive load.

2.2 Human-in-the-loop Power Systems

Human-in-the-loop has been applied as a control element in power systems in two
areas: in utility control rooms and in residences, which can be seen as operator-in-
the-loop and user-in-the-loop, respectively. The latter corresponds to an indirect
controller that is designed based on the preference(s) and behavior(s) of each
resident. The primary objective of the energy system controller design is to
reduce energy use and better align demand with intermitted supply without
adversely impacting comfort. Popular examples of energy saving user-in-the-loop
systems include the smart thermostat [12] and the HVAC (heating, ventilation
and cooling) system in office or residential buildings [13,14].

In contrast to the role of users, human operators actively respond to and/or
control power generation, transmission and distribution systems. Operators mon-
itor the grid conditions visually in real-time using data from supervisory con-
trol and data acquisition (SCADA) systems and energy management systems
(EMS) in a modern utility control facility [15]. With the advance of automa-
tion, human operators’ control responsibilities have evolved toward awareness,
decision-making, and response to unforeseen or contingency events. They inter-
vene as necessary to regulate power grids and maintain system stability when
automation does not function as required or expected [16]. Human interven-
tions can have a significant positive effect on power system events [17]. However,
humans can also be identified as one of the contributing causes of power grid
cascading failures [18–20]. This suggests the need for a deep understanding of
how to improve the effectiveness of the human operator as a preventive safety
function, how we improve the interactions between human operators and existing
automation systems, and how we train the human operator.

Among the various approaches to improve the human operator performance
in the literature, the focus has generally been on enhancing the situation aware-
ness and the ability of human-machine interface design to provide observabil-
ity and controllability to the operator. Lackman and Söderlund recommended
adjusting the automation to an optimum level such that operators are aware of
the situation and are involved in decision making [17]. Aguiar et al. suggested a
procedure that involves observing and analyzing the emotional component of the
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operator behavior during the operation of electric power systems to refine user
(i.e., operator) behavior models [21]. Research in the field of human-computer
interaction also inspired approaches to improve interactions between humans
and machines [22,23].

The growth of renewable energy has posed new challenges to both the sys-
tem designers and the operators. Despite the integration of new technologies
such as artificial intelligence, machine learning, etc., to enhance the diagnostic
tools available in the control room for operators, there remains a concern in the
power engineering community that the higher penetration of renewable energy
generation will make it more difficult for the operator to control the power sys-
tem due to the larger variability and uncertainties of these new energy supply
resources. Automation will increase and be applied more and more to control
the system, but the operator will always be part of the control of complex loops
because the ability of a human being to adapt to changing situations is almost
unique [9]. Training for operators dealing with the new generation sources will
be very important in the future.

3 Materials and Methods

In this section we present the initial steps taken to understand the behavior of
humans in control rooms. We present a simple experimental system design that
tests the degree to which a control system can identify a linear time-invariant
(LTI) neuromotor response model of a human operator, separately from the
mental response model that guides the human’s decision-making process.

3.1 Human-in-the-loop Model—Assumptions
and Model Identification

Based on the manual control cybernetic and the human controller modeling liter-
ature, the development and evaluation of control skills during training programs
and the verification of the overall effectiveness and transferability of learned skills
are relevant. These concepts have defined our research roadmap to investigate
the design of training programs and their evaluation and quantification based
on control theory. To define the framework to apply the control background in
the design of the training program and its evaluation, a simple setup was cre-
ated wherein the operator continuously evaluates and controls a simple power
dispatch based on varying demand. This simplified setup allows both the use of
LTI system models and system identification techniques to quantify the control
model when the human-in-the-loop controls the system. This rigorous math-
ematical approach will allow the researcher to advance quickly and efficiently
from the analysis stage to the design, application and evaluation of the training
program.

Mathematical models of human response have been useful in predicting
human operator compensation strategies and performance for a wide range of
plant-operator dynamics. State-of-the-art cybernetics theory describes human
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controllers as (quasi-) LTI feedback systems. The most successful models applied
are those which consider the human behavior in the highly-constrained compen-
satory tracking task, without any preview of future task constraints, allowing the
operator only to react to what happens. However, the time-invariance assump-
tion prevents us from modeling what is a defining attribute of human controllers,
namely their ability to adapt to changing situations. More elaborated models
and tools to identify human manual control have been presented to study and
understand human learning, adaptation and the versatile set of anticipatory feed-
forward control behavior. Our principal hypothesis here is that as an operator
learns a compensation strategy for a new control system, the LTI model of neuro-
muscular system (NMS) portion of compensatory strategy converges quickly to
an LTI model, even while other aspects of the system change slowly over time.
This NMS learning happens relatively quickly and can be readily discerned by
a suitably-design LTI system identification procedure.

A general block diagram of the human-in-the-loop controlling a dynamical
plant is depicted in Fig. 1. The controller includes feedback (FB) and feed-
forward (FF) blocks, to capture both the compensatory tracking and the pursuit
and preview tasks, respectively. All the blocks, including the NMS, are time-
variant to consider learning and adaptation in the model. This general model
has the basis on the Successive Organization of Perception hierarchy for human
manual control first introduced by Krendel and McRuer [24]. A recent overview
on modeling of the human-in-the-loop behavior, namely Manual Control Cyber-
netics, including a large bibliography analysis has been presented in [9].

Fig. 1. System block diagram including the human controller. (Adaptive Human Con-
trol Model—FB: feedback block, compensatory task; FF: feed-forward, pursuit + pre-
view tasks; NMS: NeuroMuscular System)

In the setup presented in this paper, the human-in-the-loop is forced to oper-
ate in the compensatory task acting solely on the error e(t) between the refer-
ence r(t) and the system output y(t). For that, the excitation signal, acting as
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a perturbation p(t), is created such there is not anticipatory information for the
human, except that there is a short period of training to let the operator become
familiar with the system mock-up implemented in the computer. The perturb-
ing signal in the system is the power demand, which remains constant for some
interval and at random times its magnitude is suddenly increased or decreased.
Based on this signal the operator is only aware of a possible future change but
he/she does not know when the change is going to happen nor the magnitude
and sign of the demand perturbation. Additionally, the system model is not
changed. Thus the operator does not need to adapt or learn new strategies to
control the plant during the performance evaluation and only the NMS portion
of the compensatory strategy must be learned. Based on the model in Fig. 1,
only the block corresponding to the feedback (FB) should be activate following
the forced compensatory tracking task.

Because the final goal of this research is to define operator training and its
evaluation, the model of the human controller is defined following two paths:
(i) using system identification techniques to obtain the controller models cor-
responding to each of the operators under evaluation, (ii) designing an optimal
controller taking into account the inherent human limitations (e.g., neuromotor
response, delays). In this case, the assumption is that the behavior of a highly
trained and well-motivated individual will closely resemble that of an optimal
controller. Based on this information the idea is to design training for the oper-
ators such that after the individuals are trained all of them will perform as close
to the optimal controller as humanly possible.

If the compensatory tracking task of the individual is driven by either the
reference or perturbing signal, the model of the controller is single-input-single-
output and conventional identification techniques can be applied to quantify
the controller block. Because the controller block is part of a feedback loop,
the power spectrum of the input signal to this block is strongly affected by
the sensitivity/complementary sensitivity transfer function of the closed loop
system. From the identification point of view, it introduces some attenuation in
the lower/higher frequency range which could compromise the identification of
low/high order modes in the human response. The design of the input signal
to conduct the identification has to take into account this issue, enhancing the
response of the operator at low/high frequencies.

The design of the optimal controller emulating the human-in-the-loop leads to
high order controllers (over-parameterized). The order of this optimal controller
is equal to the sum of orders of the plant, any disturbance filter in the loop, the
neuromotor lag and the equivalent Pade approximation of the delay. Applying
model or controller reduction techniques directly to the full order system does
not guarantee optimality of the reduced operator model. Fixed order models
for the optimal response of the human operator can be obtained using optimal
projection synthesis [25].
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3.2 Experimental Setup and Procedure

We developed a computer-based operator workstation to allow individual par-
ticipants to perform simple power dispatch tasks. The simulated workstation
was designed to support system identification on the operator performing tasks.
The block diagram of the controlled feedback system representing the power dis-
patch in a power system is shown in Fig. 2. The dynamics of the plant is mainly
defined by the inertia of the rotating machines, the damping of the loads, and the
system’s primary frequency response, which can only arrest the frequency devia-
tion but cannot correct it. The correction is the task left to the human operator.
We note that power systems generally provide this secondary frequency control
response as well, as it is relatively simple to implement. However, the purposes
of this study we have constructed the experiment system such that the human
must provide it, so that (a) the human task is simple and quickly understood by
the test subjects, and (b) the subject’s performance can be easily compared to
the performance of the optimal automatic secondary frequency control response.

The system has two input signals, one is the reference r(t) and the other is the
perturbation signal p(t). The changing power demanded by the loads is acting
as a perturbation to the system and that signal is designed to stimulate the
compensatory tracking task of the human controller. The reference signal is the
reference frequency fo equal to 60 Hz. In this setup, the participant (“operator”)
controls the generated power to balance the demanded loads and keeps the grid
frequency f(t) almost constant and equal to the reference frequency fo.

Fig. 2. Block diagram of the power system used in the experimental setup.

During the task, the demanded load is perturbed following step changes of
different magnitudes at random times. The operator must increase or decrease
the generator power output until the frequency reference is re-established. The
screen of the workstation is depicted in Fig. 3, where the main signals and the
control are displayed. The screen shows in time the load demand and the fre-
quency error, f(t) − fo and the operator changes the generated power by acting
on the arrow keys, forcing (f(t) − fo) → 0 after the perturbation at ti.
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Fig. 3. The screenshot of the simulation control task.

3.3 Participants

A total of 23 individuals, age between 18 and 35 years old (M = 22.2 years),
participated in our study. Among the participants, 9 were males and 14 were
females. The participants were paid $20.00 for their participation in this study.
This study was approved by the University Institutional Review Board and each
participant signed the informed consent before beginning the study.

After consenting to participate in the study, participants read instructions on
the screen and practiced the operation for 80 s. They read further instructions
after the practice, and then performed a 12-min power dispatch task. Partici-
pants then answered a questionnaire at the end of the study.

3.4 Questionnaire

To investigate the effects of operators’ background and situation awareness level
on their task performance, we collected the information of their age, gender,
and education level in the questionnaire. Moreover, we adapted the situation
awareness rating technique (SART) developed by Taylor [26] to obtain operators’
self-assessed situation awareness level. Example questions are shown in Table 1.

3.5 Operator’s Performance and Human Controller Identification

Using the setup presented, Fig. 4 summarizes an operator’s response to the task,
where the upper plot depicts the load perturbation, the middle indicates the
dispatched power (operator action), and the lower plot shows the grid frequency.
These signals are used to evaluate the performance of the participants and also
to identify the model of human controller.
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Table 1. Example questions asked at the end of the study.

Example demographic questions

What is your age?

What is your highest degree or level of school you have completed?

Example situation awareness questions

On a scale of 1–7 how changeable is the situation?

7 - High: the situation was highly unstable and likely to change suddenly

1 - Low: the situation was very stable and straightforward

On a scale of 1–7 how many variables are changing within the situation?

7 - High: there were a large number of factors varying

1 - Low: there were very few variables changing (Low)?

Fig. 4. The operator’s response to the task. Top: load power perturbation (demand);
middle: generator output; bottom: grid frequency.
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One of the metrics used to evaluate the operator’s performance was the
quadratic error difference of the instantaneous frequency f(t) and the refer-
ence value fo equal to 60 Hz, at each period Ti after the load perturbation. It is
defined as <e2>i = 1

Ti

∫ Ti+ti
ti

(f(t) − fo)2dt, where ti denotes the ith time where
the perturbation is applied and i = 1, ..., N . In a linear system, this magnitude
<e2>i follows a quadratic relationship with respect to the perturbation magni-
tude pi, <e2>i = G2

o p2i (or <e2>
1/2
i = Go pi), where Go can be defined as an

equivalent sensitivity.
When the human controller is in the feedback loop, <e2>

1/2
i = f(pi) is not

linear. A model to represent this function is proposed as

ˆ<e2>
1/2

= (Go + ΔG(p))p ≈ (Go + a|p|)p (1)

where ΔG(p) ≈ a|p| represents the nonlinear effect of the neuromotor-actuator
composite system. This term take into account the longer movement or action on
the actuator that the operator has to execute to compensate increasing pertur-
bations (magnitude). Using this approximation, the data is fitted to the model
defining the overall average performance of the operator. Figure 5 shows an exam-
ple analysis of one participant. From this curve, it is possible to define two met-
rics, Go and a, to compare and quantify the performance of different operators.

Fig. 5. Example performance analysis of one participant. The quadratic error
<e2>1/2 is a function of the perturbation magnitude.

Another metric to define the operator’s performance from this analysis is
the normalized deviation. It is defined as the difference between the individual
quadratic error <e2>

1/2
i , calculated during the interval [ti, ti +Ti), with respect

to the averaged curve ˆ<e2>
1/2

= (Go + ΔG(p))p. It is,

devi =
<e2>

1/2
i − ˆ<e2>

1/2

i

pi
. (2)
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This metric can be used to trace how the operator’s performance evolves
with time during the task. It allows us to study the effect of learning, con-
centration/fatigue, etc. Figure 6 shows the operator’s performance at each load
perturbation.

Fig. 6. An operator’s learning performance (defined as the normalized deviation with
respect to the average performance) at each load perturbation.

These results can be compared with the outcome of the system analyzed
in simulation (or a real system with the human controller replaced by a hard-
ware controller). In that case, the quadratic error <e2>i after each perturbation
will follow without dispersion the average curve <e2>1/2 = Go p, achieving the
minimum Go for the case of the optimal controller design.

As noted above, this system is driven by two inputs: the reference r(t) = fo,
that is the reference frequency and it is kept constant and the perturbation p(t),
that is used in this case, to inject an exogenous signal to drive the operator in
compensatory tracking task. It is important to remark that the operator observes
the error e(t) between the reference frequency fo and the grid frequency f(t) and
try to keep this error close to zero when the load demand signal p(t) perturbs the
system. The feedback loop introduces some filtering to the perturbing signal p(t)
such that the spectral content of the error signal e(t) = fo − f(t) (Fig. 1), used
to identify the human controller, is attenuated at low and high frequencies. The
signal used as perturbation to excite the system has some features to enhance
the reaction of the operator at low and high frequencies and also allows us to
characterize completely his/her behavior as a controller at each instant that the
perturbation is applied. With this signal design, a family of transfer functions
for the operator as the equivalent controller can be calculated. This family of
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transfer functions allows us to mathematically compare the operator’s behavior
with an optimal operator or controller for such a system.

Based on the collected data, the relationship in frequency domain between
the frequency error, e(t) = fo−f(t), (stimulus) and the operator’s action defines
the transfer function of the human controller. Assuming a linear time-invariant
model, the controller can be represented by an ARMA filter:

C(s) =
∑m

i=0 bis
i

∑n
i=0 aisi

, (3)

with the order n ≥ m, the complex frequency s = σ + jω and coefficients ai,
bi ∈ R to be defined via the identification. The order of the ARMA model
n is defined to capture the higher order modes of the operator’s response. This
transfer function represents mathematically the operator’s behavior at any power
change.

4 Results and Discussions

The results obtained from the early trials show the promise of characterizing
a subject’s neuromotor lag compensation learning rate, as well as the potential
emergence of fatigue or boredom. Figure 7 shows operator’s performance with
respect to the average performance (i.e., the fitting curve) of the operator for
different individuals. For each individual, the data was fitted to the average
curve (1) and the parameter Go characterizing the performance of each operator
spanned between Go ∈ [0.0691, 0.195] Hz/MW. The normalized deviation was
between +0.249/ −0.188 Hz/MW for all participants.

From those particular plots, it is possible to observe the difference in perfor-
mance between individuals. For example, individuals #15, 16, 19 and 5 (Fig. 6)
corresponded to both the minimum deviation with respect to the average perfor-
mance of the operator and the best performance (Go ∈ [0.0681, 0.085] Hz/MW).
Individual #15 showed a learning process at the beginning of the task, and after
that he/she performed better than individuals #5, 16 and 19. On the other
hand, Indiv. #3 performed well at the beginning, but showed a sign of losing
concentration or feeling fatigue and experienced degrading performance toward
the end of the test.

The quantification of the operator’s response using the identified transfer
function (Eq. 3) is summarized in Fig. 8. In this figure, the transfer function
is calculated at each load power transition, defining a family of ‘controllers’
that characterize the unique response of the operator to each perturbation. This
family of transfer functions gives a quantification of the deviation of the response
of the operator to the same task with different strength.

To evaluate whether or not the self-reported situation awareness level has
an effect on the operator’s performance, we conducted two-sample t-tests with
the performance as the dependent variable and the situation awareness reported
on each SART question as the independent variables. Results suggest that two
aspects of the situation awareness had a significant effect on the performance.
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Fig. 7. The operator’s performance with respect to the average performance of the
operator for different individuals.

Fig. 8. Frequency response of the human controller (Indiv. #1) to each power pertur-
bation.

One factor was how much was the operator’s attention divided in the situation
(p-value = 0.010) and the other was how familiar was the operator with the sit-
uation during the task (p-value = 0.003). To be specific, individuals who were
focused on few aspects of the situation performed better (i.e., smaller error
<e2>i) than those who were concentrating on many aspects. Our simulation
control task provides frequency plot, the number of the current frequency, the
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system load plot, and the current generator output to support the operation.
These can be seen as inputs to the human controller. Focusing on fewer aspects
of the situation could imply a higher attention to the relationship between a
single input and the frequency deviation. With the simplified nature of the sim-
ulation task, this behavior may result a fast response and thus reduce the error.
In addition, individuals who perceived the situation as new performed better
than those who had a great deal of relevant experience. This is different from
what we expected since the literature reported a positive effect of experience
on the performance. Nonetheless, perceiving the situation as new may lead to a
cautious action and better performance. Future work should involve evaluating
these effects with a complex task, and further defining the experience in a given
context.

5 Closing Remarks and Future Work

This research developed a technique to quantitatively model human operators’
performance in a simple power dispatch task by characterizing the human as
part of a feedback system. With the empirical data collected from human sub-
jects, we can observe the effects of some human factors such as learning/practice
from individual operators. Moreover, between-subjects comparison enabled use
to identify the effects of situation awareness on the performance. Furthermore,
the developed modeling technique is based on control theory, which enables us
to: (1) compare the response of the operator with the optimal controller designed
for the same plant or task, (2) define training for the operators to translate their
performance closer to the optimal controller [25] and reduce the deviation of the
response from one perturbation to the next.

The next step in our research is twofold. Firstly, we will investigate with this
setup the impact of the reaction delay of the individual and how the operator
adapts to minimize the error. In parallel, we will investigate mental decision-
making models for system operators who are trained to follow “play-books”
for responding to system contigencies. We will incorporate observations of how
system operators work with more complex systems, using the identified neuro-
motor compensation models to distinguish mental decision-making delays from
perception and actuation delays.
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Abstract. Continuous, non-invasive workload indicators of operators is an
essential component for dynamically assigning appropriate amount of tasks
between automation and operators to prevent overload and out-of-the-loop
problems in computer-based procedures. This article examines the monitoring
task difficulty manipulated by the task type and load, and explores physiological
measurements in relation to mental workload. In a within-subject design
experiment, forty-five university students performed monitoring tasks in simu-
lated nuclear power plants (NPPs) control room. The performance of monitoring
tasks (accuracy), subjective mental workload (NASA Task Load Index), as well
as four eye-related physiological indices were measured and analyzed. The
results show that as monitoring task difficulty increased, task performance
significantly decreased while NASA-TLX, number of fixations, and dwell time
significantly increased. Number of fixations and dwell time could be effective,
non-invasive continuous indicators of workload for enabling adaptive computer-
based procedures.

Keywords: Workload � Eye-related measures � NASA-TLX � Process plants

1 Introduction

Power generation and petrochemical plants rely on procedures extensively [1, 2].
Traditionally, procedures were written on paper, and remain so in many plants.
However, there are significant limitations of voluminous paper procedures due to
complexity and mental demand with equipment and operations [2–6]. For example,
Kontogiannis [3] concluded that paper procedures were inadequate in presenting
complex instructions, handling cross-references, tracing suspended or incomplete steps,
and monitoring procedural progress. Ockerman and Pritchett [2] also found that paper
procedures can be too heavy, delicate, immobile and difficult to follow, preventing
operators from executing procedures efficiently.

Computerized procedure systems (CPs) are being developed to resolve the limi-
tations of paper procedures [3, 4, 7–11]. CPs are digital versions of paper procedures
that may include additional capabilities to support the operators in executing proce-
dures. These capabilities range from hyperlinks connecting different parts of a
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procedure, dynamic displays presenting parameters or controls relevant to procedural
steps being executed, automatic checking of preconditions, or automatic execution of
control commands [12–14]. CPs can aid process plant operators in reducing operation
time and errors while alleviating overall workload. For example, Huang and Hwang [7]
showed that average operation time and errors for executing decision and action tasks
to deal with alarm signals were significantly reduced with CPs compared to paper
procedures.

The benefits of CPs may come with the risk of out-of-the-loop (OOTL) perfor-
mance problems, the decreased ability of the human operator to intervene or assume
manual control when automation fails [10, 15, 16]. Specifically, relieving operators
from manually checking pre-conditions and executing control actions to reduce
workload may lead them to lose track of procedural steps and misjudge plant state if
they haphazardly accept any recommendation of the CPs [12]. Consequently, operators
may not abort an inappropriate procedure when the CPs are incorrect, or take inap-
propriate actions due to wrongly assumed plant state. Taking an inappropriate action
might include the control room operator calling field operators to fix equipment that is
in an unsafe state because the CPs have changed the equipment setting without operator
awareness. For example, when a return-to-normal alarm is reset automatically by CPs,
operators may not be aware that such an alarm had sounded, hindering the operator’s
comprehension and prediction of the plant state [17].

Adaptive automation [18–21] has been proposed as a solution for balancing risk of
experiencing OOTL and workload problems. Specifically, real-time assessment of
workload can be used to determine appropriate amount of tasks, thereby keeping
operators engaged and preventing the OOTL problem [19, 22]. Thus, CPs adaptive to
operator workload on monitoring and controlling process plants may reduce the risk of
excessive workload and OOTL problem.

As the first step towards developing CPs adaptive to operator workload, this study
investigated the use of eye-gaze metrics for assessing operators’ workload in moni-
toring process plants. Specifically, we examined the relationships between eye-gaze
measures with respect to a subjective rating scale of workload and task performance.
Further, we examined which eye-gaze measures would be most sensitive to manipu-
lation of task difficulty that impacts workload.

1.1 Continuous Indicator of Workload with Eye-Tracking

Eye-tracking can provide nonintrusive, continuous indicators of mental workload
experienced by process plant operators, whose tasks involve substantial visual (mon-
itoring) and cognitive processing (diagnosis and self-regulation) [23]. Eye movements
are motor responses that are regulated by the cortical and subcortical brain system [24],
providing information on the distribution of attention in terms of what stimuli are
attended to, for how long, and in what order [25]. Substantial research indicates a
correlation between human cognitive workload and eye activity measures, including
fixations, saccades and blinks [26–32].

Lin et al. [33] argued that eye fixation and pupil diameter parameters are sensitive
indicators to access mental workload. New information is mainly acquired during
fixations [24, 34], as suggested by the eye-mind hypothesis postulating that what is
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being fixated by the eyes indicates what is being processed in the mind [35]. Only
under limited special circumstances can new information be acquired during saccades
[36, 37]. Larger number of fixations implies a large magnitude of required information
processing and hence higher workload. Longer fixation duration suggests more time
spent on interpreting, processing or associating a target with its internalized repre-
sentation and thus higher workload [33, 38]. Marquart et al. [30] reviewed and con-
cluded that dwell time, the period for a contiguous series of one or more fixations
within an area of interest (AOI), can be an indicator of mental workload. Dwell time
tends to increase with increasing mental task demands. Pupil diameter usually increases
in response to increased difficulty levels of tasks translating to another common
indicator of mental workload [6, 26, 39, 40].

1.2 Overview of This Study

Empirical research on eye-tracking for workload assessment in process control appears
insufficient for developing adaptive CPs. For this reason, we conducted an experiment
involving human participants performing monitoring tasks to provide further empirical
evidence on whether eye-gaze measures can be effective, continuous workload
indicators.

For monitoring process plants, we hypothesize that eye-gaze measures would be
able to reveal the types of monitoring tasks imposing different workload. Also, these
eye-gaze measures would reveal difference in task load for the same type of tasks. We
further hypothesize that the NASA TLX, a validated subjective workload measure [41,
42], would correlate positively with number of fixations, average fixation duration,
dwell time and pupil diameter.

2 Method

2.1 Participants

This experiment recruited 45 Virginia Tech graduate and undergraduate students (age
range 18–26, 29 females and 28 males). All participants had normal or corrected-to-
normal vision. Participants were compensated $10/h for about 1.5 h of their time.

2.2 Experimental Apparatus

The experiment was conducted in a quiet room, with a computer workstation pre-
senting an overview display of a nuclear power plant on a 24″ LED monitor with
1920 � 1200 resolution at 60 Hz. Further, the computer workstation collected eye-
gaze and heart rate data with the following equipment:

1. SensoMotoric Instruments (SMI) Remote Eye-tracking Device (REDn) recorded
eye-gaze data at 60 Hz sampling rate. The REDn sensor was physically attached to
the bottom of the monitor and connected to the computer workstation that had the
SMI iVIEW software installed for data collection.
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2. Shimmer3 ECG Sensors (ECG) recorded electrocardiogram (ECG), the pathway of
electrical impulses through the heart muscle, sampling at 1000 Hz. The ECG was
wirelessly connected to the computer workstation through Bluetooth. ECG analysis
is beyond the scope of this paper.

2.3 Experimental Manipulation

The participant tasks were to identify parameters deemed out-of-range on an overview
display of a fictional nuclear power plant (Fig. 1). The contents of the overview display
consisted of tanks, pumps, heat exchangers and valves associated with various process
parameters such as level (i.e., %), flow rate (i.e., gpm), temperature (i.e., °C), and
pressure (i.e., psig & KPph), The locations of these process parameters were the same
for all trials but the values of these process parameters were updated for each trial. The
Question Box prompted the participants to complete two types of monitoring tasks.

The two types of monitoring task were target-driven and series-driven verification
of process parameters to represent common activities specified by procedures of
industrial plants.

Target-driven verification (Fig. 2 left column). Participants were instructed to
check specific targets (e.g. TC3, SG1 or VD5) per question or monitoring task. The
target-driven task included either one or two targets of parameters to represent low and
high task load, respectively.

Series-driven verification (see Fig. 2 right column). Participants were instructed to
check all values for a specific type of parameters (e.g. gpm, kPph, psig or %) per

Fig. 1. Nuclear control room monitoring simulation platform presenting the overview display
and monitoring tasks.
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question. The series-driven task included either one or two series of parameters to
represent low and high task load, respectively.

2.4 Procedure

Participants were welcomed with a brief introduction about the study in front of the
computer workstation. Then they were asked to give consent and complete a health
history questionnaire. The experimenter provided instructions of the control room
monitoring task and answered participants’ questions.

The participants completed four blocks of control room monitoring tasks for all
combination of task type and load conditions: two task types (i.e., target-driven vs
series driven) and two task loads (i.e., low vs. high). At the beginning of each block,
the participants first completed REDn 9-point eye-gaze calibration. Participants com-
pleted a NASA-TLX questionnaire at the end of each four blocks. For each trail of the
monitoring task, participants responded by clicking the corresponding out-of-range
parameter(s) on the display with a mouse and then clicked the ‘Answer’ button (see
Fig. 1) to submit their responses and proceed to next trial. The experimenter stopped
REDn recording at the end of each block.

After completing four blocks of trials, the experimenter helped participants to take
off the physiological instruments. Participants were given the opportunity to ask any
further questions and $15 for compensation at departure.

2.5 Experimental Design

The experiment was a 2 � 2 within-subjects design with two treatments: (1) task type
(singular targets or series of targets) and (2) task load (low and high). Four blocks of
control room monitoring tasks were assigned in a random order across participants.
Each block consisted of 3 min of monitoring tasks. Participants performed tasks at their
own pace, leading to different numbers of completed trials in one block.

2.6 Measures

Participants were assessed on three categories of measures: task performance, NASA-
TLX, and eye-related measures.

Fig. 2. Examples of question boxes on nuclear control room monitoring simulation, demon-
strating manipulation of monitoring task types and task loads.
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Response Accuracy. The response accuracy was used to assess the task performance.
This measure was defined as the percentage of trials for which participant submitted the
correct answer by identifying all the out-of-range parameters.

TLX Total Score. The NASA-TLX questionnaire was used to assess the subjective
ratings of workload, using a 10-point visual analog scale. This questionnaire is a
multidimensional instrument that consists of 6 subscales: mental demand, physical
demand, temporal demand, performance, effort, and frustration. The TLX total score
was computed by a combination of the six dimensions, resulting in an overall workload
scale between 0 and 60.

Eye-Gaze Measures. Number of fixations, fixation duration, dwell time and pupil
diameter were used as continuous indicators of workload. Area of interest (AOI) was
defined as display area covering the graphic and numerical reading of the parameter(s)
that should be monitored in each trial. The AOIs varied between trials depending on the
monitoring task type and load. For example, a square was marked as the AOI for the
trials with the one-target driven verification task, while eight squares were marked as
the AOI for trials with one of the series driven monitoring task. Fixation-based metrics
on AOI were extracted to indicate workload. All eye-gaze metrics were computed with
SMI BeGaze software. Four metrics were selected for comparison: the total number of
fixations on AOIs, average duration of a fixation on AOIs, dwell time (total fixation
durations on AOIs), and pupil diameter for fixations on AOIs.

3 Results

The experiment yielded 180 observations (45 participants x 4 experimental blocks), of
which twelve were removed due to participants performing the monitoring tasks
incorrectly. We further failed to collect NASA TLX for an additional participant. Thus,
except for NASA TLX, Pearson-product moment correlation statistics were computed
to examine relationships between measures across the 168 observations and two-way
analysis of variance (ANOVA) were conducted to examine differences between four
experimental conditions. Statistics associated with NASA TLX only contains 167
observations.

Response accuracy was correlated with number of fixations (r = −0.313;
p < 0.001) and dwell time (r = −0.265; p < 0.001). However, only pupil diameter
significantly correlated with NASA TLX (r = −0.186; p < 0.05). Between eye-gaze
measures, dwell time significantly correlated with all three other eye-gaze measures,
including number of fixations (r = 0.877; p < 0.001), fixation duration (0.458;
p < 0.001), and pupil diameter (r = 0.173; p < 0.05) (Table 1).

Experimental effects on response accuracy and TLX total score were examined with
the nonparametric Kruskal-Wallis rank sum test because their error residuals were not
normally distributed.

The nonparametric test results confirmed the hypotheses in revealing that series-
driven monitoring tasks significantly hindered response accuracy (v2(1) = 31.864,
p < 0.001, N = 168). Further, the nonparametric test also revealed that task load
marginally decreased response accuracy (v2(1) = 2.854, p = 0.091, N = 168) and
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significantly increased subjective workload (v2(1) = 4.748, p = 0.029, N = 167)
(Fig. 3).

All eye-related measures were analyzed in two-way ANOVAs. The main effect of
task type was also significant on the number of fixations (F(1, 159) = 110.634,
p < 0.001) and dwell time (F(1, 159) = 49.117, p < 0.001). Similarly, the main effect
of task load was significant on both number of fixations (F(1, 159) = 31.5963,

Table 1. Correlation matrix of the five measures

Response 
accuracy

TLX total 
score

Number 
of fixa ons Avg. fixa on 

dura on
Dwell 

me

Pupil 
diameter

Response 
accuracy

1 -0.043 -0.313*** 0.034 -0.265*** -0.003 

TLX total 
score

-0.043 1 0.012 -0.152 -0.052 0.186*

Number of 
fixa ons

-0.313*** 0.012 1 0.056 0.877*** 0.068 

Avg. 
fixa on 
dura on

0.034 -0.152 0.056 1 0.458*** 0.290 

Dwell 
me

-0.265*** -0.052 0.877*** 0.458*** 1 0.173*

Pupil 
diameter

-0.003 0.186* 0.068 0.290 0.173* 1 

*** = p<0.001; ** = p<0.01; * = p < 0.05

Fig. 3. Mean and standard error plots of response accuracy (left) and subjective workload rating
score (right) for each combination of task type and task load.
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p < 0.001) and dwell time (F(1, 159) = 14.320, p < 0.001). Furthermore, the interac-
tion effect of task type and load was significant on both number of fixations (F(1,
159) = 11.997, p < 0.001) and dwell time (F(1, 159) = 6.162, p = 0.014). In other
words, increased task load had significantly more impact for performing series-driven
than target driven monitoring tasks. However, average duration per fixation and pupil
diameter did not reveal any significant effect (Fig. 4).

4 Discussion

The significant main effect of task type and load on response accuracy and NASA TLX
confirmed our hypotheses, indicating that the two experimental manipulations were
effective at manipulating workload. Thus, we can confidently interpret the eye-gaze
metrics with respect to the response accuracy and NASA TLX measures. The number
of fixations on AOIs and dwell time on AOIs showed the same main effects as response
accuracy and NASA TLX, indicating the sensitivity of these two eye-gaze measures to
experimental manipulations. However, these two measures were not sensitive to sub-
jective workload because they did not correlate with NASA TLX. Pupil diameter failed
to reveal any significant effects but correlated with NASA TLX. In other words, pupil
diameter was sensitive to subjective workload but not to the effect of task type and
load. The average fixation duration per AOI did not appear to be a sensitive measure,
failing to reveal any significant correlations and experimental effects.

The results of this experiment illustrate how careful consideration is needed in
selecting eye-gaze metrics for indicating workload in monitoring process plants. None
of the eye-gaze measures showed significance to both correlation with NASA TLX and
experimental manipulations (i.e., task type and load), so there is no clear contender of
an eye-tracking measure for indicating workload. (Dwell time and number of fixations
only showed significant correlation with response accuracy.)

These eye-gaze results must be also be interpreted with respect to the monitoring
tasks designed for this experiment. Specifically, there are more targets for the series-
driven than target-driven task type, and for the high than low task load. Thus, the

Fig. 4. Mean and standard error plot of the number of fixations (left) and dwell time (right) for
each combination of task type and task load.
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number of fixations may be higher inherently due to the task characteristic of more
targets rather than higher mental workload. For this reason, dwell time on AOIs might
be a more robust indicator than number of fixations because dwell time is bounded by
the allotted time for the block (i.e., 3 min). In the context of this study, the issue on
number of targets probably does not present a significant problem for two reasons.
First, having more targets is intrinsically linked to the demand of the monitoring tasks,
so the results should still be representative for monitoring process plants. Second, dwell
time revealed the same experimental effects as NASA TLX, lending empirical support
that the experimental manipulations affect dwell time and mental workload similarly.

Another notable result is the weak, positive correlation between dwell time and
response accuracy, indicating that eye-gaze behaviors could contribute to task per-
formance. Thus, dwell time might also offer modest and continuous indication of
operator engagement with system operations.

The overall empirical results indicated that dwell time could be an effective alter-
native to NASA TLX as a workload indicator in the context of monitoring parameters
prescribed by procedures. Dwell time can be collected in a less invasive manner than
NASA TLX while providing continuous indication of workload and engagement. That
is, NASA TLX requires interruption of the work tasks whereas the remote eye-tracker
can continuously estimate dwell time without any interference. NASA TLX might
simply reflect operator initial and final impression of the given task as opposed to their
level of cognitive processing as they perform the given task. Once again, the gener-
alization of the study results is limited to task load driven by number of targets.

This research represents the early effort to integrate the concept of adaptive
automation into CPs. The results of this experiment highlight the potential of various
eye-gaze measures as a continuous indicator of workload to support adaptive features
in CPs for control room operators monitoring process plants. Valid and reliable eye-
gaze metrics of workload can support continuous, unobtrusive assessment of workload
as well as adaptive aiding for display design in the main control room. Future work can
examine the use of regression-based machine learning methods on multiple eye-gaze
measures to indicate workload while monitoring process plants (see [43]).
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Abstract. Fatigue has been identified as a leading contributor to incidents and
accidents within high-risk industries, in particular, the aviation sector. Tradi-
tional approaches used to mitigate fatigue, predominantly for air traffic con-
trollers and flight crew, have largely focused on duty time limitations. FRMS is
a data-driven means of continuously monitoring and managing fatigue-related
safety risks, based on scientific principles and knowledge as well as operational
experience, which aim to ensure relevant personnel are performing at adequate
levels of alertness. It allows operators to adapt policies, procedures and practices
to the specific conditions that create fatigue in a particular aviation setting. The
ages of 36 participants in this study were from 23 years to 58 years old. The
results demonstrated that ATCO’s alertness indicate as functioning at a high
level of alertness between 9 am and 5 pm during working hours. ATCOs’
alertness levels deteriorated between working day-1 to day-5. Furthermore, there
are significant differences over the 8 working hours per day among 5 working
days. Particularly, the 6th, 7th and 8th working hours demonstrate much
worsened alertness on day-4 and day-5. The pro-active approach of FRMS is to
increase ATCOs fatigue resilience to cope with demanding situations while
ATCOs are on position and while resting on breaks. FRMS is data driven, and
data is collected from the operation, fatigue management decisions are made
against this data, and the measurements that are required can be identified and
implemented to improve the safety of operations.

Keywords: Air traffic management � Fatigue Risk Management �
Human performance � Safety Management System � Situation awareness

1 Introduction

Fatigue Risk Management Systems (FRMS) came into being in the context of
outcome-based regulation and Safety Management System (SMS) in the 1990s. Reg-
ulators and operators had concerns about the human and financial costs associated with
fatigue and began to identify fatigue as another risk that could be managed using a
systematic approach. Fatigue Risk Management progressively crystalized and today
can be defined as explicit and comprehensive processes for measuring, mitigating and
managing the actual fatigue risk to which an organization is exposed [1]. Factors that
cause fatigue, such as circadian rhythm, sleep homeostasis and task-related influences
have been demonstrated to have negative impacts to pilot’s performance, thus creating
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safety concerns in the aviation domain. In order to manage adverse consequences of
fatigue, airlines have to implement fatigue risk management systems for flight crew and
flight attendants. An FRMS, which is a scientifically-based on data-driven process,
represents an alternative to the traditional prescriptive hours of work limitations. It
manages employee fatigue in a flexible manner appropriate to the level of risk exposure
and the nature of the operation. However, there are many FRMS variations for airlines
pilots but not many for air traffic controllers. Therefore there is a need to develop an
FRMS to optimize ATCOs’ performance and increasing ATCOs’ wellbeing.

1.1 Understanding the Impacts of Fatigue

Fatigue is a common complaint with a prevalence between 6.0 and 7.5% in Britain and
the United States. A cross-sectional survey of United States workers found the two-
week period prevalence of fatigue to be 38%, with an estimated annual cost to
employers exceeding $136 billion in lost productive work time [2]. Fatigue has been
identified as a leading contributor to incidents and accidents within high-risk industries,
in particular, the aviation sector. The traditional approaches applied by regulators to
mitigate fatigue, predominantly for air traffic controllers and flight crew, have largely
focused on duty time limitations. However, these were often based more on the out-
come of industrial negotiations, rather than being supported by scientific research.
Fatigue is a complex physiological and psychological entity, it has negative affects to
human operators in different ways and is influenced by numerous inputs, often outside
the direct managerial responsibility or control of the employer. After some significant
accidents, there has been a move to change the focus of fatigues analysis and mitigation
towards managing the risk related to fatigue in a more scientific and evidence-based
way.

Although fatigue is understood to have led to many aviation incidents and acci-
dents, quantifying the exact share of fatigue as per these events is problematic because
of the challenge of collecting hard evidence. Having this highlighted, fatigue is
undoubtedly well established as a causal factor for many safety-related events. The
negative effects of fatigue contribute to a general reduction in human performance,
overall health drawbacks, and other social implications at the far end. Human operators
experiencing fatigue may suffer from decreased decision-making skills, memory,
judgment, reaction time and situational awareness. Compounding this is the fact that
the effect of fatigue means that none of these symptoms may be apparent to the sufferer.
Fatigue as a major symptom is found in all populations and is associated with multiple
factors. Fatigue can be manifested as difficulty or inability initiating activity (perception
of generalized weakness); reduced capacity maintaining activity (easy fatigability); and
difficulty with concentration, memory, and emotional stability (mental fatigue) [3].
Duration of fatigue can be recent (less than one month), prolonged (more than one
month), or chronic (over six months). The presence of chronic fatigue does not nec-
essarily imply the presence of systemic exertion intolerance disease (SEID), also
known as chronic fatigue syndrome (CFS).
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1.2 Fatigue Risk Management in Flight Operations

FRMS is a data-driven means of continuously monitoring and managing fatigue-related
safety risks, based on scientific principles and knowledge as well as operational expe-
rience, which aim to ensure relevant personnel are performing at adequate levels of
alertness. It allows operators to adapt policies, procedures and practices to the specific
conditions that create fatigue in a particular aviation setting. Operators may tailor their
FRMS to unique operational demands and focus on fatigue mitigation strategies that are
within their specific operational environment. As in Safety Management System, the
FRMS relies on the concept of an “effective reporting culture and active involvement of
all stakeholders where individual personnel have been trained and are constantly
encouraged to report hazards whenever observed in the operational environment [4].

Fatigue, psychosocial workload and insufficient sleep have been recognized as a
major concern of increased work intensity amongst working populations. Changes in
the global economy and working life have increased the speed of business processes
and the emergence of an increasingly ‘24/7 society’ [5]. In addition, the need to
increase work force flexibility and productivity has lengthened the average work day,
shortened average recovery times and increased the irregularity of start and finish
times. Indeed, fatigue is a common, almost universal feature of modern life. The effects
of fatigue can vary but are best viewed as a continuum, ranging from mild, infrequent
complaints to severe, disabling manifestations including burnout, overstrain, or chronic
fatigue syndrome. The influence of fatigue on reduced individual performance that
leads to incidents and accidents is well documented. NASA Ames Research Centre
considers the role of fatigue in accidents as the contributory or causal role that fatigue
may play in an accident is often underestimated or potentially ignored [6]. The U.S.
National Transportation Safety Board has continually listed fatigue as one of its ‘most
wanted’ safety improvements since 1996. According to Rosekind, a fatigue specialist
and NTSB Board Member who proposed that it’s not like you can’t make decisions,
it’s just that you make bad decisions [7]. Extrapolating this analogy to the wider airline
community, means that all levels of staff are vulnerable to the negative effects of fatigue
and are generally worst placed to identify the problem.

1.3 Fatigue Risk Trajectory

Scheduling factors and non-scheduling factors are two useful categories to frame causal
factors of fatigue in aviation. Scheduling factors are primarily connected with the rest
periods and working intervals experienced by flight crew [11]. Operator fatigue in high
risk industries is increased by extended time awake and reduced prior rest. In addition,
changes in time-zones can present complex interactions between circadian lows and
fatigue, further degrading performance [8]. In aviation, some of the present rules or
proposed modifications of rules are in conflict with one or more of these factors [9].
The operational time limitations review panel organized by EASA [10] documented the
key factors that can cause fatigue for flight crew members. There are multiple layers
that precede a fatigue-related incident which are identifiable hazards and controls. An
effective FRMS should attempt to manage each layer of risk as shown as Fig. 1.
Dawson has described a multi-layered system of defenses based on assessing fatigue
hazard and control mechanism [5]:
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Level 1. Sleep opportunity afforded employees by the schedule.
Level 2. Actual prior sleep-wake behaviour experienced by the individual.
Level 3. Signs and symptoms of fatigue experienced by the individual.
Level 4. Nature, extent and preventability of fatigue-related errors.
Level 5. Fatigue-related incidents as organizational learning opportunities.

FRMS includes an accountable manager, who is ultimately accountable for fatigue
risk, and it needs to exist within a just culture in which employees and management
trust one another and information about fatigue is openly reported. A primary reason
why FRMS is supposed to deliver enhanced protection against fatigue risk is because it
measures actual risk and establishes tailored controls to mitigate or eliminate risks.
Sleep is a key variable when considering the cause of fatigue in its most general sense
[11]. The daily quantity of sleep required varies from one individual to the next, but on
average it is eight hours [12].

Fig. 1. Fatigue risk trajectory [13]
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2 Method

2.1 Participants

36 ATCOs participated in this research including 7 female and 29 male controllers. The
ages of participants were from 23 years to 58 years old. The experiment process was
reviewed and approved by the Research Ethics committee. The research objective is to
offer the best rostering for ATCOs, and to provide the best approach for Fatigue Risk
Management.

2.2 Alertness Rating Scale

The alertness rating scales start from 1 (the highest alertness) to 7 (the lowest alertness)
contained 24 h a day for 8 days. The alertness can be divided into seven levels from 1
(the highest alert) to 7 (the lowest alertness) based on ATCO’s experience while
working on the position, meeting, taking breaks, at home including domestic activities
such as watching TV, gardening, cleaning, cooking…; and other activities including
social activities such as; gym, socializing, and exercising (Table 1). It is not required to
indicate the alertness level for sleep (Table 1). This is a quick and easy way to assess
ATCO’s alertness levels while ATCOs are working and reflect the living patterns of
day-to-day activities. This research only focused on ATCO’s alertness level during
their working hours on duty, as ATCO’s alertness level reflect to situation awareness
and therefore the potential impact on aviation safety.

Table 1. Example of alertness rating scales in ATM

70 P. Kearney et al.



2.3 Research Design

The participants were invited individually to a meeting room to receive instructions of
how to use the alertness rating scales (Table 1) including 24 h a day across 5 shifts of
working days in total. ATCOs have to record their alertness levels for each hour either
working (W), social activities (S) or at home (H) using a7-points Likert scales. There is
no requirement to indicate sleep (S) on the Likert scale, as the hours of sleep are
considered as no alertness. Furthermore, ATCOs were encouraged to provide their
feedback to develop the best practice of fatigue risk management to the project man-
ager. There are demographical diversities of participants including male vs female,
experienced ATCOs vs novice ATCOs, married vs not married, with children vs
without children etc. It is a form of qualitative research consisting of interviews in
which ATCOs been asked about their perceptions, opinions, beliefs, and attitudes
towards the policy, procedures, training program and mitigation strategy regarding
roster and fatigue risk management.

3 Result and Discussion

Participants’ level of alertness is related to situation awareness on the controller
working position. The collected data included 24 h among 5 shift working days shown
as Fig. 2. The scheduled working hours over the 5 shift days are shown as following,
day-1 from 13:30 to 21:30; day-2 from 14:30 to 22:30; day-3 from 07:45 to 16:00; day-
4 from 06:30 to 13:30; and day-5 from 22:30 to 06:30. Scheduling factor is a useful
category with which to frame causal factors of fatigue in aviation domain. Scheduling
factors are primarily connected with the rest periods and working intervals experienced
by operators [11]. Operator’s fatigue in high risk industries is increased by extended
time awake and reduced prior rest. In addition, changes in time-zones can present
complex interactions between circadian and fatigue, further degrading situation
awareness and human performance [8].

3.1 Roster Impacts to ATCO’s Situation Awareness

The results demonstrated that ATCO’s alertness is at a high level of alertness between 9
am and 5 pm during working hours (Fig. 2). A sample of these results further empha-
sized influences of time of day, time on duty, the complexity of tasks in one shift, the
timing of sleep prior to duty starting, and effect of consecutive late finishes on fatigue. It
was found that the effect of time of day was highly significant, and closely reproduced
the trends observed under laboratory conditions, with lowest levels of alertness in the
late night and early morning (23:00–05:00). The changes with time on duty were also
highly significant, and this is critical factor on the design of roster for ATCOs.
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3.2 ATCO’s Alertness Levels Among Shift Works

ATCOs’ alertness levels deteriorated from working day-1 to day-5. Furthermore, there
were significant differences during the 8 working hours among the 5 working days.
Particularly, the 6th, 7th and 8th working hours, where alertness levels are much worse
on day-4 and day-5 (Table 2). This is a safety concern as the rest time between day-4
and day-5 is only 9 h which does not provide sufficient sleep to maintain high alertness
for high quality monitoring performance. Moreover, the working hours on both day-3
and day-5 include early morning and late night duty commencements. Sleep loss, and
the resultant fatigue, both acute and cumulative, increases the experience of sleepiness,
tension, confusion and decreased vigor. As little as two to three hours sleep loss on a
single night can produce measurable increases in fatigue and resulting performance
impairment on a variety of tasks both in the lab and in real-world settings. Further
reductions in sleep or extensions in wakefulness can produce increasing levels of
performance impairment similar in nature to moderate alcohol impairment. At more
than 40 h of wakefulness, the resulting cognitive impairment can be both profound and
debilitating [11, 13]. Hartzler [9] demonstrated that 24 h of continuous wakefulness
was associated with significant deterioration on measures of reasoning and vigilance.
The dangers associated with this level of impairment are then compounded by the fact
that fatigued individuals are typically unaware of how severely their performance has
deteriorated and thus may believe that they are safe to perform their duty when they are
not [14, 15].
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Fig. 2. The fluctuation of ATCO’s alertness level among 24 h (1 indicates the highest alertness,
7 indicates the lowest alertness)
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4 Conclusion

The effects of fatigue can vary but are best viewed as a continuum, ranging from mild,
infrequent complaints, to severe, disabling manifestations including burnout, over-
strain, or chronic fatigue syndrome. In spite of the complex nature of fatigue, the
operational implications are strikingly consistent across diverse types of air traffic
controllers. Based on the findings of this current research, it is impossible to develop a

Table 2. ATCO’s alertness levels among 5 shifts of working days

(green ball indicates high level of alertness, yellow ball indicates middle level of alert-
ness, red ball indicates low level of alertness)
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roster to satisfy all controllers, as each individual ATCO has differing preferences for a
roster schedule catering to different genders, ages, marriage, family sizes and patterns
of life. The operational demands in air traffic management continue to change in
response to changes in volume of aircraft, new technology (remote tower) and com-
mercial pressures (cost-efficiency), however human physiology remains unchanged.
Both prescriptive fatigue management regulations and FRMS represent an opportunity
to use advances in scientific understanding of human physiology to better address
fatigue risks for ATCOs. The research has identified some concerns regarding the
interval times between day-4 and day-5. Arguably, there is no evidence to suggest that
the roster has directly affected the safety of service delivery over the duration of the
established roster within the organization. The pro-active approach is to increase
ATCOs fatigue resilience to cope with demanding situations while ATCOs are on the
position and while resting on breaks. FRMS is data driven, and data are collected from
the operation, fatigue management decisions are made against this data, and the
measurements that are required can be identified and implemented to improve the
safety of operations.
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Abstract. The introduction of the Healthcare Safety Investigation Branch into
the National Health Service (NHS) in England is a world first, independent, not
for blame investigation approach for healthcare. These investigations are con-
ducted in an environment which has vastly varying levels of socio-technical
complexity across a wide geographical region of the United Kingdom (UK) and
across Trusts, departments and specialist disciplines. At the heart of this system
are the healthcare workers who constantly balance resource to ensure patient
safety is maintained to the highest levels. Embedded in a socio-technical system,
the human contribution is often providing the adaptability which makes the
system work. Historically if patient safety was compromised, or an unexpected
outcome occurred it was the human contribution which was scrutinized, often
with a view to disciplinary or punitive action in order to prevent recurrence.
A more modern approach to system thinking guides us to see the human con-
tribution as only one element of a socio-technical system and possibly the
richest source of evidence for fully understanding any event. This pilot study has
identified the perceived qualities deemed most valuable for healthcare safety
investigators for whom the investigation of human performance will be key to
understanding the majority of patient safety events they respond to. Non-
technical skills including communication, Emotional Intelligence, resilience and
empathy were ranked above the clinical or technical skills as more important for
the individual investigator conducting investigation in healthcare. This is
dependent on the clinical and technical expertise being available at a team level
to the individual investigator. The initial findings are interesting in that they
appear to indicate that as the environment is becoming increasingly socio-
technically complex, it is the softer, non-technical (human-centered) skills that
are required to understand narrative and context when unexpected outcomes
occur in the healthcare setting.
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1 Introduction

The fast pace of technological advancement in society is clearly evident across many
parts of the world in the 21st century. Over the past 80 to 100 years significant industries
including commercial aviation, Air Traffic Control (ATC), healthcare and patient safety,
power generation, financial markets and food production have become almost com-
pletely reliant on technology for their day to day transactions and management. As these
industries have developed, the only real constant throughout has been the presence and
influence of humans somewhere in the system. The human contribution is integral to
making the overall system work and will include advancement and management of the
technology, including the initial development of processes and systems to manage the
Human Machine Interface (HMI), or Human Computer Interface (HCI). The working
environments or work space that many of these humans occupy has morphed, from an
almost simplistic, mechanistic workplace in to a complex socio-technical environment
where humans are embedded in systems as agents alongside the technology (Stanton
et al. 2010); the human while interacting with the technology is also often balancing
resources, time, finances and even safety to provide flexibility and adaptability, this
ensures the goals of the organisation are met (Hollnagel 2009). Such systems, composed
of human agents and technical artefacts, are often embedded within complex social
structures such as the organisational goals, policies and culture, economic, legal,
political and environmental elements (Qureshi 2007). Socio-technical theory implies
that human agents and social institutions are integral parts of the technical systems, and
that the attainment of organisational objectives are not met by the optimisation of the
technical system, but by the joint optimisation of the technical and social aspects (Trist
and Bamforth 1951). Healthcare and patient safety, which is the main topic addressed in
this paper is a good example of a modern complex socio-technical system. The tech-
nological artefacts (life support systems, ambulances, staffing and management tech-
nologies, robotic surgery, scanners, smart phones, tablets, communication systems and
electronic health records for example) all play an essential role alongside the human
agents in the functioning of the system as a whole.

The Socio-technical environment in healthcare is not standard or easily defined
across all of the many specialist areas and disciplines - some of the specialist areas
within healthcare might be considered to be very tightly coupled and very complex,
whereas other might be loosely coupled and much simpler to describe. (Hollnagel
2009). The social/technical environment exists across all of healthcare however,
therefore the behaviours and interactions/interventions of the human agents are key to
the overall day to day management of this system. As technology became integral to
many of the industries already mentioned (including healthcare), rules and procedures
had to be developed to give order and structure to the environment and guide the tasks
or processes, the aim being to improve productivity and achieve an outcome. More
latterly in these industries we now see risk management processes employed in order to
enhance safety, and safety regulation then appears alongside efficiency and thor-
oughness as competing goals (Hollnagel 2009). Operating procedures, rules and even
laws were designed and implemented to direct the human and technical contribution,
these procedures and rules at the local level were often introduced by management and
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decision makers far removed from the actual work being done, resulting over time in a
clear gap between work as imagined by the management and designers, and work as
done by the workforce closest to the day to day activity (Snook 2000). This gap also
often being exasperated by rules, procedures and laws imposed from outside of the
organisation i.e. government, regulators and professional bodies set up to represent and
monitor professional standards within certain disciplines.

2 Background

When accidents occur in the modern socio-technical environment, they often occur as a
result of the normal and expected interaction between the humans, the technology, the
procedures, the environment and the equipment. An interaction which normally does
not result in any negative outcome has, despite outwardly appearing to be the same as
previous interactions, resulted in harm. Traditional accident modeling approaches are
not adequate to analyse accidents that occur in modern socio- technical systems, where
accident causation is not the result of an individual component failure or human error
(Qureshi 2007).

In a time preceding the complex environment we now operate in, the cause of any
mishap was often thought to be simple and clear; something mechanical or technical
broke, a worker was negligent or was not following rules and procedures or was
criminal or malicious. An investigation would quickly find the root cause. Equipment
could be mended, replaced or subjected to better design or maintenance regimes. The
worker could be dealt with through, retraining, blaming, shaming, discipline or dis-
missal. For the investigator in these early days the method of investigation was also
quite simplistic. The investigator was reliant upon the accident causation models,
theories or approaches available at the time, these models were devised from academic
research for use in the applied setting, based upon the known complexity at that time.
Accident models provide a conceptualisation of the characteristics of the accident,
which typically show the relation between causes and effects. They explain why
accidents occur and are used as techniques for risk assessment during system devel-
opment and post hoc accident analysis to study the causes of the occurrence of an
accident (Qureshi 2007).

Linear logic was employed to analyse the event (often in the early days only the
immediate event) and once the component parts had been identified an almost mech-
anistic approach was employed in order to demonstrate cause and effect linkages. This
cause and effect linkage was mostly temporal, i.e. Action A preceded Action B in time,
which then resulted in the event under investigation. Action A may have been iden-
tified as the root cause and therefore recommendations would then be drafted to deal
with whatever shortcomings were evident at Action A. These analysis methods,
referred to as sequential methods evolved over time to include for example; “Root
Cause Analysis (RCA)”, 5 Whys, Fault Tree Analysis (FTA), Event Tree Analysis
(ETA), Sequentially Timed Event Plotting (STEP). In the time-line of safety investi-
gations, this approach was dominant in many high reliability organisation investiga-
tions right up until the modern day, though most began a move away from these as their
prescribed method by the early 1980’s. It should be noted however that one of the
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strengths (and weaknesses) of this type of linear approach, is the ability to create
accurate timelines focused on the period proximal to the identified outcome, thus
quickly establishing what happened and who or what was involved at that point. This
approach does not adequately address how or why we arrived at the outcome - this
being a crucial part of the event under analysis if we are to make recommendations to
prevent recurrence. With this limitation in mind and following a number of serious
industrial accidents with what appeared to be an organisational focus e.g. Three Mile
Island, Bhopal and Chernobyl a new approach was required to adequately explain
events. Simplistic linear methods did not necessarily capture the performance shaping
factors of the workplace, organisation or environment and new approaches and
thinking on behalf of the investigator would be required in order to do so. The need for
more powerful ways of understanding accidents led to the class of epidemiological
accident models, which began to gain in popularity in the 1980s.

This analysis approach came to prominence in the late 80s. One model aligned with
this theory and conceptualised at this time is the well known but colloquially named
Swiss Cheese Model, established by Professor James Reason (Reason 1990). Complex
linear thinking with regard to accident investigation was considered to be the new
approach required in order to get beyond the proximal event and begin to address the
how and why of the accident. By working backwards and examining actions and events
beyond the immediate, front-line we begin to address those elements which though not
proximal to the outcome demonstrate a potential to affect the outcome. Reason referred
to these as latent causal factors to differentiate them from the active areas previously
focused on. Reason draws attention to “The significance of causal factors present in the
system before an accident sequence actually begins… and all man-made systems
contain potentially destructive agencies, like the pathogens within the human body”.

Epidemiological models regard events leading to accidents as analogous to the
spreading of a disease, i.e. as the outcome of a combination of factors, some manifest
and some latent, that happen to exist together in space and time. Reason’s (1990)
Latent conditions including management practices or organisational culture are likened
to resident pathogens and can lie dormant in a system for a long time. Reason referred
to this approach as a total systems approach to safety although, as we will see with the
systemic models that will follow in this timeline of approaches, the total system
(outside of the organisation or institutions thought to be directly involved) may not
have been adequately represented in these early “Epidemiological” types of
investigations.

Reason based epidemiological approaches to investigation have been adapted by
many industries and domains in order to best reflect the specific nuances of the
organisations where an accident or serious incident has occurred - the Australian
Transport Safety Bureau (ATSB) model (ATSB 2007) is one such approach others
include HFACS (Wiegemann and Shappell 2003) and the Accident Route Matrix
(Harris et al. 2016).

In a complex dynamic environment it is not possible to establish procedures for
every possible condition, in particular for emergency, high risk, and unanticipated
situations (Rasmussen 2007). Decision making and human activities are required to
remain between the bounds of the workspace defined by administrative, functional and
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safety constraints. Rasmussen argues that in order to analyse a work domain’s safety, it
is important to identify the boundaries of safe operations and the dynamic forces that
may cause the socio-technical system to migrate towards or cross these boundaries
(Qureshi 2007). These boundaries; acceptable behaviour, safety regulation, economic
failure and unacceptable workload form the edges of the space within which work as
done (as opposed to work as imagined) is completed. Workers are constantly adapting
their behaviour, processes and methods in order to meet the output requirement of their
dynamic environment. Often this adaptation occurs within the safe space bounded by
the four factors listed above, however if this adaptive practice crosses the boundaries of
acceptable behaviour and safety regulation this may lead to a loss of control and an
accident may be the result.

The sequential and epidemiological models have contributed to the understanding
of accidents; however, they are not suitable to capture the complexities and dynamics
of modern socio-technical systems. In contrast to these approaches, systemic models
view accidents as emergent phenomena, which arise due to the complex and nonlinear
interactions among system components (Qureshi 2007).

One common theme for all of the analysis concepts and approaches listed above, is
that they set out to de-construct an event, situation, accident sequence or near miss,
with the aim being to establish causal links. Some of these links will be proximal to the
event while some, such as government policies and governing body direction, will be
far removed. The investigator will plot the agents and artifacts involved (in their initial
time-line of the incident), then aim to identify where any cause and effect, or lines of
influence might be evident (findings based upon analysis). The most up to date sys-
temic methods purport to be non-linear and complex in their approach, however there is
still almost always a temporal order required to establish a cause and effect relation-
ship. Is this cause and effect linkage even required in a socio-technical system in order
to adequately de-construct the event?

If the aim of a modern safety investigation is not to apportion blame or liability but
to prevent recurrence, learn lessons and make the system safer, is there any requirement
to establish cause and effect linkages at all? A more pragmatic approach to under-
standing patient safety events in healthcare for example might be one of getting the
whole story, understanding the complete context behind actions, decisions and beha-
viours in order to determine why people’s actions made sense to them at the time,
rather than isolating them in order to place them in some perceived order for under-
standing. We are then looking at human performance investigations whereby the
mechanistic, simplistic and even the more complex epidemiological models may only
serve as a start point for the investigators quest to provide robust recommendations in
order to prevent recurrence, make the system safer and learn lessons across the whole
of their industry and beyond.

This paper explores healthcare as a socio-technical environment in which the
approach for analysing serious incidents and accidents is constantly evolving (in the
UK this is currently on a month by month basis). The Healthcare Safety Investigation
Branch in England is working to understand the socio-technical complexity of
healthcare and they are taking a forward-thinking approach to the accident analysis of
serious incidents and accidents in that domain. They are leading the world in the
application of not for blame, independent safety investigation in this field. It is this
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approach and work by investigators in the UK which forms the evidence for this pilot
study “Investigating Human Performance in Modern High Reliability Sector Organi-
sations”. A combination of many approaches is employed in healthcare in order to
understand what, how and why serious incidents have occurred. Simple linear methods
are used to determine what happened, more complex linear and systemic thinking helps
to establish how and why, and the application of specific Human Performance
Investigation methods, alongside clinical/technical approaches, are actively followed.
Second and third victim considerations centre around staff, family members or other
witnesses who may suffer or perceive to suffer trauma from the event under consid-
eration. Early anecdotal evidence from investigations already concluded in the past 24
months in healthcare appear to support the move away from person centered investi-
gations and a concentration on the proximal event and proximal actors. It is worthy of
note that the systemic models at present across safety investigation tend to be restricted
to theory and concept with regard to application, whereas the epidemiological models
and approaches are actively being applied across industry including healthcare
(HFACS, ARM, Maternity Investigation Matrix (MIM).

This research aims to take the concepts and theories around epidemiological and
systemic models and create an applied approach, which follows traditional thinking
only in the initial deconstruction of the event, but then goes further to consider:

– Context
– Narrative
– Positive action (not only negative causal path, but positive performance influence also)

This pilot study forms the basis of a much larger project which will continue over the
next 24 months, and it will aim to provide a framework of key competencies, expe-
rience and knowledge for the healthcare safety investigator.

3 Research Question

• Is the Socio-Technical complexity of the healthcare environment adequately de-
constructed for investigative purposes by the current accident analysis models in use
across other High Reliability Organisations (HRO).

• Which skill sets (technical or non-technical) are most valuable to the investigator,
conducting Human Performance investigations in healthcare.

• Are well-developed social skills or a well-developed social approach to investiga-
tion required for understanding patient safety occurrences and events in healthcare.

4 Method

4.1 Participants

This pilot study serves as the precursor to a much larger project planned for mapping
the healthcare investigator competencies. The pilot has taken advantage of the recent
requirement in the UK to qualify a large number of healthcare investigators (100+) over
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a relatively short period of time (18 months), and ensure these investigators are taking
the same approach to “not for blame” independent and transparent investigation as
employed by other State level investigators in the United Kingdom namely the Air,
Rail and Marine Accidents Investigation Branches known as the AAIB, RAIB and
MAIB respectively.

The aim of the pilot study was to capture what newly recruited investigators in the
healthcare domain deem to be the most important personal qualities for them to
demonstrate whilst conducting investigations. The perception being that their role will
be centered around conducting a human performance investigation in the healthcare
environment.

Investigators in this role understand their place within the wider Healthcare safety
Investigation Branch, whereby clinical, technical Subject Matter Advisors (SMAs) are
on hand to provide guidance with regard to specific clinical or technical issues. They
clearly understood that they would however need to identify and understand technical
and clinical factors present in their investigation and be able to recognise where these
elements may sit within the context and narrative of the investigation.

The aim will be to revisit this cohort as they gain experience over the coming years
in order to see how the theoretical competencies match the applied competencies over
time.

More than 100 personnel have been selected for employment by the HSIB with
varying levels of medical/clinical expertise, including some with no medical or clinical
expertise at all. A key feature of their selection however has been with regard to their
demonstrated (at interview) behaviours and attitudes which the management team
perceive to be a good fit with the organization’s currently perceived requirement of the
healthcare investigation environment.

The participants (50) for the pilot study is almost 50% of the current population of
specialist healthcare safety investigators. This is a high sample size particularly
regarding the specialist nature of the investigator role being studied. All participants
have undergone a rigorous interview process, they have completed a week of induction
into the new Healthcare Safety Investigation Branch and are part way through their
safety investigation training when the researcher has collected the data for this pilot
study. Participants have at this stage a clear understanding of the aims and approaches
of the organisation they have joined, the criteria by which an event requiring their
attention as investigators will be triggered, the purpose of a safety investigation and
some of the methods, tools and techniques available to the safety investigator.

Design and Procedure. One design has been used for the pilot study (initial gener-
ation of qualities of an investigator), though it is envisaged that two designs (generation
of competencies and generation of a Hierarchal Task or Cognitive Task Analysis) will
be required for the future (main studies).

Participants, having been selected for the role (as described above) were asked to
first generate then rank the qualities of an investigator that they believe were most
important for the type of investigation they understood they would be tasked with as
soon as they had completed their training. Participants were given a short generic brief
which introduced the concept of the qualities of a safety investigator. The socio-
technical complexities across healthcare were discussed – their own generated
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understanding of this produced specific areas within health ranging from easier to
describe, non-complex areas such as General Practice (GP) through to more complex
difficult to describe departments like Emergency Departments (ED). A short exercise
took place whereby they were asked to map these complexities across healthcare and
then across their specific domain – maternity. This exercise was conducted in order to
ensure each investigator was considering the full range of their investigator task
domain, before addressing the research task. Participants were then split into groups of
4–5 individuals, and were allocated 20 min to discuss, generate, rank and agree upon
up to 8 qualities they determine to be essential for their new role in healthcare. The
participants were completely free at this stage to choose the descriptors they agreed
reflected the best qualities required. They were not given a pre-determined list to rank
as it is the researchers plan to use their list for future detailed studies involving more
experienced (potentially the same investigators after they have concluded 10 or more
investigations). Once complete, the investigators were asked to produce their ranking
and discuss briefly the rationale for their list. All descriptors were collated and analysed
across the groups for the prevalence of perceived importance.

5 Results

Figures 1 and 2 below shows an example of the complexity mapping exercise con-
ducted by the participant groups. The groups were free to alter the language used to
describe the complexity and they chose to move away from the Hollnagel descriptors
of manageability (which they replaced with predictability) and tractability or coupling
(which they replaced with interdependence).

The participants then generated their own list of descriptors for investigator qual-
ities during this task. These were deemed essential to investigate human performance in
the socio-technical areas identified above. These descriptors are:

• Communicator/Listener
• Team Player
• Empathy
• Integrity
• Resilient
• Approachable
• Compassion
• Credible
• Emotional Intelligence (EI)
• Curious
• Non-Judgemental
• Trustworthy
• Unbiased
• Self-aware
• Observant
• Kind
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Tables 1 and 2 below show how the groups generated and then ranked these
descriptors as small groups.

Fig. 1. Perceived socio-technical complexity across maternity

Fig. 2. Perceived socio-technical complexity across maternity
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Once each cohort had completed the task, the combined ranking was analysed to
check for prevalence of qualities identified. Figure 3 below captures this ranking.

Table 1. Qualities ranked by cohort 1

Group 1 Group 2 Group 3 Group 4 Group 5

Good
listener/communicator

Communicator Integrity and
honesty

Emotional
intelligence

Good
communicator

Kind/compassionate Self-aware Resilience Empathy Non-
judgemental

Non-
judgemental/objective

Trustworthy
credible

Communicator Communicator Compassion
ate

Approachable Kind/emotional
intelligence

Non-
judgement al

Non
judgemental

Kind

Dispassionate/self
aware

Open and non
judgemental

Curiosity Approachable Resilient

Inquisitive Objective observer Team-
working

Kind Independent

Resilient Enquiring and
analytical

Self awareness Compassion ate Open and
honest

Independent Resilient Empathy Trustworthy Trustworthy
Open and honest

Table 2. Qualities ranked by cohort 2

Group 1 Group 2 Group 3 Group 4 Group 5

Team player Empathy Team
player

Emotional
intelligence
assertiveness

Communicator

Open minded Patience Impartial Knowledge and
experience

Open minded

Integrity Communicator Objective Integrity Compassionate
Non bias Curiosity Obsessive Communicator Emotional

intelligence
Curiosity Objectivity Open

minded
Flexibility Kind

Humility Integrity Unbiased Observant Trustworthy
Thoroughness Open minded Patience Leadership Curious
Sense of
judgement

Knowledge and
skills

Good
listener

Team player Resilient

Compassion Resourcefulness Structured
approach

Approachable Credible
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6 Analysis and Discussion

When considering the results from this pilot study, it is of particular interest to note the
lack of identified qualities which might be categorised as either technical skills or those
qualities perceived to be of a clinical nature. These initial findings are similar in many
respects to the results found in the recent study of investigator competencies, by Nixon
and Braithwaite (2018) “What do aircraft accident investigators do and what makes
them good at it? Developing a competency framework for investigators using grounded
theory”. However it is of note that these healthcare professionals did not consider or
report on organisational logistics, leadership or the practicality aspects of investigation
when deciding upon the descriptors they deemed the most important qualities. It is, of
course, possible that once they have had more exposure to investigation these rankings
may change and further studies with this cohort will allow studies of intra-rater reli-
ability over extended temporal periods to be undertaken.

Each cohort clearly demonstrated their comprehension of the socio-technical
complexity across the domain they would be working in and there was clear under-
standing and comprehension of the impact the technical environment had on the
frontline worker in healthcare on a daily basis. The researcher discussed in length after
each exercise how the complexity of the environment impacted “work as done” by
those performing tasks in healthcare. It was made clear that the delegates, whilst
conducting the mapping exercise were doing so showing due consideration to the
human in the loop, the technology behind their activity and their place as agents
alongside these technical artefacts.

Fig. 3. Maps the qualities ranked by the participants
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When discussing current approaches the methods and concepts of safety investi-
gation analysis, spanning simple linear, complex linear and complex non-linear sys-
temic methods, each cohort was satisfied that they understood where they might apply
the different approaches to different areas of healthcare. Where low interdependence
but high manageability or predictability was identified, they thought this to be quite
simple and easy to describe, therefore more simple linear methods (RCA, 5 Whys)
could be used. As Interdependence became higher and predictability remained high,
then epidemiological approaches were well suited (HFACS, ARM, MIM). Where
interdependence was high, but predictability was low, they saw this to be the most
complex and difficult to describe areas which would require a much more systemic
approach in order to analyse the complex socio-technical environment (ACCIMAP,
STAMP). The delegates then quantified the quality descriptors as being vital to take
these current methods even further in order to properly uncover human performance
narrative and context.

It was apparent from discussion between the researcher and the delegates following
each stage of the study detailed above that the technical/clinical environment in which
investigations would take place was well understood. The delegates were content that
they either possessed the expertise required to understand this element of the investi-
gation, or they could call upon that expertise from within their local or wider team if
required. It is of note that the qualities associated with this technical/clinical expertise
did not feature in the qualities deemed to be most important in their new role as safety
investigators. Though these skills are taught and trained they were not ranked at all,
instead the skills sometimes referred to as soft skills or non-technical, non-taught such
as, for example; Emotional Intelligence and Empathy were deemed more important.

From a human performance investigation perspective the results of this early pilot
study opens up the prospect of further detailed research as to the perceived importance
of these non-technical skills. In a not for blame safety investigation where the focus is
on why and how an event occurred “what or who” are only important in order to
complete the narrative to understand the proximal event. An ability to de-construct the
event in order to understand the component parts may still be essential, and there are
already adequate tools available for the investigator to do this. However, this decon-
struction is no longer important as a means by which only the negative or problem
areas on the direct causal pathway are mapped, instead the positive interactions need to
be identified and captured also.

In order to capture the positive and negative interactions and map their significance,
the investigator needs to engage with front line workers, family members, management,
regulators, manufacturers and policy makers across healthcare. They need these agents
to be open and honest with them in the understanding that the investigation is not for
blame and that they seek only to make the system safer, prevent recurrence of harmful
events and learn lessons. It might be said that this is the same across other high
reliability domains (Aviation, ATC, Power generation), however the healthcare domain
from this early research with investigators does appear to have a broader range of
socio-technical complexity for the investigator to work with – with the human in the
loop balancing the resources which appear far less constant and predictable than that
experienced in other high reliability domains. The complexity varies from medical
Trust to medical Trust, department to department, ward to ward, and the investigator
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needs to employ a range of skills which will enable them to map this environment and
put any event into the context in which it occurred.

The skills deemed important by the delegates in this study (detailed below) are all
non-technical (some of which it might be argued cannot be taught) yet are crucial to
deconstructing an event or outcome in healthcare in order to fully understand the
human contribution, add context and build a narrative of the event.

• Communicator/Listener
• Team Player
• Empathy
• Integrity
• Resilient
• Approachable
• Compassion
• Credible
• Emotional Intelligence (EI)
• Curious
• Non-Judgemental
• Trustworthy
• Unbiased
• Self-aware
• Observant
• Kind

Taking just the top 4 identified qualities:

Communication/Listening. From discussion following the exercise - This skill or
quality was deemed to be key to the success of the healthcare safety investigation.
Investigative interviewing was identified as a key method of gathering information and
data for analysis and the delegates perceived that this is an area where their own
personal abilities and qualities around communication and listening would be crucial to
their task.

Compassion. From discussion following the exercise - The delegates were very
conscious that staff and family members involved in any event were also second or
third victims affected by the event under investigation, there was a general opinion
among the delegates that this fact has been often overlooked in healthcare investigation
historically. The investigation should learn from these second and third victims and put
measures in place to protect or prevent future or further harm or sign-post for help if
required. This also applied to other team member involved it the investigation.

Non-judgemental. From discussion following the exercise - The delegates believed
from experience that investigations in their domain were historically seen as punitive
and disciplinary in nature (though often the stated aim of the investigation was that of
safety) and that, this was not in keeping with the type of investigation they sought to
conduct. They determined that by taking a non-judgmental, not for blame approach to
the investigation, they would eventually win the trust of the organisation – resulting in
a more just culture across healthcare. Delegates were clear in their determination that it
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is the investigation that is not-for-blame but it is crucial that the culture remains just
whereby accountability is understood, but a willingness to speak up when genuine
“human error” or human (socio-technical) interaction conflicts are identified is main-
tained. This becomes the start point in identifying systemic issues where previously it
would be the end point of a person-centered investigation.

Team-Player. From discussion following the exercise - The delegates were clear that
they would need to rely on the skills across the team in order to best conduct their
investigation, complete their analysis and provide credible, workable reports and rec-
ommendations. Not all of the delegates were from a clinical, technical background and
though these skills were highly valued by the cohort as a whole, it was the dispersion of
these skills across the teams that was determined to be of most value. Healthcare and
the environment where those working in healthcare reside within the UK system has
become increasingly socio-technically complex across all domains, departments and
specialist areas. Some areas and disciplines are far more complex and some far less
complex than others, but they all rely on the human in the loop (system) to balance
resources, safety, performance and output. Millions of interactions, interventions and
procedures are conducted each day across the whole system, and the adaptability of the
human agent in this system is often considered to provide the underlying flexibility,
adaptability, Quality Assurance (QA) and oversight to manage many conflicting pri-
orities and deal with challenges and conflicts as they arise. On rare occasion this “work
as done” or normal functioning of the dynamic system may result in a harmful out-
come, on other occasions there may be moments of brilliance that save the day – but on
the whole, the day to day reality is some positive and some negative socio-technical
interactions provide for the normal day to day functioning of the system whereby the
output standard meets and sometimes even exceeds that expected.

Of note at this pilot stage of the study is the perception of the delegates that as the
environment becomes more socio-technically complex, it is the human “softer skills”
that are required to fully understand the human interaction within this complexity.
Technical know-how and a clear understanding of policies, processes, procedures and
systems needs to be available to the team of investigators, but the personal and cultural
context and narrative needs to be equally accessible. These latter elements can only be
uncovered in the investigation by dealing at a personal level with those human agents
embedded within the system. Deconstructing events using traditional methods (linear,
epidemiological and systemic) are all helpful tools and approaches for the investigator,
which should be maintained, as they will help represent the scenario and will give
structure to the analysis. This pilot study demonstrates however that in healthcare it is
not necessarily sufficient to only isolate cause and effect linkages, causal pathways or
only the negative consequences and outcomes – instead all of the positive human,
technical, system and environmental elements need to be captured also. This needs to
be done at a local level on a case by case basis, it is not adequately captured by
reporting systems. It is skillful human-centered, (taking the human perspective and
narrative of the human), not person centered (whereby the human at the sharp end is
deemed responsible for the outcome) human performance investigations which are
required to completely understand the human contribution in the healthcare system.
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The qualities identified by the delegates are all deemed necessary to allow the
investigator to engage at a personal level with those involved in events deemed to meet
the criteria for conducting a professional safety investigation. The delegates were clear
that these personal qualities were most important but could not be isolated completely
from either personal technical, clinical or process knowledge and experience – or at the
very least the availability of these technical, clinical skill sets at a local team level. It is
interesting at this pilot stage to consider whether all professional investigators working
in healthcare need to demonstrate these personal “soft or non-technical” skills identified
by these cohorts, or is it sufficient to have adequate numbers of team members able to
so dispersed across the teams. Discussion following the research alluded to the con-
cerns that this personal interaction with first, second and even third victims on a regular
basis, might bring with it some emotional risks for the delegates and although emo-
tional intelligence and resilience were clearly identified as key qualities for the
investigator, it may be unkind to expose only a few team members to this potential
trauma or risk. This interaction is required though to understand the full context and
build the narrative, to allow for credible, measurable safety recommendations to be
generated.

7 Conclusion and Recommendation

The purpose of this pilot study was to:

• Begin to map the complexity of the socio-technical environment in healthcare.
• List the qualities of an investigator deemed essential for working in this

environment.
• Lay the groundwork for future studies once the current investigation branch (in its

infancy at present) becomes established and more mature.

The initial findings are extremely interesting in that they appear to indicate that as the
environment is becoming increasingly socio-technically complex, it is the softer, non-
technical (human-centered) skills that are required to understand narrative and context
when unexpected outcomes occur. This may be particular to healthcare, due to the
perceived caring function of the system as a whole, or it may be an indication that in
order to determine how and why workers take particular courses of action on a minute
by minute, or second by second basis we have to build rapport and trust rather than
display objective critical thinking. This objective critical thinking will be required at a
team level when applying investigative judgement and expertise, but it will only come
after the data and evidence has been gathered, which in a human performance inves-
tigation setting means interacting with people in a manner which most accurately
reflects the potential trauma felt by those people. The next stage for this study will be to
re-visit these cohorts once they have significant experience conducting investigations.
At this time a comparison will be made against the pilot study results to determine how
robust these initial findings are and to begin to map the competency framework for
future investigators.
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Abstract. In the process of power grid dispatching, inappropriate workload
may reduce dispatcher’s work efficiency, and even lead to accidents. The pur-
pose of this paper is to predict the current workload level of dispatchers,
evaluate the current human risk level, and design a safe and reasonable work
plan. In this paper, a multi-resource occupancy model based on VACVP (Visual
Auditory Cognitive Voice Psychomotor) is proposed to predict workload.
Meanwhile, a comprehensive evaluation model is proposed to validate the
prediction model, which mainly uses PCA method to analyze the characteristics
of physiological indicators such as heart rate, voice, movement to work out the
actual workload. Finally, by means of time stamp alignment method, the
workload results obtained from the two models are aligned and compared.
Experimental results show that the workload predicted values obtained from
VACVP workload prediction model are in line with the actual workload pro-
cess. Furthermore, in a certain period of time, the trend of workload forecasting
value is consistent with that of actual workload value, and the average workload
data error is 0.6 grade, these ensure the validity and accuracy of the workload
prediction model.

Keywords: VACVP multi-resource occupancy model �
Physiological measurement � PCA � Comprehensive evaluation mode �
Human workload

1 Introduction

At present, researchers have reached a general consensus that 60% to 90% of all system
accidents, regardless of their field differences, can be attributed to human error.
Especially in the process of power grid regulation and control, because it is not directly
related to the operation of power production equipment, but the cognitive decision-
making of power grid state by regulators, human factors have a particularly significant
impact on the safe operation of power system.

Yerkes-Dodson rule [1] holds that there is an inverted U-shaped relationship
between workload and performance. Moderate workload level can make performance
reach its peak state, but too small or too large workload will reduce work efficiency, as
Fig. 1 shows.

Appropriate workload intensity can improve the efficiency of operators, reduce the
error rate of human risk, and significantly to the safe operation of the power grid.
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Typical workload assessment methods include subjective evaluation, performance
measurement and physiological measurement [2–4]. The subjective evaluation method,
such as NASA-TLX, which cannot reflect the detailed situation of dispatchers at all
times. Task performance measurement is based on the completion of the task, while in
the grid system, he dispatching performance has delayed, because of the power dis-
patchers are not the actual operators of power facilities. Physiological measurement
relies on the evaluation of physiological signals to assess workload. The results of this
method are objective and reasonable to some extent, but it requires extended time and
money.

This paper combines cognitive theory with system engineering method, uses
Wicken’s and Yeh [5] multi-resource channel theory as shown in Fig. 2, which
decomposes and divides the operator’s working process according to his behavior, and
interprets the resource allocation relationship.

On the basis of Wicken, McCracken and Adrich [6] proposed the VACP (Visual
Auditory Cognitive Psychomotor) model, which takes the occupancy of multi-channel
resources as the main index to evaluate the workload, but this method ignores the
accumulation of time factors in the process of task execution.

In this paper, we proposal a VACVP (Visual Auditory Cognitive Voice Psy-
chomotor) model, which includes five resource channels: visual channel, auditory

Fig. 1. Graph of Yerkes-Dodson law

Fig. 2. Multiple resource model theory
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channel, cognitive channel, voice channel and psychomotor channel. This model
covers physiological and psychological workload evaluation, and can describe the
workload intensity of power dispatchers comprehensively. What’s more, it considers
the time factor. According to Wickens [7], current workload can be judged by calcu-
lating the resource occupancy of each channel in a certain period of time. Therefore, we
establish a comprehensive, continuous system suitable for serial and parallel tasks
workload prediction model which based on multiple resource occupancy.

Besides, we proposal a comprehensive workload evaluation model based on
physiological factor measurement to verifies the accuracy and availability of the
VACVP workload prediction model. In this model, operators’ physiological factors
such as voice, behavior, psychology and action are objectively evaluated by camera,
micro-phones and heart rate instrument. The actual workload value is mainly calculated
by PCA, including feature extraction and weight calculation.

2 Methodology

2.1 Task

Multiple channel physiological data were collected from DTS anti-accident exercise
scenario and daily work scenario of dispatching hall, respectively. In the dispatching
hall, the daily work of dispatchers mainly includes record and monitor devices, which
lasts for a long time (6–8 h) and has a large working area. In the DTS anti-accident
scenario, its main characteristics are short duration, high workspace intensity, mainly
dealing with accidents, and heavy mental workload. In this data acquisition method, it
can reflect the work status of power dispatchers comprehensively.

2.2 Participants

Four power grid dispatchers were selected as the experimental subjects, with an
average age of 33 years old and working life at about 6 years. The experimental
subjects had no physical and psychological problems. They did not take tea, coffee and
other psychoactive drugs before and during the experiment, in order to ensure the
natural and good state in the experimental process.

2.3 Apparatus

In this study, the comprehensive evaluation model is based on physiological mea-
surement, which need some measuring equipment as Fig. 3 shows. The camera is used
to record the video in order to get the motion indicators, which has 140° wide angle of
view, 1080P resolution, 60 Hz sampling frequency and high sensitivity. The speech
and visual indicators are collected by the camera built in microphone. The heart rate
indicator Mio Alpha heart rate watch obtains dispatcher’s heart rate information.
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2.4 Experiment Design

Firstly, the experimenter installed the fixed wide-angle camera in advance, and
arranged local area network to connect all measuring devices to the network and
synchronize the clock. Half an hour before the start of the experiment, the experimenter
wore a heart rate watch for the dispatcher, started the off-line recording function and
started the wide-angle camera recording function. When all tasks were completed, the
experimenter stoped recording the equipment and exported the data, so all the exper-
imental data were collected [9].

Fig. 3. Camera, Mio alpha and Micropthone

Fig. 4. The whole experimental process
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The whole Experimental process as Fig. 4 shows. There were two models of data
processing: the VACVP workload prediction model and the comprehensive workload
evaluation model. In this experiment, the log file was recorded by the dispatcher based
on the work plan and the physiological measurement data was obtained by the appa-
ratuses. Two kinds of data were processed by time stamp alignment method to ensure
data consistency. According to the log file, at a time point, the recorded task was
decomposed into five resource channels and the workload was calculated based on the
VACVP model. Meanwhile, according to the comprehensive evaluation model, the
workload value is calculated by PCA to process physiological measurement data.

Finally, by comparing the values of predicted workload and actual workload to
judge the accuracy and validity of VACVP workload prediction model.

2.5 Model

VACVP Workload Prediction Model. In VACVP, workload is composed of mental
and physical loads [8], time and resource occupancy are taken as two main calculation
indicators. From the perspective of multi-resource occupancy theory and information
processing, brain load includes visual (V) auditory (A) and cognitive (C) in multi-
resource occupancy theory, mainly in the information acquisition and information
processing stage [7]. Physical load is related to human operation and movement,
mainly includes psychomotor (P) and voice (V), focusing on the operational response
stage [5, 7]. The whole process of task execution is described by information acqui-
sition of VAV, information processing of C and motion P as response [7]. Each task

Table 1. VACVP rating scale

Resource access Score Description

Visual (V) 0 No vision
1 Visual inspection, checking and processing

Auditory (A) 0 No auditory
1 Auditory discrimination, feedback

Cognitive (C) 0 No cognitive
1 Selection and signal recognition
2 Symbol judgment and evaluation
3 Assessment, judgment, memory (considering only one side)
4 Assessment, judgment and memory (comprehensive multi

considerations)
Voice (V) 0 No voice

1 Simple answer
2 Voice communication

Psychomotor (P) 0 No movement
1 Discrete behavior (press buttons, keyboard input)
2 Continuous behavior (walking)
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type of the operator is assigned to five channels of VACVP in the multi-resource
occupancy theory. Different channel occupancy weights are given according to the
utilization of resource channels involved in task types. The proportion of channel
resources occupied by each task was assessed by task analysis experts combined with
VACVP rating scale, as shown in Table 1.

Furthermore, the workload of a task L in the same time period is weighted by the
workload of each channel.

WL ¼ WLV þWLA þWLC þWLV þWLP ð1Þ

Where: WLv, WLA, WLC, WLV , WLP mean the workload of the channel Visual,
Auditory, Cognitive, Voice and Psychomotor.

At a time point, if there are n tasks that operating simultaneously, the workload of
serial and parallel tasks is added up by the workload of each task.

WLtotal ¼ WLtask1 þWLtask2 þWLtask3 þ . . .. . .þWLtaskn ð2Þ

The corresponding relationship between VACVP evaluation and workload level is
shown in Table 2.

The conversion formula for mapping the weighted score in Table 2 to the corre-
sponding workload level is as follows.

Table 2. Mapping relationship between VACVP evaluation values and ranks

Weighted
score

Workload
level

Workload level description

0–1 1 Negligible workload
2–3 2 Low workload
4–6 3 Adequate residual capacity for additional tasks
7–9 4 Residual capacity is not enough to easily focus on additional

tasks
10–12 5 Adequate attention cannot be given to additional tasks
13–16 6 Very little residual capacity, can only pay a little attention to

additional tasks
17–20 7 Very little residual capacity, efforts can still ensure the normal

conduct of affairs
21–30 8 Very high workloads result in almost no residual capacity,

difficult to maintain the current level of effort
31–40 9 Extremely high workload. No residual capacity, hard to maintain

the current level of effort
41–higher 10 Can not provide enough effort and can only abandon the task
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y ¼ 20� 1
1þ 3�0:1x � 0:5

� �
ð3Þ

Where, x represents weighted score and y represents workload level.

Comprehensive Workload Evaluation Model. In this model, every measurement is
distributed. Each measuring device synchronizes the internal clock through the LAN
before each test, and then carries out the off-line measurement independently. Record
the time stamp accurately to the millisecond level at each sampling point in the
measurement process. After each recording is completed, the data files collected by the
sensors are readed through the time axis synchronous calibration method [10], and the
data is time aligned and integrated.

In this model, the dispatcher’s behavior is analyzed by video processing. The
motion is detected by the combination of skin color test and motion test. Firstly, the
two frames fn, f n�1 in the video sequence are subtracted, and the absolute value of the
difference image is taken to get the corresponding difference image Dn.

Dn x; yð Þ ¼ fn x; yð Þ � fn�1 x; yð Þj j ð4Þ

Then, the threshold T binarization of Dn is processed, the connected row analysis is
carried out to obtain the image contour Rn, which contains the complete moving object.

Rn x; yð Þ ¼ 255; Dn x; yð Þ[ T
0; else

�
ð5Þ

At the same time, the skin color of the image is checked and processed to get the
connected area with human skin color. The region correlation comparison is carried out
on the Rn image to get the final target detection area and the dispatcher’s motion index
information. The motion results obtained from the above processing are shown in the
following Fig. 5.

According to the different frequencies of human voice and ringtone, the upper and
lower limit of cut-off frequency of voice signal passband is 100 Hz, 400 Hz, and the
upper and lower limit of stop-band cut-off frequency is 50 Hz and 850 Hz respectively.
The voice signal and ringtone are separated, the short-term energy and spectral entropy

Fig. 5. Movement result
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of voice are extracted, so that the voice index information is obtained. The speech
energy and speech entropy results obtained from the above processing are shown in the
following Fig. 6.

The collected heart rate signals are filtered to eliminate the interference of external
conditions, remove the extreme value of heart rate information interval, and retain the data
of heart rate signals between 50 and 150. The heart rate results are shown in the Fig. 7.

After the above data processing, the comprehensive evaluation model can be
mathematically set up. The workload of comprehensive workload evaluation model can
be calculated by the following equation:

W ¼ b1Mþ b2Hþ b3S ð6Þ

Where:

• Movement, Heart Rate, Speech energy are the results of physiological parameters
stated above.

• b1; b2; b3, are the weights to represent the contributions of movement, heart rate and
speech energy. They are set by the algorithm called PCA (Principal Component
Analysis).

In this paper, PCA is used to quantity the contributions of these factors (movement,
heart rate, speech energy, speech entropy). The essence of PCA is the process of
transforming the high-dimensional space into low-dimensional space, which makes the
problem become more intuitionistic and simple [11]. Based on the above PCA

Fig. 6. Speech energy and speech entropy

Fig. 7. Heart rate
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processing, the b values of comprehensive evaluation model can be worked out as
following equation:

W ¼ 0:6902Mþ 0:1637Hþ 0:1379S ð7Þ

3 Result

3.1 Result of VACVP Workload Prediction Model

According to the VACVP model, the weighted scores of each channel in the same time
period and the total forecasting workload level of the whole model can be obtained by

Fig. 8. Result of VACVP workload prediction model
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processing the data of the task planning timeline. the results of VACVP model are as
following.

The results in Fig. 8 clearly reflect the occupancy of every resource channel and the
change of workload level during the execution of tasks. In particular, it is pointed out
that the number in the longitudinal axis of the task time line graph represents the
number of the current type of work, rather than the sum of the number of task types. If
the task type occurs at a certain time, then a box appears at the number representing the
task type, and the sum of the number of vertical blocks represents the total number of
parallel task types.

3.2 Result of Comprehensive Evaluation Model

According to the comprehensive workload evaluation model, the results of actual
workload level are as shown in Fig. 9.

In Fig. 9, the meanings of parameters in the task time line graph are the same as
that in Fig. 8. According to Fig. 9, it can be concluded that the size of the workload is
related to the complexity of a single task and the number of task types. When the
complexity of a task is greater, its workload will increase. For example, when
time = 3000 s and the task type is 11, the workload level is 5 (actually task 11 is

Fig. 9. Result of comprehensive workload evaluation model
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indeed a complex task); when the number of task types is more, its workload will also
increase. For example, when time = 14000 s, the sum number of tasks is 3, the
workload level is 6.

3.3 Result Comparison

By showing the two workloads in the same time period, we can compare the values
between the two models, the comparation results are as Fig. 10 shows.

From Fig. 10, we can see that the real workload and the forecast workload are
positively correlated with the change of task type and total task amount in a certain
period of time. This meanings the two workload measurement models are both effective
and applicable to the actual working conditions.

By analyzing the changes of the two results data, it shows that the trend of
workload forecast value is basically consistent with the actual value. While, the real
value is slightly larger than the forecast workload value. Specific data results are shown
in Table 3.

Fig. 10. Comparation of two models’ results
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Table 3 shows the data of predicted and actual workload levels at specific time
points, and the average error between predicted and actual workload levels is 0.6. This
shows that within a certain error range, the predicted results of VACVP multi-resource
occupancy model are correct and can accurately reflect the actual workload levels.

In the study of workload, the relationship between predicted value and actual value
is validated. In Fig. 11, The trend of the two curves is basically consistent and rela-
tively consistent, reflecting the positive correlation between them. At the same time, the
accuracy and reliability of the VACVP workload prediction model are demonstrated.

4 Discussion

By comparing the two workload values, it is found that the predicted workload value is
0, while the actual workload value is not 0 in a certain period of time, it is because we
neglect that the dispatcher has been monitoring. To solve this problem we can add a
level to the definition of visual part: monitoring. There is monitoring in the whole

Table 3. Results comparison

Time/s Actual workload level Predicted workload level

5000 6.93 5.37
7000 4.78 3.36
9000 3.93 3.36
10000 1.60 2.45
11000 2.52 2.45
12000 4.20 2.45
13000 4.25 4.62
14000 3.63 2.45
15000 4.66 4.62
16000 2.62 2.45
17000 3.05 2.45
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Fig. 11. Workload tendency comparison
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process of duty, so there is always a non-zero value. For the other hand, due to the
work plan is rough and can not be accurate to every moment, its values can be discrete,
so in the process of prediction, there will be a situation that the predicted value is null
between the two task types. In this solution, we can refine and improve the working log
files to achieve time continuity.

5 Conclusion

In this paper, a multi-resource occupancy model VACVP is used to predict the
workload of dispatchers in power grid for serial and parallel tasks. At the same time, a
comprehensive evaluation model based on physiological parameters is constructed to
validate and compare the prediction results. As shown from the experimental results
there is a certain gap between the two kinds workload value and the average error can
be maintained within 0.6 level. Furthermore, the trend of the two values in the same
time period is basically consistent. These results reflect the validity and accuracy of the
workload forecasting model.

The forecasting model proposed in this paper is generally used to predict the load in
the actual working situation of the power grid. The accuracy and continuity of this
method will be further improved and verified in future experiments.
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Abstract. Eye tracking is mainly employed as mean of tracking visual
attention of an observer/operator. Still, eye tracking is also capable of
recording a wider variety of data such as traces of mental workload. Pupil
diameter have been validated as such measure. Most of the studies that
have validated this are in laboratory conditions, where the perceived
luminance (measured in candela per square meter) can be controlled.
Luminance affects the pupil diameter as well; this means if the pupil
diameter varies for an operator/observer in field conditions it cannot
be accurately determined if the change in the pupil diameter is due to
mental workload alone. Although there are some studies, which have
attempted to simultaneously account for the contribution of the change
in pupil diameter due to luminance and mental workload, not many
have attempted to account for this in field conditions for safety-critical
systems such as a helicopter or a maritime ship bridge. In this study as
a first step, we define a method to measure luminance while tracking the
gaze point. We will record eye-tracking data simultaneously recording
the video feed of the field of view of the operator/observer. We will use
the video feed to estimate the luminous flux from the point of view of the
subject. We will be collecting this data from a helicopter pilot and his
co-pilot during an actual operation (e.g. transportation of personnel and
carrying a payload for an electrical power provider company in Norway
or Sweden). We will also be collecting data from a navigator and his first
officer in a high-speed marine craft of the Norwegian navy. We will also
be collecting subjective data using paper-based tools such as NASA-TLX
in addition to a conventional video recording of the scene of activity and
handwritten notes of observation for validation purposes. We will also
capture mental workload data from a few other objective sources such as
heart rate variability (ECG). We expect to clearly define an approach to
separately account for the effect of mental workload independent of the
impact of changing light conditions in field situations for safety-critical
systems. This includes a mathematical model that we innovate based on
other mathematical models that are already available in the literature.
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1 Introduction

Pupil dilation is an important metric for assessment of mental workload [15,21],
especially in a safety critical system [8] such as a helicopter (or) ship’s bridge or
driving [40]. In these environments, the light condition fluctuates dramatically.
Since changing light conditions can also impact pupil dilation, it is necessary to
separate the effect of the mental workload from the effect of the changing light
conditions to be able to utilise it reliably to evaluate the risk profile.

As discovered through the literature review, currently, there is no open and
validated method to measure cognitive workload in a field condition trough pupil-
lometry. The only commercially available method is proprietary [26] ad thus
closed source, it disconnects the researcher from the ability to adapt the tools
to specific research questions and have a deep understanding of the variables at
play [17]. Moreover, no methods have been validated for use with low-cost eye
trackers, which would enable affordable data gathering, including collaborative
studies with multiple eye trackers.

The relation between cognitive workload and pupillary responses has been
assessed as back as 1964 [15], here Hess and Poltmeasured changes in the pupil
size of a subject during the resolution of “simple multiplication problems” and
observed a link between the pupillary response and the difficulty level. Like-
wise, Kahneman et al. [21] investigated the correlation between task-evoked
pupillary diameter and memory intensive tasks; reporting different pupillary
responses from the learning and report/recollect phases as well as variations
directly related to the task difficulty. These initials results were validated for
a variety of “intensive cognitive tasks”, including language, writing, listening,
speech and the solution of mathematical problems [22]. The psycho-physiological
studies on workload and the pupillary response are often limited by three main
factors:

– Perceived luminance, as the variable with the more significant influence on
the pupil diameter, it can mask the influence of cognitive workload. It is
common to keep luminance as controlled conditions to isolate its effect.

– Real-time tracking is only possible tough a limited number of the reviewed ed
methods. Online tracking of cognitive workload, [42] and [26] requires high-
temporal-resolution, as well as the control of the environmental variables,
including the estimate of a continually changing baseline value. Lack of such
features limits the study to the evaluation of well defined/separated tasks.

– Open source. The only method that currently provides a solution to both the
previous limitation is tied to patented technology, only limited documentation
is available on the underlying method [26], and this makes it impossible for
independent researchers to reuse, adapt and improve on such systems.

1.1 Research Questions

This paper is part of an ongoing, work-in-progress, research and will present only
preliminary results to the following research questions:
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– How to reliably measure luminance from the POV of a subject using a small
calibrated video camera?

– How to calculate the baseline pupil size for a visual stimulus and use it to
infer the cognitive state of the subject then?

– How to scale this method in field conditions (where luminance variate in an
unpredictable manner)?

1.2 Planned Contributions

– Open source code, available in a public repository that can work on files
generated by at least one common eye-tracker vendor.

– Thesis report and paper with validation data.

1.3 Existing Research

Cognitive Workload. Mental workload can be evaluated through a variety of
methodologies [5,35]:

– Subjective-empirical measures of perceived effort as rated by the subject.
– Performance of the subject in a controlled task.
– Physiological indices of cognitive state.

Subjective reports such as questionnaires and multidimensional ratings (e.g.
the NASA-TLX [14]) are indirect means of evaluation of the perceived workload.
They are usually easy and cheap to administer but have several limitations [39].
As post-facto evaluations, relying on the personal impression and memory of
the subject, they do not track a change over time and are therefore difficult to
use for the identification of specific peaks on cognitive workload. The NASA-
TLX questionnaire is a standardised assessment tool of cognitive workload. It
employees a “multi-dimensional rating scale” measuring six parameters to give
an estimate of the overall task workload: mental, physical, temporal, frustration,
performance and effort. Like other forms of self-report, it doesn’t record changes
in cognitive load over time (multiple questionaries can be used to assist a complex
task if divisible in subtasks). Other subjective workload measures are: Multiple
Resources Questionnaire (MRQ) [2], Subjective Workload Assessment Technique
(SWAT) [34], Overall Workload Level (OWL) [20] and Integrated Workload Scale
(IWS) [31].

Performance-based measures of mental workload indirectly measure the cog-
nitive state of a subject through the execution of a standardised task. Changes
(speed, accuracy, response time) in the execution of the secondary task can be
interpreted as a difference in cognitive/visual workload. The ISO defined Detec-
tion Response Task (DRT) [19] is an example of a performance-based method,
Cegovnik et al. [4] used a tactile DRT to validate the use of a Tribe eye tracker
to assess changes in the cognitive load of the subjects using oculography and
pupillometry. The DTR estimates the cognitive load trough response rate and
miss-rate of the response task: a stimulus is delivered through a vibrator attached
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to the subject in a random sequence; the test measures the response time (time
needed to press a button attached to the steering wheel in a driving simulator).
The use of this class of methodologies is to be planned considering the effect of
the controls tasks on the main task as well as the low temporal resolution of
the events that can be measured. Moreover, the relationship between cognitive
workload and task performance is not linear and follows an inverted U-shape as
defined in the Hebb-Yerkes-Dodson Law [4]. Both overload under-load can, there-
fore, result in decreased performances making the measure potentially unreliable
if not paired with subjective data.

Physiological indices indirectly connect a measurable psychophysical param-
eter to an expected mental workload. Heart rate, respiratory rate, galvanic skin
response, brain activity (EEG, fRMITCD), as well as eye activity [3] are parame-
ters that over the years have been used to measure the mental workload. Modern
eye tracking has an intrinsic advantage of being unobtrusive, and less impending
that most of the other aforementioned techniques and could be a reliable instru-
ment for over time monitoring of the mental workload [5]. Still, psychophysio-
logical measures have several limitations [4] when applied in field conditions. In
most of the studies mentioned beforehand, the experimental design included two
or more tasks with different levels of difficulty indirectly estimating the work-
load required for each of the tasks. The physiological and neurological models
employed in the psychophysiological methods have to be specially designed and
trained to fit a particular task-evoked neural activity. It is, therefore, difficult to
compare the results to a generalised measure of workload.

Blinks. Eyeblink duration and rate have been identified as an alternative metric
for visual workload [1] and [33]. Unfortunately, this metric reliability is limited,
as the blink rate can be influenced, in an opposite manner, by both the mental
workload and visual workload.

Pupil. In the Handbook of Psychophysiology [3, p. 443], Cacioppo et al. defines
the pupillary system as a “dually innervated organ”. The pupil size is determined
by the concurring action of a parasympathetically innervated constricting mus-
cles and sympathetically innervated radial dilator muscles. The parasympathetic
activity is dominant, responding to light reflexes, and determine the varying
pupil size baseline, the sympathetic activity is instead connected to behavioural
and stress contexts and can be used as a psychophysiological parameter of cog-
nitive activity.

Task-Evoked Pupillary Response. Palinko et al. [30] estimated the driver’s
cognitive load from pupil size measurements finding that it the pupillary response
correlates with the measured driving performances, and this as similar studies
seems to confirm the reliability of pupillometry as a measure of cognitive work-
load. However, the analysis is limited to a simulated task with low variability
between target luminance. Palinko et al. [30] introduced a pupillometric cogni-
tive load measure for real-time cognitive load changes (every several seconds).
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Light and Cognitive Load Effects on Pupil Diameter. Palinko et al. [29]
follows up the previous study with a proof of concept of the possible separation
between cognitive and ambient light components of pupil dilatation. The study
was conducted using a driving simulator as a controlled environment for both an
Aural Vigilance Task an Illumination Task (with different brightness targets) and
a combined validation task. The study results show that it should be theoretically
possible to model the psychophysical functions of the pupillary response over
time to light stimuli and shows the measured trend over time. It also notes how
the transitions bright/dark/bright are not equal as different muscle groups are
involved in the contraction and dilation movements. The bright light reaction is
quick “to protect the retina from overexposure”, while the reaction to darkness is
slower and gradual. The psychophysical function to predict an expected baseline
pupil diameter should, therefore, take into account multiple parameters, current
light level, previous light level, the rate of change, as well as age, and target.
The study concludes that it is possible to discern the effects of luminance and
cognitive load on pupil diameter and that the “proof of concept” predictor works
in the limited experimental setting.

Discern Between Mentally and Visually Workload. Recarte et al. [32]
validated the use of pupillary response as workload index in a field scenario
ignoring the effect of illumination changes as the variable was impossible to
control. The data they collected shows consistent results across the different
driving task (no task, verbal task and visual task) collected during multiple
driving session, to such a degree that cannot be explained by the sole different
lighting conditions.

Unified Formula for Light-Adapted Pupil Size. Since the pupil diameter
can be deconstructed as the result of multiple concurring factors, in order to
correctly differentiate the cognitive workload from the pupillary light response,
it can be useful to compute the expected pupil diameter for a given brightness
condition and use the resulting value as a baseline value upon which calculate the
cognitive-driven component of the measured pupil size. In a recent paper, Watson
et al. [41] (NASA Ames Research Center and University of California) have
reviewed seven different published psychophysical functions defining the relation
between target luminance (cd/m2) and expected pupil diameter. In the same
paper, they also published a newly developed unified formula. The calculated
baseline would work in the range of 2 to 8 mm, the reliability of the unified
formula have to be tested to ensure that the little variability rage of the pupil
size provoked by cognitive workload is preserved (<±1 mm) [29]. The unified
formula [41] is valid only for a light-adapted condition with stable illuminant
and point of view (PoV) as it doesn’t account for the adaptation state or the
“pupillary unrest” (low-frequency random fluctuation in the range of 0.02 to
2.0 Hz and amplitude within ±0.25 mm).

Independent variables in the unified equation:
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– Luminance.
– Age (The maximum pupil diameter, as well as total range, declines as the age

grows).
– Field diameter (deg).
– Number of eyes stimulated, the final diameter is dependent on the number

of eyes that are adapted to the light condition they defined the “Effective
corneal flux density” (the variable controlling the effective pupil diameter) as
dependent on the number of eyes (attenuated by a factor of 10 for one eye).

F = LaM(e)

(F) Flux density as the product of (L) luminance, (a) area, and (M(e)) monocular
effect.

Wavelet Analysis. Marshall et al. [26] describes a technique to identify the
origin of a recorded pupillary response that works independently from the tar-
get luminance. The procedure employs wavelet analysis to identify the dilation
reflexes of the subject’s pupil. She explains how the reflexes can be differenti-
ated as the pupil have different responses to light and psychosensorial stimulus.
In a steady light, the pupil shows an irregular pulsation (light reflex) provoked
by the interaction of the circular contracting muscles (agonist) and antagonist
radial muscles act as the antagonist and are inhibited from dilating the pupil.
A cognitive workload provokes a different waveform as both circular and radial
muscles dilate the pupil creating a brief peak. This would imply that the cog-
nitive workload is measured as the frequency and intensity of such events and
not as a steady dilatation of the pupil (for the duration of the load), but it is
unclear how this method would perform in a field condition, with highly variable
ambient luminance.

An application of this technology is explained in a study conducted by Mar-
shall for the US Navy. She applied the patented metric of Index of Cognitive
Activity (ICA) [27] thanks to a networked system that is set up to record the
cognitive workload for multiple team members during a collaborative task. The
study assessed the performance of a three-person team in a simulation system,
and the effort to overcome mission-related problems. A similar study, a collabo-
ration between NASA Ames and EyeTracking, Inc. used the ICA and eye metrics
to detect the difference between low and high fatigue states [28].

Machine Learning for Pupillometry. Wierda et al. [42] and the related
work of Ferscha et al. [9] represent a different approach to the problem of the
indirect assessment of mental workload. As the response time of the pupil to
a mental workload event is too slow (several seconds) to be used as a real-
time measure, it can be used directly only as an average over time. This makes
it suitable to evaluate lengthy tasks that have a reasonably constant load in
cognitive workload (at least several seconds). These two studies show a proof
of concept of how to obtain an high-temporal-resolution (c.a. 10 Hz) tracking of



112 G. Pignoni and S. Komandur

the cognitive processes through deconvolution. The aim of real-time cognitive
workload measurement gains value in the context of the implementation of a
real-time feedback loop in the interaction design of a system (e.g. a system able
to respond to different cognitive states of the user).

Wierda et al. [42] fixed the distribution of “attention impulses” every 100 ms
defining the output’s temporal resolution. Employing a model of the “Task-
evoked pupil impulse response,” it reconstructs the intensity of the attention
impulse that provoked the measured pupillary response. Ferscha et al. [9] further
developed the concept through machine learning for better performances without
the need of a fixed temporal resolution of the cognitive impulses. To reduce the
effect of incident light Ferscha et al. [9] used the average illumination in the
subject’s field of view analysing the eye tracker camera stream. The technique
they used is possibly still insufficient to adapt the technology to a field study
with a highly variable illumination. In the described implementation a luminance
change more significant than the set threshold would trigger a suspension of the
tracking, this state is then maintained until the condition is stable again and
a new baseline can be calculated. A similar solution was implemented to filter
out blinks. The dynamic baseline is computed through a series of threshold and
doesn’t adjust for small changes in target luminance.

Illuminance Measurement Using a Digital Camera. Luminance as a mea-
sure needed to dynamically estimate the pupil size of a subject, candela per
square meter cd/m2, is the quantity of light radiating from a source. An illumi-
nance meter is an expensive and bulky device, in more than one instance this has
resulted in attempts to use a camera as cheaper and more flexible alternative [16]
and [43].

A digital sensor is at its core an array of Illuminance sensors. Each pixel
measures the number of photons hitting the photoelectric surface. The presence
of a Bayer filter for colour photography makes it so that to reconstruct the
information form the entire visible spectrum multiple pixels have to be analysed
at the same time. Each pixel in the final image has reconstructed values from
the neighbouring pixels for all the RGB channels and in itself would be sufficient
to reconstruct the illuminance of the scene, in order to reduce noise and gain
reliability multiple pixels should be used, the number of pixels used is effectively
the field of view of the instrument [16]. The formula proposed by Hiscocks [16]
has been optimised for a DSLR camera, not all the parameters are accessible
when using an embedded digital video camera.

Parameters:

– Pixel value (0–255 for an 8bit monochrome image).
– Shutter Speed (In a video camera, this is limited by the frame rate, e.g. 1/30 s

for a 30 fps camera) and aperture or focal ratio.
– Iso or film speed.
– Camera Constant (The calibration constant for a specific camera model that

has to be determined with a known instrument).
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Wuller [43] suggest a different model, reversing the colour processing of the
camera, first from gamma-compressed RGB to linear RGB and then from linear
RGB to CIE XYZ, extrapolating then y(λ) as the relative luminance (lumi-
nance as defined by the luminosity function, reproducing the spectral luminous
efficiency of the human eye). The author notes that to access the linear response
of an image sensor the correct inverse gamma has to be applied and that this
could deviate from the standard 2.2 (sRGB), the relative luminance can then
be converted to luminance through a linear relation specific for a particular
sensor/camera settings combination.

Maritime Usability and SA. Endsley et al. [6] defines situational awareness
(SA) as “the perception of the elements in the environment within a volume of
space and time, the comprehension of their meaning and the projection of their
status in the near future”. Low SA has been found to be one of the primary
sources of human error in safety-critical systems [36]. Real-time monitoring of
SA seems possible through the analysis of the subject visual attention aided by
a variety of eye tracking data such as:

– Fixation duration: length of fixations (e.g. time spent on a single target with-
out movement).

– Fixation rate: average number of fixations in a unit of time.
– Dwell time: the sum of all the fixation time in a single area of interest.
– Saccadic main sequence: the relation between the saccadic duration and mag-

nitude and between peak velocity (PV) and magnitude [5], as both PV and
duration increase with the magnitude.
• Saccadic duration: the period between two positions of the fovea.
• Saccadic magnitude: the magnitude of the saccadic movement (angle).
• Peak saccadic velocity: highest velocity reached during saccades deg/sec.

Use of SAGAT. The Situation Awareness Global Assessment Technique
(SAGAT), is a global tool developed to assess SA [7]. “A simulation employ-
ing a system of interest is frozen at randomly selected times, and operators
are queried as to their perceptions of the situation at that time. The system
displays are blanked, and the simulation is suspended while subjects quickly
answer questions about their current perceptions of the situation. As a global
measure, SAGAT includes queries about all operator SA requirements, including
Level 1 (perception of data), Level 2 (comprehension of the meaning) and Level
3 (projection of the near future) components. This includes a consideration of
system functioning and status, as well as relevant features of the external envi-
ronment. SAGAT queries allow for detailed information about subject SA to be
collected on an element by element basis that can be evaluated against reality,
thus providing an objective assessment of operator SA.”

Ikuma et al. [18] compared different standard human factors measurement
tools: workload ratings (SWAT and NASA-TLX) and Situation Awareness
Global Assessment Technique (SAGAT). Eye tracking was also used to anal-
yse the gaze path of the participants during the simulation, “the percentage of
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time spent looking at different areas of the screen during steady-state periods
differed among workload levels”. This study only looks at a small number of
areas of interest (AOIs) on the interface, to infer the visual attention of the sub-
jects for different areas of the interface. The usability of on-board interfaces on
High-Speed Craft (HSC) has been assessed through the application of eye track-
ing technology [11]. The cognitive workload and SA of the crew of a military
HSC in littoral waters were selected as of interest because of the combination of
high-speed navigation and the need to navigate outside established routes. With
particular interest on the role of the navigator [10] and its use of the onboard
interface “Route Monitor Window”. Hareide et al. [11] collected data from both
field and simulator activities using the Tobii Pro Glasses 2 Eye Tracker. The
methodology of the study tried to account for the difference in the environment
and datasets between the simulator and field conditions. The Author followed up
a mid-life update of the interface [12,13], with further validation of the redesigned
interface for the primary objective of increased navigator attention dedicated to
the “outside” Area of interest opposed to the various interfaces. Eye trackers were
in this case used as to indirectly evaluate situational awareness of the navigator
through quantisation of the time spent on the interface rather than observing
the environment. Hareide et al. [12] apply the concept of dwell time, look-backs
and Backtracks to the analysis of AOIs:

– Look-backs (returns, refixation) are saccades landing in an AOIs already vis-
ited. The analysis of a look-back can point to a variety of concurring factors:
memory failure, confusion on the function of a command/element, the diffi-
culty of content understanding and intrinsic importance of the information
present in an AOI.

– Backtracks are calculated on the specific sequence of saccades and are a sud-
den (inverted gaze direction) rapid eye movement back to a just visited AOI.
Confusion or uncertainty, changes in goals, a mismatch between the users’
expectation and interface layout.

The author shows how eye tracking data can be used to guide the development
of a GUI through the analysis of areas of interest and gaze behaviour, but also
notes several limitations in the use of the eye tracker that need to be considered
not to influence the behaviour of the user group. This includes the thickness of
the eyepiece frame, creating a visible “frame of vision”, unwanted reflection and
glares on the protective glass, difficulty using the binoculars in conjunction with
the trackers and unfavourable lighting conditions.

2 Methods

2.1 Measure of Luminance from POV

This is a work in progress. his research starts with the development of the neces-
sary tools. Even though it is theoretically possible to use a video camera as
luminance meter, the reliability and accuracy of this technique will depend
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significantly on the software and hardware. The calibration and validation of
the equipment will be done with a know good instrument in the Norwegian
Colour and Visual Computing Laboratory. A colour checker will be measured
with both the Konica Minolta CS-2000 [25] spectroradiometer and the World
Camera mounted on the Pupil lab eye tracker (Pupil Pro). The data can then be
used to calibrate the World Camera as a rudimentary luminance meter. A colour
checker illuminated by a diffuse light at a variable intensity will be measured
through both the Pupil Pro and the spectroradiometer. Different combinations
of illumination and exposure settings on the software are required to model the
sensor response.

The Pupil lab [23] software in his current version (1.10.20) does not dynami-
cally save the exposure settings during the recording. Libuvc [38] (cross-platform
library for USB video devices) is used to receive the video stream and communi-
cate with the two cameras. Libuvc supports either getting or setting the exposure
value and should allow retrieving the current exposure data during the record-
ing. The lack of support of these functionalities in the Pupil lab software makes
it impossible to use automatic exposure as the calibration values would change
during the recording in an unpredictable manner. Using a fixed manual exposure
is possible but severely limits the maximum dynamic range of the light meter.

Alternatives to the use of the camera, to simulate a scenario in which the
aforementioned limitation does not apply, which would be easily reachable with
some interest from the developers, is to use an external light meter mounted on
the eye-tracker. This would provide a measurement that is not bound to the lim-
ited dynamic range of the camera with the drawback of having two disconnected
data streams.

Instrumentation. The Konica Minolta CS-2000 spectroradiometer [25] is a
high precision polychromatortype spectroradiometer, it will allow measurement
on a vast range of luminance (0.3 to 500,000 cd/m2) with a ±2% accuracy. The
Pupil Pro [23] and [24] World Camera is mounted just above the subject eye,
facing outward. The camera offers different combinations of resolution and frame-
rate 1920× 1080 @30 fps, 1280× 720 @60 fps, 640× 480 @120 fps covering a FoV
of 60 or 100◦ diagonally (depending on the lens).

2.2 Calculate the Baseline Pupil Size

The measure of luminance from the POV will be connected to the unified formula
for light-adapted pupil size developed by [41]. Two elements will need validation:

– the accuracy and precision of the unified formula.
– the different possible methods to convert the input from the camera to the

correct input values for the formula.

The [41] unified formula is based on a standard procedure involving a defined
stimulus: the observer is shown a bright circle on a dark background. The size
(degrees of field of view) and luminance (cd/m2) of the circle determine the
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corneal flux density (i.e. the product of luminance and subtended area) as defined
by [37]: D = 7.75 − 5.75[(F/846)0.41/((F/846)0.41 + 2)] “where D is the pupil
diameter (mm), and F is the corneal flux density (cdm-2deg2)”.

The model implies that at its core the pupil control mechanism reacts as a
‘flux integrator’, following an S-shaped curve.

An image from the camera has to be used to evaluate the flux density or to
indirectly convert the image into a corresponding standardised stimulus (i.e. a
circle on a dark background). The most promising approach is to consider the
average luminance on the camera sensor (or external light sensor) as equal to
the luminance of a standardised stimulus (bright circle) as wide as the entire
field of view (FoV) (120–190◦).

This assumption ties the precision of the calculated pupil size to how well the
camera FoV matches the user FoV). To test the quality of the model NTNU stu-
dents and staff (age from 20 to 50) will be recruited for validation in a controlled
environment.

Validation. The procedure will refer to the methods used by Palinko et al. [29].
It will be divided into three parts:

– No-load - variable light-adapted state. The participants will be sitting in a
dark room looking at a selection of projected images; the sitting position
will be adjusted to maintain a constant field of view and distance from the
screen. The projected images will include standardised stimuli as well as more
complex images (e.g. outdoor naturalistic scenery). Each image will be repre-
sented for several seconds to let the pupil reach an adapted state (c.a. 15 s).
Each image will include a focal point ad the participants will be asked to
stare at the focal point.

– Load - static light-adapted state. With a constant ambient luminance (e.g.
grey image projected), the participants will be asked to perform an Aural Vig-
ilance Task (AVT), as in [29]. The task involves listening to a voice counting
from 1 to 18, repeated multiple times. Every 6th number (6, 12, and 18) might
contain errors (i.e. another number is replaced to the correct sequence). The
participants would have to perform an action such as pressing a button when
they detect an error. The task should induce an increased cognitive workload
near every 6th number. The location of the error should be randomly selected
for each session.

– Load - variable light-adapted state.
The same AVT task is repeated but with variable standardised images being
projected.

2.3 Measure of Luminance from POV

Subjects. The subjects for the final session will be recruited as cadets of the
Royal Norwegian Naval Academy (RNoNA) and will require access to the train-
ing vessel (Kvarven). The crew of a training vessel includes navigator, assistant,
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helmsman and training instructor. During a study session, the vessel would also
include one to three researchers to set up and record the data. Depending on
the availability of multiple eye trackers both the navigator and helmsman could
participate in the experiment for each session.

Procedure. The setup for each session will include:

– Introduction to the research and signature of the informed consent.
– Application of the eye tracker (glasses and recording device).
– Calibration of the eye tracker.
– Reference measurements of ambient illumination.
– The debriefing will include a short interview and the NASA-TLX question-

naire as a further reference of the cognitive workload.

Two researchers should be present on board at any time. Between each ses-
sion, up to 30 min will be required for cleaning of the instrumentation, download
of the test data and recharge of the various batteries.

The task aims to highlight different levels of cognitive workload. The naviga-
tion task should be repeatable Fig. 1, and it should last less than one hour (not
including the setup and debriefing) and should include a mix of low and high
workload for the subjects: E.g. Steady navigation - change of course - steady
navigation.

Fig. 1. The course suggested by Odd Sveinung Hareid from Laksev̊ag (Bergen)

3 Expected Results

3.1 Proof of Concept

This is a work in progress, at the time of writing, the research is still in the
initial exploratory phase and should be completed by the end of May 2019. The
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literature review helped in defining a path to follow in order to develop the
necessary tools (the pupil baseline calculation), but there are inherent risks and
challenges in the generalisation of findings that were initially only meant for
controlled condition/laboratory study. A series of non validated tests is being
carried out to determine:

– weather the camera-based luminance meter works well enough for a reliable
field application (limited dynamic range of the camera, limited bit depth, the
difference in the camera FOV compared to the subject FOV).

– Weather pupil baseline calculation is precise to such a degree not to mask the
cognitive workload.

– Weather the chosen eye tracker can operate in field conditions.

Fig. 2. This sample data output was recorded from a user sitting in front of a laptop
in a dark room. The green line is the pupil size (mm) as measured by the eye tracker;
the red line is the baseline as calculated from the video data and the blue line is the
difference between the two. The blue will ultimately represent the cognitive workload.
In this sample, the middle “steady” part has been measured on a subject performing
an IQ test. The horizontal axe, time, is expressed in video frames at 30 fps. (Color
figure online)

A series of artefacts have been identified in the sample data collected:

– Pupillary overshoot, the model of the pupil size is specific to adapted state
and doesn’t account for the pupil natural overshoot that can be observed
when a rapid change in luminance occurs Fig. 2.

– Pupillary unrest, in the form of low-frequency random fluctuation in the range
of 0.02 to 2.0 Hz and amplitude within ±0.25 mm Figs. 2 and 3.

– Incorrect measured pupil range; the pupil size is calculated from the video
image in pixels to an estimated mm by the 3d model. different calibration
of the pupil camera (distance from the eye) can bring the measured range
outside the unified formula unified formula [41] range (c.a. more than 2 mm
and less than 8 mm).
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– Luminance outside the camera dynamic range, this is visible in the second
plot, in this case, an outdoor recording ended inside a building, the completely
black image from the video produces an unreliable luminance reading Fig. 3.

Fig. 3. This outdoor session shows the limitations of the camera if used with a fixed
exposure.

During the test multiple data sources will be combined including: Heart rate
variability, POV camera, eye tracking camera all will be used to substantiate the
measure of cognitive workload. Dates and travel The number of sessions depends
on the availability of cadets, five to ten subjects would be a good result. Given
the nature of the experiment weather and ambient illumination conditions should
be kept constant within a reasonable range. This could require the spread of the
study over multiple days.

To account for the limitations of the eye tracker, it would be advisable to
plan a portion of the sessions after dawn, (lower the contrast between the user
interface inside the cabin and the outside).

4 Conclusion

The development of the necessary tools is in progress and will hopefully end as a
refined proof of concept and validation of the method with the intent of attracting
the interest of developers to consolidate the application. The validation that will
be attempted as part of the research will be by no mean be exhaustive, it is
expected that the interest surrounding the measure of the cognitive workload
will result in a variety of experiments on the topic, to further explore the benefits
and limitations of the developed methods.

The choice of a camera as a luminance meter could severely limit the accuracy
of the method but would allow a variety of head-mounted eye trackers to be used
for cognitive workload studies without the need of any extra hardware.
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Psychol. Appliquée/Eur. Rev. Appl. Psychol. 63(6), 335–343 (2013). https://
doi.org/10.1016/j.erap.2013.09.001. https://linkinghub.elsevier.com/retrieve/pii/
S1162908813000741

6. Endsley, M.R.: Design and evaluation for situation awareness enhancement. Proc.
Hum. Factors Soc. Ann. Meet. 32(2), 97–101 (1988). https://doi.org/10.1177/
154193128803200221

7. Endsley, M.R.: Direct measurement of situation awareness: validity and use
of SAGAT. In: Situation Awareness Analysis and Measurement, pp. 147–173.
Lawrence Erlbaum Associates Publishers, Mahwah (2000)
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Abstract. Physical load experienced by dismounted military has already been
studied extensively. Few studies, however, have focused on the cognitive load
of dismounted soldiers during military operations in the field. In this project, a
cognitive task analysis (CTA) was performed to study the cognitive workload of
a troop commander during troop hasty attack trainings by the Royal Netherlands
Marine Corps. Observations, interviews and questionnaires were used to study
the cognitive load. The experienced cognitive and physical load was rated as
high and the various phases of the attack contributed to this load differently.
The CTA revealed that the cognitive tasks during the hasty attack were per-
formed while being physically active or directly after heavy physical effort. This
means that cognitive task performance should not be studied in isolation and the
presence of physical activity may be an important factor moderating cognitive
performance. The CTA further showed that situational awareness, task switch-
ing, and communication are important cognitive skills used by the troop com-
mander. These findings are used to develop a mixed reality platform that can be
used to investigate the effects of new technological innovations on cognitive
performance under conditions mimicking real-life situations, while controlling
for potential confounding variables.

Keywords: Cognitive workload � Cognitive task analysis � Simulation �
Dismounted soldiers

1 Introduction

Dismounted soldiers are confronted with complex and physically demanding tasks. The
expectation is that future soldiers will be equipped with advanced technologies aimed
to support the execution of their tasks. The large amount of equipment will not only
influence physical performance but may also impact cognitive performance as these
new technologies are not always attuned to military operations. Physical load experi-
enced by dismounted soldiers has already been studied extensively and is often mea-
sured using a military obstacle course. However, to investigate and understand the
effects of new technologies (e.g., battlefield systems, augmented technology) on cog-
nitive task performance in the military domain, no such framework exist. Current
cognitive test batteries for soldiers particularly aim to predict future performance [1] or
aim to identify individuals with Traumatic Brain Injury [2]. Moreover, only a few
studies have focused on the cognitive load of soldiers during military operations in the

© Springer Nature Switzerland AG 2019
D. Harris (Ed.): HCII 2019, LNAI 11571, pp. 123–136, 2019.
https://doi.org/10.1007/978-3-030-22507-0_10

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-22507-0_10&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-22507-0_10&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-22507-0_10&amp;domain=pdf
https://doi.org/10.1007/978-3-030-22507-0_10


field as compared to research among pilots [3, 4]. Nevertheless, studying cognitive load
among dismounted soldiers is important to identify how new (information) technology
facilitate or impede cognitive performance.

In the current project, the aim was to gain insight into the tasks and cognitive load of
a troop commander during a troop hasty attack with the purpose to implement a mixed
reality platform that will be used to understand the impact of new technology on
soldier’s cognitive performance. The performance during a hasty attack was studied as
such an attack involves the fundamental basics of infantry actions in conventional
warfare and is also known to be challenging due to various uncertainties (e.g., unknown
threat location, limited terrain knowledge) caused by a limited preparation time.

2 Method

2.1 Participants

Six recruits in the marines’ officer’s training program POTOM (Praktische Opleiding
tot Officier der Mariniers) participated in this study (age between 24 and 30 years, on
average 27 years). Two participants were already employed at the Royal Netherlands
Marine Corps (RNLMC) in an operational and supervisory function. This research was
approved by the ethical committee of TNO.

2.2 Setting

This study was performed by four researchers during a live fire training of the troop
hasty attack by the Royal Netherlands Marine Corps (RNLMC) in the hilly Senny-
bridge Training Area in Wales (UK) in May 2017. Within four days, six runs of hasty
attacks were studied, four in the morning and two in the afternoon. Each participant
held the position of troop commander during one run. A run consisted of one or more
hasty attacks. Each run was studied by a pair of researchers.

2.3 Procedure

Upon arrival at Sennybridge, all participants were briefed on the purpose of the
research. A day before the participant would perform the hasty attack run, the partic-
ipant signed the informed consent form and was instructed to fill out the questionnaires
regarding sleep duration and quality the next morning directly upon waking. Imme-
diately before the hasty attack run took place, the participant also indicated his level of
sleepiness. During the run, two researchers closely followed the troop commander. On
average, a run lasted two hours. Directly after completing the run, the participant
attended the after-action review held by the instructors, followed by filling out the
cognitive and physical load questionnaires and an interview under the guidance of the
two researchers. This interview took place in a private room to ensure the privacy of the
participants. Finally, participants were thanked for their time and effort. On the same
day as the hasty attack the POTOM lead instructor filled out a questionnaire rating the
performance of the recruit.
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2.4 Measures

In this study, a cognitive task analysis (CTA [5]) was used to examine the cognitive
load of a troop commander during a hasty attack. The CTA consisted of three parts,
namely observation of behavior during the hasty attack runs, an interview directly after
the hasty attack run, and various questionnaires before and after the hasty attack run.
As preparation, before the CTA took place, a hierarchical task analysis (HTA [6]) was
conducted to obtain an understanding of the tasks and subtasks of a troop commander
during a hasty attack. Doctrines, interviews with Subject Matter Experts and a field
observation were used to gather this knowledge.

Observation. Two researchers observed whether and how the troop commander
performed the tasks required during a hasty attack using an observation form based on
the HTA. The researchers observed the troop commander from a short distance
(*10 m) and were listening to either the troop radio net or the squadron radio net.
After the hasty attack, the observers also attended the after-action review.

Interview. Directly after the after-action review, an interview was conducted with the
participant using the Critical Decision Method (CDM [5, 7]) one of the most commonly
used methods of implementing a CTA [8]. This method gives the interviewer the
opportunity to return to a critical moment together with the interviewee and to identify
why and based on what information, decisions were made [7]. The interview was
structured using four phases. In the first phase a specific event was identified that
caused a high level of cognitive workload for the participant. In the second phase, a
timeline was constructed to obtain a clear overview of this event. In the third phase, the
event was discussed in more detail to better understand how the situation and the
cognitive load was experienced by the participant (e.g., what information was avail-
able, how did they make the decision). In the last phase, ‘what if’ questions were asked
to invite the participant to speculate on how his decisions might have differed when
having, for example, different technology available during the attack. Interviews lasted
an hour. When there was time left after discussing one event, another event with a high
cognitive load was identified and analyzed. The audio during the interviews was
recorded.

Questionnaires. Participants filled out questionnaires regarding sleep since earlier
research conducted with a previous POTOM class showed an accumulation of sleep
debt [9]. Duration of sleep and subjective sleep quality of the previous night were
measured with questions from the Pittsburgh Sleep Diary [10] and Karolinska Sleep
Diary [11]. In addition, a question was asked about the average sleep duration during
the whole training period in Sennybridge that started two weeks before the start of this
study. At the beginning of the hasty attack run, participants filled out the Stanford
Sleepiness Scale [12] to measure their level of sleepiness.

To gain insight into the experienced cognitive load during the hasty attack, par-
ticipants completed the NASA TLX [13] and the Rating Scale Mental Effort (RSME
[14]). To assess experienced physical load, participants filled outthe rate of perceived
exertion (RPE) questionnaire [15].
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Additionally, the POTOM lead instructor filled out a short questionnaire concerning
his view on the recruit’s performance. Five-point scales were used to indicate general
functioning, stress resistance, learning ability and potential as troop commander. A one
indicated ‘very bad’ and a five ‘very good’. Furthermore, a grade was given between 1
and 10 to indicate how well the hasty attack run was executed by the recruit.

2.5 Data Analysis

Questionnaires. The results of the questionnaires filled out by the participants and the
instructors were visualized in graphs and globally reported such that a participant’s
individual scores are no longer recognizable.

Observation and Interview. The transcripts of the interviews and notes from the
observations were analyzed by the four involved researchers. Each researcher analyzed
each hasty attack run (six in total) by answering the following seven questions:

• Which phase(s) in the hasty attack caused the highest cognitive workload?
• Which elements were contributing to this cognitive workload?
• How was the behavior of the participant (based on observation)?
• What were the operational consequences of the cognitive workload?
• What were the mitigation strategies applied by the participant?
• How did the participant expect that a more experienced troop commander would

respond?
• What technologies could have supported the participant during the hasty attack?

Afterwards, these insights were discussed by the four researchers to create a common
understanding of the experience of the participant (see Results section).

3 Results

3.1 Questionnaires

Sleep Duration and Sleep Quality. Table 1 shows the results of the questionnaires
concerning sleep duration, sleep experience and the Stanford sleepiness. Results show
that participants did have an acceptable sleep duration and experience.

Subjectively Experienced Load. Both physical and cognitive load were relatively
high. The physical load (RPE) was on average 14.3 indicating ‘relatively heavy’
(SD = 1.5). The cognitive load calculated by averaging over the six NASA-TLX
questions and participants was 13.7 (SD = 1.22) on a scale of 0 (none) to 20 (maximal).
The average mental effort (RSME) score was 67.6 (SD = 19.3) on a scale of 0 to 150.
Four participants indicated ‘considerable effort’, one participant ‘great effort’ and one
participant ‘some effort’.
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Performance Evaluation by Instructor. The participants were rated by the POTOM
lead instructor on several scales, see Table 2. The highest scores on all scales belonged
to the participants with previous military experience.

3.2 Observation and Interview

For a better understanding of the results in this section, Table 3 gives an overview of
the phases of a hasty attack. The next subsections will address the cognitive load during
these different phases.

Table 1. Results of sleep duration, sleep experience and Stanford Sleepiness scale

Question Minimum Maximum Average

Sleep duration (night before) 4h25 7h15 6h24
Sleep duration (average across training) 5h 8h 6h30
How did you sleep 2 3 2.2
How refreshed after awakening 3 5 3.3
How quiet was your sleep 1 4 2.5
Slept throughout time allotted 3 4 3.2
Ease of waking up 2 3 2.5
Ease of falling asleep 1 5 2.5
Stanford Sleepiness scale 1 4 2

Table 2. Performance evaluation by instructor

Performance scale Minimum Maximum Average

General functioning 2.75 5 3.5
Stress resistance 2.75 4 3.6
Learning ability 2 5 3.5
Potential as troop commander 2.75 5 3.5
Hasty attack score 5 9 6.7

Table 3. Overview of tasks of the troop commander during a hasty attack

Phases of hasty attack Tasks

1. Battle Preparation The troop commander prepares his troop for the upcoming
attack by determining marching orders and ensuring that his
troop is prepared to react on enemy fire. He also informs the
troop about the initial attack plan

(continued)
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Table 3. (continued)

Phases of hasty attack Tasks

2. Reaction on effective
enemy fire (occurs every
time that an enemy is
encountered)
2a. Initial reaction and
assessing the situation

During this phase the troop moves forward to provoke enemy
fire. When enemy fire is encountered the section under fire
responds with a contact drill. The troop commander needs to
move into a safe position where he obtains a good overview of
the situation and gathers situational awareness (i.e. terrain,
information about enemy, position own sections). He is in
control of keeping the enemy under fire to start gaining back
initiative in the fight and can therefore if needed assign extra
sections. Besides that, he needs to brief the squadron
commander on the situation

2b. Quick Estimate The troop commander gains as much situational awareness as
needed and comes up with a plan for the attack. He needs to
decide on how to maneuver towards the enemy (frontal or
left/right flank approach). Furthermore, he informs and asks
approval of the squadron commander for his plan

3. Attack
3a. Orders The troop commander physically meets with the deputy troop

commander and section commanders to brief them on the
upcoming attack. Afterwards, the section commanders will brief
their sections

3b. Approach A section of the troop that is not under fire will make a covert
flanking or frontal movement towards the enemy. In the
meanwhile, another section of the troop, keeps the enemy under
fire, such that the maneuvering section can safely move forward.
When the maneuver section arrives at a certain predefined
location the fire needs to be stopped, to prevent friendly fire.
This process is coordinated by the troop commander. In general,
the troop commander joins the maneuver section, however, at a
safe distance behind the section

3c. Assault The maneuver section runs towards the position of the enemy
and uses firepower to subdue them. This can be coordinated
either by the troop commander or the section commander

4. Reorganization When the enemy is defeated the troop needs to quickly set up
adequate security in the area. The troop commander coordinates
this process and needs to determine whether the troop can
continue with the fight, needs replenishments of goods, or needs
to be relieved by another troop. Additionally, he needs to give a
situational report to the squadron commander
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Cognitive Demanding Phases During the Hasty Attack. Table 4 shows the phases
during the hasty attack that were highlighted as most cognitively demanding by the
participants during the interviews. The number of hasty attacks a participant performed
during a run varied per participant. When multiple enemies were encountered, the later
encounters seemed to be more cognitively demanding than the first. During the later
encounters, the troop was often more scattered over the terrain due to previous attacks
and the evacuation of casualties.

Four phases were indicated as most demanding by the participants:

• 2a Initial reaction: This phase was indicated as most demanding in the situation of a
sudden new enemy contact, while the reorganization after previous enemy contact
(s) was not yet completed. During these high demanding initial reactions, the troop
was relatively dispersed over the terrain due to multiple attacks or casualties.
Maintaining command and control was reported as more difficult.

• 2b Quick estimate: During this phase the highest cognitive demand was during
planning of the hasty attack. This demand was high for several reasons; difficulties
to decide how to approach the enemy, e.g., via the left or the right flank, the
multitude of events occurring simultaneously, e.g. casualties, or a lack of basic
skills needed to communicate the plan according to protocol to the squadron
commander.

• 3b Approach: Two different high demanding situations were reported during the
approach phase. First, during two hasty attacks, the troop commander misinter-
preted the terrain in terms of opportunities to hide for the enemy, resulting in a
situation where their own troops were visible for the enemy. Therefore, a new plan
was made and communicated. During another hasty attack, the troop did not

Table 4. Most cognitive demanding phases during the runs as indicated by the participants.

Participant Number
of
attacks

2a
Initial
reaction

2b
Quick
estimate

3a
Orders

3b
Approach

3c
Assault

4
Reorg

1 4 4th

contact
3rd

contact
2 2 1st

contact
3 1 1st

contact
1st

contact
4 2 2nd

contact
1st

contact
2nd

contact
5 1 1st

contact
1st

contact
6 4 4th

contact
4th

contact
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approach the enemy from the correct angle, causing a potentially dangerous situ-
ation increasing the risk of friendly fire.

• 4 Reorganization: Participants had difficulties with setting up a good strategic
position in the terrain (i.e., a position with a clear 360° overview of the surrounding
area and hidden from the enemy). In addition, it was difficult to keep the priorities in
the right order, e.g., prioritizing safety of the troop above dealing with casualties.

Cognitive Workload Factors. The different elements contributing to the cognitive
load were categorized in different cognitive load factors. Table 5 gives a description of
these factors and in how many events these factors contributed to the cognitive load.
The factors are ordered by the number of events.

Table 5. Overview of factors that increased the cognitive workload during the events mentioned
as cognitive demanding.

Cognitive load factor Description Number
of events

Command and
control (C2)

Keeping the squadron commander up to date of the
troop’s status and controlling the hasty attack executed
by the troop. This includes creating an overview of the
locations and status of all the sections, controlling the
sections with the right priorities (safety first), and
ensuring that the sections understood and executed the
actions ordered

9

Threat Unexpected dangerous threats such as an armed
vehicle that was approaching or being in a dangerous
position (without protection) in the terrain

5

Casualties When sections were in field of view of the enemy or a
mistake was made by one of the sections, casualties
were assigned by the instructor. The deputy troop
commander was responsible for dealing with these
casualties and transporting the wounded away from the
battlefield, while the troop commander had to maintain
safety and coordinate the attack with less men
available. Also, the screaming of the wounded, could
distract the troop commander

5

Terrain Various factors made interpreting the terrain difficult.
First, the terrain was very open making maneuvering
difficult. Secondly, the terrain was full of hills causing
difficulties with estimating distances, finding spots
with line of sight and cover, and planning the attack as
the troop commanders did not have much experience
yet with hilly terrain

5

Education/instructors The pressure to perform well to stay in the officers’
training program and pressure from the instructors
during the hasty attack (asking questions caused doubts
about decisions)

4

(continued)
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Figure 1 gives an overview of the different cognitive load factors that occur within
the different phases of the hasty attack. The most cognitive load factors were experi-
enced during the quick estimate phase; nine out of ten workload factors were con-
tributing to the workload in this phase. A factor contributing to all phases were the
casualties.

Mistakes During the Hasty Attack and Consequences. Below an overview of
mistakes of the recruits that we identified from the observations, interviews, and after-
action reviews ordered by cognitive load factor.

Command and Control. Mistakes resulting from a lack of command and control
typically result in reduced safety, reduced sustainability and loss of momentum of the
attack. Typically mistakes were: a lack of awareness of the position of all sections,
positioning themselves near the front-line when confronted with an armored threat,

Table 5. (continued)

Cognitive load factor Description Number
of events

Information Large amount of information needs to be processed
simultaneously including irrelevant information

2

Time pressure Keeping momentum during the hasty attack 1
Planning Coming up with the plan for the hasty attack 1
Sound Hearing much sound from the environment such as

people shouting and shooting and sound coming in
over multiple radios

1

Military basic skills Possessing basic military skills such as determining the
position of the enemy on a grid

1

0

2

4

6

8

10

12

14

16

Initial
reaction

Quick
estimate

Approach Reorg

Military basic skills

Sound

Planning

Time pressure

Information

Education/instructors

Terrain

Casualties

Threat

Command & Control

Fig. 1. Occurrences of cognitive load factors for each phase in the hasty attack
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forgot to allocate the weapon systems during the reorganization and forgot to clearly
instruct the attack plan to a section.

Terrain. Amistake that was made by multiple recruits was choosing the wrong route
for the flanking maneuver due to inaccurate estimation of terrain characteristics. In one
occasion, this reduced sustainability and momentum as the recruit should create a new
plan. In another case, the recruit continued the operation through open terrain and
therefore increasing the risk being detected by the enemy.

Threat. In several runs, recruits forgot their own cover in the field (e.g., lifting their
heads too high or being alone in the field without a section for protection). This is very
risky as it is important for the mission and troop that the troop commander remains
safe.

Basic Skills. One recruit gave a wrong coordinate of the enemy position. This mistake
was corrected by the instructor, but otherwise it could have increased the risk of
friendly fire and not being able to defeat the enemy during the attack.

Supporting Technologies. During the interviews, the recruits were asked which
technologies would support the execution of the hasty attack. Several technologies
were mentioned. To increase situational awareness, a tool that tracks your own posi-
tion, the position of the other sections, or the enemy’s position was mentioned. This
information can be used during the quick estimate phase. Also, eyes in the sky (i.e.,
drones) could help them to find the enemy location or to explore terrain characteristics
(e.g., finding locations to cover for the enemy), while the troop commander can stay
safely in the back of the terrain. Augmented reality was mentioned as technology that
allow them to see through the eyes of the fire section (this section is often closer to the
enemy) resulting in an increase in situational awareness. In addition, one recruit sug-
gested that inclinations of the terrain should be visible on a map. Altitude lines on a
map can be difficult to interpret and can make it harder to estimate distances. Another
recruit suggested a digital foldable map allowing them to zoom in and out or see the
terrain from another perspective. Smaller radios were also suggested, as the radio
currently carried by the troop commander is large and limits their mobility. Overall
findings showed that the most frequently mentioned technologies were those that
increase situational awareness.

4 Discussion

In the current study, the CTA methodology was applied to a troop hasty attack aiming
to better understand the cognitive load of a troop commander during such an attack.
Results showed a relatively high level of cognitive load and different phases of the
attack contributing to this load. The phases that contributed most to the experienced
load were the initial reaction, quick estimate, approach and reorganization. For each
phase, the cognitive load factors contributing to the cognitive load varied. The number
of cognitive load factors was the largest during the quick estimate, where a variety of
cognitive tasks were performed by the troop commander. During the quick estimate,
four crucial cognitive tasks occurred simultaneously, namely acquiring situational

132 M. van Beurden and L. Roijendijk



awareness, deciding the best route for approaching the enemy, and communicating and
planning the attack. The results of the interview showed that during this phase also
several mistakes were made that could have been the result of the high cognitive load
experienced by the recruits. Typical mistakes were: choosing the wrong route, unsafe
positioning during information collection (i.e., visible for the enemy or too close to
contact), unclear orders during the communication of the plan and inaccurate awareness
of the position of the sections in the field. In the current study, the assault phase was not
mentioned as a high demanding phase. However, during an attack in real life, the
experienced cognitive load will probably be larger, due to higher levels of experienced
stress that is difficult or even impossible to simulate during a training.

The factor most frequently mentioned to contribute to the cognitive load was
Command and Control (C2), which is also an important task for a troop commander
during a hasty attack. Two other factors, casualties and threat, were also mentioned
frequently. These factors were demanding for the recruits since both factors happen
suddenly and most of the time the original plan needed to be redefined. For example, in
a threatening situation, the threat should be eliminated as quickly as possible while
taking into account the safety of the troop. Finally, also the terrain was mentioned as a
demanding factor. Perceiving and understanding the characteristics of the terrain is an
important prerequisite to ensure a safe and efficient elimination of the threat. Many
recruits had difficulties with the correct interpretation of the terrain, finding the optimal
route to attack the enemy and to position themselves having a clear overview of the
battle space without being seen by the enemy.

The current study also has some limitations. The first limitation is that during the
training program special attention was paid to C2 and the recruits knew they were
credited based on their performance, that could have overestimated the contribution of
C2 on cognitive load. In addition, the presence of instructors and the fact that the
performance of the recruits was judged might have changed their behavior and deci-
sions. Another factor is the number of updates asked by the squadron commander. This
was more than during a regular training or a real life hasty attack. Additionally, the
recruits that were assigned to be one of the section leaders also tried to show the best of
themselves and gave more information on the radio than in a more realistic scenario.
This might have increased cognitive load, since the troop commander had more
information available to process.

5 Mixed Reality Platform

The different insights gained in the current study are used for the development of a
mixed reality platform; a platform that combines new technological innovations with a
virtual reality environment in which users will interact with their physical equipment
while walking on a treadmill that is coupled to a virtual world displayed on a large
screen to increase immersion (see Fig. 2). Such a platform offers the opportunity to
investigate the effects of new technological innovations on cognitive performance
under conditions mimicking real-life situations, while controlling for potential con-
founding variables. In this section, the important insights are discussed that are pre-
requisites for the development of such a platform.
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5.1 Cognitive Load

From the four most cognitive demanding phases the quick estimate and approach are
the most interesting to implement in the mixed reality platform. During the quick
estimate the troop commander was applying all the steps in the situational awareness
(SA) cycle as defined by [16]; perception, comprehension and projection. According to
[16] and in line with our observations, the SA the commander has of the battle field
(e.g., where is the threat, where are my sections, characteristics of the terrain) deter-
mines the decisions the troop commander is making (e.g., what is the best route to
follow, how to position my sections, what weapons systems do I need). During the
approach phase the troop commander was often confronted with unexpected events
increasing cognitive load (e.g., the terrain was more open with less elements to hide,
another enemy appeared, casualties occurred). Therefore, the virtual environment and
the scenario should be realistic. For example, the terrain must provide possibilities to
hide and overlook the battle field. In addition, for a realistic situation, relevant stressors
that impact cognitive performance such as environmental noise, time pressure,
uncertainty, fatigue, and unexpected events must be implemented in the scenario.

Both during the quick estimate and approach, the troop commander performed
many different tasks and frequently switched between them (e.g., inform higher
command, dealing with casualties, estimate the (new) enemy position, preparing the

Fig. 2. Example of the mixed reality platform
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attack, change the initial plan based on new information). Therefore, the scenario in the
mixed reality platform should include multiple tasks that are performed simultaneously.

Communication with the section and squadron commander is important to
gain situational awareness and control the troop. When an order is communicated to the
sections, the execution of that order should be monitored carefully to ensure the plan is
correctly executed, which increases cognitive load. In addition, when the plan is not
well understood it will increase the likelihood that the troop commander must inter-
vene, which costs additional cognitive resources and time. Furthermore, environmental
noise, such as gun shots, will increase the difficulty to understand messages, resulting
in an increase of cognitive load. Therefore, within the mixed reality platform the
commander should be able to communicate with at least two section commanders (e.g.,
one section that is under fire and another section that approaches the enemy). Hence,
communication devices will be coupled to allow the troop commander to communicate
with other sections and the squadron commander.

5.2 Technologies

Numerous technologies are currently on the market that claim to increase operational
performance. The CTA showed that technologies that support the commander to build
up SA have large potential. Examples are systems with blue force tracking or systems
with cameras to inspect the terrain. Integrating these into the mixed reality platform
allows us to study how and when information can be presented most effectively, which
information displays are most effective (e.g., hand held displays, augmented reality) or
what modalities can be used in this context (e.g., haptic, visual, auditive).

5.3 Physical Exertion

The troop commander experienced a high level of physical load before the quick
estimate phase and during the approach phase, since the troop commander followed the
section that approached the enemy. This stresses the importance to study cognitive
performance while being physically active or induce physical fatigue before cognitive
demanding tasks. Therefore, a treadmill will be coupled to navigate within the virtual
environment.

6 Conclusion

The results of the current study successfully contributed to the current development of a
mixed reality platform. In the future, this platform allows to examine the effects of new
technological innovations on cognitive performance under conditions mimicking real-
life situations, while controlling for potential confounding variables. In the future, it
would be interesting to perform a cognitive task analysis with more experienced
military and include a larger set of military tasks. This might result in additional
requirements that can be used to optimize the mixed reality platform. In addition, the
mixed reality platform will be developed and tested involving experienced military
users to ensure operational relevancy.
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Abstract. Nowadays more and more automated systems are used to help
human operators to finish their tasks. In security screening of mass transit
systems, there have been many studies focused on automated detection, but few
can reach completely reliable. It is quite often that human operators work
together with not-completely reliable automated systems. This study investigates
the influence of automation reliability and failure modes on operators’ perfor-
mance in security screening of mass transit systems. Results show that higher
reliability and failure modes of “false alarms” can improve security screening
performance, while the latter has some negative impacts on efficiency.

Keywords: Security screening � Automated detection system � Reliability �
Failure modes

1 Introduction

With the rapid growth of population in the world, mass transit systems are used
broadly, such as railways and subways. In Beijing, for example, buses and subways
become more and more preferred by many citizens, since using mass transit systems are
not only cheap but also more efficient in rush hours. However, as the number of people
choosing mass transit systems increases, such systems have become the targets of
terrorist attacks around the world, because attacks in mass transit systems will arise
much attention and cause public panic (Fiondella et al. 2013). Thus, a reliable security
screening system is essential to guarantee the safety of public transit.

In current security screening systems, detecting technology is mainly based on
scanning and imaging of the baggage, like X-ray. Via the scanning technology like X-
ray, the image of the baggage will be presented in computers as well as items in the
baggage, and these images are checked by operators who are responsible for moni-
toring each bag whether there exist forbidden items in it. In general, forbidden items
mainly include cutleries, flammable things, explosives, guns, etc., depending on related
laws and regulations of each country. Thus, operators’ workload is not low, as both of
the security and the efficiency of mass transit systems must be ensured. It is also a
complex work for operators to identify so many kinds of forbidden things accurately. If
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one operator is not sure about whether a forbidden item exists or not in a specific bag,
he/she needs to suspend the conveyor, and open the bag physically to check again. In a
word, the responsibility of the operators in security screening is to monitor the bags
taken with passengers and find out forbidden items from them, which is not a simple
task.

However, the passenger flow in mass transit systems is heavy, especially in rush
hours and holidays. If every bag is checked thoroughly, the service rate will decrease
sharply, which will cause a large number of passengers delayed in the system. This
result has been proved in Fiondella et al.’s study (2013). Therefore, too rigorous
security check procedures are not suggested, since this will influence the normal
function of mass transit systems.

Applying automated detection systems in security screening checkpoints is an
available way to help operators improve their performance in screening work. Auto-
mated detection systems can identify potentially dangerous items in an image, based on
machine learning on given training sets. Current automated detection systems can
detect the most dangerous items, but not everything. Moreover, it is difficult for
automated detection systems to detect those type of items which have not been trained
before. When working with this not-completely reliable system, the operator’s per-
formance may be affected. This study aims to investigate the influence of automation
reliability and failure modes on operators’ performance in security screening of mass
transit systems.

The remainder of this article is organized as follows. Section 2 reviews some
current research about machine learning, human-automation system cooperation, and
automation reliability. Section 3 describes our methodology used to explore the
impacts of automation reliability and failure modes on operators’ performance. Sec-
tion 4 reports the result of data analysis. Section 5 discusses the result and gives some
implications for the design of automation detection algorithm. Section 6 reaches a
conclusion of this study.

2 Literature Review

2.1 Reliability of Automated Detection

There have been large amounts of studies focused on the development of automated
detection algorithms. For example, Mery et al. (2016) proposed an algorithm named
Adaptive Sparse Representation (XASR+), which consisted of two stages: learning and
testing. The algorithm was tested for the detection of 4 different objects, and all
recognition rates were more than 95% (Mery et al. 2016). Kevin (2018) developed
convolutional object detection algorithms trained on annotated x-ray images and tested
the algorithm on images of luggage. Results indicated that this algorithm could detect
selected forbidden items with high accuracy (95.5% for firearms and 94.0% for sharps)
and small impact on false alarm rates (1% for firearms and 3% for sharps) (Kevin 2018).

From these results reported, we can see that current automated diagnostic algo-
rithms have high accuracy but still cannot reach 100%. Therefore, exploring the
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situation where human works with not-completely reliable automation systems is
valuable.

2.2 Modes of Detection Failures

Based on the signal detection theory, Dixon and Wickens (2006) pointed out that, in
application, the results of imperfect detection system could be divided into two cate-
gories: “misses” and “false alarms”, while different values of “b” (the threshold of the
detection algorithm) would contribute to different failure modes. When the “b” value
was set higher, fewer alarms would generate, and the ratio of failure mode “misses”
would increase (Dixon and Wickens 2006). On the other hand, the ratio of failure mode
“false alarms” would increase when the “b” value was set lower (Dixon and Wickens
2006). Too many false alarms would destroy human trust in automation, while too
many misses would require more human effort and then turn down the benefit of
automation. It is reasonable to hypothesize that failure modes of automated detection
would influence operator performance in security screening.

2.3 Criteria to Evaluate the Screening System

Fiondella et al. (2013) has proposed a method to assess the performance of mass transit
systems. In Lance Fiondella’s assessing model, two important parameters were con-
sidered: the security of the mass transit system and delays incurred on the traveling
flow (Fiondella et al. 2013). “Security” referred to the ability of the screening system to
detect forbidden items in baggage. The designed function of screening systems was to
identify all possible illegal and forbidden items to ensure the safety of the system and
people. Thus “security” was the primary attribute when evaluating a screening system.
Meanwhile, the negative impact caused by screening is the decreasing of efficiency of
the mass transit system. If the screening procedure causes substantial delay, then this
detection system needs proving.

3 Method

3.1 Independent Variables

In this study, two independent variables were considered, i.e. reliability and failure
modes of automated detection system.

Reliability of Automated Detection Systems. According to Sect. 2.1, it is common
that operators have to work with this not-completely reliable system. The reliability of
the automated system could have some influence on operators’ performance (Dixon and
Wickens 2006; Singh et al. 2009; Rice and McCarley 2011; Hillesheim and Rusnock
2017; Rovira et al. 2007). So this independent variable aimed to evaluate the influence
of the reliability on operators’ performance, considering the context of security
screening in mass transit systems. Here, the value of the reliability was calculated in
Eq. (1). And there were two levels of this independent variable: 70% and 90%.
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Reliability ¼ # of correct detection by automation system
# of detection by automation system

� 100% ð1Þ

Failure Modes. Failure modes represented what kind of errors could occur when the
automated detection system functioned. Based on Dixon and Wickens’s study (2006),
we designed two levels of this independent variable: misses and false alarms. If in one
treatment the failure mode was “misses”, then all possible errors would be misses, and
no false alarm would occur.

3.2 Dependent Variables

In this study, six dependent variables were considered.

CR
Correct detection rate of the participant, defined as Eq. (2).

CR ¼ # of correct detection
Total# of cases

ð2Þ

MR
Misses rate of the participant, defined as Eq. (3).

MR ¼ # of misses
# of target � present cases

ð3Þ

FR
False alarms rate of the participant, defined as Eq. (4).

FR ¼ # of false alarms
# of target � absent cases

ð4Þ

PRT
Mean reaction time of the participant in target-present cases (ms). According to Chun’s
study (1996), the human searching process under target-present cases and target-absent
cases is not the same. So the reaction time under two cases is measured and analyzed
separately.

ART
Mean reaction time of the participant in target-absent cases (ms).

3.3 Participants

There were 12 participants invited to this experiment. All of them were undergraduate
students from Tsinghua University (10 males & 2 females, mean age = 23.2). The
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participants were all right-handed, and with normal or corrected-to-normal vision. All
participants had no occupational experience in security screening check, so there was
no considerable difference among their skills in security screening.

3.4 Experiment Design

The experiment was constructed as a 2 * 2 full factorial design, and within-participant
design for the two independent variables. In the beginning, the participant was shown
with a guidance interface, which informed the purpose and the task to the participant,
shown in Fig. 1. When they were reading these instructions, we would emphasize for
participants that in this experiment, the forbidden items only included these five types
of cutleries; if any of them appeared in the image, then this image was dangerous. In
each image, there was four luggage, and any type of cutlery could appear in any
position in any of the four luggage.

After the participant had known the main content of this experiment, they were
guided into a training procedure with nine trials, shown in Fig. 2. As shown in Figs. 3
and 4, the automation system would give a judgment to this image. If the system
thought there existed dangerous items in one image, a mark “Dangerous!” was given
below the image with a red alarm color. Otherwise, a mark “Safe!” was given below the
image with a green color. In the training procedure, all judgments made by the
automation system were right.

Fig. 1. Instruction

Fig. 2. Safe and dangerous images in the training (Color figure online)
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After the training stage, the participant would start the formal experiment. The
image shown in the formal experiment was similar to that in the training stage, except
for that the reliability of the automation system was not 100%. In the formal experi-
ment, there were totally four treatments (2 * 2 levels), and in each treatment 80 trials
were completed by participants. Between every treatment’s beginning, the participant
was told to have a rest, until they felt no fatigue. In each trial, one image was presented
to the participant, and he/she was required to judge whether this image was safe or
dangerous. There was no time limit, and the participant needed to press “J” or “F” in
the keyboard to give his/her judgment. Once a “J” or “F” was pressed, no reaction
feedback about whether this decision was correct or not was given (see Carryover
Effects in Sect. 3.5), and after an interval of 0.5 s the next trial (image) was given.
Because no feedback was given, in the participant’s view there should be no difference
among these four treatments. Hence, just after each treatment, the participant was asked
to fill up NASA-TLX to validate their similar experience among four treatments. The
whole experiment process lasted about 30 min on average, and each participant fin-
ishing the experiment would receive ¥40 as remuneration for his/her attending.

3.5 Bias Controlling

Practice Effects
The two independent variables followed a within-subjects design, and every participant
was required to finish all treatments. So practice effects could not be ignored as par-
ticipants tended to be more familiar and skilled about this task. To reduce the practice
effects in the within-subjects design, a Latin-square design was used to balance the
order of treatments.

Fatigue Effects
There were totally 4 treatments and 80 trials in each treatment. So in the formal
experiment, there were 320 images for participants to judge. To reduce the effect
caused by fatigue, the participants were given enough rest between each turn, until they
felt OK.

Carryover Effects
As participants might feel some characters of the task, they might change their
strategies to obtain better performance. Besides, some studies had also discussed the
impacts of “trust” and “compliance” (Rice and Mccarley 2011; Fiondella et al. 2013),
and these could also lead to some biases in results. Thus, during the formal experiment,
no feedback of the correctness of participants’ answers was given to them.

Handedness Effects
In the experiment, participants needed to press “J” and “F” in the keyboard to give their
judgment, and this could be influenced by their handedness. Thus, each participant was
allocated into left-hand-safe or right-hand-safe groups at random.

Other Effects
The appearing position of forbidden items in images was randomized. The order of
target-present cases and target-absent cases was randomized.
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4 Results

A series of repeated-measures ANOVA was conducted to test whether significant dif-
ferences existed. Shapiro-Wilk test was conducted for all values of dependent variables,
and results showed that not all dependent variables’ normality can be guaranteed.
However, considering that the group sizes for conducting ANOVA are equal, the F-
statistics can be robust to violations of normality (Donaldson 1968; Lunney 1970).

4.1 Correct Detection Rate

The mean correct detection rate under each condition is shown in Fig. 3. And the result
of ANOVA is shown in Table 1. From the result of ANOVA, main effects of reliability
(F(1, 11) = 10.40, η2 = 0.10, p = 0.008) and failure modes (F(1, 11) = 5.81,
η2 = 0.05, p = 0.035) were significant and no significant interaction effects were found.

Fig. 3. Correct detection rate

Table 1. ANOVA for correct detection rate

Effect DFn DFd SSn SSd F p-value η2

(Intercept) 1 11 40.56 0.17 2669.01 <0.001* 0.99
reliability 1 11 0.03 0.03 10.39 0.008* 0.10
failure mode 1 11 0.01 0.02 5.81 0.035* 0.05
reliability:mode 1 11 <0.01 0.02 1.09 0.319 0.01

*: p < 0.05
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4.2 Misses Rate

The mean misses rate under each condition is shown in Fig. 4. And the result of
ANOVA is shown in Table 2. From the result of ANOVA, main effects of reliability (F
(1, 11) = 8.37, η2 = 0.09, p = 0.015) and failure modes (F(1, 11) = 17.62, η2 = 0.15,
p = 0.001) were significant, as well as the interaction effect (F(1, 11) = 5.06, η2 = 0.03,
p = 0.046).

4.3 False Alarms Rate

The mean false alarms rate under each condition is shown in Fig. 5. And the result of
ANOVA is shown in Table 3. From the result of ANOVA, no significant effect was
found, while the main impact of failure mode was marginal significant (F(1, 11) = 4.60,
η2 = 0.11, p = 0.055).

Fig. 4. Misses rate

Table 2. ANOVA for misses rate

Effect DFn DFd SSn SSd F p-value η2

(Intercept) 1 11 0.70 0.50 15.54 0.002* 0.49
reliability 1 11 0.07 0.09 8.37 0.015* 0.09
failure mode 1 11 0.13 0.08 17.62 0.001* 0.15
reliability:mode 1 11 0.03 0.06 5.06 0.046* 0.03

*: p < 0.05
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4.4 Mean RT in Target-Present Cases

The mean reaction time in target-present cases under each condition is shown in Fig. 6.
And the result of ANOVA is shown in Table 4. From the result of ANOVA, the main
effect of reliability was significant (F(1, 11) = 7.69, η2 = 0.08, p = 0.018).

Fig. 5. False alarms rate

Table 3. ANOVA for false alarms rate

Effect DFn DFd SSn SSd F p-value η2

(Intercept) 1 11 0.08 0.05 18.29 0.001* 0.34
reliability 1 11 <0.01 0.04 1.19 0.298 0.03
failure mode 1 11 0.02 0.04 4.60 0.055marginal 0.11
reliability:mode 1 11 <0.01 0.02 2.11 0.175 0.03

*: p < 0.05
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4.5 Mean RT in Target-Absent Cases

The mean reaction time in target-absent cases under each condition is shown in Fig. 7.
From the result of ANOVA, no significant effect was found.

Fig. 6. Mean RT in target-present cases

Table 4. ANOVA for mean RT in target-present cases

Effect DFn DFd SSn SSd F p-value η2

(Intercept) 1 11 1:02� 108 4:14� 106 269.86 <0.001* 0.88

reliability 1 11 1:18� 106 1:69� 106 7.69 0.018* 0.08

failure mode 1 11 1:92� 105 3:63� 106 0.58 0.461 0.01

reliability:mode 1 11 4:86� 104 4:06� 106 0.13 0.724 <0.01

*: p < 0.05
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4.6 NASA-TLX Scores

The NASA-TLX scores under each condition is shown in Fig. 8. From the result of
ANOVA, no significant effect was found. This result indicates that the no-feedback
design functioned and participants felt the same workload among the four treatments.

5 Discussion

5.1 Security Related Items: Correct Detection and Misses

As mentioned in Sect. 2.3, there are two main criteria to evaluate a screening system:
security and efficiency. Among the measured dependent variables, the correct detection
rate and misses rate have more relationships with security, as misses will directly cause
those illegal items brought into the system, which is very dangerous. From the results
of ANOVA, for misses rate, all main effects were significant. This indicates when the
reliability of systems increases, the misses rate decreases. Systems with higher relia-
bility can provide sufficient help to operators; images including forbidden items are
more likely to be detected, which will naturally reduce operators’ misses rate. Mean-
while, different failure modes also had significant impact on misses rate. Misses rate
under false alarms condition was significantly lower than misses condition. This result
indicates that, when the automation system has misses errors, operators tend to have

Fig. 7. Mean RT in target-absent cases
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higher misses rates. However, when the automation system becomes more “cautious”
and reports every potential danger, the operators also have lower misses rates. So, in
order to improve the security, besides improving the reliability of automation systems,
the design of the system should also be more “critical” to ensure every potential danger
is detected.

5.2 Efficiency Related Items: False Alarms and RT

Variables related to efficiency mainly include false alarms rate and reaction time. It is
obvious that the longer reaction time is, the lower is the efficiency. And when false
alarms occur in real situations, operators need to pause the conveyor and open the
baggage to check, so this will also influence the efficiency. From the result of ANOVA,
the reaction time in target-present cases decreased as the reliability increased. What’s
more, the failure mode of the system had no significant impact on reaction time and
marginal significant impact on operators’ false alarm rate. In other words, when the
system is more “critical”, operators’ performance has a similar trend (more likely to
have false alarms) to some extent, just marginally. This result indicates that, when we
design the system more critically aiming to improve security, the negative impact on
efficiency is not that large, still acceptable. So, in the trade-off of security and effi-
ciency, we can lay more weight on security.

Fig. 8. NASA-TLX scores
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6 Conclusion

This study aims to investigate the impacts of automation reliability and failure modes
on operators’ performance in security screening. Results indicate that higher reliability
and critical system design (false alarms) can improve security, while the latter has some
negative impacts on efficiency. Meanwhile, in the trade-off of security and efficiency,
more weight should be laid on security.
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Abstract. The volume of air traffic has increased considerably in recent years,
and the task load of air traffic controllers (ATCos) is reaching a new high. Since
the mental workload of ATCos is linked with both safety and efficiency of
aviation, both researchers and practitioners are seeking novel methods to prevent
overload. In this research, we adopted a new approach to understanding the
workload management of ATCos by investigating how they made backup
decisions. The aim of the research is to investigate the forms and mechanisms
behind cross-sector backup of ATCos. Based on literature review and expert
interview, we identified three task-level variables (task load of providers, task
load of requestors, and close-landing demands of the to-be-hand-over aircraft)
and two mediating variables (workload of participants and the perceived legit-
imacy of backup requests) that may influence controllers backup decisions in
parallel runway operations, a typical and important form of ATCos cooperation.
To validate this model, we conducted two studies. We invited licensed con-
trollers to perform simulated final approach scenarios on a medium-fidelity ATC
simulation platform. They had to decide whether to accept a hand-over request
made by a controller working in the neighboring sector. In Study 1, three task-
level variables (task load of participants, task load of requesters, and the close-
landing demands of the to-be-hand-over aircraft) were manipulated, and two
mediating variables (workload of participants and evaluations of the legitimacy
of backup requests) were measured. HLM analysis firstly showed that task-level
variables all significantly predicted backup decisions. Controllers were more
willing to accept the request when they were under low pressure, when their
colleagues were at higher pressure and when the aircraft had a close-landing
demand. As for two mediating variables, participants perceived legitimacy of
requests mediated the relationships between task-level variables and back-up
decisions. However, the perceived current workload of participants did not
mediate the impact of task variables on backup outcomes as expected. We
proposed that it was the anticipated workload of controllers, not the perceived
current workload of controllers, that played the mediating role. In Study 2, the
anticipated workload of participants was measured in addition to the other two
mediating variables. HLM analyses suggested that both perceived legitimacy
and anticipated workload were mediators between task-level variables and back
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up decisions. In conclusion, this study identified several key psychological
factors influencing ATCos cross-sector backup behaviors for the first time.

Keywords: Air traffic control � Parallel final approach �
Cross-sector cooperation � Backup behaviors � Individual difference

1 Introduction

With the rapid development of the aviation industry, the current airspace is facing a
saturation problem. Meanwhile, the shortage of air traffic controllers (ATCos) makes
the situation even worse by casting too much workload to incumbent ATCos [23].
Since ATCos workload is an important constraint of aviation safety and efficiency,
many studies had examined the factors that can predict or reduce controller’s workload
at an individual level [26–28, 35, 41, 46]. However, there is another way for controllers
to manage their workload: receiving and providing backup to their teammates.

Backup behaviors are generally defined as helping other team members to perform
their roles [8, 33]. Since it can compensate and redistribute the unbalanced resources at
the team level, backup has been considered as one of the essential aspects of teamwork
[31]. Studies have found evidence that backup behavior can improve team effectiveness
[10, 36]. However, few studies have investigated the backup behavior in ATCos (for an
exception study which used survey method, sees [49]).

In this study, we will focus on backup behaviors in typical and important coop-
eration: parallel runway operation (PRO) [11, 44]. PRO is common for ATCos who
manage sectors around any large airport which has multiple runways. In performing a
PRO, two approach controllers issue orders to pilots in their sectors to guide their
queueing, landing and taking off using the runway in their sectors. At the same time,
they have to pay attention to each other’s sector because the wake stream caused by
landing/taking off using one runway may influence the other [22]. In this operation,
controllers often offer and provide backup. Typically, one controller (the requestor)
may request a handover of a certain aircraft to the neighboring sector, and the controller
of that adjacent sector (the provider) need to ponder whether to accept such handover
request. Figure 1 illustrates the situation of a typical PRO and a backup situation. Since
it is more important to understand why certain backup can be accepted, we would first
review the factors that may influence the backup decisions of the provider.

1.1 Task Level Factors in Predicting Providers Backup Decision

The most important task-related variables that can influence providers backup behavior
is the task-load of both the requestor and the provider [3, 39, 40]. Obviously, the
providers are less likely to provide any backup if their task load is already very high
[40]. From the perspective of cognitive resources theories [25, 37, 51], if the task
requirement is beyond their cognitive capacity, the providers are not able to provide any
back up because it may consume their resource to deal with their task and undermine
their own task performance. Lots of studies showed that it is critical for the controllers to
avoid overload since aviation safety is in the first place [7, 27, 28, 41, 45, 47]. Therefore,
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we speculate that the task load of backup providers is an important predictor of the
backup decision. In ATC, the task load of a controller can be evaluated by the traffic
complexity metrics which is often quantified by the number of aircraft in any given
sector [18, 29, 32]. Accordingly, we proposed our first hypothesis:

H1. The task load of backup providers, as quantified by the number of aircraft in the
sector, is negatively related to the possibility of backup behaviors.

It was also found that the providers were more likely to provide backup if the task
load of the requestor is higher [3, 39, 40]. This is because the request must be con-
sidered reasonable by the provider to be accepted. If someone who makes a request for
help but does not have much work to do, the provider may question his/her motivation
and treat it as a form of social loafing [16, 34]. In this way, the task-load of the backup
requestor is a signal showing the requestor has a genuine need, and that makes the
provider willing to offer help. Accordingly, we proposed our second hypothesis:

H2. The task load of backup requestors, also quantified by the number of aircraft in
their sectors, is positively related to the possibility of backup behaviors.

While the two abovementioned forms of task load are important in previous studies
[3], we would discuss a new and unique factor that may have a great impact in
influencing controllers’ backup decision: the close-landing demands of the to-be-hand-
over aircraft. We call that an aircraft has a close-landing demand if handing over such
an aircraft to another sector can reduce the ground taxiing distance. This is because
generally most commercial planes need to port on their own company’s gates located
on one side of the airport. However, these gates might be far away from the runway
they landed if no transfer is made. For example, let us think company A’s gates are
located near the Runway 1 as shown in Fig. 1, then if a plane of company A is coming
from the west, it should be managed by controller 2 and uses runway 2 to land.
Therefore, it has to taxi a long distance to reach its gate. However, if such an aircraft is
handed over from controller 2 to controller 1, the taxiing distance will be greatly

Fig. 1. The situation of a typical PRO and a backup situation
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shortened which may, in turn, reducing the waiting time of passengers and the costs of
airline companies. In this situation, such a plane has a closing land demand. To note, it
is not a formal requirement that all controllers must accept such kinds of aircraft.
However, controllers may find it to be a good favor and may accept this kind of request
in certain circumstances [13]. Therefore, accordingly, we proposed our third
hypotheses:

H3. The close-landing demands of to-be-hand-over aircraft are positively related to the
possibility of backup behaviors. If an incoming aircraft has close-landing demand,
backup providers are more willing to accept the backup request.

1.2 The Mediating Variables

To better reveal the inner mechanism behind the backup decision-making process, we
further listed two variables that may mediate the impact of three task-level variables
previously mentioned.

The first mediating variable is mental workload. Whereas previous studies
manipulated the actual task load by changing, for example, the number of targets, how
the operators did perceive has not been measured. Mental workload is an important
measure used in human factor studies which reflects the surplus of the operators’
capacity as meeting the task demand. Often measure using subjective measures, the
mental workload can provide additional explanatory power beyond actual task load
since it also takes the capacity of the operator into account. The same level of task load
(e.g., four aircraft in a sector) can result in different levels of mental workload upon
controllers with different amount of cognitive resources. For example, an experienced
controller may find it very easy to handle (low mental workload) while a novice may
find it extremely hard (high mental workload). In this way, since mental workload
reflects the unused resources to operating an addition task (i.e., backup), it may mediate
the influence of providers task load on their backup behaviors.

H4. The provider’s mental workload mediates the influence of providers task load, as
quantified by aircraft number, on backup behaviors.

The second mediating variable is perceived legitimacy. Whereas mental workload
reflects whether a controller is ABLE to provide backup, perceived legitimacy reflects
whether a controller is WILLING to do so. Although such a concept has been raised by
previous studies [3, 39, 40], it was only manipulated by the imbalance of task load
rather than being directly measured. There are two problems to use such kind of
manipulation. First, it is not known whether the backup behaviors are made due to a
genuine feeling of legitimacy or fairness or just simply because they do not have the
resource to do so. Second, it precludes other factors beyond task load imbalance that
may also result in the feeling of legitimacy. For example, in our study, the existence of
close-landing demand may also increase the legitimacy of the request since that is a
good thing to do. As a result, in this study, we intended to measure this variable directly
to see whether the provider has a feeling of legitimacy and whether such a feeling can
mediate the influence of task-level factors (i.e., requestors task load and close-landing
demand) and backup behaviors.
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H5. The perceived legitimacy of backup requests mediates the influence of requestors
task load and close-landing demand on the possibility of backup behaviors.

2 Study 1

In order to test our hypotheses, we manipulated the three task-level variables and
measured the two mediating variables and conducted hierarchical linear modeling
(HLM) to analyze the data.

2.1 Method

Participants. In total, 22 licensed professional air traffic controllers participated in this
experiment. Their ages ranged from 24 to 48 years (M = 29.11, SD = 6.41) and ATC
experience ranged from 2 to 20 years (M = 5.94, SD = 4.74). Due to equipment
failure, only 18 were available for analysis. All participants were paid 150 RMB after
completing this experiment. All participation was voluntarily and anonymously.

The Parallel Runway Operation Task and Scenarios. ATC-Simulator, a medium
fidelity ATC simulation platform [12, 52–54], is used to simulate the parallel runway
operation. In each scenario, there were two final approach sectors each of which
contained a runway. All participants managed the sector on the right side of the screen,
while the adjacent side on the left side was operated by another hypothetical ATCo
performing the pre-planned operation. The sketch map is shown in Fig. 2. Each plane
had a label showing its call sign, direction, altitude, course, and speed. Participants

Fig. 2. Task parallel final approach interface
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could use two supportive tools. One is a scale of 10 nm * 20 nm located in the lower
left corner of the screen. The another is a distance/time calculation tool to get the
distance and angle from the former point to the latter point and the angle, time and
distance of aircraft flying from the current position to the point at current speed. The
participants can see the conditions in both sectors, but they can only issue orders to
aircraft in their own sectors.

At the beginning of each scenario, multiple aircraft appeared in both sectors, and
the participants are required to constantly monitor and adjust the speed and altitude of
the aircraft to fulfill the following three requirements: (1) do not violate the minimum
separation standard (5 nautical miles level, 1000 ft vertical); (2) keep the speed of
aircraft less than 200 knots and the altitude of aircraft less than 3000 ft when entering
the Final; (3) keep a 5 min time interval between aircraft. This period lasted for 40 s,
during which the participants were requested to make necessary interventions. After
that, a series of dialog boxes popped up to collect the ratings of mental workload using
the six items of NASA-TLX [20]. The average score of the six items was used as the
mental workload ratings.

After answering these questions, the task was frozen, and the participants were told
that the colleague of the neighboring sector wanted to hand over an aircraft due to
certain reasons, and asked how they would think and respond to this request. In this
process, participants could see their current flight situation and the to-be-handed-over
aircraft, but they cannot make any interventions. Perceived legitimacy was measured
by using an 8-point item “how legitimate do you think the request is?” (1 representing
very low and eight very high). Backup willingness was measured by an 8-point item
“how is your willingness to accept the handover aircraft” (1 representing very low and
eight very high). The backup decision was measured by a dichotomous force choice.
“Do you accept or reject the aircraft?” (0 representing rejection and one acceptance).
When participants completed all the questions, they would enter the next scene.

The whole task had 38 scenarios, the first 6 were practice scenarios, and the
remaining 32 were for formal experiments. The experiment used a 2 (participants task-
load: low/high) * 2 (requestors task-load: low/high) * 2 (close-landing demand:
have/no) within-subjects design, resulting in 8 different conditions and each condition
contained 4 different scenarios.

The close-landing demand was manipulated by the call sign of the aircraft to be
handed over. In the situation with a close-landing demand, the aircraft to be handed
over will board to a gate near the participant’s sector; in the situation without a close-
landing demand, the aircraft to be handed over will board to a gate near the colleague’s
sector.

The task load of participants was manipulated by the number of aircraft in their
sector. There were four aircraft in the low task load condition and 10 in the high task
load condition. The task load of backup requestors was manipulated by the number of
aircraft in the left sector. There were two aircraft in the low task load condition and 8 in
the high task load condition.

Experimental Process. Upon arrival, the experimenter briefed all participants on the
process of the experiment, and the participants signed the informed consent. Next, the
participants were asked to remember several call signs of the airline companies and the
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locations of their gates (close to their sector or their colleague’s sector). They were
tested then to ensure all that information was accurately remembered. Afterward, they
completed the six practice scenarios and 32 formal scenarios on a computer with a 23-
in. monitor, which lasted about one hour. Participants reported demographics (sex, age,
work experience) afterward and they were paid, thanked and debriefed.

2.2 Results

Basic Analysis. Table 1 provides the means (M), standard deviations (SD) the cor-
relations of all variables. From the table, we can see that both backup wiliness and
decisions were significantly correlated with the three task-level variables and the two
mediating variables.

Multilevel Regression Modeling. In order to test our hypotheses, we conducted
multilevel regression modeling using HLM 6.08 software to analyze the data [43]. In
performing the multilevel modeling, a null model with no predictors at both levels was
built to test whether the data is suitable for multilevel analysis. The intra-class corre-
lation (ICC) of backup willingness and backup behavior were 10.24% and 10.88%,
respectively, suggesting the necessity to use the modeling approach [38].

Regression Models in Predicting Backup Willingness. Using backup willingness as
the dependent variable, we constructed two nested models. In model 1, we put three
task-level variables, close-landing demand, task-load of the provider, and task-load of
the requestors, into the model. Job experience was also entered into the model as a
control variable.

The results showed that the close-landing demand (b = .503, p < .01), task-load of
providers (b = −.576, p < .01) and workload of requestors (b = .156, p < .01) all
significantly predicted the backup willingness (see Table 2 for details). Specifically,
participants were more willing to accept the aircraft if it had a close-landing demand
when they own task-load was low and when requestor’s task load was high. Therefore,
H1 to H3 were all confirmed.

Table 1. Means, standard errors and zero-order correlations of all variables in study 1 (n = 18)

M (SD) 1 2 3 4 5 6 7

1. Close-landing demand .50 (.50)
2. Task load of the provider 7.00 (3.01) -
3. Task load of the requestor 5.00 (3.01) - -
4. Mental workload 2.28 (1.28) −.01 .60** .03
5. Perceived legitimacy 3.58 (2.31) .10* −.58** .24** −.37**

6. Backup willingness 3.73 (2.42) .09* −.62** .17** −.38** .89**

7. Backup decision .43 (.45) .09* −.66** .11** −.37** .63** .68**

8. Job experience 5.94 (4.74) - - - −.04 .07 .03 .05
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In model 2, the perceived legitimacy and mental workload were added into the
model. The results showed that perceived legitimacy was a significant predictor of
backup willingness (b = .778, p < .01), while mental workload had no significant
influence (b = .023, n.s.). At the same time, the effects of the three task-level variables
were all reduced. The close-landing demand was dropped from 0.053 to 0.076
(b = .076, n.s.), the task-load of the provider was dropped from 0.576 to 0.182
(b = −.011, n.s.) and task-load of the requestor was drop from 0.156 to 0.011
(b = −.182, p < .01). It means that perceived legitimacy mediated the influence of all
three task-level variables on the backup willingness. Therefore, H4 was not confirmed,
but H5 was confirmed.

Regression Models in Predicting Back-Up Decision-Making. Using backup
decision-making as the dependent variable, we constructed two nested models which
were similar to multilevel regression modeling using HLM 6.08 software to analyze the
data [21]. In model 3, we put three task-level variables, close-landing demand, task-
load of the provider, and task-load of the requestors, into the model. Job experience
was also entered into the model as a control variable. Job experience was also entered
into the model as a control variable.

The results showed that the close-landing demand (b = .711, p < .01), task-load
(b = −.590, p < .01) and requestors workload (b = .147, p < .01) all significantly
predicted the backup decision-making. Specifically, participants were more willing to
accept the aircraft if it had a close-landing demand, when their task-load was low and
when requestors’ task load was high. Therefore, H1 to H3 were all confirmed.

In model 4, the perceived legitimacy and mental workload were added into the
model. The results showed that perceived legitimacy was a significant predictor of
backup decision-making (b = .426, p < .01), while mental workload had no significant
influence (b = .194, n.s.). At the same time, the effects of the three task-level variables
were all reduced. The task-load of the requestor was a drop from 0.147 to 0.059
(b = −.182, p < .01) which was no longer significantly predicted the backup decision-
making. The close-landing demand (b = .545, p < .05) and the task-load of the

Table 2. HLM in Model 1

Backup willingness Backup decision (1 backup,
0 refuse)

Model 1 Model 2 Model 3 Model 4

Intercept 3.724** (.29) 3.724** (.29) .503 (.63) .542 (.31)
Individual level variable (N = 18)
1. Job experience .006 (.06) .006 (.06) .034 (.13) .034 (.06)
Task level variable (N = 576)
2. Close-landing demand .503** (.14) .076 (.09) .711** (.22) .545* (.16)
3. Provider’s task load −.576** (.02) −.182** (.02) −.590** (.04) −.377** (.05)
4. Requestor’s task load .156** (.02) −.011 (.01) .147** (.03) .059 (.04)
5. Perceived legitimacy .778** (.02) .426** (.07)
6. Mental workload .023 (.06) −.194 (.17)

Note: *p < .05, **p < .01
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provider (b = .377, p < .01) was still predicted backup decision-making, but the effects
were weakened. The perceived legitimacy mediated the influence of all three task-level
variables on backup decision-making. Therefore, H4 was not confirmed, but H5 was
confirmed.

2.3 Discussion of Study 1

The results of Study 1 fully confirmed H1 to H3 suggesting the functions of the task-
level variables were in agreement with our expectations. Also, it confirms H5 sug-
gesting perceived legitimacy plays an important mediating role. However, H4 was not
supported suggesting mental workload could neither predict backup willingness nor
decision. One possible reason is that when making a decision of the future, it is not the
current mental workload of controllers that matters. When deciding whether to accept a
backup request that happens in the near future, the controllers may need to evaluate
whether he/she will have available mental resource in that period rather than con-
templating how he/she experienced in the past (what the mental workload variable
measured in study 1). Literature in ATC decision making also pointed out the
importance of making future anticipations, such as trajectories [12] or mental workload
[26]. As a result, we suggested that it might be anticipated workload, rather than current
mental workload, that would play the mediating role. Therefore, we modified H4a as:

H4a. The anticipated mental workload of the participants is positively related to the
possibility of backup behaviors in ATC.

In order to replicate the major findings of study 1 and our modified new hypothesis,
we conducted study 2.

3 Study 2

In study 2, we sought to make a replication of study and test our new hypothesis related
to anticipated mental workload. In doing so, we used similar task configurations as
compared to Study 1 but adding a new item measuring anticipated mental workload.

3.1 Participants

In total, 22 licensed professional ATCos participated in this experiment. Their ages
ranged from 22 to 34 years (M = 26.50, SD = 3.14) and ATC experience ranged from
1 to 11 years (M = 4.18, SD = 2.99). Finally, all of the data were available for anal-
ysis. All participants were paid 150 RMB after completing this experiment. All par-
ticipation was voluntarily and anonymously.

3.2 Method

All experimental settings were similar to Study 1, except for adding a new item to
measure anticipated mental workload. This item was added before responding to the
question about the perceived legitimacy of backup. Anticipated mental workload was
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measured by using an 8-point item “how much do you think it will bring you extra
work if you accept the handover aircraft?” (1 representing very low and eight very
high).

3.3 Results

Basic Analysis. Table 3 provides the means (M), standard deviations (SD) the cor-
relations of all variables. From the table, we can see that both backup willingness and
decisions were significantly correlated with the three task-level variables and the two
mediating variables.

Multilevel Regression Modeling. Similar to Study 1, we established the models by
using backup willingness and backup behavior as the dependent variables. In the null
models, the intra-class correlation (ICC) of backup willingness and backup behavior
were 9.81% and 9.71%, respectively, suggesting the necessity to use the multilevel
modeling approach.

Next, we entered Job experience and the three task-level variables, into the first step
(model 1 and model 4). Similar to study 1, the result showed that all three task-level
variables (close-landing demand, provider’s task-load, and the requestor’s task load) all
had significant influences on participants’ backup willingness and backup behavior (see
Table 2 for details).

In the second step, the perceived legitimacy and the current mental workload were
added into model 2 and model 5. Similar to study 1, the perceived legitimacy mediated

Table 3. Means, standard errors and zero-order correlations of all variables in study 2 (n = 22)

M (SD) 1 2 3 4 5 6 7 8

1. Close-landing
demand

.50 (.50)

2. Task load of the
provider

7.00 (3.00) -

3. Task load of the
requestor

5.00 (3.00) - -

4. Mental
workload

2.24 (1.68) .001 .60** .02

5. Anticipated
mental workload

4.41 (2.90) −.001 .80** −.04 .65**

6. Perceived
legitimacy

3.47 (2.67) .05 −.54** .18** −.37** −.60**

7. Backup
willingness

3.71 (2.75) .03 −.65** .13** −.48** −.72** .81**

8. Backup
decision

.47 (.50) .06 −.70** .08** −.51** −.76** .62** .75**

9. Job experience 4.18 (2.99) - - - −.03 −.13 .02 .04 .07
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the effect of task level variables on willingness (b = .614, p < .01) and backup
behavior (b = .503, p < .01). Current mental workload, however, also had a significant
influence over backup willingness (b = −.177, p < .05) and backup behavior
(b = −.238, p < .05).

In the final step, the anticipated workload was added into model 3 and model 6. It
was found that anticipated mental workload significantly predicted backup willingness
(b = −.275, p < .01) and backup behavior (b = −.411, p < .01). Moreover, adding
anticipated mental workload into the models significantly reduced the effects of current
mental workload on the backup willingness (b = −.114, n.s.) and backup behavior
(b = −.124, n.s.). Therefore, the anticipated mental workload was a more proximal
predictor of back up behavior, which played the mediating role between task-level
variables and backup behavior. Therefore, H4a was confirmed.

3.4 Discussion of Study 2

As did in study 1, Study 2 further confirmed H1 to H3 suggesting the three task-level
variables were important predictors of backup willingness and decision. Also, per-
ceived legitimacy was found to play the mediating role again. Moreover, study 2 also
supports H4a, suggesting it is an anticipated mental workload that plays the mediating
role in making a backup decision (Table 4).

4 Overall Discussion

In our research, we attempted to explore the mechanisms underline the backup
behaviors of ATCos from the viewpoint of backup providers. In testing our hypotheses,
we conducted two studies by recruiting professional ATCos in performing a parallel
runway operation task.

Across two studies, we found that task-load distribution was an important predictor
of controllers’ backup decision making: controllers are more likely to provide help
when their own task-load is low and when their colleague’s task-load is high. These

Table 4. Hierarchical linear model in experiment 2

Parameter Backup willingness Backup decision (1 backup, 0 refuse)

Model l Model 2 Model 3 Model 4 Model 5 Model 6

Intercept 3.710** (.20) 3.710** (.20) 3.710** (.20) .211 (.26) .417 (.24) .493 (.26)

Individual-level variable (N = 22)

1. Job experience .041 (.06) .041 (.06) .041 (.06) .116 (.08) .123 (.08) .104 (.08)

Task-level variable (N = 704)

2. Close-landing demand .164 (.16) −.026 (.07) −.010 (.07) .556* (.24) .527* (.20) .601* (.23)

3. Task load of provider −.601** (.04) −.242** (.06) −.076* (.03) −.615** (.05) −.414** (.06) −.198** (.05)

4. Task load of requestor .125** (.03) .026 (.02) .023 (.01) .108* (.05) .026 (.03) .020 (.02)

5. Perceived legitimacy .614** (.07) .556** (.08) .503** (.08) .465** (.09)

6. Current mental workload −.177* (.08) −.114 (.08) −.238* (.11) −.124 (.10)

7. Anticipated mental workload −.275**(.07) −.411** (.07)

notes: *p < .05, **p < .01
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results, fully confirming H1 and H2, are consistent with previous studies in general
areas of cooperation [3, 39, 40]. This finding provides a new way to look at the critical
issue of controllers’ mental workload. Although overload may occur at some time for
some controllers, as long as there are other underload controllers at the same time,
backup behaviors can help adjust they workload distribution in increasing the overall
performance of aviation efficiency and safety.

Besides, the close-landing demand was found to affect the willingness and final
decision of backup. Specifically, if the aircraft had a close-landing demand, controllers
are more likely to accept the hand-over of this kind of aircraft. Confirming H3, this
factor was first identified in the literature of ATC and team backup behaviors. To note,
although accepting aircraft with a close-landing demand can save the waiting time of
the crew and passengers, it is neither required nor beneficial for the personal interests of
the controllers. Indeed, such a kind of behavior can lead to extra effort on the side of the
providers. As a result, this phenomenon can be seen as an altruistic and prosocial
behavior that is beyond team cooperation. Future studies may take further steps to see
other similar conditions that may contribute to controllers’ backup behaviors, in the
scope of organizational citizenship or customer service literature.

In addition, both studies found that perceived legitimacy played an important medi-
ating role (H5). This finding corroborates previous theoretical argument that a legitimacy
evaluation process is involved in making the backup decision making [3, 39, 40].
However, our study is the first to measure this construct empirically. Since there are still a
large number of individual differences behind this perception, future studies may further
explore how people form different legitimacy evaluation upon similar targets and
situations.

One of the most interesting findings of the present study was that it was the
anticipated mental workload in the future that plays a more important role in forging
controllers’ backup decision, as compared to their current mental workload. However, a
lot of ATC researches mainly focus on the measurement and the function of the latter.
According to our analysis, the future workload may have a greater influence on the
controller’s strategy choice and behaviors. This finding is inconsistent with some new
progress in the domain of general decision-making [1, 4, 48] and some studies focusing
on mental workload management in the area of ATC [26, 47]. Future studies may
benefit from exploring the formation and function of this variable. For example, how to
help controllers to form an accurate evaluation of their future workload? How to help
them make better decisions using this information?

Before concluding, it is important to discuss some potential limitations of the study.
First, this study only utilized a relatively small sized sample; however, this is a com-
mon practice for studies based on professional controllers and other similar occupa-
tional groups (e.g., [5, 17, 26, 30, 42, 46, 47, 50, 53]). However, we ensured the
validity of the study by using two experiments to survey a repeated verification. This
procedure, while minimizing the potential confounding variables such as interpersonal
relationships and social ranking, can offer a better understanding of the task-level
properties. Future studies may benefit from including more “social” variables into the
exploration, such as familiarity and team personalities, which, however, requires the
researchers to have a much larger pool of participant.
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5 Conclusion

In this paper, we focused on the cross-sector backup and recruited professional con-
trollers to conduct dynamic parallel final approach missions. We found that the ATCos
were more likely to provide help to their colleagues if the request is made when their
task load is low, when their colleagues’ load is high and when the request can benefit
the crew and passengers. Also, the effects of these variables were mediated by two
psychological variables: the perceived legitimacy and the anticipation of future mental
workload of the backup.
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Abstract. Choice blindness is a common psychological phenomenon in many
selection tasks. It always presents as a person’s failure to notice a mismatch
between one’s preference and task decision. An important affecting factor of
choice blindness is emotion. We studied the impacts of positive emotion and
different similarity on the choice blindness based on visual cognitive tests. We
designed a 2 (high and low similarity pictures) � 2 (positive emotion and
neutral emotion) mixed design. 20 pairs of scenery pictures with different
similarities were used as materials and 80 adults were recruited as participants.
The results verified the existence of choice blindness in both positive emotion
group and neutral emotion group. It was found that significant difference existed
in the perception of false feedback between the positive emotion group and
neutral emotion group. The female participants in the positive emotion group
was more easily perceived the false feedback of low similarity scenery pictures
than those female participants in the neutral emotion. In other words, positive
emotion had an effect on the choice blindness of the female when they faced the
low similarity scenery pictures.

Keywords: Choice blindness � Positive emotion � Picture similarity �
Gender difference � Interaction effect

1 Introduction

When people make choices in life, they always think they know the reasons for their
choices and can easily detect the mismatch between their choices and the results. But
this is a wrong thinking about our reliability of decision-making. More and more
studies have found that people may not know what their real choice is. Choice
blindness is robust, repeatable and dramatic psychological phenomenon. Choice
blindness is ubiquitous in choice preference and has important influence on individual
decision. In theory, the study about the impact of emotion on choice blindness can
provide a deeper understanding of choice blindness, deepen the study on the factors,
and provide a theoretical basis for the blindness study of later researchers. In practice,
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choice blindness is closely related to decision-making, which is common in consumer
psychology, attitude formation, moral judgment and other fields. This study can help
individuals make better decisions. Therefore, the study of choice blindness has great
theoretical significance and application value.

The concept of choice blindness was first proposed and verified the existence of the
phenomenon in laboratory experiments and field experiments in 2005. It means
“Participants cannot find that their real choices are manipulated” [1]. In other words, it
always presents as a person’s failure to notice a mismatch between one’s preference
and task decision. The primal experiment became a classical experimental paradigm. In
this experiment, participants were told that they were taking part in an experiment on
the attractiveness of female faces. Then participants were presented with pairs of female
face pictures and were required to make a choice between the two pictures based on
attractiveness. After making a choice, the picture they chose was presented again and
they were asked to explain why it was more attractive. But in fact, the participants were
given false feedback in partial selection feedback. That is, the participants were pre-
sented with another photo they did not choose at first. The final results showed that up
to 70% of the participants did not detect that the photos presented to them were not the
original photos in the false feedback. In recent years, more and more researchers have
paid attention to the mental mechanism and impact factor of choice blindness. They
found that the similarity of select objects, the type of selective channel, the content and
form of false feedback, personal feature of participants, the situation and so on were the
impact factors. In the classic experiment, the researchers used high similarity and low
similarity female face photos as the experimental materials. They found that there was
no significant difference between high similarity and low similarity ones. The similarity
of female face photo was not the impact factor of visual blind selection under this
experimental condition [1]. But the similarity impacted on the tactile blind selection in
others experiment. The more similar the select objects are, the more blind selection
appeared [2, 3]. Some trails changed the materials based on the classic paradigm to
explore the choice blindness. A choice blindness task used drawing pictures which
were abstract painting, life painting, landscape painting and portrait painting as
materials. The most participants did not notice the mismatch between their choices and
the results [4]. Some researcher studied the effects of emotion on change blindness
based on experiments. They found that positive emotions promoted individual
awareness of change, while negative emotions hindered individual awareness of
change [5]. But there is no relevant experiment about choice blindness.

The research on choice blindness is mainly concentrated in Western Europe and
North America, but few in east Asia. Zhang [6] explored the psychological mechanism
of choice blindness from the perspective of memory representation and recruited
Chinese as participants. Although the choice blindness was persistent, the lasting time
wasn’t long. The memory representation theory is the cognition perspective to explain
the choice blindness. Both the representation failure and the extraction failure may be
the occurrence mechanism of the choice blindness, but the representation failure is
likely to the basis. By studying cognitive style and sensory channel on choice blindness
[7], and finding that sensory channel was an important factor of choice blindness. The
participants (from china) were more likely to suffer from choice blindness under the
auditory condition than the visual condition. There was also a comprehensive overview
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of the current studies about choice blindness was conducted and it discussed the
stability of choice blindness [8].

2 Method

2.1 Participants

80 healthy adults (half male and half female, age range 18–22 years were recruited to
participants in this study, and were randomly divided into two groups (each group of 40
participants, half male and half female). All participants had normal or corrected to
normal vision. And they had never participated in the choice blindness experiment to
ensure that they did not know the purpose of the experiment. They also had basic
computer operation ability.

2.2 Material

The Chinese version of positive and negative emotion scale was made by Watson et al.
and Tellege and proven cross-cultural homogeneity by Weidong Zhang. The scale
presented good internal consistency (0.87), reliability and validity. The scale has 20
items and score by 5-point Likert scale. There are 10 items with the dimension of
positive emotion and the left 10 items negative. 10 items with the dimension of positive
emotion were used in this experiment as needed, we call it as the Chinese version of
positive emotion scale.

Two pieces of video were used as the emotion induce materials. The home humor
video which lasted 3 min and 58 s was used to induce positive emotion and the
documentary about Palace Museum which lasted 3 min and 39 s was used to induce
neutral emotion. A five minute soothing music was used to relax music.

20 pairs of scenery pictures with different similarities (10 pairs of high similarity
pictures and 10 pairs of low similarity pictures) were used as select materials. All the
scenery pictures were rated on a scale of 1 to 10 for similarity by 30 other participants
in the pre-experiment. 1 meaned this pair of scenery pictures was completely different,
and 10 meaned this pair of scenery pictures was completely identical. The average
similarity of these high similarity pictures was 6.82 ± 0.48 (M ± SD), and the average
similarity of these high similarity pictures was 2.78 ± 0.61 (M ± SD). Four of the
twenty pairs were chosen as target pairs. Four of these pairs were false feedback
pictures (2 pairs of high similarity pictures and 2 pairs of low similarity pictures), that
is, the pictures presented to the participants was the non-preference pictures that the
participants did not choose at the beginning.

2.3 Experiment Design

We designed a 2 (high and low similarity pictures) � 2 (positive emotion and neutral
emotion) mixed design based on the classical selection of blind paradigm.

The independent variables were time interval (positive emotion and neutral emo-
tion) and picture similarity (high similarity and low similarity). In independent
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variables, emotion was the variable between subjects and picture similarity was the
variable within subjects. The dependent variables were the reaction after participants
receiving the false feedback scenery pictures. 20 pairs of scenery pictures were pre-
sented. 16 pairs were veridical feedback pictures, and 4 pairs were false feedback. The
order of veridical and false feedback pairs and pictures’ similarity was presented by
ABBA design.

2.4 Experiment Procedure

All participants completed the trail on the computer. First step, before the formal
experiment begins, the participants were informed that “This is an experiment on scenic
attraction. Please take a deep breath and relax. This experiment will not have adverse
effect on you. Next, we will start the experiment, please follow the instructions to do
every step.”

Second step, the participants listened to the soothing music and finished the 10
items with the dimension of positive emotion of positive and negative emotion scale.

Third step, the participants watched video. One group watched the home humor
video and the other group watched the documentary about Palace Museum. They
finished again the 10 items with the dimension of positive emotion of positive and
negative emotion scale.

Fourth step, we used the E-prime software programming to complete the experi-
ment. A pair of scenery pictures were displayed on the left and right side of the
computer screen. Participants were asked to choose the more attractive scenery picture
between presented pairs. And the choice process was free. After chosen, the selected
pictures or the unselected pictures, that is the false feedback will appear again in the
center of the computer screen (Fig. 1). And participants were asked to write down the
reasons of the chosen the preferred picture on the experimental record chart. The
process was also no limited time.

2.5 Data Recording and Processing

We used E-prime and SPSS 20.0 software to process the results. The participants’
unawareness of the false feedback pictures was scored as 0, their detections of once
was scored as 1, and twice was scored as 2. We also recorded the reasons for the
participants to choose the preferred pictures and the reaction time. The reasons were
divided into three types: wholeness, detail, and intuition.

3 Results

3.1 Emotion Induced

To examine the effect of emotion induced, we used the t-test to compare the difference
in score of the Chinese version of positive emotion scale. There was no significant
difference in the score of positive emotion scale between the pretest score and posttest
score of neutral emotion. There was significant difference in the score of positive
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emotion scale between the pretest score and posttest score of positive emotion
(F = −7.12, P < 0.0001, Table 1). The positive emotions of the participants are suc-
cessfully evoked in positive emotion group.

3.2 Choice Blindness

For verifying the existence of choice blindness, we analyzed the detection rate of
choice blindness by participants’ reports and used SPSS20.0 software to taking sta-
tistical analysis. There were the 320 false feedback in total. The detection rate of false
feedback was 44.69%. Specifically, it was 56.88% in the positive emotion group, and it
was 38.75% in the neutral emotion group. In other words, nearly half of the participants
in both groups were not aware of the false feedback. The results showed the choice
blindness occurred for Chinese adults really.

Fig. 1. The process of false feedback in the experiment procedure.

Table 1. The t-test for score of the Chinese version of positive emotion scale in both groups
(positive emotion and neutral emotion).

Group Pretest score (M ± SD) Posttest score (M ± SD) F P

Positive emotion 2.73 ± 0.73 3.35 ± 0.50 −7.12 0.000***
Neutral emotion 2.77 ± 0.58 2.87 ± 0.66 −1.06 0.30

*: p < 0.05; **: p < 0.01; ***: p < 0.001.
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3.3 Impacts of Positive Emotion and Picture Similarity on the Choice
Blindness

To examine the effect of positive emotion and picture similarity on the choice blind-
ness, we used the chi-square test to compare the difference in number of detections for
false feedback pictures. There was significant difference in the detections of false
feedback pictures between the two groups (v2 = 9.70, p = 0.008** < 0.01; Table 2).
There was no significant difference between the two groups in high similarity pictures,
but there was significant difference between the two groups in low similarity pictures
(v2 = 5.87, p = 0.049* < 0.05; Table 2). The detection rate of false feedback in low
similarity pictures was 72% in the positive emotion group, and it was only 49% in the
neutral emotion group. Faced with the low similarity pictures, the choice blindness
more easily occurred for in the participants of positive emotion group.

Used the chi-square test, there was significant difference between the female and
male in both groups (v2 = 12.98, P = 0.04* < 0.05; Table 3). For further analysis,
there was no significant difference between the male in the positive emotion group and
the neutral emotion group (v2 = 9.89, P = 0.14; Table 3). But there was significant
difference between the female in the positive emotion group and the neutral emotion
group (v2 = 7.19, P = 0.02* < 0.05; Table 3).

There was significant difference between the female in the positive emotion group
and the neutral emotion group when they faced the low similarity pictures (v2 = 7.19,
P = 0.02* < 0.05; Table 4). There existed an interaction effect of emotion, gender and
similarity on choice blindness (Fig. 2). Faced the low similarity pictures, the average of
female in the positive emotion group was 70%, but the average of female in the neutral
emotion group only was 45%.

Table 2. The chi-square test for number of detecting false feedback pictures with different
similarity in both groups.

Group Picture similarity 0 1 2

Positive emotion High similarity 13 20 7
Low similarity 3 16 21

Neutral emotion High similarity 20 18 2
Low similarity 11 18 11

Table 3. The chi-square test for number of detecting false feedback pictures with different
gender in both groups

Group Gender 0 1 2

Positive emotion Female 5 20 15
Male 11 16 13

Neutral emotion Female 14 19 7
Male 17 17 6
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We recorded the participants’ reasons for choosing preferences and divided three
part (i.e. wholeness, detail and intuition). There was significant difference of reasons
between female in positive emotion group and neutral emotion (v2 = 8.93,
P = 0.01* < 0.05; Table 5). The female participants in neutral emotion were focus on
scenery pictures’ wholeness. However, the female participants in positive emotion were
focus on scenery pictures’ detail.

4 Discussion

In this study, there was significant difference in the score of positive emotion scale
between the pretest score and posttest score of positive emotion. The positive emotion
of the participants was successfully evoked in positive emotion group. The participants

Table 4. The chi-square test for female number of detecting false feedback pictures with
different similarity in both groups

Group Picture similarity 0 1 2

Positive emotion High similarity 4 11 5
Low similarity 1 9 10

Neutral emotion High similarity 7 11 2
Low similarity 8 7 5

Table 5. The chi-square test for Reasons of false feedback received by female in both groups

Group Wholeness Detail Intuition

Positive emotion 11 19 10
Neutral emotion 24 9 7

Fig. 2. The interaction effect of emotion, gender and similarity on choice blindness.
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of positive emotion group were in a positive emotional state. The participants of neutral
emotion group maintained emotional stability.

Nearly half of the participants in both groups were not aware of the false feedback.
The results showed the choice blindness occurred for Chinese adults really. Computing
the result of choice blindness, it is consistent with the previous study in China [9, 10].

In this study, we found that positive emotions also promoted the participants
awareness of false feedback. Some researchers studied the effects of emotion on change
blindness based on experiments. They found that positive emotions promoted indi-
vidual awareness of change, while negative emotions hindered individual awareness of
change [5]. Change blindness and choice blindness had the similar phenomenon.
Whether there are common mechanism of the change blindness and choice blindness
has to be studied further. In the studies of emotion, some researchers found positive
emotion improved the retrieval speed of individual’s attention and enhanced attention
[11]. According to motivational dimensional model of affect, some researchers studied
the influence of positive emotions on individual cognitive control in different states of
approaching motivation intensity by controlling the arousal level of positive emotions.
They found that low approach-motivated positive affect enhances cognitive flexibility,
whereas high approach-motivated positive affect enhances cognitive stability. This
research extends previous work on cognitive breadth to cognitive control which partly
reflects the temporality of cognitive processes. Taken together, this line of research
suggests that the effects of positive affect on cognitive processes are modulated by its
approach motivational intensity [12].

In the classical choice blindness experiment, the researchers used the faces pictures
with different similarity as materials and found that the difference in similarity had no
significant difference in the detections rate of choice blindness. That is, similarity was
not the influencing factor of choice blindness [1]. But in our study, there existed an
interaction effect of emotion, gender and similarity on choice blindness. When par-
ticipants received the feedback of pictures (including veridical and false feedback),
their reasons for the preference pictures were focused on the wholeness. No matter how
many times the experiment was carried out, it can be clearly seen that the overall
description was the main reason. This was consistent with previous studies. Some
researchers pointed out in the cross-cultural study of attention that the overall pro-
cessing mode of Oriental people involved a larger area of attention [13]. In exploring
the psychological mechanism of choice blindness, it was found that the overall feature
description was more than the specific feature description when the participants gave
causal descriptions to the pictures with veridical or false feedback [1]. As for the
reasons for false feedback pictures, we found that although both males and females
paid more attention to the picture’ wholeness, and females focused on the details of the
picture was 13.4%. While males paid attention to the details of the picture was 24.5%.
This suggested that men pay more attention to detail than women, which may explain
why males who were tested in one-week time interval group spent significantly more
time than females. Therefore, male participants in one-week time interval group were
more likely to detect false feedback.

Future work should increase the number of participants to enhance the sample
representativeness. The selection of experimental materials also needs to be more
careful and considerable.
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5 Conclusions

We studied the impact factors of positive motion and picture similarity in choice
blindness based on visual cognitive tests. The results verified the existence of choice
blindness in both positive emotion group and neutral emotion group. It was found that
significant difference existed in the perception of false feedback between the positive
emotion group and neutral emotion group. The female participants in the positive
emotion group was more easily perceived the false feedback of low similarity scenery
pictures than those female participants in the neutral emotion. The positive emotion had
an effect on the choice blindness of the female when they faced the low similarity
scenery pictures.

References

1. Johansson, P., Hall, L., Sikstrm, S., Olsson, A.: Failure to detect mismatches between and
outcome in a simple decision task. Science 310(5745), 116–119 (2005)

2. Hall, L., Johansson, P., Trning, B., Sikstrom, S., Deutgen, T.: Magic at the market place:
choice blindness for the taste of jam and the smell of tea. Cognition 117(1), 54–61 (2010)

3. Hall, L., Strandberg, T., Pärnamets, P., Lind, A., Tärning, B., Johansson, P.: How the polls
can be both spot on and dead wrong: using choice blindness to shift political attitudes and
voter intentions. Public Libr. Sci. 8(4), 60554–60562 (2013)

4. Masuda, S., Hoshi, S., Watanabe, S.: Choice blindness in the attractiveness of paintings. Ser.
Adv. Study Logic Sensib. 4(1), 81–91 (2010)

5. Pessoa, L., Kastner, S., Ungerleider, L.G.: Attentional control of the processing of neutral
and emotional stimuli. Cogn. Brain Res. 15(1), 31–45 (2002)

6. Zhang, H., Xu, F.M., Xu, M.B.: Choice blindness: did you really know what you have
chosen? Adv. Psychol. Sci. 22(8), 1312–1318 (2014). (in Chinese)

7. Zen, K., Duan, J.Y., Tian, X.M.: The impact of cognitive styles and sensory modalities to
choice blindness. Chin. J. Ergon. 22(4), 5–9 (2016). (in Chinese)

8. Ding, S.W.: Choice blindness: how stable is your choice blindness? Guide Sci. Educ. 3,
177–178 (2017). (in Chinese)

9. Zhang, H.: The psychological mechanism of choice blindness: based on memory
representation perspective. Central China Normal University, Wu Han (2017). (in Chinese)

10. Li, N.: The effect of the presence of others on the choice blindness. Sichuan Normal
University, Cheng Du (2017). (in Chinese)

11. Zhang, T.: Theoretical models for the influence of positive emotions on individual attention.
Sci. Educ. Article Collects 10, 137–139 (2016). (in Chinese)

12. Wang, Z.H., Liu, Y., Jiang, C.H.: The effect of low versus high approach-motivated positive
affect on cognitive control. Acta Psychologica Sinica 45(5), 546–555 (2013). (in Chinese)

13. Liu, S.Q., Wang, H.L., Peng, K.P.: Cross-cultural research on attention and its implications.
Advances in psychological science 21(1), 37–47 (2013). (in Chinese)

A Visual Cognition Test-Based Study on the Choice Blindness Persistence 175



Color Ergonomics Research in Harsh
Environment Under Three Task Modes

Zhiyang Jiang1,2(B) and Wenjun Hou1,2

1 School of Digital Media and Design Art,
Beijing University of Posts and Telecommunications, Beijing, China

janejiang595@gmail.com
2 Beijing Key Laboratory of Network and Network Culture,

Beijing University of Posts and Telecommunications, Beijing, China

Abstract. To investigate how text color can influence the information
recognition and cognitive processing of on-board operators and therefore
improve operation efficiency, we conducted color ergonomics research on
harsh environment under three typical mission scenarios. First, we chose
25 colors based on the color loop of the Ostwald Color System, and used
the Simple Reaction Time (SRT) Paradigm to explore the recognition
performance of colored blocks on black backgrounds. Then, based on
the results of the first experiment, we constructed two types of environ-
ment conditions (general environment, harsh environment), conducted a
time-stress experiment on three typical task modes (search, calculation,
monitor), and analyzed according visual performances of five colors (red,
yellow, green, blue and white). The results show that yellow and white
are the more suitable colors under the harsh airborne environment, while
blue has the worst performance of all colors. As for effect of task sce-
narios, the impact caused by different colors on efficiency is greater on
the recognition tasks compared with the cognitive tasks; As for effect of
environment, harsh environment can aggravate the difference of colors,
the good (yellow and white) become better and bad (blue and green)
become worse than in the general environment.

Keywords: Color ergonomics · Harsh environment · Task modes

1 Introduction

With the significant development of military technology in the area of informati-
zation and intelligence, the airborne mission system has increased its information
volume in order to adapt to the increasingly complex combat environment. Rea-
sonable color design of the airborne mission system helps to reduce the workload
of the operator, improve the efficiency of recognition and cognitive processing,
and ultimately serve the operational effectiveness of the system. Closed airborne
cabin is an important workplace and operational environment in high-tech war-
fare, and the harsh airborne environment can aggravate the physiological and

c© Springer Nature Switzerland AG 2019
D. Harris (Ed.): HCII 2019, LNAI 11571, pp. 176–186, 2019.
https://doi.org/10.1007/978-3-030-22507-0_14

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-22507-0_14&domain=pdf
https://doi.org/10.1007/978-3-030-22507-0_14


Color Ergonomics in Harsh Environment Under Three Tasks 177

psychological load of the worker due to the closed space, loud noise, physical
vibration, and complex optical environment conditions.

There have been comprehensive studies on the effects of optical environment
on color visual performance [4,6], therefore this study focused on the issue of
vibration and noise. Vibration environment has a significant impact on human
visual performance. Wang [5] discovered the vibration frequency and amplitude
has a significant impact on the visual task completion time and the difficulty
rating, and the direction of vibration has a significant impact on the visual task
completion success rate. The study by Mallick [3] points out that in the case
of continuous vibrating, choosing the correct color combination of the text and
the background can solve the problem of difficulties of data entry task on laptop
computers.

Hearing and vision have a clear interaction compensation effect involving
the central nervous system. Gai [1] found that noises can significantly affect
the subject’s scoring on visual retention, visual response time, curve matching,
target tracking, and stereoscopic vision. Liu [2] conducted a visual search task
performance study in a speech noise environment.

Most of the researches directly investigated visual ergonomics, and rarely
explored the aspect of text color. Moreover, most of them focused on the influ-
ence on visual performance of one single environmental variable, and the interac-
tion influence between environmental variables remains unclear. This paper con-
ducted color ergonomics research on harsh environment condition under three
task modes, which can help pilot improve information recognition speed and
cognitive processing speed, as well as improve their operation efficiency.

2 Experiment 1 - Colored Block Experiment

2.1 Experiment Subject

We have 15 male participants as our subject for the colored-block experiment.
Their age is between 21–23, average age 21.8 ± 0.6. They are healthy, and have
normal vision or corrected-to-normal vision, normal color vision, and normal
color perception.

2.2 Experiment Equipment and Material

Computer. We use Lenovo Erazer Y50-70 Laptop: CPU Intel Core i5 4200H,
memory 8 GB DDR3, hard drive 256 GB SSD, Graphics Card Nvidia Geforce
GTX 860M/Intel GMA 4600, Screen 15.6′′ LCD, resolution 1920 × 1080, color
depth 32 bit, refresh rate 60 Hz.

Material. Twenty-five colors were chosen from Ostwald Color System
(Fig. 1) together with white. Their index number and their RGB val-
ues are 0-(230,0,18), 1-(235,97,0), 2-(243,152,0), 3-(252,200,0), 4-(255,251,0),
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5-(207,219,0), 6-(143,195,31), 7-(34,172,56), 8-(0,153,68), 9-(0,155,107), 10-
(0,158,150), 11-(0,160,193), 12-(0,160,233), 13-(0,134,209), 14-(0,104,183), 15-
(0,71,157), 16-(29,32,136), 17-(96,25,134), 18-(146,7,131), 19-(190,0,129), 20-
(228,0,127), 21-(229,0,106), 22-(229,0,79), 23-(230,0,51), 24-(255,255,255). Col-
ored block’s size is 2.5 cm× 2.5 cm. Experiment interface’s background color is
black, its RGB value (0,0,0).

Fig. 1. Ostwald Color System and According Parameters (Color figure online)

2.3 Experiment Design

Experiment program is coded with C++ and Qt framework version 5.11. Before
experiment starts, the subjects are sufficiently practiced in order to avoid the
practice effect. During the experiments, the indoor light environment stays
unchanged, subjects are seated on the chair 60 cm away from the display, both
eyes keep parallel with the screen. The subject uses standard computer hardware
such as standard mouse and standard keyboard to interact with computer.

Fixed-size colored block was randomly displayed in 25 colors at the center of
the screen. Each subject was asked to look at the center of the screen, and press
the space bar as soon as they noticed and recognized the color. The colored block
will not disappear until the subject has reacted. The interval of the appearance of
each colored block was random, ranging between 1–3 s. Each color was repeated
4 times, and each subject performed a total of 100 reactions. Their reaction
time were recorded. During the experiment, the subject must be focused, and a
reaction is only recorded if it is made after the colored block appeared, meaning
pressing the space bar in advance is prohibited and also useless.
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2.4 Experiment Results

We analyze the results from the experiment of the reaction time. The abnormal
values are omitted from the analysis, then the mean value of each color are
calculated and shown in Fig. 2.

Fig. 2. Mean reaction time of each color in experiment 1 (Color figure online)

From Table 1, analysis of variance showed that there was a significant differ-
ence in reaction time of the 25 colors (F = 1.84, P < 0.05). Least Significant
Difference (LSD) of the 25 colors showed that, the blue-violet color series (No.
15, 16, 17) have performance significantly slower than the yellow color series.
Also, red, yellow, cyan and white has the tendency of faster than other colors.
The difference in other colors’ performance is not significant.

Table 1. ANOVA: the effect of colors on completion time

TIME

Sum of squares df Mean square F Sig.

Between groups 381341.036 24 15889.210 1.846 .008

Within groups 8392924.800 975 8608.128

Total 8774265.836 999

Based on these results, also considering the integrity of color series, five
colors were chosen as the color for the interface in the following experiment 2:
red (230,0,18), yellow (252,251,0), green (0,155,107), blue (0,134,209) and white
(255,255,255).
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We also studied the count of the color with the shortest reaction time (Fig. 3)
and longest reaction time (Fig. 4) within each experiment group (of 25 exper-
iments). In the shortest reaction time count, the top color is yellow (5 times),
accounting for 12% of the total, followed by white. In the longest reaction time
count, blue color series (dark blue, light blue, sky blue) are the most (12 times),
accounting for 30% of the total.

Fig. 3. Count of shortest reaction time for each color (Color figure online)

3 Experiment 2 - Color Ergonomics Experiment

3.1 Experiment Subject

We have 10 male participants as our subject for this experiment. Their age is
between 21–23, average age 22.3±0.4. They are healthy, and have normal vision
or corrected-to-normal vision, normal color vision, and normal color perception.

3.2 Experiment Equipment and Material

Computer. We use Lenovo Erazer Y50-70 Laptop: CPU Intel Core i5 4200H,
memory 8 GB DDR3, hard drive 256 GB Solid State Drive, Graphics Card Nvidia
Geforece GTX 860M/Intel GMA 4600, Screen 15.6′′ LCD, resolution 1920 ×
1080, color depth 32 bit, refresh rate 60 Hz.
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Fig. 4. Count of longest reaction time for each color (Color figure online)

Material. Experiment material used in this experiment are shown in Fig. 5.
The three parts on the interface are (from left to right respectively) search task,
calculation task and monitor task. We use five colors chosen from Experiment
1 as the interface color: red (230,0,18), yellow (252,251,0), green (0,155,107),
blue (0,134,209) and white (255,255,255). The noise is simulated by the software
Soundmasker.

3.3 Experiment Design

Experiment program is coded with C++ and Qt framework version 5.11. Before
experiment starts, the subjects are sufficiently practiced in order to avoid the
practice effect. During the experiments, the indoor light environment stays
unchanged, subjects are seated on the chair 60 cm away from the display, both
eyes keep parallel with the screen. The subject uses standard computer hardware
such as standard mouse and standard keyboard to interact with computer.

During the experiment, the subject needs to complete three type of tasks.

– Search task (T1): 25 randomly-chosen different English letters will appear
in a 5 × 5 matrix in random order, and one of the letters will be randomly
chosen as the target letter. Subject should find and click the target letter in
the matrix as soon as possible.

– Calculation task (T2): Two-digit to two-digit add and subtract tasks will be
randomly generated and displayed on the interface. The subject need to input
the calculated result by keyboard and click “enter” to submit the answer.
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– Monitor task (T3): The program will randomly display words from four major
categories (animals, plants, food, city names) in a 5×3 matrix. We randomly
chose one category as the target category. During each task, there will be
only zero or one word of the target category. Subjects need to monitor if any
word from the target category is shown in the matrix. If there is, the subject
needs to click on it; if not, the subject do not need to react.

To simulate different environment scenarios, the experiment designed differ-
ent vibration levels and noise levels. Vibration level includes no vibration and
high vibration (frequency 20 Hz, amplitude 2 mm) to the graphic interface. Noise
level includes low noise (45 dB white noise) and high noise (80 Hz white noise).

Each subject was asked to complete tasks in two environments.

– General Environment (E1): low noise (45 dB) with no vibration.
– Harsh Environment (E2): loud noise (80 dB) with high vibration (frequency

20 Hz, amplitude 2 mm).

There were five task groups in each environment corresponding to the five
colors selected from Experiment 1. There were four task page within each task
group, and each task page consisted of a search task, a calculation task, and
a monitor task. The operation completion time and success rate of the subject
were recorded.

Therefore overall, each subject needs to complete 40 search tasks, 40 calcu-
lation tasks and 40 monitor tasks. For monitor tasks, however, the subject need
not to react if there are no words from the target category, therefore no reaction
time on these tasks. We programmed 10 out of 40 tasks to contain words from
the target category. That means, for each subject we have the experiment results
for 40 search tasks, 40 calculation tasks and 10 monitor tasks.

Fig. 5. Graphic interface of experiment 2 (Color figure online)
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3.4 Experiment Results

The mean completion time of each task under different environments is shown
in Fig. 6. The analysis of variance is shown in Table 2.

Fig. 6. Mean value of completion time of experiment 2 (Color figure online)

General Environment (Low Noise, No Vibration). In search task, there
was significant difference in performance for different colors (F = 16.122, P <
0.05). Combined with Least Significant Difference (LSD), the results showed that
yellow was significantly better than other colors. In calculation task, there was
a trend of significant difference (F = 1.999, P < 0.1). In monitor task, there was
no significant difference in completion time between colors.

Harsh Environment (Loud Noise, High Vibration). In search task, there
was significant difference in performance for different colors (F = 29.163, P <
0.05). Combined with histogram and Least Significant Difference (LSD), the
completion time of yellow and white was significantly shorter than that of blue
and green, and there was no significant difference between red and white. The
completion time ranking from fastest to slowest is yellow, white, red, blue, and
green. In calculation task, there was a significant difference in performance for
different colors (F = 2.511, P < 0.05). Blue and green were significantly slower
than the other three colors, while the other colors were not significantly different.
In monitor task, there was no significant difference in completion time between
colors.
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Table 2. ANOVA: the effect of colors on completion time, grouped by environment
and task

TIME

Env. Task Sum of squares df Mean square F Sig.

General environment Search Between groups 52800285.310 4 13200071.327 16.122 .000

Within groups 142462010.277 174 818747.185

Total 195262295.587 178

Calculation Between groups 16923663.273 4 4230915.818 1.999 .097

Within groups 370433611.971 175 2116763.497

Total 387357275.244 179

Monitor Between groups 8666006.194 4 2166501.548 .755 .562

Within groups 91842561.050 32 2870080.033

Total 100508567.243 36

Harsh environment Search Between groups 94014689.263 4 23503672.316 29.163 .000

Within groups 132174190.713 164 805940.187

Total 226188879.976 168

Calculation Between groups 26437219.242 4 6609304.810 2.511 .043

Within groups 471140332.215 179 2632068.895

Total 497577551.457 183

Monitor Between groups 3286249.244 4 821562.311 .663 .623

Within groups 35926358.286 29 1238839.941

Total 39212607.529 33

Combined with Table 3 and LSD results, the differences between colors in
the general environment and the harsh environment are both significant, and
the difference is slightly larger when in the harsh environment. The multivariate
analysis of variance (Table 5) also showed that the interaction of the color and
environment had a significant effect on the completion time (F = 3.345, P <
0.05).

Table 3. ANOVA: The effect of colors on completion time, grouped by environment

TIME

Environment Sum of squares df Mean square F Sig.

General environment Between groups 56847839.856 4 14211959.964 5.311 .000

Within groups 1046349945.303 391 2676086.817

Total 1103197785.159 395

Harsh environment Between groups 103005204.044 4 25751301.011 8.011 .000

Within groups 1227866758.653 382 3214310.887

Total 1330871962.698 168386

Combined with Table 4 and the LSD results, the difference between colors was
significant in Task 1 (F = 38.244, P < 0.05), while the difference between Task
2 and Task 3 was not significant. The multivariate analysis of variance (Table 5)
also showed that the interaction of color and task type had a significant effect
on the completion time (F = 2.866, P < 0.05).
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Table 4. ANOVA: The effect of colors on completion time, grouped by task

TIME

Task Sum of squares df Mean square F Sig.

Search Between groups 130567194.003 4 32641798.501 38.244 .000

Within groups 292755724.583 343 853515.232

Total 423322918.586 347

Calculation Between groups 14951827.944 4 3737956.986 1.502 .201

Within groups 893260937.473 359 2488192.026

Total 908212765.418 363

Monitor Between groups 6514559.549 4 1628639.887 .807 .525

Within groups 133225481.550 66 2018567.902

Total 139740041.099 70

Table 5. The multi-factor variance analysis of the influence of color, environment and
task on completion time

Tests of between-subjects effects
Dependent variable: TIME

Source Type III sum of squares df Mean square F Sig.

Corrected model 1213737412.753a 29 41853014.233 25.334 .000

Intercept 5616758030.160 1 5616758030.160 3399.912 .000

COLOR 55030226.777 4 13757556.694 8.328 .000

ENVIRONMENT 5834307.184 1 5834307.184 3.532 .061

TASK 976390456.223 2 488195228.112 295.512 .000

COLOR * ENVIRONMENT 22103333.779 4 5525833.445 3.345 .010

COLOR * TASK 37881196.638 8 4735149.580 2.866 .004

ENVIRONMENT * TASK 8100586.592 2 4050293.296 2.452 .087

COLOR * ENVIRONMENT * TASK 6252711.306 8 781588.913 .473 .876

Error 1243979064.511 753 1652030.630

Total 12746999853.000 783

Corrected total 2457716477.264 282
aR Squared= .494 (Adjusted R Squared= .474)

4 Conclusion

Color Performance. For different tasks and different environments, color per-
formance has a clear trend. As for the speed of recognition process and cognitive
process, yellow and white performs considerably better than blue and green,
and red is of medium performance. This indicates that. Both experiment 1 and
2 showed that the blue has the lowest performance in recognition and cognitive.

Impact of Color in Different Environments. The selection of color has
less effect in the general environment than in harsh environment. When the
environment worsened, people are more sensitive to color, and the differences
between the performances of colors are magnified. This shows that in severe
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environments, the choice and application of color needs to be made with more
caution.

Impact of Color on Different Task Modes. Color selection has a significant
impact on the search task, but not on calculation and monitor tasks. A search
task is a process of identification and matching which involves little processing,
while the calculation and monitor tasks have longer information processing time,
thus the effect of color is weakened. Therefore, when applying of principles of
color selection, it is best to focus on recognition rather than cognition. Color
selection should be designed with great effort for recognition tasks.
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Abstract. Predicting the distribution of attention to new user inter-
face designs can provide valuable information during the design process,
but accurate predictions are difficult to achieve. Recent studies have
shown that accuracy can be increased based on the Diversity Prediction
Theorem if multiple, independently developed models for the prediction
of attention distribution are aggregated. However, aggregating multiple
models is a manual task, that takes a lot of effort because a large number
of information sources, which are defined as parts of each model, need to
be compared among each other. In this work we test two different clus-
tering approaches for automatically aggregating such models. We show
that the clustering quality is not sufficient for fully automatic clustering
and present a software-supported solution for a semi-automatic cluster-
ing process.

Keywords: Areas of Interest · Modelling attention distribution ·
Clustering multi-word terms · Clustering shapes ·
Aggregating visual attention models

1 Introduction

For the design of many technical systems, it can be very valuable to know where
people are directing their visual attention. Especially with operators in dynamic
and safety-critical systems, such as car drivers or aircraft pilots, the way in
which visual attention is distributed is essential for safety. Investigations on
how changes to the system (e.g., new assistance systems or cockpit designs)
affect attention distribution are therefore commonplace. The knowledge about
the attention distribution can be helpful even in non-safety-critical areas, e.g. in
the ergonomic design of websites or the optimal placement of advertising.

The examination of the attention distributions is usually done with eye track-
ers. This is the typical way to get reliable results. However, eye tracking studies
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have the disadvantage that they are complex, time-consuming and not always
easy to perform. Particularly in safety-critical areas, new systems are difficult to
test in the real environment, thus they have to be studied in secure test fields or
simulation environments. Predicting the distribution of attention is an alterna-
tive solution. There is a large body of visual attention models in the literature
that focus on very different aspects of attention [1]. Among them is the SEEV
(Salience, Effort, Expectancy, Value) model [2], which is relatively easy to use.
It was used, among other things, to predict the distribution of attention among
motorists [3,4], pilots [2], seafarers [5], and scrub nurses [6]. Even though using
the SEEV model is easy, it can still be difficult to make accurate predictions
with it. Information sources (or Areas of Interest) must be defined to apply
the SEEV model. Parameters are determined for each information source that
describe the influence of the factors Salience, Effort, Expectancy, and Value. It
has been shown that accuracy of predictions depends strongly on the subjective
evaluations of the modeler, which are subject to very high variability and thus
also to a high expected error [7].

However, according to the Diversity Prediction Theorem formulated by
Page [8], one can make a pretty accurate prediction, even with large individ-
ual errors, when a larger number of individual assessments are aggregated. The
prerequisite for this is that the individual assessments are independent of each
other and are normally distributed around the actual value. In such a case,
aggregated prediction of a group of individuals is significantly better than that
of one individual. The influence of misjudgements of a single analyst is thereby
minimized. This is often referred to as the “Wisdom of the Crowd” effect.

Fig. 1. Modelling process for the multi-model approach. Multiple models are indepen-
dently created and aggregated. The aggregated model is analyzed to predict attention
distribution.

Such an effect was also observed in the prediction of human attention distri-
bution [7]. In a multi-model approach, several people were asked to individually
model the attention distribution of a driving situation using the SEEV model.
The model forecasts were then aggregated. This process is depicted in Fig. 1.
This highly increased the prediction accuracy compared to the average individ-
ual prediction [7]. For the aggregation, it is necessary to group the information
sources defined by the individual modelers into classes. Figure 2 shows an exem-
plary information source class. The white rectangles are information sources
defined by different people, that all belong to the same information source class
“road ahead”. Grouping these information sources into classes of information
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Fig. 2. Information source class “road ahead” marked by different modelers for the
same situation

sources is a manual process that is problematic for several reasons. One prob-
lem is that the process is very time-consuming and doe not scale well. All other
aspects of the process depicted in Fig. 1 can either be performed in parallel or
are not affected by the number of modelers. In the multi-model approach, sev-
eral modelers can model at the same time (see Fig. 1). This can considerably
reduce the time required for modeling. The number of modelers therefore does
not affect the time needed to create the model. Also, the effort for the analysis
of the aggregated model is independent of the number of modelers. However,
the cost of aggregating the models increases with the number of modelers. The
reason for this is the manual grouping of information sources. The effort of all
other steps is independent of the number of modelers, or can be automated.

Another problem with grouping is that it is a manual process. It is thus sub-
ject to individual errors of the human classifier. However, individual mistakes in
modeling are exactly what you want to avoid through the multi-model approach.
One solution is to have the classification done by several people and to indicate
the quality of the results using a concordance measure such as Fleiss’ Kappa [9].
A disadvantage of this solution, however, is that the effort increases even more,
because multiple people have to do the same manual classification process.

The problems mentioned above might be one of the reasons, why such a reli-
able and traceable model-based attention prediction process is rarely adopted for
user interface evaluation. The objective of this work is to make the multi-model
approach more easily applicable by reducing the effort of manually grouping
information sources. For this we present a semi-automated procedure for clus-
tering information sources into classes of information sources. We tested a geo-
metric clustering approach that is based on the region covered by an information
source, and a semantic clustering approach that is based on textual labels which
were assigned to the information sources by the modelers.

First, we show some general approaches to the cluster analysis and high-
light specificities of clustering based on textual descriptions. Then we introduce
our clustering algorithm. We evaluate the algorithm using manually clustered
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reference data in Sect. 3. Next, we discuss what a reasonable practical applica-
tion of the algorithm in a software tool chain can look like.

2 Clustering of Information Sources

General clustering algorithms for the automatic grouping of objects are well
known [10]. A central aspect of a clustering algorithm is a measure of the sim-
ilarity of objects. This measure is defined over the attributes of the objects to
be grouped and is called distance function. The objects are grouped so that the
distances within a group are as small as possible and those between groups are
large. In hierarchical methods, the objects are either hierarchically subdivided
into smaller and smaller groups until the desired number of clusters is reached, or
they are merged starting from single element groups until the desired number of
clusters is reached. In non-hierarchical methods, an initial grouping is optimized
until there is no improvement [11].

To define a suitable distance function for information sources, we are pursuing
two approaches that use different attributes of information sources:

Geometry The location and form of information sources that are defined by
different modelers but are meant to define the same source should be similar.

Semantics In the modeling of attention distribution and also in eye tracking
studies, information sources are typically named or provided with identifiers
describing what information can be extracted from the source or what the
nature of the information source is. The labels of information sources that
were defined by different modelers but are meant to define the same source
should be semantically similar.

2.1 Geometry-Based Distance Function

In principle, the shape of an information source can be defined arbitrarily com-
plex. Therefore, different morphometric measures can be used for the distance
function. In many cases, sources of information can be described sufficiently
accurate by very simple forms. In the studies used for evaluation in this work
(Table 1), sources of information are only drawn as rectangles using the attributes
x-position, y-position, height (h), and width (w). Since these attributes are car-
dinal scaled and have the same unit, the Euclidean distance is a good candidate
for a distance function of two information sources A and B [11]:

dg(A,B) =
√

(xA − xB)2 + (yA − yB)2 + (wA − wB)2 + (hA − hB)2 (1)

This approach is quite simple and works well for many information source classes.
However, as Fig. 2 demonstrates, sometimes the areas of information sources of
the same class can differ strongly.



Semi-automatic Aggregation of Multiple Models of Visual Attention 191

2.2 Semantic-Based Distance Function

To measure the semantic distance of the labels of information sources we used
the lexical-semantic nets WordNet [12] for English labels and GermaNet [13,14]
for German labels. GermaNet was built following the example of WordNet and is
compatible to it. These nets provide information about the semantic relatedness
of single words (nouns, verbs and adjectives) [15]. We used them to calculate a
distance between the information source labels. In most of the cases the labels
consist of multiple words. Therefor we use a multi word expression distance
measure proposed by Huang and Sheng [16].

WordNet is a graph-like structure. Its nodes are sets of synonym words called
synsets e.g. the words “foyer” and “lobby” both mean a large entrance or recep-
tion room or area. Therefore, they are part of the same synset. Those sin-
gle words contained in the synsets are called lexical units. Furthermore, each
synset has a textual description of its meaning. The edges of the WordNet
graph are constructed by ten different semantic relations that connect either
two complete synsets (conceptual relations) or two specific lexical units (lex-
ical relations). The four lexical relations of WordNet and GermaNet are syn-
onymy, antonymy, pertonymy and participle. Pertonymy connects adjectives
with nouns from which they were derived and the participle relation does the
same for adjectives and verbs. Besides these there are the six conceptual rela-
tions hyperonymy, hyponymy, meronymy, holonymy, causation and association.
Hyperonymy descripes an “is-a” relation between two concepts, e.g. a carrot
is a vegetable and the hyponymy describes the opposite relation. Accordingly
meronymy and holonymy are also opposites where meronymy describes a part
- whole relation, e.g a branch is part of a tree. Inversely the holonymy relation
means for example that a tree consists of branches. The causation relation con-
nects verbs with adjectives that express the result of the verb, e.g. the words
“(to) close” and “closed” are related because a door is closed after you close it.

In WordNet there are nine measures of semantic relatedness between two
synsets. GermaNet implements all of these except for the measure vector. These
can be distinguished into six similarity measures and two relatedness measures,
whereby the similarity measures use only the hyponymy relation and the relat-
edness measures make use of all relations. The six similarity measures are called
res, lin, jcn, ich, wup and path. The path measure for example defines the sim-
ilarity of two synsets as the length of the shortest path along the hyponymy
edges between them. Another example is the measure wup that uses the least
called subsumer (LCS) to calculate the similarity of two synsets. The LCS is the
most specific synset that is an ancestor of the two synsets whereby the speci-
ficity is measured using the information content of the common ancestor nodes.
The measure wup defines the semantic similarity of two synsets A and B as
follows [17]:

swup(A,B) =
2 · depth(LCS(A,B))

distLCS(A,B) + distLCS(B,A) + 2 · depth(LCS(A,B))
(2)
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Here, LCS(A,B) denotes the LCS of A and B, depth() means the distance from
the root of the hierarchy to a given node and distLCS(X,Y ) means the distance
from a node X to the LCS of X and Y . Because the similarity measures use only
the hyponymy relation they can only be used to measure the distance between
synsets of the same word category and not between synsets of different word
categories, e.g. a noun synset and a verb synset. The measures res, lin and jcn
also use the LCS to compute the similarity of synsets and ich is a path based
measure like path mentioned above.

Besides these, hso and lesk are the two relatedness measures implemented
for WordNet and GermaNet. The hso measure uses all relations to search for
a path between two synsets whereby the length of the path should not exceed
a certain threshold and that changes its direction as rarely as possible. The
second relatedness measure analyses the descriptions of the synsets that shall be
compared, searches for accordances and calculates the relatedness based on the
number of these accordances.

To calculate semantic similarities between multi word expressions we use a
measure proposed by Huang and Sheng [16] that uses the similarity measure wup.
Basically it calculates the pairwise similarity between all words of two expressions
using the wup measure. If the similarity of two words can not be calculated,
i.e. the words don’t belong to the same word category an edit distance like the
Levenshtein distance is used instead. Let e1 and e2 be two multi word expressions.
For each word w in e1 the measure by Huang and Sheng then searches for the
highest similarity of w with a word out of e2. All similarities that are found in
this way are summed up and the sum is called CostSub. It is also counted how
often the highest found distance is zero (Skip). After all words of e1 have been
compared to e2 the same process is repeated vice versa. The similarity between
e1 and e2 is then calculated as follows using also the total number of words in
both expressions (Total) and two weight parameters WSkip and WSub [16]:

ds(e1, e2) = 1 − WSkip ∗ Skip(e1, e2)
Total(e1, e2)

− WSub ∗ CostSub(e1, e2)
Total(e1, e2) − Skip(e1, e2)

(3)

We chose WSkip = 1 and WSub = 2.5 as proposed by Huang and Sheng [16].
The range of values for the calculated similarity is 0 ≤ ds ≤ 1 in which a value
of zero means that the expressions e1 and e2 have no similarity and a value of
one means that the expressions are identical. This measure allows to compare
two information sources A and B based on their labels: ds(label(A), label(B)).

2.3 Combined Distance Measure

As a third approach we combined the geometric distance measure dg and the
semantic distance measure ds. The combined distance measure dc is calculated
as the root mean square of dg and ds.
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Table 1. Overview of the evaluation data sets.

Data setModels Situations Information

sources (IS)

IS/situation IS classes Rater Concordance

(Fleiss’ κ)

Reference Language(a)

DS 1 19 3 304 5.33 16 3 0.90 [7] Ger

DS 2 9 3 200 7.41 16 3 0.88 [7] Ger

DS 3 20 3 374 6.23 37 3 0.81 [18] Ger

DS 4 40 3 781 6.51 37 3 0.84 [18] Ger

DS 5 19 3 353 6.19 37 3 0.78 (b) Ger

DS 6 8 5 378 9.45 21 3 0.89 (c) Eng

DS 7 6 3 141 7.83 15 3 0.88 [19] Ger
ager=German, eng=English
bData not published
cData not published. Scenario presented at AutomotiveUI [20]

3 Evaluation

We investigated whether the geometry-based or the semantic-based measure
yields better results. We did this based on data from previous studies with
manually clustered information sources.

3.1 Data Sets

To evaluate the proposed clustering methods, seven manually grouped data sets
were used as test data (see Table 1). The data comes from studies with 6 to
40 modelers who have modeled the distribution of attention in 3 to 5 different
situations. These were all automotive studies focused on analysing attention
distribution to different HMIs or in different driving situations, like overtaking,
parking, and approaching traffic lights. On average, about 5 to 10 sources of
information were defined per situation. These were grouped in each study by
3 raters into 13 to 37 classes of information sources. The inter-rater agreement
was measured using Fleiss’ κ and was always between 0.78 and 0.9. Participants
in most studies were Germans and therefore labeled the information sources
in German, except for dataset 6, which involved English participants. For the
semantic clustering of dataset 6 we used the English WordNet library [12]. For
the other data sets we used the German counterpart GermaNet [13,14].

3.2 Results

Our main research interest was to analyze whether a geometry-based distance
function or a semantic-based distance function yields better results. For the data
sets listed in Table 1 we evaluated three different distance measures: (1) a geo-
metric distance measure based on information source shapes, (2) a semantic
measure based on information source labels, and (3) a combined measure. Fur-
thermore we tested it with two different clustering algorithms: (1) a hierarchical
cluster algorithm and (2) the K-Medoids algorithm.

We evaluated the clustering quality in reference to the manually clustered
data using the adjusted rand index (ARI) [21] as the measure for the clustering
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Fig. 3. Mean and standard deviation of adjusted rand index (ARI) over all datasets,
clustering algorithms and distance measures.

quality. An ARI of 0 refers to clusters one would get by chance and an ARI of 1
to clusters equivalent to the reference data.

It is in the nature of the data, that the number of clusters is not known
in advance, because there is no restriction in what information is marked by
participants and especially in what level of detail. Therefore, we first analyzed
how the number of clusters created by the algorithms for the different distance
measures and datasets affected the clustering quality. Figure 3 shows the mean
ARI and standard deviation over all datasets, clustering algorithms and distance
measures. The x-axis plots the number of clusters divided by the number of IS
classes used in the manual classification. At a cluster/IS-class ratio of 1, as many
clusters were generated by the clustering algorithms as IS classes were defined
for the manual clustering. In the graph it is easy to see that clustering quality
tends to be highest at a ratio of 1. This can also be seen in Fig. 4, which shows
the Receiver Operator Characteristic for different cluster numbers (1–100) for
all data sets exemplary for the hierarchical algorithm with geometric distance
function. At a cluster/IS-class ratio of 1 (marked by the black triangles), both
the sensitivity is relatively high and the specificity is high. But it can also be
seen that the clustering quality is far from perfect.

Finally, we analyzed our main research question and compared the cluster-
ing quality using different distance measures. We used the geometric distance
function, the semantic distance function and a combined distance function as
described in Sect. 2 to separately cluster all seven datasets. The target num-
ber of clusters was always set to the number of IS-classes defined by the raters
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Fig. 4. Exemplary ROC curves for the hierarchical cluster algorithm with geometric
distance measure for all seven datasets.

during manual clustering of the respective dataset (cluster/IS-class ratio = 1).
The results are shown in Fig. 5.

It can be seen that the geometric distance measure outperforms the semantic
distance measure. Combining both measures using an euclidean distance does
not result in higher ARI scores than using the geometric distances measure

distance Hierarchical
measure mean (SD)

geometric 0.364 (0.137)
semantic 0.179 (0.104)
combined 0.163 (0.062)

distance K-medoids
measure mean (SD)

geometric 0.360 (0.219)
semantic 0.221 (0.094)
combined 0.268 (0.094)

Fig. 5. Datasets.
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alone. The choice of clustering algorithm does not change this general finding.
However, the k-medoids algorithm performed better for the semantic and the
combined distance measure, but never better than any algorithm relying on the
geometric distance measure. However, the geometric distance function does not
seem to be equally optimal for all data sets, since the standard deviation of the
ARI is significantly higher for the geometric distance function than for the other
distance functions. Though it is lower for the hierarchical clustering algorithm
compared to the k-medoids algorithm using the geometric distance function. For
future applications, it therefore makes sense to use the hierarchical clustering
algorithm with geometric distance function.

4 Tool-Support for Semi-automatic Clustering

The analysis of clustering quality in the previous section showed, that the clus-
tering quality is far from being perfect. From Fig. 4 it can be seen, that especially
the sensitivity is low, meaning that the clustering algorithms often fail to recog-
nize that two information sources should be in the same cluster according to the
manually classified information sources. For the application of predictive atten-
tion modeling such a high numbers of erroneous classifications is not acceptable.
We therefore use the automatic cluster algorithms just as a first step to cre-
ate initial clusters. We developed a small software application, which visualizes
the clusters and allows the user to inspect the clusters and reorganize them. A
screenshot of the application is shown in Fig. 6. The tool needs as input the list
of information sources and the target number of clusters. It uses the automatic
clustering method and displays the clusters as proposals on the right side of the
application. The clusters can now be reviewed by inspecting the regions that
were marked and also the labels that were provided by the modelers for each
information source within a cluster. The user now choose between the three
options to

accept the cluster by moving it to the left side of the application that shows
the list of IS-classes, which is initially empty.

merge the cluster with an already existing IS-class. This is necessary if the
algorithm has created a cluster that the user believes belongs to an already
existing IS class. It happened quite often for our data sets. The resulting
high number of false negatives is also the reason why the sensitivity of the
algorithms is low (see Fig. 4). Merging the clusters is simply done by using
drag-and-drop.

split the cluster. If the user believes that the cluster contains elements from
more than one IS-class (false positives), then the cluster needs to be divided.
The user can do this by rerunning the cluster algorithm, but only on the
elements of the current cluster. In the user interface s/he can specify the
number of target clusters (typically 2). The original cluster disappears and
the new clusters appear in the proposal list on the right side.

This semi-automatic process is far more efficient then the manual clustering pro-
cess. The most time consuming operation is to split clusters, because it requires



Semi-automatic Aggregation of Multiple Models of Visual Attention 197

Fig. 6. Clustering support tool.

to select a target number of clusters and afterwards reviewing the new clusters
again and accepting or merging them. Because of this, we suggest to initially
select a target number of clusters that is larger then the expected number of
IS-classes. The resulting larger number of clusters requires more merging then
splitting operations.

5 Discussion

One result of our study is that clustering based on our semantic distance measure
is inferior to a geometric distance measure. However, we think that the semantic
distance measure has the highest potential for improvement.

For example, WordNet’s antonymy relation could be used to identify similar
information sources that definitely belong to different IS classes, like left side
mirror and right side mirror.

Another approach could be to use WordNet’s meronymy relation to identify
different levels of abstraction in the models. One person might create a detailed
model by marking the speedometer, the revolution counter, and the fuel gauge.
Another person might simply mark the entire dashboard.
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The result of this work is a semi-automatic approach for clustering informa-
tion sources for analyzing models of attention distribution. It turns out that the
clustering quality is not sufficient for a fully automatic approach. We therefore
created and presented a software for manually revising the automatically created
cluster. This approach heavily reduces the clustering effort.
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Abstract. A good product design should be a beautiful design. In order to
evolve product form based on aesthetic feeling, a comprehensive evolution
method of form aesthetic degree was established based on BP neutral network
and genetic algorithm. Firstly, the index knowledge of aesthetic degree was
constructed and representative aesthetics degree index was selected for target
product, thus index dimension were reduced and then validate the rationality of
cognition logic through cluster analysis and structural equation model. Secondly,
BP neutral network was used to construct aesthetic degree evaluation system of
product form, so that it can be built relationship between explicit product form
and implicit aesthetic sense. Finally, The aesthetics degree optimization proto-
type system was build through combine evaluation model with evolution model
by BP neutral network and genetic algorithm, respectively. Taking the teapot as a
research case, the result showed that TADOPS system could provide effective
aids for product.

Keywords: Product form �Aesthetic cognition �Backpropagation neutral network �
Genetic algorithm � Aesthetic degree optimization

1 Introduction

With the great enrichment of products, consumers’ demand for products is deeper and
more diversified, and the requirements for aesthetics are getting higher and higher. The
user’s consumption concept has entered an era where more emphasis is placed on
emotional experience. Form is the most direct way to reflect perceptual factors, while
aesthetics is the most basic emotional demand of consumers. Therefore, more and more
companies pay attention to design and aesthetics to improve the market competitive-
ness of products.

A good design should first be a beautiful design. What is beauty? Where does
aesthetic come from? People generally explore the characteristics and essence of
aesthetic from two aspects. On the one hand, it explores the characteristics and essence
of aesthetic from the attributes of objective objects. For example, Aristotle in ancient
Greece believed that aesthetic depends on volume and order, and aesthetic lies in the
unity of various elements. On the other hand, from the philosophical connotation, it is
to explore the essence of aesthetic from the human psychology. For example, Plato, the
ancient Greek philosopher, believed that aesthetic is a philosophy, and the beauty
created by people comes from inner wisdom and love. These ancient aesthetic theorists
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showed the signs and principles of aesthetic at a certain level, but the meaning of
aesthetic has limitations. Contemporary aesthetic theorists put forward: aesthetic is the
unity of objective regularity and social purpose. Aesthetic is objective, and aesthetic
feeling is an inner psychological feeling for people. Aesthetic and aesthetic feeling are
the products of social history. In recent decades, many scholars have begun to pay
attention to the role of aesthetic in emotional design, the influence of aesthetic in the
product design process, and how to design products that satisfy consumers’ inner
emotional appeals.

The more mature theory of consumer aesthetic evaluation research is Kansei
Engineering, which was originally proposed by Japanese scholar nagamachi [1], to
explore the potential connection between “human” and “object”. A large number of
scholars have applied sensory engineering to establish product shape design methods
and selection methods for different problems. In the evaluation of applied beauty, most
of them adopt low-dimensional aesthetic evaluation. Birkhoff who is the founder of
computational aesthetics proposed a mathematical model of aesthetic degree in 1933,
and the “Aesthetic measure” was expressed as the ratio of order to complexity, i.e.
M = O/C [2]. Talia and Noam described the aesthetic characteristics through relevant
professionals, and selects 41 aesthetic characteristics indicators, and uses the evaluation
value of each index to determine the weight of the indicators, thus completing the
comprehensive evaluation [3]. Schenkman and Jonsson evaluated the interface of the
web page with a single indicator of “aesthetic” [4]. Furthermore, Some scholars use
M = O/C to carry out research on form beauty, like Ngo and teo established a relevant
formula for calculating the layout elements in the interface design, which realizes the
quantification of the interface layout features [5]. Hsiao and Chou used the fuzzy
information entropy method to construct the aesthetic cognitive model of web design
which based on the principle of gestalt psychology [6]. At present, the aesthetic study
of product form is more focused on aesthetic evaluation, and most of the aesthetic
evaluation of product forms are subjective based on expert experience and question-
naires to determine weights. Besides, There are few studies that combine aesthetic
evaluation to optimize product morphology. This paper aims at developing of product
form intelligent design system based on consumers’ aesthetic and market position,
which will make the product appearance more suitable for the consumers’ individual
requirements. We analyzed aesthetic principles of visual perception and cognition, and
summarized function knowledge base of aesthetic degree evaluation of product form,
then the relationship between aesthetic degree quantization index and aesthetic sense
was built, furthermore, we built product form intelligent design prototype system based
on biological evolution theory, that provided an effective aided model for the product
design and development.

2 Product Form and Aesthetic

The product form is a detailed expression of the designer’s aesthetic thoughts, and is
also a detailed expression of the functional requirements and aesthetic needs of the
designed products. The designer’s aesthetic thought, creative value and spiritual con-
notation should be finally transformed into form. Only through the potential functional
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meaning and spiritual connotation of the product form can the user perceive and be
aware. Therefore, product form design has an irreplaceable position in the industrial
design process.

The aesthetic is a combination of attributes such as people, material products,
spiritual products, and works of art. It has a variety of characteristics, such as sym-
metry, proportionality, harmony, vividness, novelty, form suitability, color harmo-
nious, formal integrity and consistency of form, and so on. Aesthetic has the same
social attributes as other objects, so it has its own characteristics. It appears and exists
in the development of society. It is objectively dependent on things, and is not
determined by the image and desire of individual subjective feelings. Aesthetic is
judged by the social scale (criteria, thoughts) that human beings have accumulated in
various concrete forms in the development of social history. The connotation of beauty
is changing, and the emergence of new and more complete things will inevitably lead
to the re-evaluation of aesthetic standards by society.

The product form aesthetic brings the sense of beauty to the user and affects the
user’s reaction, emotion and cognition. It plays an irreplaceable position in the enter-
prise product strategy and is the key link to obtain the user’s favor and the market leader.
The product form design must not only satisfy the function of the product, but also
convey the needs of spiritual needs, cultural connotations and aesthetic experience. The
internal relationship between the product form and the consumer aesthetic experience
mechanism, how the aesthetic experience affects the product beauty evaluation, and how
the enterprise guides the product design from the aesthetic point of view are all problems
that need to be solved. Usually in the product design process, the designer uses the
traditional aesthetic tacit knowledge to be subjective, random and fuzzy. Therefore, how
to objectively describe the beauty of the product, how to scientifically express the beauty
of the product, how to quantify the beauty of the product, and how to optimize the
beauty of the product form will be a new exploration in the field of product design.

3 Aesthetic Measures

The formal beauty law is the experience summary and abstract of formal in the process
of creating beauty, some of its usage include balance and equilibrium, contrast and
blend, change and unity, cadence and rhythm, etc. [7]. Studying and exploring the
effects of formal beauty law on human aesthetic perception can guide people to better
create beautiful things. In this study, ten indexes were proposed for the aesthetic of
product form.

3.1 Degree of Balance

The degree of balance is computed as the difference between center of gravity of
components on each side of the X-axis, Y-axis and Z-axis and is given by

DB ¼ 1�
WL�WR

maxð WLj j; WRj jÞ þ WT�WD
maxð WTj j; WDj jÞ þ WF�WB

maxð WFj j; WBj jÞ
3

ð1Þ
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where L, R, T, D, F, and B stand for left, right, top, bottom, face, and back,
respectively.

3.2 Degree of Equilibrium

The degree of equilibrium is computed as the difference between weight of components
on each side of the horizontal and vertical axis and is given by

DE ¼ 1�
JT�JD

max JTj j; JDj jð Þ þ JL�JR
max JLj j; JRj jð Þ

2
ð2Þ

with

Jj ¼ SjDj; j ¼ T;D; L;R ð3Þ

where T, D, L, R, and T stand for top, bottom, left, and right, respectively; Sj is the
cross-sectional area on side j; Dj is the distance between the central lines of the object
on each side and the whole product.

3.3 Degree of Unity

The degree of unity, by definition, is computed as the relationship between product
components and product unity and the compactness of the distribution of product
components, and given by

DU ¼
1� n�2

n

�� ��þ max uið Þ�min uið Þ
uproduct

��� ���þ
Pn
i

ai

aframe

������
������

3
ð4Þ

where n is the number of product components; ui and uproduct are the volume of object
i and product, respectively; ai and aframe are the areas of object i and cross-section of
product.

3.4 Degree of Coordinate

The degree of coordinate is computed as the difference between the physical center of
product components and the physical center of product unity and given by

DC ¼ 1�

2
Pn
i

ai Xi�Xcð Þ

bframe

Pn
i

ai

�������
�������þ

2
Pn
i

ai Yi�Ycð Þ

hframe

Pn
i

ai

�������
�������

2
ð5Þ

where (Xi, Yi) and (Xc, Yc) are the coordinates of object i and product center, respec-
tively; bframe and hframe are the width and height of product, respectively.
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3.5 Degree of Deviation

The degree of deviation is computed the deviation of the volume and area of a product
from similar products and given by

DD ¼
Pn
1
Vi � Vi

� �
þ Pn

1
Si � Si

� �
2

i�Nð Þ ð6Þ

where N is the number of study samples; Vi and Si are the volume and area of object i.

3.6 Degree of Economy

The degree of economy, by definition, is a measure of how economical the product is
and is given by

DEY ¼ 1�
1

Nsize
þ 1

Nmaterial
þ 1

Nobject

3
ð7Þ

where Nsize, Nmaterial and Nobject are the number of sizes, materials and components of
product, respectively.

3.7 Degree of Homogeneity

The degree of homogeneity, by definition, is a measure of how evenly the objects are
distributed among the quadrants and is given by

DH ¼ �k ln
n!

nTL!nTR!nDL!nDR!
ð8Þ

where k is a constant, known as Boltzmann’s constant; n is the number of product
components; nTL, nTR, nDL, and nDR are the numbers of objects on the top-left, top-
right, down-left, and down-right quadrants, respectively.

3.8 Degree of Symmetry

The degree of symmetry, by definition, is the extent to which the product is sym-
metrical in three directions: vertical, horizontal, and diagonal and is given by

DS ¼ 1� Sverticalj j þ Shorizontalj j þ Sradialj j
3

ð9Þ

where Svertical, Shorizontal, and Sradial are, respectively, the vertical, horizontal, and radial
symmetries with
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Svertical ¼ 1
8

X 0
TL�X 0

TRj j
max X 0

TL;X
0
TRð Þ þ

�
X 0
DL�X 0

DRj j
max X 0

DL;X
0
DRð Þ þ

Y 0
TL�Y 0

TRj j
max Y 0

TL;Y
0
TRð Þ þ

Y 0
DL�Y 0

DRj j
max Y 0

DL;Y
0
DRð Þ þ

h0TL�h0TRj j
max h0TL;h

0
TRð Þ þ

h0DL�h0DRj j
max h0DL;h

0
DRð Þ þ

R0
TL�R0

TRj j
max R0

TL;R
0
TRð Þ þ

R0
DL�R0

DRj j
max R0

DL;R
0
DRð Þ

� ð10Þ

Shorizontal ¼ 1
8

X 0
TL�X 0

DLj j
max X 0

TL;X
0
DLð Þ þ

X 0
TR�X 0

DRj j
max X 0

TR;X
0
DRð Þ þ

�
Y 0
TL�Y 0

DLj j
max Y 0

TL;Y
0
DLð Þ þ

Y 0
TR�Y 0

DRj j
max Y 0

TR;Y
0
DRð Þ þ

h0TL�h0DLj j
max h0TL;h

0
DLð Þ þ

h0TR�h0DRj j
max h0TR;h

0
DRð Þ þ

R0
TL�R0

DLj j
max R0

TL;R
0
DLð Þ þ

R0
TR�R0

DRj j
max R0

TR;R
0
DRð Þ

� ð11Þ

Sradial ¼ 1
8

X 0
TL�X 0

DRj j
max X 0

TL;X
0
DRð Þ þ

X 0
TR�X 0

DLj j
max X 0

TR;X
0
DLð Þ þ

�
Y 0
TL�Y 0

DRj j
max Y 0

TL;Y
0
DRð Þ þ

Y 0
TR�Y 0

DLj j
max Y 0

TR;Y
0
DLð Þ þ

h0TL�h0DRj j
max h0TL;h

0
DRð Þ þ

h0TR�h0DLj j
max h0TR;h

0
DLð Þ þ

R0
TL�R0

DRj j
max R0

TL;R
0
DRð Þ þ

R0
TR�R0

DLj j
max R0

TR;R
0
DLð Þ

� ð12Þ

X 0
j ; Y

0
j ; h

0
j, and R0

j are, respectively, the normalised values of

Xj ¼ Xj � Xc

�� ��; j ¼ UL;UR;DL;DR ð13Þ

Yj ¼ Yj � Yc
�� �� ð14Þ

hj ¼ Yj � Yc
Xj � Xc

����
���� ð15Þ

Rj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xj � Xc
� 	2 þ Yj � Yc

� 	2q
ð16Þ

where TL, TR, DL and DR stand for top-left, top-right, down-left and down-right,
respectively; (xj, yj) and (xc, yc) are the co-ordinates of the centers of product com-
ponents on quadrant j and the product unity.

3.9 Degree of Proportion

The Degree of proportion, by definition, is the comparative relationship between the
dimensions of the proportional shapes and is given by

DP ¼ tj;min tj � t
�� ��; j ¼ sq; r2; gr; r3; ds
� 	 ð17Þ

with

t ¼ r; r� 1
1
r ; r[ 1



; r ¼ H

B
ð18Þ
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where H and B are the width and height of the product. pj is the proportion of product j
with

psq; pr2; pgr; pr3; pds
� � ¼ 1

1
;

1
1:414

;
1

1:618
;

1
1:732

;
1
2


 
ð19Þ

where sq, r2, gr, r3, and ds stand for square, square root of two, golden rectangle,
square root of three, and double square, respectively.

3.10 Degree of Order

Degree of order, by definition, is the extent to which the objects are systematically
ordered and is given by

Ds;q ¼ 1� RXj j þ RYj j þ RAj j þ RVj j
4

ð20Þ

with

RI ¼ 1
6

I 0TL
max I 0TL; I

0
URð Þ þ

I 0TL
max I 0TL; I

0
DLð Þ þ

I 0TL
max I 0TL; I

0
DRð Þ þ

I 0TR
max I 0TR; I

0
DLð Þ

�

þ I 0TR
max I 0TR; I

0
DRð Þ þ

I 0DL
max I 0DL; I

0
DRð Þ

�
; I ¼ X; Y

ð21Þ

RJ ¼ n!
2� n� 2ð Þ

min J 01; J
0
2

� 	
max J 01; a

0
2

� 	 þ
"

min J 02; a
0
3

� 	
max a02; a

0
3

� 	 þ min J 03; J
0
4

� 	
max J 03; J

0
4

� 	 þ min J 01; J
0
3

� 	
max J 01; J

0
3

� 	
þ min J 01; J

0
4

� 	
max J 01; J

0
4

� 	 þ min J 02; J
0
4
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where An and Vn are the cross-sectional area and volume of product components n on
each quadrant; X 0

j ; Y
0
j ;A

0
n and V 0

n are respectively, the normalised values of

Xj ¼
Xnj
i

Xij � Xc

�� �� ð23Þ

Yj ¼
Xnj
i

Yij � Yc
�� ��; j ¼ TL; TR;DL;DR ð24Þ

where TL, TR, DL and DR stand for top-left, top-right, down-left and down-right,
respectively.
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4 Construction the Relationship Between Product Form
and Aesthetic Indicators

The representative index of the product form aesthetic evaluation is a necessary step for
the locator to recognize the target product form, and is also a key indicator of the
product form aesthetic evaluation system. Determining the representative index of
aesthetic degree can clarify the aesthetic cognition and emotional appeal of the product
form, and provide the basis for the follow-up work of the product form aesthetic
evaluation system. In the process of index selection, redundancy will inevitably occur.
Therefore, we applied semantic differential method, cluster analysis and structural
equation model to eliminate redundancy.

The aesthetics is the user’s perception of the product, which expresses its own
emotional appeal. When the product appears in front of the user, its structural form will
stimulate the human brain vision system and reflect it, forming a user’s aesthetic
evaluation of the product, and the aesthetic is the user’s perceptual perception of the
product form, and the process cannot be directly recognized. The product form aes-
thetic evaluation system can establish a mapping relationship between product form
and aesthetic indicators, and provide guidance for designers’ product design and
modification. Therefore, we tried to explore the black box mechanism between product
form and aesthetic indicators by BP neural network.

4.1 Case Study

The purple clay teapot is a unique hand-made clay craft which began in the Zhengde
period of the Ming Dynasty in China. It is so popular that artistic and practical com-
bination perfect and culture of zen Buddhism with tea, so we selected teapot as
example which been choose from masters and workshops in china. 20 representative
teapots (Fig. 1) which remodeled by grayscale process have been scored through
interviewed 31 students who have design background.

4.2 Representative Indicator of Aesthetic Degree

In order to establish a product form aesthetic degree Optimization model system, Degree
of balance, Degree of symmetry, Degree of proportion, Degree of equilibrium, Degree
of unity, Degree of coordinate, Degree of economy, Degree of homogeneity, Degree of
order and Degree of deviation were analyzed by cluster analysis K-means, which used
K-Means clustering of aesthetic quantization matrices through SPSS software in
Table 1. The results shown degree of symmetry, degree of deviation, degree of order
and degree of proportion as the representative indexes.

Based on the principle of visual perception and logical judgment, the hypothesis
model 1 (Fig. 2) and 2 (Fig. 3) was build to validate aesthetic cognition by structural
equation model in AMOS software. The structural equation model’s v2 and RMSEA
value are used as the validation parameters, and v2 has the advantage of judging the fit
of the structural equation model, the smaller the value, the better the significant dif-
ferences, and RMSEA is not affected by the sample size and the complexity of the
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model, and the hypothesis model is good in below 0.06. The input variables are
aesthetic image through semantic differential method, the hypothesis model 1 is sat-
urated model which v2 and RMSEA value is 0 and 0, respectively. Therefore, it is
necessary to revise the hypothesis model 1. The hypothesis model 2 has a good result

Fig. 1. Twenty representative purple clay teapots

Table 1. Aesthetic degree indexes with cluster analysis

No. Aesthetic index Class Distance

1 Degree of balance 2 0.376
2 Degree of symmetry 2 0.170
3 Degree of proportion 3 0.201
4 Degree of equilibrium 2 0.355
5 Degree of unity 2 0.207
6 Degree of coordinate 2 0.343
7 Degree of economy 3 0.202
8 Degree of homogeneity 2 0.356
9 Degree of order 4 0.000
10 Degree of deviation 1 0.000
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which v2 and RMSEA value is 39.857 and 0.06 (below 0.08), respectively, and the
degree of freedom is 17, in addition, r1, r2 and e1is error term. The results shown that
model of 4 representational indexes is reasonable and reliable.

Fig. 2. The hypothesis model 1

Fig. 3. The hypothesis model 2
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4.3 Aesthetics Degree Evaluation System of Product Form

In the product form aesthetic evaluation system, the input parameter is the aesthetic degree
indexes of the research sample, and the output parameter is the aesthetic image evaluation
value after statistical analysis by the semantic difference method. After constructing the
product form aesthetic evaluation system, it is necessary to carry out verification analysis.
If the verification requirements are met, the system can effectively predict the product
aesthetics. The BP neural network is essentially a nonlinear model structure, which is
generally used to combine the complex relationship between input variables and output
variables, and the BP network algorithm is the structure that fits the nonlinear function
relationship. Compared with other networks, the advantages of establishing a model are
relatively simple, do not require prior knowledge and rules for solving problems, have
very good adaptability, and are suitable for predictive solutions of nonlinear models.

This study used BP neural network toolbox in MATLAB. The input layer parameters
are 4 representative degree of aesthetic value, and the output layer parameters are aesthetic
feeling by semantic differential in trained process, this network is set up 10 nodes in hidden
layer, logsig-tansig transfer function, 400 maximum learning and 10−4 convergence error
target. What this model trained used trainlm function and parameters in Table 2.

Table 2. Aesthetic degree indexes of samples and aesthetic feeling

Sample Degree of
symmetry

Degree of
proportion

Degree of
order

Degree of
deviation

Aesthetic

1 0.7752 0.5000 0.3939 0.1118 0.8391
2 0.8231 0.7072 0.3328 0.3284 0.7609
3 0.8524 0.5000 0.3164 0.4187 0.7141
4 0.8328 0.5000 0.3230 0.3865 0.6828
5 0.8467 0.5774 0.3394 0.2280 0.5578
6 0.7844 0.7072 0.3007 0.4756 0.8469
7 0.8666 0.5000 0.3565 0.0052 0.6750
8 0.7774 0.6180 0.3943 0.1796 0.7922
9 0.7963 0.7072 0.2919 0.6449 0.7141
10 0.8102 0.7072 0.3493 0.4720 0.7297
11 0.8157 0.5000 0.3628 0.4834 0.6750
12 0.7531 0.5000 0.3959 0.1058 0.8938
13 0.7577 0.5000 0.3857 0.2080 0.7375
14 0.7780 0.7072 0.3564 0.1491 0.6359
15 0.7723 0.5000 0.3453 0.1619 0.6359
16 0.7914 0.5774 0.3792 0.0774 0.9094
17 0.8272 0.5000 0.3677 0.0588 0.8078
18 0.8017 0.5000 0.3428 0.9837 0.5813
19 0.7486 0.7072 0.3957 0.2611 0.7688
20 0.7832 0.5774 0.3840 0.0415 0.8625
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After the BP neural network training of the teapot form aesthetic evaluation system
is completed, the network should be verified and analyzed. In this study, five test
samples were used to verify and compare the aesthetic evaluation system, and the
representative aesthetic quantitative indicators of each verification sample were input
into the system to predict the aesthetic evaluation values of the test samples, as shown
in Table 3. Validation analysis for sample 1, sample 5, sample 9, sample 14, and
sample 19, respectively. Through comparative study, only one of the five groups of
data has a deviation greater than 0.125, and the network correct rate is 85%. Therefore,
the verification of the purple sand pot shape aesthetic evaluation system using BP
neural network is reasonable and acceptable.

5 Construction Aesthetics Degree Optimization Prototype
System

The genetic algorithm will represent a potential solution set of problems as a population
consisting of a number of genetically encoded individuals, each of which is a possible
solution to the problem, called a chromosome. Subsequent evolutionary calculations on
these chromosomes are called genetic operations, and genetic operations are mainly
achieved through three operations: selection, crossover, and mutation. The next gen-
eration of chromosomes obtained by crossing or mutating the selected chromosomes is
called a progeny. Genetic algorithm application fitness measures the degree to which
each individual in a group achieves an optimal solution in the operation. The fitness is
used to measure the quality of the chromosome, and according to the degree of fitness,
a certain number of individuals are selected from the previous generation and the
offspring population as the father to continue to evolve. After several genetic opera-
tions, the algorithm converges to the chromosome with the highest fitness. The cor-
responding decoding is probably the optimal solution or the suboptimal solution to the
problem. The fitness function is a function of measuring individual fitness, and its
definition is generally different depending on the specific problem.

The operation content and basic steps that the genetic algorithm needs to complete
are as follows:

First step, select the applicable encoding method to convert the problem parameter
space into a string encoding space;

Second step, establish fitness function;

Table 3. Aesthetic degree indexes of samples and aesthetic feeling

Sample Aesthetic prediction Aesthetic survey Error

1 0.8353 0.8391 0.038
5 0.4918 0.5578 0.066
9 0.6821 0.7141 0.032
14 0.4689 0.6359 0.167
19 0.7398 0.7688 0.029
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Third step, determining the genetic strategymainly includes: population size, method
of selecting operations, method of cross-operation, and method of mutation operation;

Fourth step, determine parameters such as crossover probability and mutation
probability;

Fifth step, initialize the initial population;
Sixth step, calculate the fitness of each individual in the population;
Seventh step, according to the genetic strategy, three genetic operations of selec-

tion, crossover and mutation are carried out to obtain the progeny species;
Eighth step, Determine whether the population characteristics meet the expected

requirements or have completed the predetermined number of iterations. If the above
conditions are met, the operation ends and the result is output. Otherwise, return to step
7 or re-adjust the genetic strategy and return to step 7.

In this study, the spline curve was drawn by extracting the key points of product
form in MATLAB, so the shape of the product was expressed. And the key points are
binary coded, and the corresponding mutation and crossover probability are set. The
fitness function is the above-mentioned product form aesthetic evaluation system, and
finally the new purple clay teapot with higher aesthetic was gain. So back and forth, the
innovative form will be found and the design method was developed. The aesthetics
degree optimization prototype system (TADOPS) can provide a large number of
product forms (Fig. 4). The TADOPS system was used to optimize the sample 8 and
verified by 23 students with design background. The error rate was 26.6%, indicating
that the optimization method based on product form aesthetics is practical and feasible.

6 Discussion

In summary, we have presented a prototype system of teapot aesthetics optimization
and introduced 10 aesthetic measures. The results shown the optimized products have
obtained higher score which proved by 73.4% interviewees. This is probably a

Fig. 4. The aesthetics degree optimization prototype system
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consequence of the aesthetic degree optimization model of product form simply works
for morphology aesthetic, there are still some issues worthy of further analysis and
discussion.

(1) The form of product is only considered in calculation of aesthetic degree, There
are still research spaces for the three elements of morphology (form, color, tex-
ture), and their color and texture will affect human cognition of beauty.

(2) For the understanding of aesthetic, human have a very broad understanding.
Morphology aesthetic, technical aesthetic, function aesthetic, artistic aesthetic and
ecological aesthetic are judged form different angles. A lot of work is needed to
enrich the aesthetics of the knowledge base.

(3) The connotation of beauty is changing, and the emergence of new and more
complete things will surely lead to the re-evaluation of aesthetic standards by
society. So corresponding aesthetic evaluation criteria will also change. In the
future, the artificial intelligence and big data can be applied to establish a dynamic
aesthetic evaluation system.
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Abstract. A product design elements evaluation model was proposed, which
was constructed by eye tracking experiments, using eye movement indicators
such as first gaze time, gaze order, and number of times of return, to accurately
and effectively analyze product model and quantify users’ emotion. The purpose
of sorting the product model contribution was achieved through the weight
calculation of the design elements. The soymilk machine shape was used as a
case to verify the rationality of the evaluation model. The results showed that the
“cup” part of the soymilk machine was the most concerned by the subjects,
while the “handle” part was the least concerned. At the same time, the further
research direction of design elements evaluation in eye movement experiment
and the coupling between design elements, and product modeling image were
discussed at the end of the article. The further research directions and experi-
mental design methods were clarified.

Keywords: Product model design � Eye movement data � Design elements �
Contribution ranking

1 Introduction

With the upgrading of the consumer market, product design gradually takes the user as
the center instead of the product as the center, and develops in the direction of
reflecting the user’s emotional needs [1]. Product model is an important carrier to
express product design ideas and disseminate spiritual and cultural significance [2]. The
model of the product consists of design elements, including feature elements and
platform elements. The feature elements are the main emotional demand representation
of the consumer when selecting and using the product. Therefore, designers can
quickly and accurately unearth the needs of consumers by sorting the contribution of
product design elements to complete product design. At present, in the evaluation stage
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of product design elements, subjective questionnaires are combined with data calcu-
lation [3], the little research was directed at systematic objective evaluation.

The temporal and spatial characteristics of eye movements are the physiological
and behavioral manifestations in the process of visual information extraction. As a
feedback of physiological awakening, it has been widely used in the fields of psy-
chology and medicine. Judging the psychological state of consumers based on visual
trajectory has become a hot topic in the field of product design, Li et al. [4] established
a mathematical model between subjective scoring and multiple eye movement data,
which solved the problem of poor reliability of subjective selection results in product
modeling schemes and lack of comprehensive quantitative research on objective
selection results. Tang et al. [5] conducted a correlation analysis between EEG, eye
movement data and subjective evaluation values, and established a program of car user
experience selection model combining physiological and psychological evaluation
indicators; At the same time, physiological data is playing an increasingly important
role in the identification and evaluation of elements, Kristian et al. [6] search for the
best combination of packaging elements through orthogonal design and physiological
measurement; Cheng et al. [7] unearthed user preferences in interface design by using
eye tracking experiments. The above eye movement physiology data is mainly used to
evaluate the product plan, and the method used in the extraction evaluation study of the
design element is subjective and lacks of quantitative method verification [8].

An evaluation model of product design elements contribution driven by eye
tracking data is proposed. The physiological awakening amount of the user is used as
the evaluation basis, and the eye movement index calculation data is used as the
evaluation result of the design elements weight, and the product design elements
contribution ranking is obtained to guide product design scientifically and
quantitatively.

2 Unearthing the Target Image of Product Model

Target image often represents the user’s main evaluation of product model. At present,
the interview method, the oral analysis method, the image scale method, etc. are used
by the main tester to explore the image of the product model target. Entropy is used as
an important indicator to measure system stability, information entropy [9] is a negative
entropy used to indicate the degree of order of the system, which can be used to
theoretically construct a product modeling image evaluation model based on the
composite cognitive space of users, designers and engineers to guide the selection of
typical case libraries [10]. The principle of information entropy is used as the method to
unearth the most representative product model image, as the theoretical basis of eye
tracking experiment.

Product image evaluation value characterized by entropy:

Ij ¼ �k
Xm
i¼1

Fij lnFij ð1Þ
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In the formula: Ij represents the image entropy value; Fij represents the jth target
image probability of the i-th sample; i represents the research sample, i = 1, 2, …, m;
j represents the target image, j = 1, 2, …, q; k represents a constant, k ¼ 1=lnm.

Through the semantic differential method, the target image probability is obtained
after normalization. Applying the formula (1) to obtain the entropy value Ij of the target
image of the jth item, the weight of the target image in the evaluation process is wj:

wj ¼ 1� Ij
Pn
j¼1

ð1� IjÞ
ð2Þ

According to the weight value of each image, the largest as the target image will be
chosen.

3 Visual Cognition of Product Imagery

(1) Visual cognition

Visual cognition refers to the physiological response of the eye after receiving
external stimuli. Through the stimulation of product styling, the image information is
transformed into a visual signal and transmitted for the brain to form a psychological
stimulus. The whole process is the mutual confirmation of physiological response and
psychological stimulation, which is shown in Fig. 1. It can be summarized as overall
organization, constant memory, simple adjustment and selection resolution [11]. The
indicators mainly include physiological parameters such as gaze, follow, and saccade.
The visual tracking experiment focuses on the average pupil diameter, gaze time, gaze
order, and number of times of return.

Assume that the subjects are gathered during the experiment as P = {p1, p2,…, pn},
the sample set is S = {s1, s2,…, sm}, various eye movement indicator data sets E = {e1,
e2, …, ek}. Then, the product image design elements evaluation experiment data set is:

Fig. 1. Schematic diagram of visual cognition process
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Y ¼
y p1;s1;Eð Þ y p1;s2;Eð Þ � � � y p1;sm;Eð Þ
y p2;s2;Eð Þ y p2;s2;Eð Þ � � � y p2;sm;Eð Þ
� � � � � � � � � � � �

y pn;s1;Eð Þ y pn;s2;Eð Þ � � � y pn;sm;Eð Þ

2
664

3
775 ð3Þ

Where yðpi; sh;EÞ represents the eye movement index data of the subject sh to the
subject pi.

(2) Eye movement index
① Average diameter of the pupil

It refers to the average diameter of the pupil, which is mainly used to
detect the psychological activity of the sample to be observed. The size
of the pupil diameter is related to the mood of the subject. Under normal
circumstances, the pupil is enlarged when the mood is high, and the
pupil is reduced when the mood is low [12].

② Time of gaze
It refers to the time difference between the first time the subject is gazing
at the departure of a certain area of the sample. Combined with the eye
movement data analysis software, the visual center distribution of the
subject during the experiment can be understood.

③ Order of gaze
It refers to the order in which the subjects look at all areas of the sample
during the experiment. The analysis of the data can indirectly obtain the
subject’s interest in all areas of the sample.

④ Number of times of review
It refers to the number of times the subject repeatedly looks at the local
area after the sample is observed and re-watches the area that has
already been watched. It represents the degree of which the subject pays
attention to the area being looked back.
In the course of this experiment, because the test time is short, it can’t
cause the subject’s emotional fluctuations. Therefore, the gaze time, the
gaze order, and the number of times of return are used as the basis for
evaluation and analysis.

(3) Eye movement experiment

The general flow of eye movement experiment is shown in Fig. 2.

Develop an 
experimental plan

Commissioning 
experimental 
equipment

Import 
experimental 

samples
Data output Data analysis

Experimental 
considerations

Experimental 
calibration Watch the instruction conduct 

experiment
End of 

experiment
Experimen
tal results

Tester

Subjects

Fig. 2. Eye movement experiment flow chart
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① The main tester formulates the eye movement experiment plan and tasks,
pre-commissions the eye movement experiment equipment, etc., and
introduces the designed experimental materials into the eye movement
experiment software system.

② The main tester explained the purpose of the experiment and the precautions
to the subject, and obtained the consent of the subject.

③ Perform eye movement test calibration on the subject under the guidance of
the main tester.

④ After confirming the calibration, perform the experimental phase. First, the
subject should watch the instruction, then press “Space” or “!” to enter the
next page until the experiment is completed. During the experiment, the
subject can make appropriate visual adjustments or rest according to the
requirements, this process is not included in the statistics of the research
results.

4 Product Design Elements Evaluation Model Under Target
Image

According to the literature [13], the subject’s gaze time for the design element g is
defined as t, Where x is the order in which the subject is gazing; v1 is a sequence factor
that distinguishes the importance of the order, and its value ranges from [1, 2]. When
the first gaze, the gaze factor takes a value of 2. The elements are sequentially reduced
by x/u after each gaze; u is the number of all effective fixation points for each test
sample experiment, and the gaze time tð2� x=uÞ of each design element g is obtained
according to the order of gaze.

When a design element has a time of return t0 in the test, the number of times the
subject has returned to the design element g is defined as a. v2 is the review factor in
the experimental process, and the value range is [1, 2], wherein the value of the first
back view is 1, and as the number of review increases, the review factor is gradually
increased by 1/20. Each design element g may have multiple views, so the return time
of each design element g should include the sum of multiple back time, and each time
t0ð1þða� 1Þ=20Þ of each design element is obtained.

Finally, the weight of each design element g is

weight ¼ 1
mn

Xn
h¼1

Xm
i¼1

tði;hÞð2� x
uÞþ

Pb
a¼1

t0ði;hÞð1þ a�1
20 Þ

total
ð4Þ

In the formula: Weight represents the weight value of a design element, which is
ranged from [0, 1]; i represents the research sample, i = 1, 2, …, m; h represents the
subject, h = 1, 2, …, n; b represents the total number of times the design element g is
viewed back; Total represents the sum of all valid gaze times for completing a sample
experiment.
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In the ranking contribution of the whole design elements, the higher the front, the
greater the weight value, which indicated that needs to be valued in the product image
design.

5 Case Study

5.1 Identify Research Samples and Initial Emotional Images

As an experimental research sample, 85 initial samples of soymilk machine were
collected from websites, periodicals, newspapers and other fields totally. Through
expert discussion, similar samples were removed, and 15 final research samples were
obtained. In order to eliminate interference from other factors, remove the elements
such as sample color and logo, then obtain the research sample set S = {s1, s2, …, s15},
as shown in Fig. 3. Using network data survey and cluster analysis, the experimental
sample modeling image set B = {Atmospheric, Succinct, Exquisite, Stylish} is
obtained.

s1 s2 s3 s4 s5

s6 s7 s8 s9 s10

s11 s12 s13 s14 s15

Fig. 3. Research sample set
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5.2 Identify the Target Image

Combine the sample dataset with the modeling image set to create a SD 5 rating
questionnaire, in the form of semantic difference method, 14 postgraduates and 2
undergraduates in product design are surveyed, take the “atmosphere” as an example.
The most atmospheric feeling is 5 points, and the least atmospheric feeling is 1 point.
After the questionnaire was completed, the interviewees were interviewed by oral
interview. The invalid questionnaire was removed, and 15 results were obtained. After
the average value was processed, the formula (2) was used to calculate the weight of
the modeling image as shown in Table 1.

According to the data in the table, the “Fashionable” has the largest weight, which
is 0.3437. Therefore, the Stylish will be taken as the target image of the research
sample in the subsequent research.

5.3 Specific Experimental Process

According to the sample picture, it is made into eye tracking research material, the
purpose of evaluating the sample design elements is achieved through the eye tracking
experiment. Taking sample 1 as an example, the experimental material 1 is obtained as
shown in Fig. 4.

Table 1. Weighted evaluation form of Sensual image

Sensual image Image weight

Atmospheric 0.1976
Succinct 0.1978
Exquisite 0.2609
Fashionable 0.3437

Fig. 4. Experimental material 1
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(1) Set the experimental instruction: press “!” on the keyboard to enter the next
page, use the “fashionable” as the evaluation basis, and score 5 points on the
sample picture. The most fashionable is 5 points, the least fashion is 1 point, press
“!” Go to the next page.

(2) Commissioning of experimental equipment by the main tester.
(3) Adjust the image material resolution to 1366 * 768 pixels and import it into the

ErgoLAB software device along with the instructions. In order to reduce the
influence of the previous sample evaluation, the test results were credible, and the
set samples appeared randomly, but all of them appeared only one time, as shown
in Fig. 5. Test the entire experimental process, observe the experimental envi-
ronment, and enter the experimental stage after confirmation.

(4) Subjects
The purpose of this experiment is to evaluate the sample of the study based on the
image, and to achieve the purpose of evaluating the design elements through the
calculation of eye movement data. In this experiment, there were 13 students in the
school, including 2 undergraduates, 10 postgraduates, and 1 doctoral student. All
the subjects were design-related majors, and they had a certain understanding of the
Kansei Engineering. They were familiar with the research and development of the
soymilk machine in terms of function and model. Through the explanation of the
main tester, the subjects indicated that the experiment could be successfully com-
pleted, and all subjects had corrected visual acuity of 1.0 or above, right hand.

(5) Eye movement calibration
The main tester informed the subject to start the calibration test before the
experiment, the first is sitting posture and distance adjustment. The two spots are
presented in the software interface after the eyes of the subject were captured by
the eye tracker as shown in Fig. 6. When the two strips on the right and the
bottom are stably green, the eye tracker can detect the visual information to the
subject and the signal is stable.

Fig. 5. Map of experimental material import
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Next process is the calibration, the subject will see a moving red dot, the line of sight
follows the point of movement, the result after the end of the calibration as shown in
Fig. 7, showing the error vector of the calibration, each the size of the red line segment
represents the difference between the calculated gaze point and the actual rendered
calibration point. If the red line segment of a point is long or there is no line segment,
it needs to be rescaled. After the calibration is completed, start the experiment.

(6) After the preparation of the pre-experiment, the main tester guides each subject to
sit in the fixed seat and informs the purpose of the experiment, which is to

Fig. 6. Calibration interface for eye movement experiments

Fig. 7. Eye movement calibration
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calculate the eye tracking data through analysis and to achieve the purpose of the
product elements evaluation.

(7) 13 subjects underwent eye tracking experiments in sequence until the end.
(8) Statistical analysis of experimental results

The experimental data output interface as shown in Fig. 8. The data was statis-
tically analyzed by ErgoLAB software. According to the purpose and require-
ments of the experiment, unreasonable experimental data is removed (eye
movement information is not on the sample or eye tracker does not collect eye
movement information, etc.), the statistical data includes the subject’s first gaze
time, number of gaze, and time of return, and the order of viewing, etc.

5.4 Output Experiment Results

After all the subjects completed the experiment in turn, the main tester used the
ErgoLAB eye movement data processing software to output the eye movement data,
and the output content included the subject’s gaze time, blink frequency, pupil change,
eye movement heat map and the like. The main tester conducted statistical analysis on
the data and obtained experimental conclusions.

The soymilk machine model is divided into: handle (g1), nose (g2), cup (g3) and
grip (g4) through the morphological analysis method and expert discussion method,
taking sample 1 as an example, the distribution of design elements as shown in Fig. 9.
According to the calculation of formula (4), the proportion of each design element of
the sample is obtained, as shown in Table 2.

Fig. 8. Output interface of eye movement data
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6 Discussion

Eye movement information is a representation of physiological signals, as well as a
reflection of psychological cognition. It is a driving force for the evolution of product
model. In the course of our interview, all the subjects said that when evaluating the
product model image, the first concern is the overall shape of the sample. After having
a preliminary grasp of the whole, we will consider the details of the product, it is the
evaluation of product design elements. Among them, 84.6% of the subjects indicated
that the focus was the cup, and 69.2% of them indicated that the second was the nose,
which is consistent with the calculated results. At the same time, relevant research
shows that the consumer’s psychological cognition and physiological response are
consistent [14], so the eye movement tracking product design elements evaluation
model is reasonable.

Of course, there may be other reasons for this. When we interviewed other
designers, including the subjects, part of them thought that in almost every sample, the
area of the “cup” would be larger than other design elements, which would make the
eye movement information fall in the area. The chance of being physically will be
significantly higher than other design elements, resulting in the presentation of results.
Similarly, part of them said that during the experiment, the cup is often in the middle of
the screen, which will first attract visual attention. It will mislead to such experimental
results.

In the follow-up study, we will divide into two experiments. The first is to explore
the correlation between area and eye movement information. The area of the design
element is used as an independent variable, and the eye movement information is used

Handle

Nose

Cup
Grip

Fig. 9. Distribution map of design elements

Table 2. Weights of each design element

Design elements handle (g1) nose (g2) cup (g3) grip (g4)

Weight data 0.2092 0.9797 0.9881 0.4166
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as a dependent variable. The second part is to randomly change the position of the
sample on the screen to explore the relationship between the position of the design
elements and the eye movement information. Combining the above two experimental
results, the rationality of eye movement information and design factor evaluation model
is discussed again.

Product design element is an important part of product model. In terms of function,
any design element is indispensable. In terms of form, the design elements and the
correlation between them constitute the overall model of the product, and there is a
coupling relationship between them. Generally, we think that the more coupling
between the elements, the better, because it represents the integrity of the product
model, but the degree of coupling is too high, which often makes the product lack of
uniqueness, so that it loses the beauty of model design. What is the optimal range of
coupling between design elements to ensure the integrity and aesthetics of the product
model? Therefore, the evaluation of the coupling degree between product design ele-
ments and the correlation include the coupling between design elements and product
model images will be the hot issues of subsequent research.
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Abstract. The BIOFORCEN pressure distribution test system was used to
measure the body’s sitting position dimensions which were important for the
seating products design, including the sciatic distance, the distance from the
edge of the ischial bone to the lateral side of the hip, and the distance from the
posterior to the hip to the back of the hip. And at the same time the Martin
instrument was used to measure body’s basic items which included the body
height, weight, sitting hip width, sitting height, hip and hip distance of the
subject. The sitting position dimensions were compared with the data of the
United Kingdom and the United States. And the correlation of the sitting
position dimensions and the basic body items were analyzed and the regression
equations were established.

Keywords: Sitting posture dimensions � Pressure distribution � Correlation

1 Introduction

In daily life, from clothing, seats to mattresses, the contact and friction between human
body and various objects will exert certain pressure on the body [1]. Sitting for a long
time has increasingly become the prime culprit of many office workers’ chronic dis-
eases [2], and excessive local pressure or improper overall pressure distribution have a
great negative impact on the human body. If the local pressure on the hip is too heavy
or too long, it will block the microvascular blood circulation of the pressed part, affect
nerve endings and cause numbness or pain [3, 4]. Good seats don’t cause fatigue easily
[5–7].

For seats comfort, subjective and objective evaluation methods are used by
researchers, and the research direction is mainly focused on seat materials, seat design
parameters and seat comfort evaluation [8–11]. Jiang-hongzhao, tang, etc. in 1991, has
been using the method of combining subjective and objective evaluation to study the
static comfort of passenger seat back curve. For the objective evaluation the research
focused in three aspects: the curve of human body measurement, electrical measure-
ment, posture and action observation research [12–16]. Qun-sheng and xia put forward
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eight characteristics of seat comfort index of body pressure distribution [15–18]. Zhang
Zuyin put forward the basic principles of seat design. By using the principles of human
anatomy and the posture behavior analysis. Song haiyan et al. studied the effect of
sitting height on the comfort of office seats by using subjective evaluation method, and
the results showed that the seat was most comfortable when the knee height was higher
2.14 cm than the seat surface height [19–22].

The human body dimensions are important to the seats design. Some basic sitting
position dimensions, such as sitting height, sitting breadth and so on can be measured
by traditional methods. But some dimensions cannot be directly accessible due to
technical constraints, such as the sciatic distance which will be hidden by chairs when
people sit down [23]. When the person sits down, the pressure of the human sciatic
tubercle in contact with the seat is the greatest [24]. At this point, the area with the
greatest pressure on the pressure pad is the location of the ischial tubercle. This paper
tried a new method to use pressure cushion to test these data which are not convenient
to be measured by traditional methods [25]. These data include the sciatic distance, the
distance from the edge of the ischial bone to the lateral side of the hip, and the distance
from the posterior to the hip to the back of the hip.

2 Data Collection Experiment

The experiment was conducted on November 2, 2018 at the China National Institute of
Standardization. The experiment tested a total of 18 people, 9 men and 9 women. The
ratio of men and women was balanced. The subjects with different BMIs were evenly
distributed. Normal, fat and thin each accounted for 6 people. The personal information
is in the Table 1.

Table 1. The personal information

Number Gender Age Height (cm) Weight (k) BMI BMI sort

1 m 22 185 74.2 21.68006 Normal
2 m 24 170 59.8 20.69204 Normal
3 m 22 172 68 22.9854 Normal
4 m 23 171.3 87.7 29.88718 Obesity
5 f 23 165.4 57.5 21.01826 Normal
6 f 21 160 54 21.09375 Normal
7 f 32 161 54 20.83253 Normal
8 f 32 161.4 45.7 17.54321 Thin
9 f 46 153.6 62 26.27903 Obesity
10 f 25 154.2 63.2 26.57959 Obesity
11 f 32 155.3 70.8 29.35556 Obesity
12 m 42 172 87.4 29.543 Obesity
13 m 23 185 104 30.38714 Obesity
14 f 21 156 45 18.49112 Thin

(continued)
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During the test, the user was asked to sit on a hard chair with a pressure cushion on
it. The user’s legs were adjusted to be vertical to the ground, and the thighs to be
parallel to the ground. The subjects sat in the chair and remained motionless for three
seconds. The two points with the greatest pressure on the buttock and seat contact
surface were obtained as the data of the ischial tubercle, and three data related to the
ischial tubercle were measured.

At the same time, the hip width, sitting height, hip circumference were also been
measured by the Martin measurement tools.

3 Data Analysis

3.1 Statistical Data

The statistical data results of the sitting position dimensions are shown below
(Tables 2 and 3).

Table 2. Basic statistical data for male

Isotopic
spacing (mm)

Sciatic edge to the lateral side
of the hip (mm)

Sciatic edge to the back of
the hip (mm)

Mean 111.6 104.8 83.0
Standard
deviation

17.79 16.3 28.5

Percentiles 5% 98.0 85.7 36.7

Table 3. Basic statistical data for female

Isotopic
spacing (mm)

Sciatic edge to the lateral side
of the hip (mm)

Sciatic edge to the back of
the hip (mm)

Mean 127.9 88.4 80.3
Standard
deviation

10.8 8.1 16.3

Percentiles 5% 122. 85.7 61.2

Table 1. (continued)

Number Gender Age Height (cm) Weight (k) BMI BMI sort

15 f 22 166.6 48.5 17.47398 Thin
16 m 20 176.5 54.7 17.55892 Thin
17 m 21 176 55 17.75568 Thin
18 m 21 170 53 18.3391 Thin
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3.2 Data Comparison Analysis

Comparative Analysis of Male Data
The three data of United States and the United Kingdom were obtained from literatures.
The data are showed in the following tables (Table 4).

Comparison of US, UK and China data male mean values is shown in Fig. 1.

Table 4. Sciatic spacing

Item Country Sex Mean sd 5th %ile 95th %ile

Isotopic spacing UK m 117.9 11.3 99.4 136.5
f 129.4 10.1 112.7 146.1

USA m 118.3 11.4 99.5 137.1
f 129.9 11.1 111.7 148.1

Sciatic edge to the lateral side of the hip UK m 128.8 13.6 106.4 151.2
f 137.2 12.6 116.5 158

USA m 130.4 15.5 104.9 156
f 140 17.6 111 169

Sciatic edge to the back of the hip UK m 71.3 7.9 58.3 84.2
f 74.7 9.6 58.9 90.4

USA m 72.2 9 57.4 87
f 76.4 14 53.2 99.4

0

20

40

60

80

100

120

140

Isotopic spacing  to  lateral  to  back

UK

USA

China

Fig. 1. Comparison of male means
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From the above figure, the mean spacing of male ischial bones is 111.6 mm for
Chinese male, which is smaller than the average of 117.9 mm for British men and
118.3 mm for American men. The average distance between the lateral edge of the male
ischial and the lateral aspect of the buttock is 104.8 mm, which is smaller than the mean
of the British male 128.8 and the average of the male of 130.4 mm. The average distance
from the edge of the male ischial to the posterior hip is 83 mm. The mean value of the
British male is 71.3 mm and the average of the American male is 72.2 mm.

Comparative Analysis of Female Data
Comparison of US, UK and China data female mean values is shown in Fig. 2.

From the above figure, the mean spacing of male ischial bones is 127.9 mm for
Chinese female, which is smaller than the average of 129.4 mm for British men and
129.9 mm for American men. The average distance between the lateral edge of the
male ischial and the lateral aspect of the buttock is 88.5 mm, which is smaller than the
mean of the British female 137.2 mm and the average of the American female of
140 mm. The average distance from the edge of the male ischial to the posterior hip is
80.3 mm. The mean value of the British male is 74.7 mm and the average of the
American male is 76.4 mm.

3.3 Correlation and Regression Analysis

Male Single Independent Variable Linear Correlation
Using the bivariate correlation analysis of SPSS software, the data in Table 5 can be
obtained. The content shown in the table is the correlation coefficient and significance
of the two variables with significant correlation.
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Male Linear Regression Analysis
From the figure below, we can see data with significant correlation and formulas
between them (Table 6).

3.4 Analysis of Female Correlation and Regression Relationship

Female Single Independent Variable Linear Correlation
Using the bivariate correlation analysis of SPSS software, the data in Table 7 can be
obtained. The content shown in the table is the correlation coefficient and significance
of the two variables with significant correlation.

Table 5. Male correlation analysis result

Correlation
between values

Isotopic
spacing (mm)

Sciatic edge to the lateral
side of the hip (mm)

Sciatic edge to the
back of the hip (mm)

Age 0.43 0.545 0.267
Height 0.548 0.739 0.392
Weight 0.011 0.046 0.013
Hip width (mm) 0.08 0.014 0.103
Sitting height
(mm)

0.469 0.562 0.209

Hip
circumference
(mm)

0.825 0.354 0.199

Table 6. Correlation and formula for male

Number Correlation Formula

1 Separation distance, weight Separation distance
(mm) = 0.778 * weight (kg) + 55.967

2 Distance from the edge of the ischial
bone to the outside of the buttocks,
weight

Distance from the edge of the ischial
bone to the outside of the buttocks
(mm) = 0.608 * weight (kg) + 61.292

3 Distance from the edge of the ischial
bone to the outside of the buttocks,
sitting posture hip width

Distance from the edge of the ischial
bone to the outside of the buttocks
(mm) = 0.332 * sitting posture hip width
(kg) − 16.515

4 Distance from the edge of the ischial
bone to the back of the buttocks, weight

Distance from the edge of the ischial
bone to the back of the buttocks
(mm) = 1.235 * weight (kg) − 5.335
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Female Linear Regression Analysis. From the figure below, we can see Data with
significant correlation and formulas between them (Table 8).

4 Conclusion

The paper uses the BIOFORCEN pressure distribution test system for objective stress
test. The system measures the sciatic distance of the participants, the distance from the
edge of the ischial bone to the lateral side of the hip, and the distance from the posterior
to the hip to the back of the hip. Data were analyzed and analyzed by spss software.
The mean distance, standard deviation, and percentile of the distance between the
ischial bone, the distance from the edge of the ischial bone to the lateral side of the scia,
and the posterior to the sac of the scia were obtained. Comparing with the US and UK
data, it is found that the variables with significant correlation, and the correlation
formula were established.

Table 7. Female correlation analysis result

Correlation
between values

Isotopic
spacing (mm)

Sciatic edge to the lateral side
of the hip (mm)

Sciatic edge to the back
of the hip (mm)

Age 0.829 0.657 0.118
Height 0.138 0.415 0.367
Weight 0.454 0.054 0.02
Hip width (mm) 0.593 0.082 0.165
Sitting height
(mm)

0.014 0.701 0.661

Hip
circumference
(mm)

0.593 0.082 0.011

Table 8. Correlation and formula for female

Number Correlation Formula

1 Distance from the edge of the ischial
bone to the back of the buttocks,
weight

Distance from the edge of the ischial
bone to the back of the buttocks
(mm) = 1.413 * weight (kg) + 1.684

2 Separation distance, sitting height Separation distance
(mm) = 0.475 * sitting height
(mm) − 278.95

3 Distance from the edge of the ischial
bone to the back of the buttocks, hip
circumference

Distance from the edge of the ischial
bone to the back of the buttocks
(mm) = 2.701 * hip
circumference + 20.675
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The experiment draws the following conclusions:

(1) For men, the distance between the sciatic bone and the body weight, the distance
from the edge of the ischial bone to the outside of the hip and the body weight, the
distance from the edge of the ischial bone to the outside of the hip and the width
of the sitting hip, the distance from the edge of the ischial bone to the back of the
hip are strongly correlated with the body weight. Get their correlations as follows:
Separation distance (mm) = 0.778 * weight (kg) + 55.967
Distance from the edge of the ischial bone to the outside of the buttocks
(mm) = 0.608 * weight (kg) + 61.292
Distance from the edge of the ischial bone to the outside of the buttocks
(mm) = 0.332 * sitting posture hip width (kg) − 16.515
Distance from the edge of the ischial bone to the back of the buttocks
(mm) = 1.235 * weight (kg) − 5.335

(2) For women, the distance from the edge of the ischial bone to the back of the
buttock and the weight, the distance between the sciatic and the sitting height, the
distance from the edge of the ischial bone to the back of the hip are strongly
correlated with BMI. Get their correlations as follows:
Distance from the edge of the ischial bone to the back of the buttocks
(mm) = 1.413 * weight (kg) + 1.684
Separation distance (mm) = 0.475 * sitting height (mm) − 278.95
Distance from the edge of the ischial bone to the back of the buttocks
(mm) = 2.701 * hip circumference + 20.675.
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Abstract. To explore the effect of human mental fatigue on their visual
selective attention, and carry out ergonomic design in monitoring operation
system. Thirty-two men participated the experiment, 140 min digital 2-back task
was used to simulate the monitoring work to induce mental fatigue, then sim-
ulation of automatic alarm based on 2 � 3 factors cue-target paradigm was used
to measure the selective attention ability. The influence of mental fatigue on
visual selective attention was explored by analyzing behavioral and event-
related potentials data. The results showed that 140 min 2-back cognitive task
induces mental fatigue successfully. Under the condition of mental fatigue, the
invalid cue and the target stimulus in central cue-target paradigm had the
strongest fatigue effect, while the effective cue and the interfere stimulus had the
weakest. The subjects’ performance of the selective attention task decreased and
P300 latency was significantly prolonged and amplitude decreased significantly,
mental fatigue has a negative effect on visual selective attention.

Keywords: Mental fatigue � Visual selective attention � 2-back � Performance �
Electroencephalogram (EEG)

1 Introduction

With the rapid advancement of electronic informatization, the amount of information
has increased dramatically, and the types of information that need to be processed by
humans are richer and more numerous. The role of people in the system is no longer a
simple operator, but tends to be more of a monitor and a decision maker. On the one
hand, the complexity and variety of job tasks led to a significant increase in the
operator’s cognitive and mental workload; on the other hand, the operators were under
tremendous mental stress while completing the task for a long time [1]. Therefore,
operators were more likely to fall into fatigue due to long-term accumulation of mental
workload and increased psychological stress. This mental fatigue was a limited state of
the brain due to the completion of long repeated tasks [2].
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The information processing capability of the brain is limited. Selective attention
was to focus limited cognitive resources on important aspects of important things or
things, which helps to improve information processing efficiency [3]. During the
information operation, the operator needs to monitor the system status for a long time
and make a correct response after sensing the system signal. This requires the operators
had strong visual selective attention, maximize the operational ability, and improve
information processing efficiency [4]. In the state of mental fatigue, the operators’
attention ability and performance decreased, and the error rate increased. This situation
might even lead to an accident [5]. Therefore, it is of great theoretical and practical
significance to study the effects of mental fatigue on visual selective attention and to
explore the quantitative changes of visual selective attention after mental fatigue.

It is difficult for people to concentrate when they are mentally fatigued. Existing
research showed that mental fatigue induced by continuous cognitive operation has
varying degrees of influence on selective attention [6–8]. For example: Zhang simu-
lated 6 h driving task induced mental fatigue of the subject, and found that the indi-
vidual noticed that the processing function was impaired, but the information
processing speed was not damaged [6]; Mun et al. studied the effects of mental fatigue
caused by moving 3D images on selective attention ability, and found that mental
fatigue can impair spatial selective attention [7]; Faber et al. used a 120-min lateral
inhibition task to induce mental fatigue, which also demonstrated that mental fatigue
affects selective attention, and that the degree of fatigue increases, and the inhibitory
ability of distraction stimulation decreases [8].

There are many studies on the effects of mental fatigue on selective attention, but
the impact of its impact mechanism, especially on the visual selective attention ability
of participating in surveillance operations, is unclear. At present, selective attention at
home and abroad is based on basic research, and selective attention has not been
combined with specific engineering applications [3, 4]. Therefore, the author will
simulate the monitoring and alarm platform in the real scene, and use the memory
refresh test (2-back task) to simulate the monitoring process to induce the mental
fatigue process, in order to provide a theoretical basis for the operator’s risk assessment
under the condition of mental fatigue.

2 Method

2.1 Participants

A total of 32 subjects were recruited and randomly assigned to the normal and fatigue
groups, each group of 16. All the subjects were male, aged 20 to 30 years old, bachelor
degree or above, right hand, no red and green blindness, no difference in sensitivity to
red and green color; normal cognitive ability, good sleep habits, no smoking, alco-
holism Other bad habits, no irritating substances such as alcohol and caffeine were
ingested within 4 h before the start of the test.
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2.2 Experimental Tasks

The trial used the 140 min 2-back paradigm task, requiring participants to compare
whether the current content is consistent with the target stimulus. And by constantly
refreshing short-term memory, the nerve cells became fatigued, and the brain resources
were quickly depleted, thus truly making the brain itself fatigued [9].

The visual selective attention test used a central clue (CC) to prompt the task, in
which the cue clue appears at the center of the screen or does not appear, using a 2 � 3
design. And the independent variable A indicated the clue validity (effective clue (EC),
invalid clue (IC), no clue (NC). Independent variable B indicated the stimulus color
(red, green). The six situations of clue validity and stimulus color interaction corre-
sponded to the automatic alarm platform hit (H), false alarm-0 (FA-0), false alarm-1
(FA-1), false alarm-2 (FA-2), missing report (M), no warning (N) 6 cases, and the
parameter settings for the clue prompt task were shown in Table 1. The single sub-
process (trial) of the clue prompt task consisted of 4 pictures, and a black block
appeared inside the center ring of the leftmost picture. After a period of time, the
position of the outer ring corresponding to the quadrant of the black block might appear
as red or green targets. Red as the target represented a small probability event, and
green as a disturbance represented a high probability event. The task interface was
shown in Fig. 1. After the red target appeared, the subjects were asked to quickly press
the “F” key with left index finger, and after the green interference occurred, to quickly
press the “J” button with right index finger. Each trial contained 240 trials, of which the
ratio of missing report, hitting and false alarm is 1:3:13. Subjects were asked to keep

their eyes on the center of the word “Ten”. Red as the target and green as the inter-
ference, the purpose was to pass the message “Red represents danger signal, and green
represents safety signal” to the subject, so that the test interface and the operation of the
subject matched the automatic alarm monitoring platform.

2.3 Procedure

The experiment was conducted as follow procedures:

Table 1. Parameter setting for central cue-target paradigm

Position Type Color Monitoring work Press Trials number

CC EC Red H F 36
Green FA-0 J 108

IC Red FA-1 F 12
Green FA-2 J 36

NC NC Red M F 12
Green N J 36
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1. The subjects were asked to practice the experimental tasks to familiarize the trial
operation and minimize the learning effect. The data in the practice session was not
used for statistical analysis.

2. The two groups of subjects completed the 7 min clue prompt task (selective
attention ability pretest).

3. Filled in the mental state subjective questionnaire (subjective questionnaire pretest).
4. The normal group and the fatigue group completed the 10-min 2-back task (2-back

pretest).
5. The normal group rested for 120 min, while the fatigue group needed to continue to

complete the 120 min 2-back task.
6. After the two groups of subjects completed the 10-min 2-back task (2-back post-

test), the mental fatigue induction phase ended.
7. Two groups of subjects completed the subjective questionnaire of mental state

(post-subject questionnaire) and completed the clue prompt task for about 48 min
(selective attention ability post-test).

The entire test process took about 190 min. The electroencephalogram (EEG) sig-
nals were collected during the test. The scalp impedance was controlled to less than
5 kX and sampling rate was 1000 Hz.

3 Results

3.1 2-Back Mental Fatigue Induced Results

(1) Behavioral data

On the subjective evaluation data, there was no statistically significant difference in
subjective fatigue before and after brain fatigue induction in the normal group. For the
fatigue group, the subjective fatigue after brain fatigue induction was significantly
higher than that before induction, and there were significant differences in thinking
clarity, attention concentration, sleepiness, fatigue state and emotional state (p < 0.05).
Therefore, 140 min of 2-back task significantly increased subjective fatigue.

Fig. 1. The sketch map of task interface (Color figure online)
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Comparing the performance data of the 2-group pre-test and post-test tasks in the
normal group operation, it was found that the difference in response time, stability,
error rate and miss rate of the pre-test and post-test tasks was not statistically signifi-
cant. Comparing the performance data of the 2-back pre-test and post-test tasks of the
fatigue group, it was found that the response time of the post-test task decreased, but it
was not statistically significant (t = 1.219, p = 0.233), and the stability did not change
significantly (t = −0.029, p = 0.977), the error rate increased significantly (t = −2.276,
p = 0.032), and the missing rate increased slightly, but it was not statistically signifi-
cant (t = −1.290, p = 0.208). The above analysis validated the effectiveness of the
140 min 2-back task-induced mental fatigue from the perspective of behavioral data.

(2) EEG data

P300 components were extracted from EEG data to analyze the correct response of the
subjects to the stimulus corresponding to the operation’ EEG fluctuations. The mag-
nitude of P300 reflected the amount of mental resources invested in performing cog-
nitive tasks. The length of the incubation period reflected the speed of cognitive
processing [10].

The P300 amplitude and latency of the 2-back pre-test and post-test tasks were
analyzed statistically in the normal group and the fatigue group. It was found that there
was no significant change in the P300 amplitude and latency of the normal group
before and after the mental fatigue induced task. Therefore, from the perspective of
EEG data, it was proved that the 20 min 2-back task did not cause mental fatigue.
Before and after the brain fatigue induced task, the P300 amplitude of the fatigue group
did not change significantly, and the latency was significantly prolonged (p < 0.05).

The 140-min 2-back operation in the fatigue group was divided into 14 segments
on average (i.e., pre segment, 1–12 segment, post segment, each segment 10 min). The
changes of P300 amplitude and latency of each segment with time were shown in
Figs. 2 and 3. Fz, Cz and Pz electrodes were selected to represent three brain regions:
the middle frontal region, the vertex region and the apex region respectively. In the first
50 min of the 2-back task, P300 amplitude and latency showed an upward trend,
indicating that the brain resources of the participants were increasing, but the cognitive
process of the stimulus signal became slower, and the time required for information
perception and processing was prolonged. It showed that the fatigue of the subjects is
deepening. At the 60th minute of the 2-back task, the amplitude of P300 suddenly
dropped, indicated that the subject did not mobilize too much brain resources, and the
effort on information processing decreased. At the same time, the latency of P300
decreased slightly, indicating that the processing speed of stimulus information was
slightly accelerated, indicating that the operation of the subject became sloppy at this
time. 80 min after the 2-back task (paragraph 6-post), the fluctuation range of P300
amplitude was large, which was believed to be caused by the subject’s subjective self-
motivation and adjustment. The latent period of P300 presented an upward trend,
indicating that the subject was still in a state of mental fatigue during this period. Based
on the above analysis, it was further proved from the perspective of EEG that the
140 min 2-back task successfully induced mental fatigue.
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3.2 Visual Selective Attention Ability Test Results

(1) Behavioral data

Table 2 was the descriptive statistics of the performance data of operation clues and
post-test tasks in the normal group (NG) and the fatigue group (FG). Compared with
the normal group, the error rate (ER) and the missing rate (MR) of the fatigue group
increased. The reaction time (RT) increased, and the operation performance
deteriorated.

Statistical analysis of the normal group and fatigue group of the performance of the
operation clues hinted after the test task data. In the reaction time, the main effect of the
grouping factor was significant (F = 4.446, p = 0.044), and the interaction effect of
color * group was significant (F = 7.617, p = 0.010); Simple effect analysis was car-
ried out, and it was found that the effect of grouping factors was affected by color
factors. When only green stimuli appeared, there were statistical differences in reaction
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time between normal group and fatigue group (F = 0.138, p = 0.008). At this time, the
effect of mental fatigue on wireless clue was greater than the effective clue, and the
degree of influence on effective clues was similar to that of invalid clues. In terms of
error rate, the main effect of grouping factors was not significant (F = 1.000,
p = 0.326), and there was no significant interaction between grouping factors and other
factors. In the miss rate, the main effect of the grouping factor was significant
(F = 6.107, p = 0.020), and there was no significant interaction between the grouping
factor and other factors.

Further analysis of the main effects and interaction effects of intra-group factors
(color, validity), was made that the main effect of color factors was significant in
response time (F = 141.227, p = 0.000, red > green). Effectiveness factors of the main
effect was significant (F = 110.777, p = 0.000). In terms of error rate, the main effect
of the color factor was significant (F = 40.620, p = 0.000, red > green). When and
only when the red stimulus appears, there was a significant difference in the error rate
of the subjects under different clues. The error rate of the subject under the valid clue
was significantly larger than the invalid clue (F = 0.032, p = 0.002) and Wireless clue
(F = 0.028, p = 0.021). In the miss rate, if and only if the wireless clue prompts, the
miss rate for green stimulus was significantly greater than the red stimulus
(F = −0.028, p = 0.001). If and only if the green stimulus appears, the miss rate of the
participant under the wireless clue prompt was significantly larger than the effective
clue (F = −0.035, p = 0.001) and the invalid clue (F = −0.027, p = 0.004).

Therefore, under the clue prompt, the subject selectively paid attention to the large
probability event, and the operation of the small probability event was easy to make
mistakes. Under the wireless clue prompt, the subject selectively paid attention to the
small probability event, and the operation of the large probability event was easy to be
missed. Mental fatigue caused the subject’s performance to deteriorate. The effect of
mental fatigue on wireless clue was greater than that of clues, and the degree of

Table 2. Performance data on the normal group and the fatigue group after post test task (x ± s)

EC IC NC
Red Green Red Green Red Green

NG RT (ms) 449.200 337.667 469.333 428.429 493.400 410.733
(49.124) (40.739) (57.568) (66.232) (53.341) (49.117)

ER 0.094 0.005 0.047 0.006 0.063 0.005
(0.064) (0.004) (0.037) (0.005) (0.046) (0.005)

MR 0.014 0.012 0.014 0.020 0.011 0.034
(0.015) (0.009) (0.015) (0.023) (0.009) (0.034)

FG RT (ms) 474.929 389.286 494.571 381.000 524.000 486.929
(67.722) (63.585) (70.099) (43.619) (64.649) (73.921)

ER 0.100 0.013 0.083 0.019 0.075 0.011
(0.100) (0.012) (0.076) (0.024) (0.079) (0.015)

MR 0.049 0.045 0.045 0.052 0.060 0.092
(0.059) (0.053) (0.057) (0.063) (0.072) (0.095)
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influence on effective cues was similar to that of invalid cues. The effect of mental
fatigue on red stimuli was greater than that of green stimuli.

(2) EEG data

Statistical analysis of the normal group and the fatigue group operating clues prompted
the post-test task P300 amplitude, latency, descriptive statistical results were shown in
Table 3. Compared with the normal group, the latency of P300 in the fatigue group was
significantly prolonged (p < 0.05). The amplitude of the P300 was significantly
reduced (p < 0.05).

For the P300 amplitude, the main effect of the grouping was significant
(F = 17.314, p = 0.000), and the main effect of the color was significant (F = 194.088,
p = 0.000). The main effect of validity was significant (F = 12.167, p = 0.000), and the
interaction effects were not significant. For the P300 latency, the main effect of the
grouping was significant (F = 56.894, p = 0.000), and the color * validity * grouping
interaction was significant (F = 3.348, p = 0.000). Further analysis of the interaction
effect found that the fatigue effect of red stimulation and green stimulation was sig-
nificant (F = 96.570, 5.840, p = 0.000, 0.022); effective clues, invalid clues, fatigue
effects of wireless cables was significantly (F = 7.190, 17.270, 96.530, p = 0.012,
0.000, 0.000).

The results of P300 analysis showed that the fatigue effect of invalid clues and red
stimuli is the strongest, and the fatigue effect of effective clues and green stimuli was
the weakest, and indicated that there are more brain resources required for invalid cues
and small probability events, and less brain resources required for effective cues and
high probability events.

Table 3. P300 amplitude and latency of the cue-target paradigm in the normal group and the
fatigue group (x ± s)

Factors EC IC NC
Red Green Red Green Red Green

NG Amplitude/lV 3.93 1.89 3.99 2.14 3.46 1.46
(1.48) (1.17) (1.74) (1.49) (1.62) (0.80)

Latence/ms 377.43 386.63 389.98 403.21 391.00 403.41
(13.31) (15.47) (9.85) (11.85) (11.78) (12.36)

FG Amplitude/lV 3.33 1.30 3.11 1.23 2.23 1.08
(1.49) (0.72) (1.96) (0.65) (1.49) (0.63)

Latence/ms 390.59 388.28 397.06 413.84 420.82 406.82
(11.71) (17.30) (6.09) (10.13) (9.88) (10.33)
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4 Discussion

The 140-min digital 2-back task successfully induced mental fatigue. By analyzing the
behavior and the P300 data of the fatigue group, it was found that the subjective fatigue
of the fatigue group was significantly higher than that of the normal group, and the
reaction time and stability showed strong fluctuations. Error rate and omission rate
showed an upward trend. On the EEG data, the P300 amplitude of the fatigue group
showed strong volatility, and the P300 latency period showed an upward trend. It was
found that the subject reach the mental fatigue state after 60 min. With the extension of
the task time, the degree of mental fatigue was constantly deepening. Consistent with
previous studies, Horat et al. also found that the P300 latency is prolonged as mental
fatigue deepened [11].

Mental fatigue affects visual selective attention ability, and the results of perfor-
mance data showed that mental fatigue leads to poor performance of subjects, which
has a greater impact on non-cue than on cue, and a similar impact on effective cue and
invalid cue. The results of P300 showed that the fatigue effect of invalid clues is the
strongest, while that of effective clues was the weakest. There were some differences
between this conclusion and the conclusion of performance analysis. The reason was
that human behavior is not only affected by the cerebral cortex, but also involves a
series of executive control links. Performance data cannot accurately reflected the real
state of mind, and Event Related Potentials (Event - Related Potentials, ERPs) as a
cognitive characteristics study of the characteristics of the most direct, strongest time
resolution could be better objectively reflect the state of cognitive and mental load, is
an effective indicator of cognitive and mental fatigue analysis. The fatigue effect of red
stimulus was the strongest, while the fatigue effect of green stimulus was the weakest,
indicating that more mental resources are needed for invalid clues and low-probability
events, while less mental resources are needed for effective clues and high-probability
events. This conclusion was consistent with the conclusion of performance analysis.
Green stimulation was a high probability event. In comparison, the process of the high
probability event was more automated during the test. Therefore, the brain resources
needed to respond correctly to green stimuli are few. The red stimulus was a small
probability event. To respond correctly to the red stimulus, more brain resources
needed to be called to identify and judge the stimulus. In consequence, the response to
green stimuli was faster and more accurate, and the response to red stimuli was slower
and more error-prone.

5 Conclusion

Brain power fatigue was induced by continuous operation of the digital 2-back task for
140 min, and the selective attention ability was measured by the central cue paradigm
to explore the effect of brain fatigue on visual selective attention. Conclusions were
drawn as follows:

By analyzing behavioral data and EEG data, it was proved that the 140 min 2-back
task successfully induces mental fatigue. Therefore, when the task is completed for a
long time, the mental fatigue will be induced, which will affect the performance of the
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operation. The main solution at this stage was the shift and rest of the personnel. In the
future, the adaptive assignment task system can be applied to dynamically assign tasks
according to the personnel load status, thereby improving man-machine compatibility.

The negative impact of mental fatigue on the ability of visual selective attention
leads to poor performance of the test, prolonged latency and reduced amplitude of
P300; the fatigue effect of invalid clues and target stimulation is the strongest, and
effective clues and interference stimulation is the weakest. Therefore, the number of
invalid leads should be appropriately reduced when designing the monitoring operating
system.

This article is only a preliminary study of mental fatigue. In the future, other
components of ERPs need to be extracted, combined with ECG, eye movement and
other physiological indicators, to further explore the indicators of mental fatigue and
selective attention.
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Abstract. Teleoperation is always a challenging task due to the lack of sense of
immediacy and insufficient information for operation. Robotic arm operation in
space used for transporting astronauts during the extra-vehicle activities or
docking spaceships is one of such tasks. In this study, we proposed a simplified
hierarchical model that could describe the space teleoperation process. And
according to this model, the cognitive factors that might influence the teleop-
eration task were analyzed. In order to verify the hierarchical model and the
effects of the factors, an experiment was conducted via a computer simulation
platform.

Keywords: Space teleoperation � Hierarchical model � Cognitive factors

1 Introduction

Teleoperation is always a challenging task due to the lack of sense of immediacy and
insufficient information for operation. Robotic arm operation in space used for trans-
porting astronauts during the extra-vehicle activities or docking spaceships is one of
such tasks. Safe and efficient control of the robotic arm is heavily dependent on the
spatial skills of the operator [1], so it is important to make it clear the key cognitive
factors in the space teleopertation task, especially for improving the astronauts’ training
efficiency.

According to NASA’s related report [2], during the robotic arm operation task in
space, astronauts usually have to make decisions only relying on the visual feedback
from the cameras mounted on the robotic arm and at various locations on the space
station exterior to learn about the spatial relationship of the arm with the surrounding
structure. However, there are usually only three camera viewpoints available at any
moment [3], and the cameras are not always placed at the optimal locations for
astronauts to observe the clearance from the structure. Addition to these, astronauts also
have to memorize the location of these cameras and switch between them, which
undoubtedly increases the operators’ mental workload during the operation. To avoid
the danger of colliding with structure or singularities during the operation, the operators
need to confirm they handle the hand controllers correctly before they give that
command, and the procedures may also require a second operator to provide additional
monitoring of the scene. At the same time, the movements of the robotic arm are made
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very slow and after the operators have established situation awareness of the spatial
relationship [4] to guarantee safety.

Under this circumstance, the preflight robotic arm training on the ground becomes
very important for the operation success in the orbit. Astronauts must experience
sufficient training first before they execute a real task so that they can be skilled enough
to operate successfully. The robotic arm training for the astronauts in NASA began
with a generic robot arm simulation, which having a 6 degrees-of-freedom robot arm
and different camera views available as well as two hand controllers [5]. Trainees
needed to learn how to visualize the clearance and choose the ideal cameras during the
operation process. They also needed to learn how to make the right control commands
via the hand controllers to avoid collisions or singularities. During the training process,
the operator’s performance was usually evaluated by a robotics instructor and an
instructor astronaut according to standard criteria covering all aspects of operations [6].
The criteria could include spatial/visual perception, situational awareness and appro-
priate input of the controllers. However, the performance scores given by instructors
could be subjective sometimes, so we also need some objective criteria, especially
relating to the operation process and operation efficiency.

Usually, the training process took much time. In order to improve the training
efficiency and make the training course more customized, the key cognitive factors are
needed to be identified first. Previous studies showed that individual spatial ability
might be related with the operation performance [7]. In this study, we mainly focused
on analyzing the key cognitive factors influencing the space teleoperation task for
training, which was important to cultivate and maintain the operation skills of operator.
To achieve this, we needed to observe the operation training procedure. But on the
ground it was not easy to reproduce the working environment physically, so we built up
a simulated space robotic arm operation platform by means of computer simulation,
which could provide various operating conditions similar to a real space robotic arm
aboard the space station and the operator could use it via the hand controllers. With the
operating experience in this simulated environment, we constructed a hierarchical
model that described the space robotic arm operation task. And then the key cognitive
factors that might affect the task training process were proposed according to the
hierarchical model. Lastly an experiment in this simulated operation platform was
conducted to testify the effect of these cognitive factors.

2 The Hierarchical Model for the Robotic Arm
Operation Task

In order to analyse the key cognitive factors influencing the space teleoperation task
training, we should firstly learn about the procedure in the robotic arm operation. From
the review of the in-orbit robotic arm operation activities, the kinds of operation tasks
could be various [8, 9]. For example, the robotic arm could be used for satellite
deployment and retrieval, docking with the space station and transporting astronauts
during extra-vehicle-activities and so on. Although the contents of the operation might
be varied in different tasks, they also had some potential characteristic in common.
During each operation task, the operator needed to observe the status (e.g. position and
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attitude) of the robotic arm firstly, so that the operator could be aware of the spatial
relationship between the arm and the exterior of the space station. This was the fun-
damental step of the whole subsequent operation steps, and we named this step of the
operation as “Evaluate the present situation”; and then, immediately after this step the
operator would be able to establish the awareness of the present situation, which made
him/her possible to foresee the integrated route for the movement of the robotic arm
and plan for the operation commands for next few steps, so we classified this step of the
operation as “Plan for the following operation commands”; and finally, the operator
needed to transform the operation plan into real control commands via hand controllers,
and confirmed whether the outcome of the control command met his/her expectations,
and we defined this final step as the “Execute the commands and confirm the realtime
outcome”. The three steps described above could be regarded as a small operation unit
of the whole robotic arm operation. During the whole operation procedure, this
operation unit would be repeated periodically until the operation ended in success
(Fig. 1).

3 The Cognitive Factor Analysis in Space Teleoperation
Task Training

From the hierarchical model described above, we could extract the key factors that
influenced the operation process.

In the first step, namely the step “Evaluate the present situation”, the operator
would observe the status of the robotic arm and its spatial relationship with the exterior
of the surrounding structure via different cameras mounted at different locations. These
cameras could be located at the exterior of the space station as well as at the end of the
robotic arm, and the operator could view the images from several different cameras at

Evaluate the present situation

Plan for the following operation commands

Execute the commands and confirm the realtime outcome

Fig. 1. The illustration of the hierarchical model that described the process of the space
teleoperation task investigated in this study.
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the same time. Due to the number of the operation monitors in the robotic arm
workstation, usually there were only three or four images available at any moment, so
this would require a camera selection process when evaluating the present situation
[10]. The operator must select the most suitable three or four camera images from the
whole cameras for observing the position and attitude of the robotic arm and deter-
mining the clearance distances.

The cameras could be divided into two categories. The first kind were the cameras
located at the exterior of the space station or the base of the robotic arm. The images
from this kind of the camera were presented from a fixed view and would not change as
the robotic arm moved. These cameras could provide stable view images for the
operators, which could give operators an exocentric view frame of the robotic arm
movement [11]. The second kind of the cameras were the ones located at the end of the
robotic arm. The images from this kind of the camera could provide a view attached to
the end of the arm, from which the operators would obtain a sense of egocentric frame
understanding of the environment. These two different categories of the cameras could
result in two different perception mode. The first perception mode was related to the
first kind of cameras. In this mode, the operator would perceive the status of the robotic
arm in an exocentric way, which might help the operator form an overview of the
situation. The second perception mode was related to the second kind of cameras, and
in this mode, the operator perceived the situation of the robotic arm in an egocentric
way, which could provide the operator a more specific view about the situation of the
surroundings around the arm. As these two different perception modes might influence
the way operators observe the robotic arm status, so the perception mode could be one
of the factors influencing the teleoperation task.

In the second step, the operator needed to plan for the following operation com-
mands. During this stage, the operator should form a plan for how to give the
appropriate following operation commands based on the evaluation results from the
first step. For example, if the robotic arm was evaluated to be pitched up too much in
the previous step, then the operator needed to know how to adjust its attitude via proper
operation commands in this step. In order to achieve this, the operator needed to take
advantage of the mental imagery to make a rehearsal of the robotic arm’s trajectory as it
was hard to predict the movement of the arm accurately and in time through other
methods. As a result, the operator should be able to image what the position or attitude
of the robotic arm would be after certain commands as well as the perspective of the
arm from other views that was not presented in the current monitors. This mental
imagery transformation process was similar with the two common-used individual
spatial ability factors, namely spatial visualization and perspective-taking abilities [12].
These two kinds of spatial abilities might be the two related cognitive factors. Spatial
visualization ability was also usually presented by mental rotation ability. It was
referred to the ability to mentally manipulate an array of objects. The manipulation was
in a fixed egocentric reference frame. Perspective-taking ability described the ability to
imagine how an object or scene looked from perspectives different to the observer’s
current view. It demanded a transformation process in the egocentric reference frame
while the world coordinate frame was fixed. These two abilities could be regarded as
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logically equivalent, the only critical difference was in the coordinate frame which was
manipulated to obtain the final view. Previous studies showed that although the per-
formance was also highly correlated, a measurable distinction between spatial visual-
ization and perspective-taking ability was found [13]. So we needed to consider these
two cognitive factors in separated ways.

In the third step, the operator’s task was to execute the commands and confirm the
realtime outcome. When executing the commands during this procedure, there existed
two different possible types of control modes. The main difference between these two
modes was the coordinate system used. This could effect the methods of adjusting the
position and attitude of the arm. In the first mode, the origin of the control coordinate
system was at the end of the robotic arm and the norm’s direction changed accordingly
while the attitude of the arm varied, we named this mode as the “end-control-mode”.
Under this circumstance, the control direction of the position and attitude was coupled.
For example, in this control mode, the upward direction would changed for 90° after
pitching the same extent. So it would require the operator to transform the mental
representation of the control direction constantly with the movement of the arm, which
might increase the mental workload, but on the other side, could give the direct
commands relating to the arm’s current status, and it might be helpful for improving the
situation awareness of the operator. In the other control mode, the origin of the control
coordinate system was located at some point at the exterior of the space station, e.g. it
could be at the base of the robotic arm and so it would be stable during the whole
process, and we named this mode as the “global-control-mode”. And also the norm of
the coordinate system would keep stable. This could provide a constant reference frame
for the robotic arm’s operating and none of the control directions was changeable no
matter how the movement rotated. In this situation, the control direction of the position
and attitude was decoupled. This could be helpful when the operator received the
images from the exocentric cameras, but might also confuse the operator when the
images was presented in an egocentric camera. Although in the second step the strategy
used for operating was formed, the control mode was also needed to be taken into
consideration to obtain the final commands to be executed. So we considered that the
control mode could influence the space teleoperation task operation.

From the analysis above, we concluded that there might exist three different kinds
of factors that influenced the space teleoperation task, namely perception mode, indi-
vidual spatial ability and control mode. These three steps composed an operation unit
during a complete teleoperation task and this unit was repeated periodically in the task.
The task training process was also consisted of large amount of these repeated unit, so
we could regard it that these factors drawn from the hierarchical model would likewise
influence the space teleoperation task training process.

It was important and useful to identify these factors in theory as this was the first
step for the continued study. And to go further, we conducted an experiment to testify
the influence of the individual spatial ability factor. In this experiment, we built up a
simulated space teleoperation platform that could be controlled via two hand
controllers.
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4 The Experiment Validation

4.1 Materials and Methods

Participants. Twenty-four adults (mean age = 26.3, SD = 2.75, ranging from 23 to
31) with college-level education participated the experiment. None of these participants
had conducted the space teleoperation task in simulated or physics environment before
the experiment. The study was approved by the IRB and all participants signed the
informed consent prior to the experiment.

Measurement of Spatial Ability. Because two factors of the individual spatial ability,
mental rotation and perspective-taking, were concerned by us mostly in this experi-
ment, we measured both in their 2D and 3D versions. The 3D Mental Rotation Ability
(MRA) was measured by Cube Comparison Test (CCT) on computer, and the 2D MRA
was also measured by Card Rotation Test (CRT) through computer. The 3D
Perspective-taking Ability (PTA) was measured by the paradigm developed by Guay
[14] on computer, and the 2D PTA was also measured by the paradigm developed by
Kozhevnikov and Hegarty [15] using specially developed software. The specific
parameters used in the spatial ability tests were shown in Table 1.

Simulated Space Teleoperation Task Platform. In this study, we developed a space
teleoperation task platform via computer simulation. The participants could use the
hand controllers to manipulate the simulated robotic arm in the in-orbit background.
The difficulty of the tasks could be set differently with various parameter settings
through the platform. These main parameters included the position of the target, the
initial status of the robotic arm and the camera selection at the beginning and the two
control modes as described above and so on. The user interface of the simulated
platform was shown in Fig. 2. To evaluate the performance of the participants, the time
consumed during the whole operation task and whether each task was finished suc-
cessfully was recorded.

Table 1. Parameters setting in the four spatial ability tests

Parameters Trial numbers Time limitation per trial Test platform Performance indicator

3D mental rotation 48 25 s Computer software Latency/percent correct

2D mental rotation 48 25 s Computer software Latency/percent correct

3D perspective-taking 24 40 s Computer software Latency/percent correct

2D perspective-taking 24 25 s Computer software Latency/percent correct
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Experiment Procedure. The whole experiment was conducted in two periods. In the
first period, we measured the spatial ability of all the participants and calculated the
participants’ scores in the spatial ability tests; and then in the second period, after
identifying all the participants’ spatial ability scores were valid, the participants were
arranged to take the simulated robotic arm operation experiment.

To be specific, during the first period, participants’ spatial ability in 2D & 3D MRA
and PTA were tested. Their scores in each test were obtained using the performance
indicators as shown in Table 1. Then in the second period, there were twelve formal
trials and all the participants needed to operate the simulated robotic arm twelve times
after six practices. During the practice stage, the participant could ask the experimenter
questions about how to use the hand controllers, but no help about the manipulation
strategy were provided.

As in this experiment we mainly focused on the influence of individual spatial
abilities on the task, we provided the same parameters about the initial status of the
robotic arm as well as the camera selection at the beginning and the control mode for all
the participants. To be specific, in all the twelve tasks, we provided the participants four
camera views, two of which provided the exocentric perception mode and the rest two
provided the egocentric perception mode. And the control mode was set to be the
“global-control-mode”. The task in each trial was to transform the simulated astronaut
on the end of the effector to the target point. The main differences among the twelve
formal tasks were the locations of the targets. The participants needed to transform the
simulated robotic arm from the beginning position towards the target in each task. And
in order to have enough complexity for each task, the locations were set to be
accessible only after a combination of operations including pitch, yaw as well as roll. In
order to avoid the learning effect, the sequence of the tasks were randomized for each
participants.

Fig. 2. The illustration of the overview [16] (the upper left) and the user interface of the
simulated robotic arm platform. This illustration showed the camera views that available by the
participant during one trial. This was the final stage of one trial and the red cross/star marked the
target point that needed to approach to. (Color figure online)
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4.2 Results

Statistical analysis was conducted using SPSS. We first observed the participants’
performance in spatial ability tests. As both the latency and percent correct indicator
could reflect the participants’ performance, we use the ratio of latency and percent
correct as the performance indicator to take both indicators into consideration at the
same time, and marked as spatial ability synthetical indicator. The higher value of this
indicator meant the better performance of the participant. Then we investigated the
participants’ performance in simulated robotic arm operation. As we provided enough
practices before formal trial and did not set the time limitation to finish each trial,
almost all the trials of every participant’s was ended in success (only 2 of the all 288
trials were failed and were due to the inattentive judgement during the final stage). So
we took the average time consumed in the operation task as the indicator that reflected
the participants’ performance in the task.

After the indicators was built up, the correlation between participants’ spatial ability
and simulated space teleoperation performance was analyzed. The correlation coeffi-
cients were shown in Table 2. From these results we could see that, except the result of
the 2D mental rotation test, the other three of all the four spatial ability tests were
correlated significantly.

4.3 Discussion

From the result described above, we could conclude that the mental rotation and
perspective-taking ability of the individual spatial abilities were correlated with the
performance in the simulated robotic arm operation. This result was consistent with the
analysis we conducted above using the hierarchical model. Although the result of the
2D mental rotation was not correlated with the performance in robotic arm operation
significantly, we thought this might be due to the robotic arm operation was mainly in
the three-dimensional environment, and especially the transformation of the arm
movement’s mental representation seldom happened just in a two-dimensional world.
However, the perspective-taking process in 2D and 3D were essentially related with
each other closely, and the result also showed that both these two components were
correlated with the operation performance.

Table 2. Pearson correlation coefficients for spatial ability test scores and simulated robotic arm
operation task performance

Test type 3D mental
rotation

2D mental
rotation

3D perspective-taking 2D perspective-taking

Averaged time consumed in
simulated robotic arm operation

−0.238** −0.413 −0.179** −0.259*

**p < 0.01; *p < 0.05.
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5 Conclusions

Space teleoperation task is challenging for astronauts. It is important to identify the
factors that may influence the operators’ performance. In this study, we proposed a
different way to explore the potential cognitive factors that might effect the robotic arm
operation. Firstly, a hierarchical model was proposed and the operation process was
divided and described by this model. Then according to the analysis of this model, we
proposed some factors that might influence the teleoperation task training process. And
finally we conducted an experiment via the computer-simulated method to identify one
of the factors we proposed in theory, and the result was consistent with our previous
analysis generally and the detailed discussion was given.

Except for the individual spatial ability factor, the remaining two other factors were
still needed to be tested and verified in future studies. And in this study, we just focused
on the space operation without time delay or the object on the end effector of the space
robotic arm was cooperative, so the hierarchical model could was simplified at some
extent. The method to establish a complete model with the time delay and cooperative
object is also needed to be studied in the future.
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Abstract. Many research papers investigate the benefits to a pilot of eye
tracking (ET) in training [1, 2]. None however, explore the efficacy of ET
training from an instructor’s perspective, specifically relating to trainee check-
ing, scanning and monitoring. Using a questionnaire of both numerical rating
and open answers, 19 experienced A330 instructors answered questions on
simulator profiles that they observed on an operational simulator A330 De-Brief
Facility (DBF). The profiles were played first without and then with ET data run
in parallel. This research interrogated the ease with which instructors were able
to interpret the data, investigated their ability to spot checking and scanning
errors and challenged their pre-conceptions over how many errors they were
able to identify. Results showed that considerable numbers of checking and
scanning errors were missed and that with the augmentation of ET, error
identification significantly increases. It was shown that instructors were not as
error aware as they thought; moreover, prior to the addition of ET, instructors’
focus was not on scanning and checking errors, despite the error presence.

Keywords: Attention distribution � Eye tracking � Scan patterns �
Training evaluation � Visual behaviour

1 Introduction

Aviation Full Flight Simulators can record and playback almost every element of a
simulation to aid instruction. What cannot be monitored is where a pilot is looking.
From their very first flight, all pilots will, at some time, conduct insufficient monitoring
and instrument checks. An instructor’s inability to identify a lack of checking can lead
to a normalization of deviance towards bad practice. As a pilot looks forwards in a
simulator their face generally cannot be seen and their scanning accuracy cannot be
monitored by an instructor if no subsequent failure or omission occurs. At present there
are no aviation simulators that use ET technology to aid instruction despite countless
articles espousing its benefits. Also notable is no research investigates how instructors
respond to this technology. What use is all the data in the world, if it cannot be
effectively interpreted? This paper discusses the importance of checking and scanning
and then, through taking the instructor’s perspective, investigates whether ET of stu-
dent pilots could be used to assist simulator instructors in identifying and enhancing
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their awareness of student errors. It identifies whether instructors maintain inaccurate
preconceptions over what errors they are able to monitor.

1.1 Why Do Pilots Need a Disciplined Check or Scan Regime?

Poor visual scanning signals a split between the pilot and the automated system that
they are operating. The purpose of a systematic instrument check is to ensure that the
pilot receives acceptably fresh information with a sufficient refresh rate to maintain a
consistent level of SA. When a scan breaks down, a pilot’s mental model of the
aircraft’s mode state or geospatial and temporal position is obsolete.

Errors or breakdowns in scanning and checks are invariably caused through:
Insufficient capacity leading to reduction in Situational Awareness (SA); a distraction
leading to subconscious re-prioritization; or, a fundamental misunderstanding of what
is required. The latter, requires training and re-education and forms basis of this paper.
The differing scan pattern failures can be split into four types. (1) Incorrect scan. This
mis-interpretation of what is required may originate from poor initial training, a lack of
competence, mental temporal or geo-spatial displacement from a loss of SA or that they
have forgotten due to lack of recent exposure. It has also been shown that inexperience
can lead to a change in scan pattern [3]. (2) Degraded scan pattern. All pilots are
susceptible to this monitoring degradation and the brain is quick to prioritize what it
considers worthy of attention in a scan [4]. Pilots who have not employed the scan in a
while invariably scan at a slower rate than normal. (3) Non-existent scan. A complete
failure to check a data source through distraction, re-prioritization or being unaware of
the requirement. (4) Insufficient or inappropriate scan. When pilots drop elements of
their scan, they often do not remember dropping them unless they are triggered to do
so. Pre-conditioning from years of repetition, can also lead a pilot to think they have
conducted a check when in fact they have not. They may think they recall the
parameters, and in these cases they may only be recalling scanning the source; hence,
pilots can gain a false impression of their own ability to monitor [4]. It has also been
shown that the more inexperienced pilots are, the longer the dwell time they have with
less regular fixations [1, 5] or less relevant fixations [6]. This can lead to the scan
failing to be either efficient or effective largely because it leaves no time to perceive the
data, let alone comprehend it [7].

There has been some thought as to why inexperienced pilots struggle in this
manner. Airbus direct pilots to always use the highest level of automation available,
and modern flight decks rarely require pilots to conduct raw data approaches. This can
lead to a ‘misuse’ or over reliance of automation and, in turn, a poor scan technique [8].
Primary Flying Display (PFA) scan technique is not taught in many organizations
whose aircraft may be a trainee’s first exposure to a PFD. Unless they have trained on a
modern glass cockpit aircraft, it is not possible to categorically know that the trainee
has developed the correct scan technique. Moreover, with modern aircraft, the pilot
arguably manages the system, rather than manually ‘flies’ it in the traditional sense. For
this reason, it is essential that they know exactly what mode the airplane is in,
something that can only categorically be known by a check of the mode annunciator.
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To date the most researched function of pilot eye movement analysed is the scan
pattern. Pilot scans can break down [8], and different pilots have differing scan rates
[3, 9]. ET is a powerful tool that in these examples provided us with this information.

1.2 Identifying Poor Checking and Scanning in the Training
Environment

When a student fails to carry out a manual action despite confirming that they have, it is
clear to a vigilant instructor. When a student fails to check a data source despite having
said that they have, it is less obvious. As they can only rely on head movement and
perceived direction of gaze, a perennial and as yet unaddressed problem is that of
instructors not being able to identify this failure. If there is no subsequent impact, this
poor monitoring will go further unnoticed. This can detrimentally re-enforce bad
practice through negative transfer [10], increasing the chance that the next time there is
a mode or source of information contrary to that which is required, it will not be
spotted. More often than not, as no adverse consequences transpire, pilots may not even
realize their monitoring is inadequate [11]. Relaxation can develop, leading to nor-
malized deviance from the correct SOPs.

Training a pilot involves the introduction of new information and techniques, fol-
lowed by a period of exposure and practice. Part of the training process is to capture any
poor techniques before they lead to errors. The check or scanning error that occurs due to
a fundamental misunderstanding of what is required presents an insidious threat to flight.
In some circumstances these issues cannot be identified with current training tools and
the latent error may be repeated hundreds of times over many years, with little or no
impact - until the right combination of triggers create an accident opportunity [12].

At present, using level D simulators, instructors are able to monitor and, through
DBFs, graphically reproduce vast amounts of the simulation in real time. Unfortu-
nately, DBFs are rare, but where they are available, the recorded session can be played
back. The student will have a mental model of both their performance and what the
correct performance should be; the difference between these two models may be further
apart than the student realizes and verbal analysis may not bridge the gap. If the student
understands the correct theory, video playback facilitates the student in contextualizing
and adjusting their own actions in line with their own mental model.

1.3 Eye Tracking in Flying Training

Legacy, rudimentary methods of observing where a student is looking involve using a
system of mirrors however, the analyst is not able to pinpoint exact fixation points,
merely the rough direction of viewing [2]. It is only possible to identify an incorrect scan
if parameters fall or remain outside limits. A system with the ability to monitor exact
pupil movement has utility in the aviation training environment. We know that ET is a
useful aid to help train pilots, but few studies address the manner in which this training
should take place, providing practical, repeatable and employable techniques that can be
incorporated into the simulator training suit. What aviation simulators and DBFs do not
currently offer is the ability to monitor where a pilot is looking. Integrating ET data with
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the DBF for the purpose of identifying where the trainees are looking and enhancing the
de-brief, would create an exceptionally powerful training tool.

1.4 Aim and Objective

This study integrates pilot ET data with an aviation simulator DBF. The aim was to
investigate whether ET made a significant difference to the identification of pilot errors
in ground-based pilot training. To do this the objective was to ascertain whether
simulator instructors, both with and without the use of ET data, could identify whether
a pilot was checking what they should be at the correct moment. Moreover, it was
necessary to understand whether exposure to ET data changed instructors’ pre-
conceptions about how many errors they were able to see.

2 Method

2.1 Target Sample

19 simulator instructors and examiners took part in the research. All subjects were
either UK CAA Type Rating Instructors (TRI) or Examiners (TRE) or they were
military Line Training and/or Air to Air Re-fueling instructors. The instructors were
requested to support the research but were told no more about would be involved. From
a total of 33 company instructors, the participation rate of 54.2%, easily ensured a
probability of 0.95 that the number of subjects obtained was within ±0.1 SD of the true
population mean. Demographic data: Gender (all men); age in years (M = 48.1,
SD = 9.1); total flying hours (M = 9379.0, SD = 4708.7); total hours on an
A330/Voyager (M = 2484.2, SD = 1790.8); and, total years as an A330/Voyager
instructor (M = 6.38, SD = 6.01). Note: The Voyager is a military variant of the A330-
200.

2.2 Experiment Hardware

Simulator. 3 pre-recorded profiles were made in a Thales, A330-200 Level D sim.

Eye Tracking. ET data was recorded using the Pupil Lab Eye Tracker.

Simulator DBF. The Thales DBF, shown at Fig. 1, comprises a desktop computer and
combination of monitors and speakers which are linked to the flight simulator. The
instructor is able to record parts or all of the simulator session, managed from their seat
in the simulator. These recordings can be played back on the DBF. The DBF repro-
duces the flying displays, all sound and representations of the controls for the spoilers,
flaps, thrust levers and landing gear. Additional information includes rearward facing
camera images, flying control position data, SatCom data and a recording management
window. A fourth monitor off screen to the right displayed an ATC radar picture of the
aircraft. The research pre-recordings were stored on the DBF database.
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Questionnaire and Measure. 26 questions required a mix of answers using Likert-
type scale and free description. The questionnaire was answered in three Phases: 1 -
pre-DBF exposure; 2 - post-DBF exposure (without ET augmentation); and 3 - post-
DBF exposure (with ET augmentation). The 3 Phases of questions sought to establish
the subjects’ opinions on the efficacy of the simulator and DBF as environments in
which to identify pilot errors and omissions.

2.3 Experimental Design

During the pre-recording of the 3 simulator profiles, an ET device, linked to a laptop
controlling the ET program, was worn by the right-hand seat pilot (PM). At pre-briefed
moments and contrary to Standard Operating Procedures (SOPs), the PM deliberately
either avoided checking a necessary instrument or fixated for too long on one. For the
data gather, each subject was seated at a table in front of the DBF screens. Subjects first
answered Phase 1 of the questionnaire and watched three profiles on the DBF. Subjects
then answered Phase 2 of the questionnaire and in turn watched the three profiles again,
this time with ET data run in parallel from the same starting point. Subjects finally
answer Phase 3 of the questionnaire. As the data available in each phase developed,
certain question sets were repeated, capturing any changes of opinions.

ET was not mentioned until just prior to the ET exposure to avoid preconception
bias and to ascertain the specific areas of instruction that each subject was focused on.
The incorporation of the ET data was presented to mimic having it integrated into the
DBF, see Fig. 1. The two exposures were the independent variables and the questions
were the dependant variables. Figure 2 shows the additional data that ET can augment
a DBF with.

3 Results

3.1 Challenging Pre-conceptions

The difference between ‘How many of a pilot’s actions the subjects thought they could
monitor during simulation’, was tested using a repeated-measure ANOVA to examine
instructors’ responses in Phases 1, 2 and 3. It was found that there was no significant
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Fig. 1. Thales De-Brief Facility, in Voyager configuration, in addition to eye tracking data.
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difference between instructors’ responses, F(2,36) = 0.368, p = 0.694, g2
p ¼ 0:02. The

null hypothesis that ‘there is no significant difference among these three scenarios’ can
be accepted. Next, the difference between ‘How many of a pilot’s actions the subjects
thought they could review in the DBF’, was tested. A repeated-measure ANOVA was
also conducted and it was found that there was a significant difference of instructor
response to the 3 different Phases, F(2,36) = 8.348, p < 0.05, g2

p ¼ 0:317. Phase 1–3
rating scale means and question decodes are at Fig. 3. The null hypothesis that ‘there is
no significant difference among these three scenarios’ can be rejected. ANOVA results
for questions relating to DBF review are at Table 1. Additionally, a post-hoc com-
parison by Tukey HSD indicated that there was a significant difference between Phase
1 (M = 6.95, SD = 1.43) and Phase 3 (M = 7.53, SD = 1.31). There was also a sig-
nificant difference between Phase 2 (M = 6.47, SD = 1.47) and Phase 3 (M = 7.53,
SD = 1.31), see Table 2.

Another repeated-measure ANOVA was conducted for responses to the three
Phases to test the difference between questions 7, 12 and 12C. 12C was the answer that
some instructors chose to change Q12 to when given the option in Phase 3. In other
words, ‘now they had been made aware of some of the errors and actions they had been
missing, did they wish to revise their previous rating?’. This revision did not suggest
ET augmentation was now available but sought to challenge instructors’ pre-
conceptions over their efficacy of their monitoring.

Again, there is a significant difference of instructor pilots’ response, F(2,36) =
7.448, p < 0.05, g2

p ¼ 0:293. The null hypothesis that ‘there is no significant difference
among these three scenarios’ can be rejected. A post-hoc comparison by Tukey HSD
indicated that there was significant difference between Phase 1 (M = 6.95, SD = 1.43)
and Phase 3C (M = 5.79, SD = 1.62).

By showing subjects what they had missed, this challenged their pre-conceptions of
their ability to identify error using the DBF, and changed their opinion.

3.2 ET as an Instructional Tool

When rating how effective the subjects thought ET would be in improving an
instructor’s ability to monitor correct SOPs and scan patterns, responses in Phase 2
(M = 7.37, SD = 1.21) rose in Phase 3 (M = 7.68, SD = 1.25) after exposure to ET
data. Subjects then rated the efficacy of the ET data first as a stand-alone tool
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Fig. 2. Data available from ET.
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Table 1. Summary of within-subjects ANOVA

Questions SS Df MS F p g2
p

7, 12 and 20 10.561 2 5.281 8.348 0.001 0.317
Error 22.772 36 0.633
7, 12 and 12C 12.877 3 6.439 7.448 0.002 0.293
Error 31.123 36 0.865

Table 2. Summary of post-hoc Tukey HSD for comparable means.

Question pair
Question (phase)

t-TEST
t df p SE Cohen’s d

7(1) & 12(2) 1.92 18 0.07 0.25 0.33
7(1) & 20(3) 2.16 18 <0.05 0.27 0.42
12(2) & 20(3) 4.06 18 <0.05 0.26 0.72
7(1) & 12C(3) 4.01 18 <0.05 0.29 0.76
12(2) & 12C(3) 1.91 18 0.07 0.36 0.44
15(2) & 25(3) 0.40 18 0.69 0.39 0.25
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(M = 6.68, SD = 1.60) and then when used in conjunction with the DBF (M = 7.89,
SD = 1.29), a notable increase. Finally, subjects were asked a standalone question to
assess how effectively they thought they were at integrating ET data with the DBF data,
(M = 6.79, SD = 1.03).

Pilot Error Analysis. Errors identified by the subjects in profiles 1, 2 and 3 were
noted down in Phases 2 and 3. Across all subjects, 42 separate error types were
identified from a total of 93 individual observations, before the addition of ET data.
Errors included ‘not setting Missed approach alt’, ‘not checking approach lane prior to
line up’ or ‘Side Stick (SS) in wrong position at take-off’. After the introduction of ET,
23 additional error types were identified from a total of 88 individual observations.
Notably, from the 23 additional errors identified in Phase 3, only one was also captured
in Phase 2. Out of a total of 64 separate errors, 22 new errors (34.4%) were identified
with ET augmentation. The number of error observations in Phase 2 (M = 4.74,
SD = 1.58) was 11.3% of the Phase 2 total observations rising in Phase 3 (M = 5.84,
SD = 2.33) to 25.4% of the Phase 3 total. It could also be seen that every new error
identified could be directly attributed to the availability of additional ET data.

Pilot Action Analysis. Pilot actions that instructors reported not being able to see were
captured both before and after the introduction of ET from 52 individual observations.
A total of 15 separate actions were identified across all subjects before the addition of
ET data and 9 separate actions after the introduction of ET. Only 2 of the 9 actions
from Phase 3 were mentioned in Phase 2. From this we see that out of a total of 24
separate actions, 7 new actions (29.1%) were introduced following the ET augmen-
tation. Of the 15 separate actions ‘not seen by the instructor’ in Phase 2, 13 of the 31
observations (42%) would have been remedied by ET. Additionally, two subjects did
not consider that there were any actions that they did not see, although when they had
seen the ET they were able to identify some. In Phase 3, having seen the ET, there were
21 additional observations added, of which 7 actions ‘not seen by the instructor’ had
not previously been mentioned. This showed that following exposure to ET, instructors
further identified an additional 47% actions not seen. Of these, 71% would be solved
by ET.

Improving the Current Information Sources. Table 3 shows the methods that
instructors believed would increase the level of relevant information available to them,
as noted before the introduction of ET data. The actions highlighted orange are those
that ET would remedy, 45.5% of the total methods.

4 Discussion

ET has been successfully implemented in training before [9], however this study was
able to robustly support the hypothesis that ET made a significant difference to an
instructor’s identification of pilot errors in ground based flying training. This paper
does not attempt to address more specific outputs from ET data such as dwell time, lack
of fixations or random scan patterns. There has been much research on these subjects
and it is known that pilot weakness in these areas can be identified through ET. What
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appears to have been ignored is understanding whether instructors are able to process,
interpret and utilize this data; moreover, whether its integration within DBFs is
accessible and of positive benefit.

Challenging Pre-conceptions. Q6, 11 and 19 related to errors identified during
simulation. Whilst showing the subjects DBF data directly affected their opinion
relating to Q7, 12 and 20, this opinion had to be inferred when considering simulation –
this is discussed further under ‘ET as an instructional tool’. For Q6, 11 and 19, ratings
indicated that, even with the exposure to the DBF, subjects were content with their
assessment of their ability to spot errors. It was assumed that with the additional ET
exposure in Phase 3 and having noted down the considerable numbers of additional
errors that they missed in Phase 2, they would again reduce their rating assessment of
the errors they were able to identify. Instead, the Phase 3 mean stayed constant. This
demonstrates that the ET data exposure in the DBF did not alter the instructors’ pre-
conceptions of what errors they were able to identify in the simulator.

Q7, 12 and 20 related to errors identified using the DBF. Having conducted the
research it was ascertained that many of the subjects did not routinely use the DBF for
their instructional de-brief. For some, they were contractors that also instructed for
other companies. A DBF is a rare commodity and they only usually got access to one at
RAF Brize Norton. Others did not consider that the DBF added enough weight to a de-
brief to justify its setup and use. For these reasons, they were not practiced in its
functionality and refrained from using it. In conversation only around 5 (26%) of the
instructors stated that they used it regularly, notably those with more experience. As it
was known that so few instructors used the DBF to augment de-brief, it was necessary
to track their evaluation of its worth, both before and after seeing it in action. The mean
rating reduction of 0.48 between Phase 1 and 2, t(19) = 1.92, p = 0.07, indicated that
instructors felt they were now less able to identify errors, having just seen the DBF in
action. An explanation for this fall is that on exposure to the DBF and the excess of
information that is available, instructors felt unable to monitor all the data at once and

Table 3. Methods to improve information availability.

ObservationsMethods

1 Reproduce SS inputs on instructor screen 3 
2 Cameras at side of cockpit to monitor eye activity 2 
3 Cameras at side of cockpit to monitor SS activity 2 
4 Reproduce FMGC inputs on instructor screen 2 
5 Camera looking at pilot 2 
6 Eye tracking 2 
7 Ability to view body language 1 
8 Reproduce rudder inputs on instructor screen 1 
9 Knowing what the pilots are checking when responding 1 

10 1More camera angles
11 1Use of DBF to show NOTECH issues
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were thus prone to missing errors. By adding ET data, subjects’ mean rating score
increased from Phase 2 by 11.8%, to 84.7% of maximum rating, evidence that
instructors recognized and accepted missed errors that they had previously been una-
ware of. This strongly validated the positive effect that ET has in helping to identify
errors in training. When given the option to revise their Phase 2 rating, based on what
they now knew, Phase 1 to Phase 2 gave a statistically significant drop; t(19) = 4.01,
p = <0.05. This change demonstrated that the exposure to ET data significantly altered
the instructors’ preconceptions of what errors they were able to identify using the DBF.

Eye Tracking as an Instructional Tool. Instructors rated the use of ET as a stand-
alone instructional de-brief tool, when considering it to be the sole source of infor-
mation. This question assessed the value the subjects gave to the ET data. A 74% mean
rating response rose to an 88% when consideration was given to ET being used in
conjunction with the DBF i.e. Phase 3. It can be seen that instructors assessed that the
combination of both sources of data was a powerful training tool.

Instructor Error Awareness. It has been shown that the instructors’ awareness of the
limitations of the simulator and DBF are broadly aligned. In Phase 2 the number one
perceived issue related to SS input visibility. This problem, unique predominantly to
Airbus, was a contributory factor during the Air France 447 A330 crash, where neither
pilot could see each other’s SS, exacerbating a lack of awareness of their opposing
inputs [13]. Although not related to ET, it is interesting to note that detractors of Airbus
often cite the SS as being a negative of the cockpit design and the most high-profile
Airbus accident in the last few years was linked to an inability to see SS inputs. It is
quite possible that that this knowledge drives the SS issue to the forefront of
instructors’ minds. The issue with the most overall observations related to tracking of
gaze and scanning. Even before the introduction of ET data, the number of ‘cannot see
where eyes are looking’ observations, in addition to the many other associated eye gaze
issues, demonstrated that not being able to see what the trainee is looking at is a
concern within the instructor cadre.

Error Response. The unusual scenario of watching the DBF without first having sat
through the simulator profile presented some compelling data. Phases 2 and 3 exposed
all instructors to exactly the same profiles. In phase 2 the instructors were not able to
see the scanning and checking errors, therefore these was not necessarily their focus.
Their standard brief asked them to identify the recorded pilots’ compliance with SOPs,
leading them to seek other mistakes. During the pre-recording and despite their best
efforts, minor errors were made by the pilots in both setting up the flight deck and
performing the profiles. In Phase 2, each subject identified a mean of 4.74 (SD = 1.58)
out of a total of 42 errors, demonstrating that instructors seek different sources of
information when un-prompted. It shows that different things are important to different
people at different times. It is difficult to explain these varying foci however, they
would suggest that the multiple sources of information that individuals have exposure
to in their daily life have mentally primed them differently. They potentially have a
cognitive bias towards certain errors and hence seek them out when their attention is
not targeted elsewhere. Support for this came when interrogating actions that
instructors did not think they could see; their primary focus in Phase 2 was on the SS,
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potentially due to the Air France 447 accident twinned with Airbus’ use of a SS. From
the number of observations, we also see that in Phase 2, where there is no specific focus
to the error identification, the ratio of observations to separate error types is 2.21 to 1.
After the introduction of ET, where error identification becomes focused, the ratio of
observations to separate error types is 3.83 to 1. This clearly demonstrates that with
targeted training, we can align instructor focus and increase identification of error.

5 Conclusion

This research conclusively shows that using ET allowed instructors to spot increased
numbers of errors. As trainees look forwards in the simulator, their face generally
cannot be seen. When they incorrectly scan and poorly monitor their errors cannot be
spotted by an instructor if no subsequent failure or omission occurs. Integrating ET
information was considered challenging due to the additional volume of data however,
it is thought to significantly improve the DBF capability, creating additional training
opportunities for students. It also shown that if conducting training using the DBF, the
target of instruction must be focused otherwise error identification is random. ET’s key
advantage however, is that is measurably focuses and enhances instructor attention on
identifying checking, scanning, and monitoring errors. Observing the DBF, both with
and without ET augmentation, increases instructor understanding of what they are
unable to identify in both simulator and DBF. ET even changed their pre-conceptions
regarding the efficacy of their trainee monitoring, reducing their levels of false confi-
dence and educating them on how they could be better.
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Abstract. As revealed by the mishap causal factor statistics, flight crew error
was the most critical factor to affect the safe operation of large Unmanned Aerial
System (UAS). However, most research on this topic embedded their roots on
event-chain based accident model or even relied on textual descriptions to
discuss the risk mechanism leading to large UAS mishaps. It is hard for pre-
venting future losses of UASs in a systemic and efficient way, especially con-
sider the organizational context of flight crew error shaping factors. Based on the
System Dynamics approach, this study proposed to illustrate the risk mecha-
nisms that involve the interactions of organizational, flight crew and technical
system factors leading to operation accident of large UASs. It aims to explain
such risk interactions and helps to clarify why flight crew training always gained
a delayed safety benefits on crew error reduction, especially when UAS fleet
facing high mission tempos. This study also discusses the effect of flight crew
self re-learning process and safety commitments on UAS operation accidents.
Some Causal Loop Diagram (CLD) based conceptual models are established for
future quantitative SD stock-flow simulation which can be used as organiza-
tional risk assessment tools, when considering to evaluate the medium-long term
benefits of potential safety policy and management decision in the widely
spreading UAS operations.

Keywords: Large UAS operation � Risk interactions � Flight crew errors �
System dynamics

1 Introduction

Unmanned Aerial System (UAS) is constructed by the Unmanned Aerial Vehicle
(UAV), ground control station, data links and recovery & launch system [1]. Derived
from their military cousins, the usages of large UAS spread rapidly since 1990s (re-
ferring to the Category III specified by US DOD and FAA, the large UAS is the
category with the maximum take-off weight above 599 kg [2, 3]. Meanwhile, due to
the inherent advantages on low-cost compared to manned aircrafts, the civil large UASs
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have vast potentials for future development, such as coast guarding, geology exploring,
filed investigate, etc. According to statistics since 2010, the size of global civil UAS
market has grown to $100 billion and was growing year by year and the UAS regulator
and industry were considering the integration of large UAS into national airspace [4, 5].
However, according to the statistics of the US Office of the Secretary of Defense
(OSD) in 2003, the average Class A mishap rate per 100,000 h of the military UASs in
worldwide was an order of magnitude higher than the manned aircraft [6]. From 2004
to 2006, 20% of Class A mishaps (i.e., causing the total loss valued above $100 million
or causalities) of the US Air Force (USAF) can be attributed to the MQ-1 Predator fleet
which had 21 mishaps in total and 17 vehicles completely destroyed. Moreover, in the
single year of 2015, the MQ-1 Class A mishaps comprises about 57% percent of the
total Class A mishaps of the USAF and a growth acceleration of the scale can be seen.
Most importantly, the current safety level of civil UASs cannot satisfy the airworthi-
ness requirement of 1 Class A mishap per 100,000 h, which challenges the UAS safety
engineering in the future and attracted more attentions around the global.

In order to ensure the sustainability of aviation growth, researchers have been
conducting statistical analyses over aviation accident risk factors since 1990s, realizing
an overall safety trend: with the increasing of operation frequency and the accumula-
tion of operation time, the reliability of technical system was continuously improved,
which induced the accidents caused by human and organizational factors to become
more and more obvious. More importantly, this trend was more pronounced due to:
(1) the limited field of pilot view and spatial cognition have induced a large number of
flight crew errors, the ratio of this causal factor is 50% higher than in manned aircraft;
(2) the high-strength tasks have intensified the flight crew error to be one of the most
common causes of UAS accidents; (3) the handing transfer between flight crews (i.e.,
LRE/MRE) introduced risks on operation when considering the emergency treatment
[7, 8]. Facing this, theories on risk mechanisms involving non-technical factors were
raised and have been applied on the UAS accident analysis and safety improvement by
using the event-chain model as a framework, such as the Human Factors Analysis and
Classification System (HFACS) [9, 10]. HFACS has gained the benefits on decreasing
the aviation accident rate. Using the USAF MQ-1 Predator fleet as a case, after the
application of the HFACS in 2001, its Class A accident rate of cumulative 10,000 flight
hours changed from 43.9 (2001) to 8 (2011), however, it maintained a stable level of 7
to 8 thereafter. Such trend shows: although the probability-based risk theories truly
have the initial effects on risk reduction, their component-failure based view-point still
embedded roots in static and linear safety philosophy and can hardly address accident
causality involving interactive complexity (technical, organizational and human).
Meanwhile, some other researchers have made efforts to develop extension techniques
to investigate human reliability factors, such as Petri nets, Dynamic Bayesian Network
and statecharts [11]. However, these methods can not address the dynamic processes of
risk transferring, especially in human and organizational levels. With view of systems
theories, the development of working environment, process, and infrastructure that
enables the human factors considerations to support the success of operation in the
long-term and human factors sustainability is important especially in the field of
aviation.
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Properly understanding the risk interactions in UAS operation process requires first
understanding how and why this social-technical system migrate towards states of
increasing risk. By identifying these risk mechanisms in a causation model based way,
UAS operation organizations can better understand past accidents, monitor risk, and
decrease the likelihood of future losses by identifying UAS operation risk spectrum in
different levels. Moreover, in accident prevention, compared to those textual descrip-
tions as products of traditional UAS mishap investigation, such risk spectrum can be
developed as quantitative tools to evaluate the medium-and-long term benefits of
organizational safety investments.

2 Brief Overview of System Dynamics

Grounded on the theory of nonlinear dynamics and feedback control, System Dynamics
(SD) is a framework for dealing with dynamic behavior of complex system and also
draws on cognitive and social psychology, organization theory, economics, and other
social sciences [12]. In the field of system safety, system dynamics has been used as an
important supplement to analyze organizational accidents and proposed safety policy in
the field of aviation, astronautics and chemical industries [13–15]. Especially, in a view
of social-technical system, some researchers began to use SD for organizational acci-
dent analysis [16, 17]. SD helps to model the risk interactions of organization safety
with conceptual description, causation analysis and time-domain simulation tools. The
risk interactions can be described by the use of three basic SD modeling elements: the
reinforcing loop, the balancing loop, and the delay.

2.1 Reinforcing Loop

It refers to a particular behavior that encourages similar behavior in the future and it
corresponds to a positive feedback loop in control theory. As Fig. 1 shows, an increase

of Variable A causes a positive consequence in Variable B (A +⎯⎯→ B), as indicated
by ‘‘+”, which then also causes an increase in Variable A (i.e., R-loop). For an example
of positive consequences, the increase of training investment can improve the flight
skills of Launch and Recovery Element crew. The R-loop can also be applied to
negative consequences (i.e., indicated by ‘‘−”).

2.2 Balancing Loop

It exists when a particular behavior attempt to move from a current state to seek
balance. It corresponds to a negative feedback loop in control theory, as the B-loop (A-
C-B-A) in Fig. 1 shows. The driving force in the loop is the size of gap (i.e., Variable
B) between the goal (i.e., Variable A) and current value (i.e., Variable C). For example,
facing the gap between actual technical system reliability (it is limited by national
industrial level) and its goal (it is required in design specification), both the design
modification and emergency procedure revision (to deal with unexpected incident
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involving system failure or malfunction) will be promoted, which help to reduce such
gap and gain a relevant balanced UAS safety level.

2.3 Delay

It is used to model the time the actions need to take effect and may result in unstable
system behavior. It is indicated by a double line as shown by the relationship between

Variable C and B in Fig. 1 (i.e., C Delay (-)⎯⎯⎯⎯→ B). Caused by the delays, actions are

deemed unsuccessful prematurely to achieve expected results. For example, due to
flight crew mission experience needs time to accumulate, operation organizations
always obtain a delayed training benefit compared to their investments. It should be
noticed that delays can occur within both balancing and reinforcing loops.

2.4 Causality Loop Diagram

In this study, the critical risk interactions involving UAS development-operating-
maintenance (DOM) processes are modeled with the language of Causality Loop
Diagram (CLD) which is used as conceptual modeling tools in SD [12]. The rein-
forcing and balancing feedback loop (R/B) structure provides a framework for loop
dominance analysis which explains UAS operation risk mechanism. The data sup-
porting the establishment of CLD include:

(1) Engineering assumptions grounded in practical experience and accident investi-
gation related to DOM processes flaws.

(2) Organization behavior modes and safety features proposed in literatures reviews,
such as accident and risk models.

(3) Accessible UAS operation data, such as flight crew error specified in accident
statistics, training investment records etc.

In this study, VENSIM software developed by Ventana Systems is adopted to illustrate
the proposed CLDs due to this software provides convenient PLE version for educa-
tional and academic use. The detailed features of this software can be found in its
reference manual.

Fig. 1. Reinforcing loop, balancing loop and delay.
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3 Data Sources and Analysis Methods

3.1 Data Sources

The UAS have a broad spectrum of type and operation field. The early operation of
UAS was implemented by military planners to carry out reconnaissance and/or attack
missions. Thanks to UAS’s convenience and low-cost characteristics, the use of UAS
was rapidly expanding to more civil domains. They now have outnumbered military
UAVs vastly, with estimation of over several millions per year. However, the wide-
spread UASs threaten airspace security in numerous ways, including unintentional
collisions with population and other manned aircrafts. Beware of UAS’s convenience
and low-cost characteristics, the use of UAS was rapidly expanding to more civil areas,
such as disaster relief, environmental conservation, filmmaking or cargo transports, and
they now have outnumbered military UAVs vastly, with estimates of over several
millions per year. Indeed, in terms of quantity, most members in civil drone family are
quadcopter types or short scale fixed wing designs operated under direct visual line of
sight, which have relatively low impact energy and limited remote range. In contrast,
remained as an overarching concern for most Aviation Authorities worldwide, the most
significant risks to public safety come from the operations of those large UASs featured
by bigger size/weight, long-endurance, high speed and payload and the majority are
military types even derived civil types with similar configurations, such as the US Air
Force MQ-1 Predator series [18].

Based on those open sources, many causation analyses of large UAS accident were
implemented. For example, Tvarynas et al. found the frequency of human factors
mishaps of US military large UAS fleet was increasing, with data on UAS mishaps
during fiscal years 1994–2003 [18]. Nullmeyer et al. used the USAF MQ-1 Predator
Class A mishaps as a case study and derived flight crew training measures [7, 8].
Consequently, MQ-1 Class A mishaps attribute to human error (flight crew and
maintainer) decreased despite increasing numbers of mishaps overall. Especially,
USAF Sustainment Center generates mishap investigation reports for typical UAS for
every Class A mishap by fiscal year and by UAS type and provides results at varying
levels of granularity. Based on such detailed statistics, the safety records of the USAF
MQ-1 fleet were summarized in this study and the Class A mishap contributors from
FY 1996 to 2017 were specified as shown in Table 1 and 2. As an accessible case, it
provides the basic operation data for establishing a general model to describe the UAS
operation safety, emphasizing the flight crew error related risk interactions.

Table 1. USAF MQ-1 Class A mishap statistics by flight phase (FY 1996–2017).

Flight phase Take-off Climb Landing Cruise Approach Go-around

Proportion % 10.5 9.4 12.7 47.5 15.3 4.6
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3.2 Framework of Risk Analysis

As indicated by literatures and high-risk organization accident investigation reports,
human factors in aviation are a complicated concept including human physiology,
psychology (perception, cognition, memory, social interaction, error, etc.), work place
design, environmental conditions, human-machine interface and anthropometrics. It
can also be divided into individual factors and group cooperation factors (i.e., Crew
Resource Management, CRM). Based on the Swiss Cheese Model (SCM), the Human
Factors Analysis and Classification System (HFACS) has built a bridge between theory
and practice by accommodating human factors in aviation in a more systematic way
[9]. The model considers all aspects of human errors, including the conditions of
operators and organizational failures. It divides aviation accident related human factor
into four categories which form a hierarchical structure, namely Unsafe Acts, Pre-
conditions for Unsafe Acts, Unsafe Supervisions, and Organizational Influences. In this
study, to identified UAS maintenance safety related risk factors, the HFACS level is
adopted to determine the source of factors and the logic sequences beneath them, as
Fig. 2 shows. Moreover, we also consider the risks of technical system level in this
framework.

Table 2. USAF MQ-1 Class A mishap statistics by causal factor (FY 1996–2017).

Causal
factors

Propulsion
system
failure

Flight
control
system
failure

Data
link
failure

Flight
crew
error

Maintenance
personnel
error

Other
items

Proportion
%

24.3 8.5 7.9 27.8 25.4 6.1

Fig. 2. Factors identification framework for UAS operation risk analysis.
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In this table, the category item 3.3 and 3.4 represents the knowledge, skill and
attitudes of flight crew which determine the proficiency of maintainer when imple-
menting required tasks, e.g., replace system components following specified intervals
and technical procedures. Here the flight crew involve the Launch and Recovery
Element (LRE) and Mission Control Element (MCE) crews. Moreover, the category
item 4.1 Mistakes include two types, procedure and knowledge based mistakes. And
the category item 4.2 Skill-based Errors (derived from personal inability and poor
training benefits) and 4.3 Procedure violations also have their respective components.

This trend shows: although the probability-based risk theories truly have the initial
effects on risk elimination, their component-failure based view-point still embedded
roots in static and linear safety philosophy and can hardly address accident causality
involving interactive complexity. Of the more than 100 Class-A mishaps occurring
during the period of fiscal years 1996–2017, 47.5% happened in cruise phase and 28
mishaps involved flight crew errors. In fact, with the traditional statistics method of
accident causal factors, it is hard to distinguish the different failure causes rooting in the
flawed system design and/or inadequate operation activities. For example, An USAF
MQ-1B Predator met electrical malfunction on Aug. 22, 2012, which led to the crash of
the aircraft in a non-residential area in Afghanistan. The mishap investigation found the
mishap UAS experienced an electrical malfunction due to a dual alternator failure,
which began a chain of events that caused the aircraft to function solely on battery
power [19]. In this process, the MCE crew failed to apply a checklist procedure that
would have preserved more battery power. The MCE crew initialized an emergency
mission abort procedure and handled over the control to the LRE crew when the
recovery window opened, but the batteries were exhausted to the point where it was
impossible for the aircraft to reach the runway. For this mishaps, causal factors were
classified as belonging to both “propulsion system failure” and “flight crew error”. In
this term the causality revealed by the accident investigation was ignored and dis-
counted information that can provide valuable experience for further system design
modification and crew training improvement. In order to analyze the dynamic risk
interactions related to flight crew errors and especially the behavior shaping contexts,
the system dynamics approach is introduced to analyze the UAS operation risk
mechanisms in terms of conceptual feedback loops.

4 Conceptual Modeling of Risk Interactions

Based on the data source and proposed framework of UAS operation risk analysis in
Sect. 3, this section models the flight crew error related risk interactions with the
system dynamics approach. In order to present the derived CLDs clearly, the whole
model was divided as two views: (1) view of the emergency and organizational level,
which mainly involve the risk factors of Categories 1, 2 and 7 shown in Fig. 2; (2) view
of the crew resource and technical system level, which mainly involve the risk factors
of Categories 3 to 6 shown in Fig. 2.
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4.1 Emergency and Organizational Level

On the top level of large UAS operation risk dynamics model, the Emergency Level
(EL) represents the indicators of UAS safety and mission availability (e.g., mission
aborts caused by flight crew issues). In this level, some risk factors form the decision
base or activity goal for organization management so the factors in the Organizational
Level archetype (OL) are involved in one frame for better representation of their
interactions, as shown in Fig. 3. In this figure, four balancing loops (B1–B4) and one
reinforcing loop (R1) are identified. They can be categorized into three groups as
following:

(1) R1 (TL2-OL5-EL2-TL2) and B1 (OL5-EL1/EL2-TL2-OL5)
In this group, the critical node variables are TL2 and OL5. The reinforcing loop R1 take
over the loop dominance at the early phase of risk interactions. In this means, the
system failure induced mishaps in take-off and landing phases always occur at the
initial period of a certain UAS type’s service experience (i.e., mishap vehicle under
control of LRE crew can be observed with a dimension of mission sortie). If consid-
ering the interaction between flight crew and system failure, such situation will be
much worse. Meanwhile, the balancing loop B1 take over the loop dominance later on.
It means the contribution of mishaps in cruise phase appears with a delay.
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Fig. 3. UAS operation risk CLD model in the emergency and organizational levels
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(2) B2 (OL2-EL1-TL2-OL5-OL2)
Facing the increasing of system failures (EL1) in operation, the system reliability
problems (TL2) influence the mission tempo (OL5) and the organization always choose
to take risks to achieve scheduled mission duration. This explain the underlying cause
that how UAS mishaps may influence the availability of large UAS fleet in a long-term
vision.

(3) B3 (OL2-OL4-OL9-OL12-OL2) and B4 (OL9-OL11-OL9)
In this group, the critical node variables are OL9 and OL12. They describe the orga-
nizational activity that purchases new UAS to compensate the mission capacity affected
by UAS mishaps. Meanwhile, the organization also increase the scheduled mission
sorties (OL4) to compensate the mission capacity under reduced UAS quantity. The
reinforcing loop B3 explains such vicious spiral phenomenon which often appeared in
the USAF MQ-1 Predator UAS operation history and were revealed by some accident
investigation reports.

(4) B5 (TL2-OL5-EL3-TL2)
This balancing loop describes the source of hindsight safety efforts raised by organi-
zational accident investigation which plays an important role in connecting the com-
munication between UAS development and operation processes through the system
design modification, such as introduce fail-safe characteristics and improve component
quality in technical system level.

Under high mission tempo, the risk interactions between crew resource and tech-
nical level (this potential view is indicated by a grey block in Fig. 3) play an important
role in determine the UAS mishap number (EL3), which also establish the internal
relationships among the whole social-technical system carrying out the UAS operation
process. More importantly, as the core factor in the view of this level, the variable
“Mission Duration of Each Sortie (EL5)” is adopted to reflect the actual task load of a
single UAS, which defined the fuzzy term “mission tempo” in a quantitative way and
made the potential SD simulation possible instead of a general textual description.

4.2 Crew Resource and Technical System Level

In this level, the risk interactions between crew resource (HL) and technical system
level (TL) are focused. This CLD modelled their causations in two aspects: (1) the
experience formation process effects of flight crew; (2) the mechanism of risk factors
inducing flight crew errors. As shown in Fig. 4, two balancing loops (B1–B2) and four
reinforcing loops (R1–R4) are identified. They can be categorized into two groups as
following:

(1) B1 (HL6-TL4-HL6) and B2 (HL1-HL8-EL4-HL4-HL1)
This group induced the balancing loop B1 to model the variation process of flight crew
population in a simplified way. As the goal of this loop, the flight crew employment
requirement (HL7) is determined from the mission tempo (EL4, its definition has been
described above). Meanwhile, the population gap enforces the organization to employ
more flight crew trainer (HL3) to ensure the crew proficiency. Whether the flight crews
can get adequate training resource determines their average experience which is also an
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important indicator to evaluate a UAS fleet’s operation training investment. Moreover,
the contributors for the flight crew experience formation involve not only the formal
personal training but also the mission learning behavior occurring in routine and
emergency tasks, such phenomenon on personal knowledge and skill variation has
been discussed extensively in job-training relevant researches [20]. It explains why the
accumulation of flight crew experience always presented a delay process compared to
the training investment.

(2) R1 (EL3-HL2-HL11-EL9) and R2 (TL2.1-TL3-TL2.1)
Similar to the risk dynamics in the system technical level, the accident investigation
(OL6) can also enforce the revision of operation procedure (HL12) with a delay process,
but such procedure modification can also reduce the familiarity of flight crew on current
tasks. The loop dominance between the B1, B2 and R1 loops determines the actual
experience level of flight crew with a dynamic view. The reinforcing loop R2 illustrates
such phenomenon. Meanwhile, this study uses a simplified model to describe the
system failure interactions, such as the loss of electric power supply (e.g., engine
failure) always induced the failure of data communication and initialize a lost link
profile which always jeopardize the flight crew’s routine operation, when the backup
battery exhausted simultaneously.

(3) R3 (HL9-HL13-EL4-HL9) and R4 (HL1-HL8-HL11-HL12-HL1)
This group models the effects of flight crew experience on the emergency level indi-
cators of UAS operation process. This reinforcing loop R1 describes how the safety
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commitments formed under mission tempo and mission training affect the MCE crew’s
decision on recovery the UAS vehicle in advance when encountering system failure
symptom. In fact, this is often called active safety acts but always affects UAS mission
accomplishment. In contrast, the flight crew might also choose to ignore such failure
single to implement scheduled tasks against the risk of catastrophic system failure
when the mission tempo is high. What strategy they will adopt often depends on the
dominance of their safety commitment in their mind. Meanwhile, the reinforcing loop
R2 explains the risk mechanism that when possessing known system failure mode, the
positive risk perception of flight crews helps them to solve the emergency issues and
maintain the operation risk under an acceptable level.

5 Conclusion

Regarding the operation safety of large UASs is an emergency property of the social-
technical system which performs the UAS operation processes, this study introduces a
conceptual modelling approach to describe the risk interactions involving the effects of
flight crew errors on large UAS operation safety. Based on the proposed HFACS
framework for human error identification and learning from the mishaps of previous
UAS types especially USAF MQ-1 Predator fleet, the proposed causal loop diagrams
integrate the risk factors involving organizational, fight crew source and technical
system dimensions rather than identifying static accidental factors in textual way
without considering the dynamic interaction and time sequences between those factors.

The proposed model make some important findings indicated in UAS accident
investigations easy to understand: the operation procedure modification derived from
UAS accident investigation may introduce adverse effects on flight crew experience
and it is the reason why such hindsight may suppress safety benefits of the training
investments. Moreover, due to the multiple delay links between flight crew employ-
ment requirement and average crew experience, the relationship to characterize their
causation is non-linear, which influences the operation organization’s decision-making
on crew resource and contributes to the potential human error shaping context.

The analysis on proposed models emphasize that the variation trends of loop
domination can explain the risk interactions of UAS operation. The operation risk
depends both on the technical system failure and flight crew experience gained through
job training and self re-learning in missions. Increasing scheduled mission sorties and
durations are always the instinctive response of the organization to cope with the UAS
mishaps, considering the low operation cost features of UAS compared to manned
aircrafts. Such mission tempo can always affect the safety commitments of flight crews
when they encounter emergency conditions in operation. Those conceptual models on
flight crew error related risk interactions provide a baseline for future quantitative SD
stock-flow simulation which can be developed to organizational risk assessment tools,
when considering the evaluation of medium-long term benefits of potential safety
policy and management decision in the widely spreading UAS operations.
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Abstract. Flight crewmembers utilize checklists during typical phases of flight,
which may also encompass non-normal conditions. Written English language on
checklists combined with crew alerting can be used by flight crewmembers to
read and comprehend system related issues, and respond to system conditions on
the flight deck. Design and integration of English language on checklists and
alerting systems should provide information that can be utilized for flight
decision-making purposes. English language can be challenging for English as-
a-second language flight crewmembers. Review of literature suggests that ESL
adults experience fundamental challenges with reading and interpreting written
English language text corpora based on their background knowledge, English
language proficiency, and contextual use of written English language in airline
operations. This paper provides a survey of ESL flight crew performance issues
when they use checklists and alerting systems during non-normal conditions.
Survey results indicated that flight crewmember use of written English language
checklists has an impact on their performance in airline operations. Design and
integration of written English language on checklists and alerting systems were
factors leading to ESL flight crewmember procedural divergence and misun-
derstandings. Flight crewmembers’ metacognitive strategy use, background
knowledge, and their English language proficiency (reading comprehension
level), were factors that impacted their performance and flight safety. Future
studies should focus on ESL flight crewmember use of written English language
on checklists and alerting systems and impact on flight crewmember perfor-
mance in airline operations.

Keywords: Lexis � Human performance � System safety � Flight deck �
Crew station design � Cognition

1 Introduction

English language can be considered challenging to read and interpret by adults in
various sociotechnical environments. English as-a-second language (ESL) adult read-
ing comprehension has the potential to be impacted by design and integration of written
English language vocabulary words on alert and information systems. Adult English

Note: Literature Review, Methods, and Discussion sections are from Sevillian (2017).
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language proficiency can also be a factor that influences their performance, which may
impact ESL adult ability to read and understand word meaning. In the maritime
industry, ESL seafarer’s misunderstandings while they read and comprehended English
language led to accidents (MAIB 2005). These accidents were related to seafarer’s
ability to read and understand vocabulary words on operational safety documentation.
Aviation industry has indicated use of technical information by ESL crewmembers is
also challenging, especially when using documentation in an operational environment.
Drury and Ma (2003) found that maintenance personnel experience difficulties reading
and comprehending safety information related to tasks. On the flight deck, use of
written English language by ESL flight crewmembers has been noted as a factor
influencing their performance. According to IAC (2013), ESL flight crewmember
ability to adequately read and understand operational procedures and complex
vocabulary words/sentence structure can negatively impact ESL flight crewmember
competency when they read English language. After the airplane crash investigation of
Tatarstan Airlines, the Interstate Aviation Committee (IAC) found that flight
crewmember English language proficiency was a factor that influenced the crash.
Particularly, the accident investigation team found that the Russian civil aviation
authority did not levy requirements for Russian flight crewmembers to read and
understand English language, with adequate proficiency levels (IAC 2015). The
investigation also revealed that the International Civil Aviation Organization (ICAO)
needed to update their English Language Proficiency Requirements (ELPRs) to include
reading proficiency in English language. Current ICAO ELPRs address communication
when using radiotelephony and ICAO phraseology. A previous aircraft accident in
2012 involving an ATR-72 VP-BYZ indicated a need to design and integrate written
English language on operational manuals clearly (IAC 2013). The accident indicated
that flight crewmember proficiency levels (ICAO ELPRs) are not the only requirements
for proficiency. Flight crewmember reading comprehension of English language is a
critical element that can impact their English language proficiency. Furthermore, IAC
(2015) report indicated that English language vocabulary words and structure are
ambiguous and can lead to misunderstandings. It was indicated that certain flight
control procedures followed by flight crewmembers were misunderstood, which was a
factor that led to the accident. Finally, the report concluded that flight crewmember
English language proficiency was not adequate when they read flight manuals (e.g.
Flight Crew Training Manuals), and their proficiency was found to be less than ade-
quate during training.

Western built flight decks are designed to provide alerts and procedures that assist
flight crewmembers with decision-making. Goal of designing alerts and procedures is
to provide alert style and procedural guidance that corresponds to flight crewmember
tasks on the flight deck (e.g. Quick Reference Handbook). Essentially, written English
language should be designed and integrated with appropriate format, so that infor-
mation can be used effectively by crewmembers to complete assigned tasks. According
to Barshi et al. (2016), there are four aspects to consider when designing and inte-
grating English language on checklists. These aspects are as follows: (1) consistent
utilization of vocabulary words, (2) common word meaning, simple syntax (3) acronym
and abbreviation use (4) appropriate vocabulary word use. Consistent utilization of
vocabulary words is the process of using common wording on the flight deck. This
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provides crewmembers with ability to understand checklist information alongside flight
deck terminology. Use of common word meaning provides flight crewmembers with
ability to shape their mental model regarding vocabulary words used for particular
tasks. Simple syntax can allow flight crewmembers to read and comprehend infor-
mation in a timely manner. Acronyms and abbreviations are used often on crew alerting
and information systems, but they should only be used when flight crewmembers are
familiar with the terminology. For example KT is ‘knots’ and FL is ‘flight level’. An
example of an acronym is mode control panel ‘MCP’. Confusion can occur between
flight crewmembers if abbreviated forms of words and acronyms are used inappro-
priately. Use of appropriate vocabulary words is related to ensuring proper use of
aviation English is standardized on alerts and operational documentation. In other
words, information should be clear, concise, and provide the operator with the ability to
make informed decisions. Words that are complex to read and understand may impact
flight crewmembers’ ability to respond to an alert action. Formatting written English
language is also a factor that can influence flight crewmember performance on the flight
deck. Barshi et al. (2016) indicated that conditional statements and implementation of
warnings and cautions should be designed and integrated on checklists appropriately.
Conditional statements often contain words that provide emphasis on actions that need
to be completed. On the flight deck, non-normal procedures contain conditional
statements that are used by flight crewmembers to determine crew actions needed to
resolve issues related to system operations. Conditional statements should be structured
in a format that is comprehensible for the user.

Considering previously discussed industry issues related to flight crewmember
interaction with English language on the flight deck, what is the impact on ESL flight
crewmember ability to read and comprehend written English language during non-
normal conditions? What types of written English language impact ESL flight
crewmember performance on the flight deck? What is the impact of flight crewmem-
bers’ English language proficiency on their ability to read and comprehend English
language on the flight deck? What types of metacognitive strategies do flight
crewmembers utilize while reading English language? These questions will be
answered throughout literature review analyses and discussions, as well as throughout
the researcher’s study.

2 Literature Review

Research on human capabilities and limitations on the flight deck has provided the
aviation/aerospace industry with an abundance of data, which has focused on ensuring
the flight crewmembers have clear mental models on use of different types of infor-
mation on the flight deck. As information on the flight deck is provided in different
forms, it is important that design and integration of written English language on
alerting and information systems (e.g. Electronic Centralized Aircraft Monitor
(ECAM)/QRH) is consistent with flight crewmember expectations. Consistency in text
corpora design, vocabulary word use, text genre, and sentence syntax are some factors
that have the potential to impact ESL flight crewmembers reading comprehension
performance. Following literature review provides an overview of factors that can lead
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to ESL adult misunderstandings when they read and comprehend English language.
The review also provides and understanding of how misunderstandings can impact
ESL adult performance in various sociotechnical environments.

According to Nielsen-Bohlman and Institute of Medicine (2004), ability to read and
understand English language requires adults to have adequate knowledge, skills, and
abilities (KSAs) when reading and comprehending English language. Adults should
also have adequate proficiency when reading and comprehending English language.
Adult proficiency in English language can lead to adequate reading comprehension
performance. Yildiz-Genc (2009) indicated that ESL adults experience difficulties with
reading and comprehending English language. Syntax, word meaning, and text genre,
are just some of the factors that influence ESL adult ability to reading and comprehend
English language. What processes or metacognitive strategies do ESL adults utilize to
read and understand English language? Metacognition is operationally defined as the
way in which an individual understands their cognitive processes. Metacognition helps
individuals organize their thoughts/ideas to assess a situation or condition. A study
conducted by Yildiz-Genc (2009) utilized 15 ESL adults with intermediate English
language proficiency. No time constraint was levied on ESL adults and they used
bottom-up and top down strategies to read and comprehend English language. Bottom-
up strategy considers how an ESL adult may comprehend information considering a
linear text flow. Decoding syntax a feature of bottom up strategy that can be used to
decode information in a sentence. Adult English language proficiency and vocabulary
knowledge is a factor that influences their ability to read and understand English
language. Use of top down-strategy by ESL adults enables them to use previous
knowledge to read and understand information in sentence syntax. Adults may use
background knowledge of information to help them throughout the reading compre-
hension process. Results from Yildiz-Genc’s (2009) study indicated that when ESL
adults used bottom up strategies to read and comprehend English language, vocabulary
word meaning challenged them, and they used previous sentences to interpret and
connect their ideas to understand information they read. Adults also translated words,
sentences, and phrases to understand sentence meaning. Furthermore, they re-read
information to help them interpret information in sentences. Finally, top down pro-
cessing was used their background knowledge to understand sentence meaning and
vocabulary words. Hammadou (1991), Lin and Chern (2014) have also indicated that
ESL adult use background knowledge understand information in sentences. A study
conducted by Fatemi et al. (2014) focused on understanding the effects of ESL adult
reading comprehension when they used top down and bottom up strategies. Eighty ESL
adults were utilized for the study and each participant was proficient with written
English language. The 80 adults were split into two groups (top down strategy/bottom
up strategy cognitive styles). Results indicated that participants that used bottom up
strategy performed better than participants using top down strategy. These results are
likely due to the differences in cognitive reading style. Participants that used top down
strategy did not comprehend text in the same way as participants using bottom up
strategy. Participants that used bottom up strategy were accustomed to using decoding
methods to critically analyze text versus participants that used top down strategy,
which were accustomed to using their background knowledge to assess reading and
comprehension of information.
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Overall, Yildiz-Genc’s (2009) and Fatemi et al. (2014) studies reveal that strategy
use by ESL adults can be helpful when they read and comprehend English language.
Depending on the type of strategy utilized, adults may perform differently based on
their ability to read and comprehend information. Adult English language proficiency is
a factor that influences type of strategy that adults may utilize. Previously discussed
theories could be a potential influence on how ESL flight crewmembers perceive and
process English language, through use of strategies. The type of strategy flight
crewmembers use could potentially impact their ability to perform when responding to
crew alerts and using QRH checklists. Next section provides an overview of how text
genre influences adult understanding of information.

Text genre can be a factor that influences ESL adult ability to read and comprehend
text/text corpora. Abdul-Hamid and Samuel (2012) studied the impact of scientific text
(text related to specific subject matter) on adult reading comprehension. Participant
English language proficiency levels were proficient or less than proficient. Overall goal
of the study was to determine if reading difficulty was observed between participants
when they read two different types of scientific texts. Participants had background
knowledge of the texts they read, however there were text corpora that had a percentage
of vocabulary words that had the potential to be unfamiliar to participants. First text
contained 592 words and the other text contained 744 words. Academic words and
scientific words were observed combined in each of the texts. Academic words can be
more common in text and are part of the Academic Word List (AWL) rather than
scientific words. Scientific text/technical text can be found in information that is
specific to a particular industry (i.e. nuclear industry). Participants highlighted words
they were unfamiliar with in the text they read. Omission of words was observed in the
study as well as re-reading text for reading comprehension purposes. Results indicated
that participants’ proficiency level could have been a factor that led to their difficulties
reading text. Park (2010) focused on a study that measured the effects of expository text
(cause and effect) on ESL adult reading comprehension. The study contained 115
participants and they were studying English language for academic credit, with a focus
on engineering and science. All participants had approximately 10 years of experience
with using English language, and many of the participants had experience with English
language in different regions of the globe such as United States of America. Many
participants self rated themselves as having adequate knowledge of English language
and some indicating somewhat adequate knowledge of English language. When par-
ticipants self rate their English language proficiency it can provide details on how they
interpret English language and challenges they may experience (Yeh and Genter 2005).
Results from Park’s (2010) study indicated participants had strong use of metacognitive
strategies when they read expository text with a technical emphasis versus novel text.
Participants highlighted text and re-read text for reading comprehension purposes.
Rouhi et al. (2015) and Storch (2001) indicated that highlighting information in
expository text is an indication that the ESL reader understands the structure (cause and
effect). They also indicated that background knowledge in the subject is important
when reading expository text. There was also a low-cohesion factor (explanations are
less perceptible in the structure of text) in novel text rather than expository text.

Overall, Abdul-Hamid and Samuel (2012) and Park (2010) provide evidence that
text genre can influence reading comprehension. Studies also revealed that when adults
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self rate themselves on their English language proficiency, this is an adequate indicator
of their proficiency level. Adult experience with use of English language and
metacognitive strategies are indicators that explain adult reading comprehension abil-
ities. Previously discussed studies reveal the need to further research effects of ESL
flight crewmembers use of crew alerting systems and QRH checklists during non-
normal conditions. There is a potential that text genre could be different on QRH
checklists, and flight crewmember ability to understand different types of text genre
may influence their reading comprehension performance. For example, what is the
impact to flight crewmembers that do not have adequate experience with use of English
language on alert systems and QRH checklists? Does their proficiency level impact
their ability to read and understand English language on alert systems and QRH
checklists? These factors will be further discussed in the researcher’s study.

You (2009) developed a study that focused on ESL adult ability to read and
comprehend information on computer screens versus paper format. Two texts that were
familiar and unfamiliar were utilized for the experiment design. Participant proficiency
levels were low, medium, or high. Text length was 340 words and each of the readings
was expository text genre. Results indicated that participants performed satisfactory.
Participant background knowledge was better when they read English language from
paper rather than computer screen. Participants were more accustomed to reading
information on paper and using metacognitive strategies rather than on computer
screen. Participants with medium and high proficiencies performed better reading text
in the same format, rather than participants that read text in a different format. A study
conducted by Park et al. (2014) focused on English language abbreviations. Seven
participants from different regions of the globe had an English language proficiency of
satisfactory. Two participants had technical background knowledge, while the other
participants had academic/business knowledge. Participants had experience using
English language in the United States and had knowledge of the text they read. Results
indicated that acronyms were difficult to read and background knowledge was used to
understand acronyms. Participants also utilized dictionary sources to understand the
acronyms.

You (2009) and Park et al. (2014) studies indicate that text length and abbreviated
text have an impact on how well ESL adults read and understand English language.
Adult proficiency levels and technical background knowledge are factors that also
influence how well adults read and interpret English language. Both authors indicated
that use of metacognitive strategies by adults is influenced by level of English language
proficiency. On the flight deck, ESL flight crewmembers use alert systems and
checklists; therefore vocabulary words and checklist items should be adequately
designed so they may be interpreted well by flight crewmembers. As many flight
crewmembers may use background knowledge of English language from training or
experience using English language, design and integration of information on checklists
and alert systems must be written so they are understood from a variety of flight
crewmembers with different linguistic backgrounds.

The literature review provided an overview of factors that influence ESL adult
ability to read and understand written English language in socio-technical
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environments. Design and integration of English language has potential to impact adult
performance. In particular, background knowledge of text is a factor that impacts adult
ability to read and understand information. Adult proficiency level influences
metacognitive strategy use and amount of metacognitive strategies utilized to read and
interpret information. The type of words used in text corpora (i.e. academic words,
technical words), influence adult reading and comprehension of information. On the
flight deck, ESL flight crewmembers English language proficiency level, background
knowledge, metacognitive strategy, variation of strategies utilized, and experience
using English language, can influence how well flight crewmembers read and interpret
information. It can also impact how they respond to non-normal conditions on the flight
deck. The next sections provide an overview of the impact of ESL flight crewmember
use of written English language on the flight deck.

3 Methods

A qualitative research study was conducted with 19 ESL flight crewmembers. Term
flight crewmember is also known as roles captain/first officer. Each flight crewmember
had experience flying large transport category aircrafts, such as the Embraer Regional
Jet (ERJ). Flight crewmembers had Air Transport Pilot (ATP) ratings. All flight
crewmembers had experienced with English language throughout their initial schooling
(e.g. grade school) and secondary school—college education. For the purposes of this
study, flight crewmembers’ English language experience was considered background
knowledge. The ICAO ELPRs level ratings were between four and six. Level four is
considered operational use of English language and level six is more the satisfactory
use of English language. Even though flight crewmember ICAO ELPRs level ratings
are related to flight crewmember communication while using radiotelephony, the data
was collected to understand influences that may impact flight crewmember background
knowledge of English language. Flight crewmember reading comprehension levels
were collected to understand how well they read and comprehend written English
language. Each of the 19 flight crewmembers rated themselves on their general use of
English language (command of English language in non-socio-technical environ-
ments), and proficiency when they read and comprehend written English language on
alerts and the QRH on the flight deck (i.e. technical information on the flight deck).
Flight crewmember proficiency levels were considered Reading Comprehension Levels
(RCLs). Flight crewmember proficiency levels were either rated as low-intermediate
(L-I), intermediate (I), or high-level (H). Low-intermediate English language profi-
ciency indicated flight crewmember understanding of English language was adequate,
but they had issues with sentence syntax and words. Flight crewmembers with
intermediate-level proficiency indicated they required more knowledge of English
language. Flight crewmembers with High-level English language proficiency indicated
they were comfortable with reading and comprehending written English language. The
following demographics were provided for the study (Tables 1, 2 and 3):

290 D. B. Sevillian



Most flight crewmembers country of origin was Brazil. Second most frequent
country of origin was Ecuador, followed by Jordan. Trinidad, United States of America
(USA), Bulgaria, and Colombia were also flight crewmembers country of origin.
Average age was 36 years old. Flight crewmembers most common spoken language
was Spanish, Arabic, Portuguese, Caribbean dialect, and Bulgarian. The researcher led
face-to-face interviews with 19 flight crewmembers. Data from interviews was

Table 1. Flight crewmember Demographics (N = 19)

Demographics Pilot 1 Pilot 2 Pilot 3 Pilot 4 Pilot 5 Pilot 6 Pilot 7 Pilot 8

Country of origin Ecuador Ecuador Ecuador Ecuador Brazil Brazil Ecuador Trinidad

Age 53 32 43 29 34 50 37 51

Airline years of
experience

15 8 11 4.5 10 6 10 8

Native language
spoken

Spanish Spanish Spanish Spanish Portuguese Portuguese Spanish Caribbean
Dialect

English language
learned/country

Grade
School/
Ecuador

Grade
School/
Ecuador

Grade
School/
U.S.

University/
U.S.

University/
South
America

University/
U.S.

University/
U.S.

University/
Trinidad

ICAO ELPR level Level 6 Level 6 Level 6 Level 6 Level 4 Level 4 Level 5 Level 6

Self-rated English
language RCL
(General use of
English language)

I-Level I-level I-Level I-Level I-Level H-Level H-Level H-Level

Self-rated RCL:
English language on
crew alerting systems
and QRH checklists

I-Level I-Level H-Level L-I Level L-I Level H-Level I-Level H-Level

Table 2. Flight crewmember Demographics (N = 19)

Demographics Pilot 9 Pilot 10 Pilot 11 Pilot 12 Pilot 13 Pilot 14 Pilot 15 Pilot 16

Country of origin Brazil Brazil Brazil Brazil Jordan Jordan Jordan Jordan

Age 36 28 45 41 32 25 38 28

Airline years of
experience

12 6 17 11.5 3 2 13 3

Native language spoken Spanish Spanish Spanish Spanish Arabic Arabic Arabic Arabic

English language
learned/country

Grade
school/
secondary/
U.S.

Secondary
school/
U.S.

Secondary
school/
U.S.

Secondary
school/
U.S.

Pre-
school/
Jordan

Pre-
school/
Jordan

Pre-
school/
U.S.

Pre-
school/
Jordan

ICAO ELPR Level Level 4 Level 4 Level 4 Level 4 Level 5 Level 5 Level 6 Level 6

Self-rated English
language RCL (General
use of English language)

I-Level I-Level I-Level H-Level H-Level H-Level H-Level H-Level

Self-rated RCL: English
language on crew alerting
systems and QRH
checklists

L-I level L-I Level H-Level L-I Level H-Level H-Level H-Level H-Level
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recorded, coded, and themes were established based on the data. Researcher developed
a questionnaire to collect data on flight crewmember performance when they read and
comprehend information on alert systems and QRH checklists. Questionnaire focused
on flight crewmember self rated reading comprehension proficiency levels, background
knowledge of English language, and metacognitive strategies flight crewmembers
utilized when they read and comprehend English language on alerting systems and
QRH checklists. Follow-up discussions between the researcher and flight crewmembers
were conducted. Researcher’s coding method will be described in a future section.

4 Limitations

Information collected from surveys was generic to alerting systems and QRH check-
lists. The study did not measure flight crew performance, with respect to their ability to
interpret vocabulary words and text genre, and measurement of workload when they
read and comprehend written English language. These types of variables limited the
scope of the researcher’s study.

5 Coding Method

Researcher utilized a transcription template that consisted of coding information col-
lected from interviews held between the researcher and flight crewmembers, and
questionnaires that flight crewmembers completed. Coding schema was related to flight
crewmember demographics, related to their ability to read and comprehend English
language, background knowledge, English language proficiency (reading comprehen-
sion level), metacognitive strategies, crew alerting design/integration factors, and QRH
checklist design/integration factors. Flight crewmember performance and flight safety
related impacts were also coded.

Table 3. Flight crewmember Demographics (N = 19)

Demographics Pilot 17 Pilot 18 Pilot 19

Country of origin Colombia U.S. Bulgaria
Age 22 26 37
Airline years of experience 4 1 4
Native language spoken Spanish Spanish Bulgarian
English language learned/country University/

U.S.
Pre-school/
U.S.

Pre-school/University as
exchange student in U.S.

ICAO ELPR Level Level 5 Level 5–6 Level 6
Self-rated English language RCL
(General use of English language)

I-Level I-Level H-Level

Self-rated RCL: English language
on crew alerting systems and
QRH checklists

I-Level I-Level H-Level
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6 Inter-rater Reliability

Researcher consulted two flight systems experts to review coding from interviews and
questionnaires. Their background was in system safety and ESL flight crewmember
performance. Experts used the previously discussed coding schema to determine if they
could code information from the interviews and questionnaires and determine level of
agreement. Results showed that there was substantial inter-rater reliability (k = 1).

7 Results

Results from the interviews and questionnaires indicated flight crewmembers noted
several challenges with their ability to read and comprehend information on alert and
information systems. High percentage of flight crewmembers indicated they use
metacognitive strategies to read and interpret English language on alert systems and
QRH checklists. Flight crewmembers noted that when they read and comprehend
information on QRH checklists/alert systems together to solve system errors on the
flight deck, their reading comprehension was negatively impacted. Flight crewmembers
also indicated flight safety was impacted as a result of their ability to read and com-
prehend information on alerts and QRH checklists. Next results provide a review of
flight crewmember self rated RCLs (proficiency levels), including their general use of
English language and use of English language on alert systems and QRH checklists.
Additionally, flight crewmember background knowledge factors, vocabulary
words/text genre knowledge, metacognitive strategies use, and proficiency level results
are provided (Table 4).

Flight crewmembers had a variety of written English language proficiency levels
with respect to their RCL of general English language, alerting systems and QRH
checklists (Table 5).

Table 4. English language proficiency factors

Description Flight crewmembers
percentage

Self rated English language proficiency RCL of general use of
English language (L-I)

0/19 (0%)

Self rated English language proficiency RCL of general use of
English language (I)

10/19 (*53%)

Self rated English language proficiency RCL of general use of
English language (HL)

9/19 (*47%)

Self rated English language proficiency RCL of English language
on crew alerting systems and QRH checklists (L-I)

5/19 (*26%)

Self rated English language proficiency RCL of English language
on crew alerting systems and QRH checklists (I)

5/19 (*26%)

Self rated English language proficiency RCL of English language
on crew alerting systems and QRH checklists (HL)

9/19 (*47%)
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Flight crewmember ICAO proficiency levels were between 4–6. All flight
crewmembers had an ATP certification and years of experience using alerting systems
and QRH checklists. Flight crewmember English language experience was different
with respect to institution type and western/non-western regions (Table 6).

Flight crewmembers had experience with vocabulary words and text genre back-
ground on alerting systems and QRH checklists (Tables 7 and 8).

Table 5. Flight crewmember Background knowledge factors

Description Flight crewmembers
percentages

English language-ICAO ELPR Level 4, 5, 6 19/19 (100%)
Preliminary School (Grade School) non-western region experience
reading and speaking English language

3/19 (*16%)

Preliminary School (Grade School) western region experience
reading and speaking English language

7/19 (*37%)

Secondary School (University) non-western region experience
reading and speaking English language

0/19 (0%)

Secondary School (University) western region experience reading
and speaking English language

9/19 (*47%)

ATP Certification (ability to read English language) 19/19 (100%)
Airline years of experience using crew alerting systems and QRH
checklists

19/19 (100%)

Table 6. Flight crewmember Vocabulary Words/Text Genre Background knowledge factors

Description Flight crewmembers
percentage

Knowledge of English language text genre on crew alerting
systems (e.g. technical text)

19/19 (100%)

Knowledge of English language text genre on QRH checklists (e.g.
technical text)

19/19 (100%)

Knowledge of English language elements on QRH checklists (e.g.
typographical elements)

19/19 (100%)

English language experience with conditional statements on QRH
checklists (e.g. structure, noticing)

19/19 (100%)

Background knowledge of abbreviations/acronyms (e.g. short form
and/or long form)

19/19 (100%)

Background knowledge of text format on crew alerting systems and
QRH Checklists (e.g. authentic, elaborated, or short text)

19/19 (100%)

ATP certification (knowledge of crew alerting systems/QRH
checklists)

19/19 (100%)

Background knowledge of vocabulary word type on crew alerting
systems

19/19 (100%)

Background knowledge of vocabulary word type on QRH
checklists

19/19 (100%)
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Table 7. Flight crewmember metacognitive strategy use and proficiency level factors

Description Flight
crewmembers
percentage

Flight crewmembers
English language
proficiency and
percentage (RCL
proficiency general
English language)

Flight crewmembers
English language
proficiency and
percentage (crew alerting
systems and QRH
checklists RCL
proficiency)

Re-reading text 10/19
(*53%)

*32% I-level;
*21% H-Level

*21% I-level; *21%
L-I level; 11% H-level

Paraphrasing text 0/19 (0%) N/A N/A
Underlining text 2/19 (*11%) *11% I-Level *11% L-I Level
Referencing other
Resources to clarify
information (e.g.
dictionary)

1/19 (*5%) *5% H-Level *5% H-Level

Highlighting text 1/19 (*5%) *5% I-Level *5% L-I Level
Translating written
English language into
ESL flight
crewmembers native
language

4/19 (*21%) *5% I-Level;
*16% H-Level

*5% I-Level;
*16% H-Level

Reverting back to
native language to read
English language

4/19 (*21%) *21% I-level *5% I-Level;
*16% H-Level

Reading aloud text on
flight deck

2/19 (*11%) *5% I-Level;
*5% H-Level

*11% H-Level

Table 8. Flight crewmember metacognitive strategy use and proficiency level factors continued

Description Flight
crewmembers
percentage

Flight crewmembers
English language
proficiency and
percentage (RCL
proficiency general
English language)

Flight crewmembers
English language
proficiency and
percentage (crew
alerting systems and
QRH checklists RCL
proficiency)

Monitoring
reading
comprehension

1/19 (*5%) *5% H-level *5% H-level

Taking notes 2/19 (*11%) *11% I-level *11% L-I level
Breaking apart
sentences

3/19 (*16%) *11% I-level;
*5% H-level

*5% L-I level;
*11% H-level

Bottom up strategy
(decoding text)

3/19 (*16%) *5% I-level;
*11% H-level

*5% I-level;
11% H-level

(continued)
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Flight crewmembers utilize different metacognitive strategies to read and com-
prehend written English language. Flight crewmember metacognitive strategy use and
English language proficiency levels were different when they read and interpret written
English language (Tables 9 and 10).

Table 8. (continued)

Description Flight
crewmembers
percentage

Flight crewmembers
English language
proficiency and
percentage (RCL
proficiency general
English language)

Flight crewmembers
English language
proficiency and
percentage (crew
alerting systems and
QRH checklists RCL
proficiency)

Top down strategy
(prior knowledge
of text; activating
text schema)

5/19 (*26%) *11% I-level;
*16% H-level

*5% L-I level;
*5% I-level;
*16% H-level

Interactive strategy
(combination of
bottom up and top
down strategy use)

4/19 (*21%) *5% I-level;
*16% H-level

*5% I-level;
*16% H-level

Monitoring
reading speed

2/19 (*11%) *5% I-level;
*5% H-level

*5% H-level;
*5% H-level

Skipping words/
omission of words

2/19 (*11%) *11% I-level *5% H-level;
*5% L-I level

Table 9. Crew alerting system design and integration factors as indicated by flight
crewmembers

Description Flight
crewmembers
Percentage

Flight crewmembers
English language
proficiency and
percentage (RCL
proficiency general
English language)

Flight crewmembers
English language
proficiency and
percentage (crew
alerting systems and
QRH checklists RCL
proficiency)

Sentence length (short) 0/19 (0%) N/A N/A
Acronyms/abbreviations 6/19 (*32%) *16% I-level;

*16% H-level
*16% I-level;
*16% H-level

Text genre
(e.g. technical)

9/19 (*47%) *32% I-level;
*16% H-level

*21% I-level;
*21% H-level;
*5% L-I level

Number of tokens
in text

0/19 (0%) N/A N/A
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Flight crewmembers indicated several different written English language design
and integration factors influenced their ability to read and interpret information on
alerting systems. Flight crewmember English language proficiency level indicated
differences with respect to English language design and integration factors that nega-
tively impacted flight crewmember reading comprehension of English language on
crew alerting systems (Table 11).

Table 10. Crew alerting system design and integration factors as indicated by flight
crewmembers continued

Description Flight
crewmembers
percentage

Flight crewmembers
English language
proficiency and
percentage (RCL
proficiency general
English language)

Flight crewmembers
English language
proficiency and
percentage (crew alerting
systems and QRH
checklists RCL
proficiency)

Authentic text 9/19 (47%) *32% I-level;
*16% H-level

*21% I-level; *21%
H-level; *5% L-I level

Sentence
length (long)

1/19 (*5%) *5% I-level *5% I-level

Simplification
of text

1/19 (*5%) *5% I-level *5% H-level

Vocabulary
words type

5/19 (*26%) *26% I-level *11% I-level; *11%
H-level; *5% L-I level

Table 11. QRH checklist design and integration factors as indicated by flight crewmembers

Description Flight
crewmembers
Percentage

Flight crewmembers
English language
proficiency and
percentage (RCL
proficiency general
English language)

Flight crewmembers
English language
proficiency and
percentage (crew
alerting systems and
QRH checklists RCL
proficiency)

Conditional statements 3/19 (*16%) *11% I-level;
*5% H-level

*5% L-I-level;
*5% I-level;
*5% H-level

Number of token in text 3/19 (*16%) *11% I-level;
*5% H-level

*11% L-I level;
*5% H-level

Authentic text 17/19 (*89%) *47% I-level;
*42% H-level

*26% I-level;
*26% L-I level;
*37% H-level

(continued)
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Flight crewmembers indicated several different written English language design
and integration factors that impacted their ability to read and interpret information on
QRH checklists. Flight crewmember English language proficiency levels indicated
differences with respect to English language design and integration factors that nega-
tively impacted their reading comprehension of English language on QRH checklists
(Table 12).

Table 11. (continued)

Description Flight
crewmembers
Percentage

Flight crewmembers
English language
proficiency and
percentage (RCL
proficiency general
English language)

Flight crewmembers
English language
proficiency and
percentage (crew
alerting systems and
QRH checklists RCL
proficiency)

Sentence length (long) 5/19 (*26%) *16% I-level;
*11% H-level

*11% L-I level;
*11% H-level;
*5% I-level

Simplification of text 1/19 (*5%) *5% H-level *5% H-level
Acronyms/abbreviations 4/19 (*21%) *11% I-level;

*11% H-level
*16% I-level;
*5% H-level

Text genre (e.g.
technical)

17/19 (*89%) *47% I-level;
*42% H-level

*26% I-level;
*26% L-I level;
*37% H-level

Vocabulary words type 14/19 (*74%) *42% I-level;
*31% H-level

*16% I-level;
*26% L-I level;
*31% H-level

Sentence length (short) 0/19 (0%) N/A N/A

Table 12. Flight safety impact factors as indicated by flight crewmembers

Main theme: ESI flight
crewmembers flight
safety impact

Percentages Flight crewmembers
English language
proficiency and
percentage (RCL
proficiency general
English language)

Flight crewmembers
English language
proficiency and
percentage (crew
alerting systems and
QRH checklists RCL
proficiency)

Improper system
diagnosis
- Difficulty
understanding
abbreviations and
acronyms

1/19 = *5% *5% I-level *5% I-level

(continued)
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Regarding flight crewmember English language proficiency levels, each flight
crewmember indicated different proficiency levels with respect to their performance
factors that negatively impacted flight safety.

8 Discussion

Previous literature indicated that ESL adult background knowledge of English lan-
guage, knowledge of text genre/vocabulary words, and English language proficiency
are key components to understand how well adults may read and comprehend written
English language. The researcher’s study indicated that all flight crewmembers had
background knowledge of English language. They received English language

Table 12. (continued)

Main theme: ESI flight
crewmembers flight
safety impact

Percentages Flight crewmembers
English language
proficiency and
percentage (RCL
proficiency general
English language)

Flight crewmembers
English language
proficiency and
percentage (crew
alerting systems and
QRH checklists RCL
proficiency)

Long processing time of
information
-Due to translation of
words into native
language,
highlighting/underlining
words on checklists
- Due to decoding
abbreviations

10/19 = *52% *31% I-level;
*21% H-level

*5% I-level;
21% L-I level;
*26% H-level

Workload impact
- Very detailed QRH
checklists
- Challenging
vocabulary words

5/19 = *26% *16% H-level;
*11% I-level

*21% H-level;
*5% L-I level

Frustration
- Very detailed QRH
checklists
- Unknown words

1/19 = 5% *5% H-level *5% L-I level

Omission and
misinterpretation of
information
- Skipping words due to
misunderstanding
- Reverting back to
native language

2/19 = *11% *5% I-level;
*5% H-level

*5% H-level;
*5% I-level
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instruction from a variety of educational institutional learning systems (e.g. university
education). Many flight crewmembers had western region experience with English
language (grade school and university) Flight crewmembers also had airline years of
experience using written English language on crew alerting systems and QRH
checklists. Therefore, flight crewmembers had background of vocabulary words/text
genre background. Flight crewmembers’ ATP ratings were utilized, as it was an
indication they were able to read English language on the flight deck. As ECFR (2016)
indicated, ATP rating is common for ESL airline flight crewmembers and is an indi-
cation that flight crewmembers must be able to read English language. The ICAO level
of English language proficiency data collected indicated that all flight crewmembers
met minimum requirements for ELPRs and some exceeded the requirements (ICAO
2004). Although flight crewmember ICAO ELPR levels were level four, five, and six,
these levels do not provide an indication of how well flight crewmembers read and
comprehend written English language. The IAC (2013) indicated that ESL flight
crewmember ICAO ELPRs are not enough to assess how well flight crewmembers read
and comprehend written English language. Therefore, self-rated English language
proficiency levels were utilized and indicated each flight crewmember had different
English language proficiency RCL with respect to their general English language
reading comprehension. Additionally, flight crewmembers had dissimilar English
language proficiency RCL reading and comprehending written English language on
crew alerting systems and QRH checklists. Recall, utilization of ESL adult self-
proficiency ratings are important, as they provide indicators of adults metacognitive
strategy use, and how well they read and comprehend written English language on
technical information, especially expository and instructional texts (Park 2010; Yeh
and Genter 2005). Technical information was noted as challenging to many flight
crewmembers regardless of the metacognitive strategy they utilized to read and
understand written English language. Their use of metacognitive strategies to read and
comprehend written English language on crew alerting systems and QRH checklists
were different, and proficiency levels (general English language, crew alerting systems
and QRH checklists) varied based on use of either crew alerting systems and/or QRH
checklists. Regarding metacognitive strategy use by flight crewmembers, strategies
utilized on QRH checklists (paper format) were different than crew alerting systems
(displayed format). As Holder (2003) indicated, flight crewmember English language
proficiency has the potential to be different based on their use of each of these systems
(i.e. crew alerting systems and QRH checklists). Collectively, flight crewmembers’
English language proficiency influenced their ability to read and comprehend written
English language. Flight crewmembers had various English language proficiency
levels, and each flight crewmember proficiency level influenced their ability to read
information on crew alerting systems and QRH checklists. Altogether, aforementioned
aspects were fundamental requirements needed to assess how well flight crewmembers
read and understand written English language on crew alerting systems and QRH
checklists, and challenges they experienced reading technical information. Next sec-
tions provide detailed discussions on the researcher’s study.

As Smith-Jackson (2006) and Riley et al. (2006) indicated, understanding differ-
ences in flight crewmember cognitive processing of written English language is
important, especially factors that may impact their performance. Written English
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language on crew alerting systems and QRH checklists should be evaluated, with
respect to flight crewmembers cognitive ability to read and understand written English
language on each of the systems (Burian 2006 and Holzinger et al. 2011). With respect
to metacognitive strategies use by flight crewmembers, the researcher’s study indicated
differences in type of strategy utilized, number of metacognitive strategies utilized, and
most common/least common strategy utilized to read and comprehend written English
language. Most flight crewmembers utilized at least one metacognitive strategy to read
and understand written English language, and there were many flight crewmembers
with RCL proficiency H-level (general English language, crew alerting systems and
QRH checklists) that utilized many metacognitive strategies to read and understand
written English language on crew alerting systems and QRH checklists. As Park’s
(2010) study indicated, high self-rated proficiency ESL adults utilize more metacog-
nitive strategies. On the other hand, in the researcher’s study flight crewmembers with
RCL proficiency I-level (general English language, crew alerting systems and QRH
checklists) also utilized many metacognitive strategies. It was indicated that flight
crewmembers with RCL proficiency I-level were also comfortable with using strategies
to read written English language. Flight crewmembers with RCL proficiency L-I level
indicated they utilized strategies to help guide them through the reading comprehension
process. Anderson (2004) indicated that ESL adults read and interpret written English
language utilizing mental models. In the researcher’s study, flight crewmembers
(sixteen percent) utilization of bottom up strategy (decoding text) was found. As Liu
(2014) indicated, use of this model is dependent on ESL adult English language
proficiency. Likewise, flight crewmembers (eleven percent) with RCL proficiency H-
level and five percent with RCL proficiency I-level (general English language) use
bottom up strategy (decoding text), while flight crewmembers (eleven percent) with
RCL proficiency H-level and flight crewmembers (five percent) with RCL proficiency
I-level (crew alerting systems, QRH checklists) utilize bottom up strategy (decoding
text). It was indicated that flight crewmembers with RCL proficiency H-level had
background knowledge of decoding words on crew alerting systems and QRH
checklists. Additionally, flight crewmembers with RCL of H-level proficiency indi-
cated they were comfortable using this strategy to read and understand written English
language on crew alerting systems and QRH checklists. Use of top down strategy
(background knowledge) by twenty-six percent of flight crewmembers was utilized
more than bottom up strategy to activate their background knowledge/content schema
of written English language text, on crew alerting systems and QRH checklists. Use of
background knowledge by ESL adults to read and interpret English language is typical
as indicated by Lin and Chern (2014), Hammadou (1991). In the researcher’s study,
flight crewmembers indicated they utilized English language skills they learned from
their airline as mechanisms to read and understand written English language on crew
alerting systems and QRH checklists. They considered their years of experience as an
indicator of background knowledge of English language as well as the different types
of checklists containing different layouts of technical information. Comparable to the
flight crewmembers with RCL proficiency H-level that utilized bottom up strategy to
read and understand written English language, flight crewmembers with RCL profi-
ciency H-level also utilize top down strategy more than flight crewmembers with RCL
proficiency I-level and L-I level. Flight crewmembers (sixteen percent) with RCL
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proficiency H-level utilize top down strategy, while eleven percent of flight
crewmembers with RCL proficiency I-level (general English language) use top down
strategy. On the other hand, flight crewmembers (sixteen percent) with RCL profi-
ciency H-level, five percent I-level, and five percent L-I level (crew alerting systems,
QRH checklists) use top down strategy. Flight crewmembers with RCL proficiency H-
level indicated they were comfortable with written English language on crew alerting
systems and QRH checklists because they were able to utilize their background
knowledge of the systems. This finding is consistent with Yildiz-Genc’s (2009) and
You’s (2009) study which indicated that background knowledge and familiarity with
written English language indicates that ESL adults will read and understand written
English language better than text that is unfamiliar to them. Twenty-one percent of
flight crewmembers’ indicated they use interactive strategy. Flight crewmembers
(sixteen percent) were RCL proficiency H-Level and five percent were I-level (general
English language), while flight crewmembers (sixteen percent) with RCL proficiency
H-level and five percent I-level (crew alerting systems, QRH checklists) use interactive
strategy. Flight crewmembers indicated that use of this strategy was due to their ability
to decode and use background knowledge on sections of the QRH checklists. This
finding is consistent with Fatemi et al.’s (2014) study. Flight crewmembers also
indicated that familiarity with checklists items helped them recognize certain pieces of
text. Re-reading text on crew alerting systems and QRH checklists was considered a
strategy utilized by most flight crewmembers (fifty-three percent). Flight crewmembers
(thirty-two percent) with RCL proficiency I-level and twenty-one percent of flight
crewmembers with RCL proficiency H-level (general English language) utilized re-
reading text strategy. Twenty-one percent of flight crewmembers that were RCL pro-
ficiency L-I level and twenty-one percent that were I-level use re-reading text strategy,
while eleven percent of flight crewmembers with RCL proficiency H-level (crew
alerting systems, QRH checklists) use re-reading text strategy. Flight crewmembers
with RCL proficiency H-level indicated they only re-read text, if they did not under-
stand information on checklists. On the other hand, flight crewmembers with RCL
proficiency level I-level and L-I level indicated they re-read information to have a
clearer picture of the system issue. In other words, flight crewmembers with RCL
proficiency I-level and L-I level re-read checklist information as a practice to ensure
they understood information, whereas, flight crewmembers with RCL proficiency H-
level, only re-read information if they misinterpreted a word or sentence on a checklist.
Flight crewmembers with RCL proficiency H-level indicated that sometimes very
detailed checklists require certain words to be re-evaluated/re-interpreted. As Yildiz-
Genc (2009) indicated, intermediate level ESL adults were more inclined to re-read
sentences to understand the meaning. In the researcher’s preliminary study flight
crewmembers with RCL I-level indicated they re-read information as a common
practice, not just to understand word or sentence meaning. Twenty-one percent of flight
crewmembers’ translate written English language on QRH checklists into their native
language. Sixteen percent of flight crewmembers had RCL proficiency H-level and five
percent I-level (general English language), while sixteen percent of flight crewmembers
with H-level and five percent I-level (crew alerting systems, QRH checklists) translate
written English language on QRH checklists back into their native language. As
Hutchins et al. (2006, p. 5) indicated, “certain words may not be translated adequately
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and could destroy word meaning”. In the researcher’s study, long processing time of
information was due to translation of checklists words and sentences into their native
language. As Abdul-Hamid and Samuel (2012) indicated, translation of written English
language into their native language led to ESL adults re-reading sentences. This was
not the case in the researcher’s study, rather flight crewmembers’ reading time was
long due to processing translated written English language words into their native
language. They indicated they utilize translation strategy because their airline uses the
strategy often to understand written English language on crew alerting systems and
QRH checklists. Interestingly, ESL adult proficiency levels in Abdul-Hamid and
Samuel (2012) study were either proficient or less than proficient. In the researcher’s
study, flight crewmembers’ RCL proficiency was H-level or I-level, there were no
flight crewmembers that translated written English language text, with RCL proficiency
of L-I level. Therefore, the researcher’s finding does not support this aspect of Abdul-
Hamid and Samuel (2012) study, which indicated that less than proficient adults were
negatively impacted by translation process. Twenty-one percent of flight crewmembers
indicated they use reversion back to their native language strategy to understand written
English language on crew alerting systems. Twenty-one percent of flight crewmembers
with RCL proficiency I-level (general English language) indicated they use reversion
strategy, while sixteen percent of flight crewmembers with RCL proficiency H-level
and five percent I-level (crew alerting systems and QRH checklists) use reversion
strategy. Flight crewmembers indicated they use this strategy as a common practice at
their airline. As Kobayashi and Rinnert (1992) indicated, reverting back to English
language can occur because ESL adult lack of understanding translated syntax
meaning. This can result in inappropriate translation of technical information back into
their native language. In the researcher’s study, flight crewmembers’ indicated they
utilized this strategy because some aviation abbreviations and words are the same
definition and are written fairly the same. Familiarity with words in their native lan-
guage helps them as they process words on crew alerting systems when they use
reversion strategy. As Larsen and Hansen (2010) indicated abbreviations and acronyms
that are found in certain genres of text aid ESL adults with understanding their meaning
due to their familiarity with the text. Additionally, this strategy did not lead flight
crewmembers to incorrect translation of words into their native language. Referencing
other resources to help clarify information (e.g. dictionary) was a strategy utilized by
five percent of flight crewmembers. A flight crewmember with RCL proficiency H-
level (general English language, crew alerting systems and QRH checklists) uses ref-
erencing other resources strategy to read written English language on crew alerting
systems and QRH checklists. Five percent of flight crewmembers’ use highlighting text
strategy on QRH checklists. The flight crewmember had RCL proficiency I-level
(general English language) and L-I level (crew alerting systems and QRH checklists).
Flight crewmembers’ (eleven percent) utilize taking notes strategy. Eleven percent of
flight crewmembers’ proficiency levels were RCL proficiency I-level (general English
language) and L-I level (crew alerting systems and QRH checklists). According to
Park’s (2010) study, there were many ESL adults that utilized referencing and high-
lighting strategies to read and comprehend written English language text. In Park’s
(2010) study, note taking was the least utilized strategy. Additionally, Park’s (2010)
study indicated that more ESL adults had fairly good or not adequate English language
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proficiency, than high English language proficiency level ESL adults (English speaking
and reading comprehension abilities). Contrary to Park’s (2010) study, the researcher’s
preliminary study indicated that referencing and highlighting strategies were utilized
the least by flight crewmembers with RCL of H-level, I-level, and L-I level (general
English language, crew alerting systems and QRH checklists). Note taking strategy was
not utilized the least by flight crewmembers, it was utilized more than referencing and
highlighting text to read and interpret written English language on checklists. They
indicated note taking helped them remember words they may see again on QRH
checklists. Whereas, referencing and highlighting were indicated as a strategy utilized
to access information on the checklists when they had a system malfunction/failure in
an aircraft they flew. Monitoring reading comprehension was utilized by five percent of
flight crewmembers. A flight crewmember with RCL H-level (general use of English
language, crew alerting systems and QRH checklists) indicated use of monitoring
reading comprehension strategy. Whereas, monitoring reading speed was commonly
utilized by eleven percent of flight crewmembers. A flight crewmember with RCL
proficiency I-level and a flight crewmember with H-level (general English language)
use monitoring reading speed strategy. Both flight crewmembers indicated their RCL
proficiency levels were H-level (crew alerting systems and QRH checklists). As Park’s
et al. (2014) study revealed, ESL adults with very good English language proficiency
utilized monitoring reading comprehension to read and comprehend written English
language. Part of Park’s et al. (2014) study was corroborated in the researcher’s pre-
liminary study. One flight crewmember with high English language proficiency utilized
monitoring reading comprehension to read written English language on QRH check-
lists. It was indicated that this was a practice the flight crewmember utilized to help set
his expectations on the type of information he was about to read. Monitoring reading
speed strategy was not indicated in Park’s et al. (2014) study, but was utilized as a
strategy by two flight crewmembers with high and intermediate level of English lan-
guage proficiency in the researcher’s preliminary study. Eleven percent of flight
crewmembers’ used skipping/omission of words on crew alerting systems and QRH
checklists. Each flight crewmember (eleven percent) had RCL proficiency I-level
(general English language), while eleven percent of flight crewmembers had RCL
proficiency H-level and L-I level (crew alerting systems, QRH checklists). Each flight
crewmember indicated they utilized skipping and omission of words if they did not
understand written English language text. As Dordick (1996) indicated omission of
words is due to ESL adults misunderstanding words, or unfamiliar words in text. As
this was the case in the researcher’s study, this strategy was also utilized by flight
crewmembers with different levels of English language proficiency. As Abdul-Hamid
and Samuel (2012) study revealed, ESL adults that were proficient with English lan-
guage and less than proficient utilize skipping/omission strategy to understand written
English language. Sixteen percent of flight crewmembers that utilize breaking apart
sentences had a variety of RCL proficiency levels. Eleven percent of flight
crewmembers with RCL proficiency I-level and five percent H-level (general English
language) use breaking apart sentences strategy. On the other hand, five percent of
flight crewmembers with RCL proficiency L-I level and eleven percent of flight
crewmembers with RCL proficiency H-level (crew alerting systems, QRH checklists)
indicated they utilized breaking apart sentences strategy. It was indicated that they use
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this strategy if they were unfamiliar with text or text seemed to be longer than expected
on QRH checklists. Part of this finding is corroborated in Anderson (2003) study. In
Anderson’s (2003) study, it was indicated that intermediate level ESL adults utilized
breaking apart sentences to understand written English language text. The researcher’s
study revealed that flight crewmembers with RCL proficiency H-level, L-I level, and I-
level utilized breaking apart sentences to read and understand text on QRH checklists.
Flight crewmembers (eleven percent) utilize underlining text on QRH checklists and
had RCL proficiency of I-level and L-I level (general English language, crew alerting
systems and QRH checklists). Flight crewmembers’ indicated they utilized underlining
strategy if they were unfamiliar with text, and if time permitted would go back and
review the meaning of the word during a period of time that was not congested with
other tasks. They also indicated they underlined text if it was unfamiliar to them in their
native language. This finding is different from Rouhi et al. (2015) and Storch (2001)
studies. They suggested highlighting text or providing emphasis to text is an indication
that ESL adults were familiar with the structure of text. As flight crewmembers had
background knowledge of text structure on QRH checklists, it is peculiar as to why
they underlined text for a different reason than how Rouhi et al. (2015) and Storch
(2001) studies explained use of this metacognitive strategy. Finally, eleven percent of
flight crewmembers with RCL I-level and H-level (general English language) utilized
reading aloud strategy. The flight crewmembers (eleven percent) also indicated they
had an RCL proficiency of H-level (crew alerting systems, QRH checklists). Flight
crewmembers’ indicated they read aloud QRH checklists procedures and information
on crew alerting systems, as this was a common practice at their airline. They also
indicated use of this strategy to ensure that understood the QRH checklist procedure.
As KNKT (2015) indicated, it is a common practice to read aloud procedures to
understand information on crew alerting systems and QRH checklists.

9 Conclusion

Written English language factors on each of the systems previously discussed nega-
tively impact flight crewmember performance. Flight crewmember English language
background knowledge, text genre knowledge, and vocabulary words on crew alerting
systems and QRH checklists, provide an understanding flight crewmembers familiarity
with their use of English language. Flight crewmember English language proficiency is
a factor that can impact flight crewmember ability to read and comprehend English
language. Flight crewmember English language proficiency levels are essential for
understanding their metacognitive strategy use to read written English language.
Strategy type and amount of strategies utilized by flight crewmembers when they read
and comprehend information on alert systems/QRH checklists is important. Flight
crewmember use of strategies helps to understand how they interact between infor-
mation on alert systems and QRH checklists. The ICAO English language proficiency
levels provided by flight crewmembers did not match their reading comprehension
level of general English lexis or their reading comprehension proficiency when inter-
acting with alerting systems and QRH checklists. The ICAO English language profi-
ciency levels should not be the only approach to achieve English language proficiency
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levels. Self-rating reading comprehension proficiency levels are an ample method of
collecting data related to flight crewmembers’ ability to read and comprehend English
language.
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Abstract. In order to examine whether there is a fixation adjustment and
whether expert and novice pilots differ in their adjustment patterns during the
landing process, and to identify specific fixation indicators that might be linked
with landing performance, the eye movement data marked at different height
(50–40 ft, 40–30 ft, etc.) of 29 captains and 28 copilots which were all serving
in civil airlines with valid commercial license was collected by glasses eye-
tractor during landing missions on Airbus320 full-motion simulators. The results
show that: The landing performance of the experts was higher than that of the
novices, experts had significantly better scores in terms a significant difference
on the score of landing position, landing load, and handling stability, the dif-
ference between experts and novices on attitude, yaw angle and bank angle of
the aircraft were only approaching significant. The study also found evidence
suggesting the pilots do adjust their gaze points during the landing process and
the experts made such an adjustment in a more salient manner. The pilots
reduced their times of watch to the front part of the runway but increased their
times of watching the rear part of the runway during the landing process. As
compared to the novices, experts put much more attention to the front part of the
runway from very beginning to almost halfway (50–30 ft height rang feet).
Moreover, earlier fixations on the rear part of the runway may result in

deteriorated landing performance. There was also some evidence suggesting that
more fixations on the forward part of the runway at certain times (40–30 range
feet, 10–5 range feet) were linked with better landing position. All these results
confirm that experts can make a quicker and more effective attentional adjust-
ment during the landing process. This study offers a new way to understand the
landing process and these conclusions will be of great value to develop the
training course for new pilots to improve their landing skills.
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1 Introduction

The landing process is critical for aviation safety. In the last ten years, 48% of fatal
aviation accidents occurred in the approach and landing phases [1]. In recent research
of Airbus, the top cause of hull lose in 1997–2017 was runway excursion and over-
shoot, which causes 35% of such accidents, followed by runway abnormal contact,
with a percentage of ten [2]. Landing problems, including heavy landing, long-distance
flare, deviation from the center line and landing with crab, was among the top causes
(22%) of all abnormal aircraft status. Therefore, it is significant to study the influencing
factors of landing performance for preventing flight accidents.

Human factor issues played an essential role in an unsafe landing. According to the
report of [3], pilot manual handling errors accounted for 37% of errors in 2016 in
commercial aviation accidents involving large aircraft in the world. Among these
human errors, problems related to visual attention is a leading cause. A simple search
on recent Chinese flight accident investigation reports can find that a large number of
landing incidents were caused by problems related to pilots’ visual attention, such as
“Incorrect attention allocation when correcting direction deviation” at an accident of
propeller and landing gear damage [4], “Captain’s occupied attention to runway while
flaring caused loss of aircraft states” at an incident of Airbus320 runway overshoot [5],
“The late discovering of the over-speed descending rate and the inaccurate judgement
of the height” at an incident of Boing737 tail strike [6], “Ignoring pitch control and
misallocated attention were important causing factors in the incident” at an incident of
Boing 737 dangerous hard landing [7].

Given the fact that pilots rely heavily on visual information and eye tracking is a
useful tool to understand visual attention of pilots [8], some studies have found a
significant correlation between the eye movement characteristics and landing perfor-
mance during the landing phase [9–11]. However, only a few studies paid attention to
the eye movement at different sub-stages of the landing. The current study sought to
investigate how experts and novices differ in their eye movement characteristics during
the landing process and how these characteristics are related to the landing
performance.

1.1 Pilot’ Cognitive Process During the Landing

The landing phase is a continuation of the final approach, in which the aircraft normally
descend at a steady rate (usually 700 feet per minute) with a stable pitch attitude. When

Fig. 1. The aircraft trajectory during the landing process
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reaching the threshold area (i.e., around the A point in Fig. 1) at about 40 ft above
ground for large aircraft, the pilots initiate the “flare” stage by increasing the pitch
attitude gradually from 2 to 6°. The rate of descent also gradually decreases to less than
150 feet per minute during the flare until the plane touches the ground (the B point in
Fig. 1). For large aircraft such as Airbus 320, the flare stage only takes about 8 s.

During this very short but critical period, the pilot needs to pay attention to a great
deal of visual information which is both complex and fast changing. The success of
landing depends heavily on whether the pilots can make a correct judgment about the
vital information including altitude, attitude, speed, height and so on based on both
flight instrument as well as external visual cues [11]. Since our attentional resources are
very limited [12], how to allocate these finite resources is very important for a suc-
cessful landing. Notably, before the flare, pilots should focus on the runway threshold
area. This area, at the very beginning of the runway, containing many stripes and other
clues as visual references, can help pilots judge the height and movement of the
aircraft. Then the pilot needs to judge whether the trajectory of the aircraft is toward the
aiming point (with two prominent white markings) using all available visual infor-
mation. If a wrong judgment is made, they have to make additional effort to adjust the
trajectory and attitude by operating the control system and the thrust system. Since the
time margin is minimal during the flare stage, such a wrong judgment and corre-
sponding readjustment may increase the likelihood of unsafe landing. As the flare
continues, the pilot should change their viewpoint by moving their eyes “up” to see the
rear part of the runway in order to predict the touchdown position. Viewpoint
adjustment also helps to examine and adjust the yaw and bank angle by looking along
the runway extension line. If such an adjustment of view is made insufficiently, the
touch down will not go smoothly.

In the previous section, we have described what should be done during the landing
process, in which the adjustment of viewpoint was a critical aspect. However, what is
done by pilots is more important for both research and practical purposes. For
achieving that goal, research on pilot’s eye movement can offer great help.

1.2 Eye Movement Tracking in the Cockpit

The research of pilots’ eye movement can be dated back to the 1940s, and the well-
known concept of T type instrument layout was among its initial contributions [13].
With the development of computer technology in the late 1970s, a great deal of work has
been done on pilots’ visual behavior [14–16]. Tracking the fixations of pilots can help
understand what the pilots are interested in [17, 18]. This is because attentional switch
can be reflected in the eye movement [19]. It has also been argued that covert attention
can be detected through explicit ocular movements [20]. Researchers also found that
people tend to look at objects that attract their interests; on the other hand, subjects could
not pay attention to one object but look at another location [21]. More importantly, eye
tracking can provide information that cannot be collected through operators’ self-report
[22]. In a landing simulation experiment, researchers found that pilots of the air force
were not able to report what they looked at during the process [23].
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A recurrent issue in the research of the pilots’ eye movement is to examine the
difference between experienced pilots (experts) and novices. Expert pilots (those with
more flight experience), similar to professionals in other areas, perform significantly
better than novices, a natural improvement that comes with practice [24]. As they also
have remarkable different eye movement patterns, a simple yet practical rationale
behind this stream of research is that if we fully understand the eye movement patterns
and corresponding cognitive states of the experts, we can find out a better way to train
novices to think and act like them [25]. Here we would review the major findings on
eye movement researches that focus on the landing stage (see different reviews made
by [22, 26–28]).

Many studies found that experts and novices differ in the number of fixations (and
dwells) and total duration. For example, Kasarskis and colleagues found that experts
had significantly shorter dwells but more total fixations than novices. Another study
also found that the performance of expert was better than novice; also, the experts had
shorter fixation time, more fixation points, faster scan velocity, greater scan frequency
and wider scan area than the novices. Sullivan et al. also found that more experienced
pilots had much shorter dwells but more frequent view changes [29]. In a recent study,
researchers found similar results that with less course deviation, more appropriate roll
and pitch angle, the expert also showed shorter fixation time, smaller pupil size
changes, lager scanning range, faster scan velocity, greater scan frequency and greater
fixation frequency [30]. All these findings suggested that experts are more effective in
information processing; thus they can acquire more information while the sampling
cost on each piece of information is low.

A more useful and more important issue is to examine which areas are looked at by
pilots during landing (the area of interest, AOI). A study found that experts had more
fixations on the aiming point and airspeed but fewer fixations on the altimeter, as
compared to the novices [29]. Another found that pilot paid more attention to the first
half of the runway and tended to follow the threshold as it moved on the screen, as
compared to other visual scene features. They also found that, for landing in the
daytime, the supplementary out-of-cockpit visual cues could facilitate glide slope
control performance [31]. Researchers found that in the process of landing, as com-
pared to the low-performance group, the high-performance group had more fixations
and longer fixation transfer times on the outside view, but fewer fixations and shorter
fixation transfer times in the inside views [11]. Although the studies on the AOIs of
landing are relatively limited, it suggests that the outside views (especially the runway)
seem to be more important during the landing process.

While previous studies have made important discoveries in understanding the
landing process, one crucial inadequacy is that they did not examine how the AOIs
changes during the process (i.e., at different altitude). As described earlier, the areas
that pilots need to see is itself subject to change during the landing process. Whereas at
the end of the final approach and the beginning of flare, the front part of the runway of
great importance, as the process continues, information on the rear part of the runway
becomes increasingly vital. In this way, a natural adjustment of views seems important
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for a successful landing; however, such a pattern has not been observed in the previous
eye tracking studies. As a result, the first purpose of the current study was to examine
whether this adjustment process exists during the landing process. Moreover, since the
experts are more adept in grasping the key information during this process, we
expected that they could show a more salient adjustment as compared to the novices.
Also, we also sought to see how eye movement characteristics at different sub-stages of
landing are correlated to the performance criterion.

2 Method

2.1 Participants

Seventy-two pilots of civil airlines with valid commercial license participated in this
study. Nobody had participated in similar experiments before. We excluded 15 par-
ticipants since 11 had sampling rates below 75% and 4 had a severe line-of-sight
deviation (i.e., judging from the position of the subjects fixation point, the line of sight
is entirely out of the reasonable position to be watched), thus remaining 57 for the final
analysis. Among them, the 29 expert pilots all had valid A320 class B instructor
licenses. In average, they were 39.1 years old (SD = 4.10), with a mean flying time of
13, 921.4 h (SD = 3374.3). The average age of the 28 novices was 23.6 (SD = 1.50)
and their average flight time was 267.2 h (SD = 21.79). All participants had good
vision and did not need to wear any eyesight correction equipment. All participants
took part in the study voluntarily.

2.2 Apparatus

The experiment was performed in the Airbus 320 full-motion flight simulator
(CAE) Such a high fidelity simulator had its flight control, and display interfaces the
same as that of the A320 aircraft, as shown in Fig. 2. The attitude, bank angle, crab
angle and other data of the aircraft were taken from the flight simulator. The eye
movement data were collected using the Tobii Glasses 2 eye-tracking system, as shown
in Fig. 3. The sampling rate of the eye tracker was 50 Hz.

Fig. 2. Airbus 320 full-motion flight simulator
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2.3 Procedure and Task

Upon arrival, all participants signed the informed consent form and reported demo-
graphic information including their age and flying time. Afterward, the participants
entered into the cockpit, put on the eye tracker and completed the calibration. After all
participants were well seated, the experimenter initiated the task.

The aircraft was positioned at the take-off position at Pudong Airport (ZSPD),
runway 35R. The environment conditions were: clear weather, 12:00 clock, tempera-
ture 15 °C, air pressure QNH 1013, wind calm, the brightness of runway approach light
was set to level 3, and PAPI (approach gradient indicator) light wason. The aircraft was
64 tones, with a center of gravity 28%. In the cockpit, the light was set on the DIM
(dark) position through the DOME (top light).

The participants were asked to perform a series of landing missions. They first
needed to take-off, then turn left or right to join the visual pattern, then completed the
visual approach and landing. The first mission was an exercise to familiarize them with
the simulator operation. The data for the second and third missions were used for
further analysis.

Data were processed by the eye-tracker Tobii I-VT Gaze Filter Sifting software.
The runway area was divided into 2 AOIs according to the runway markings, the front
part (from the beginning of the runway to the red line) and the rear part (from the red
line to the end of the runway) as shown in Fig. 4.

2.4 Landing Performance

The landing performance was evaluated by six dimensions: landing position (latitudinal
and longitudinal), handling stability, landing load, landing attitude, landing yaw angle
and landing bank angle. Handling stability and landing load scores were obtained from
an on-site rater during the experiment. The rest four dimensions were evaluated by two
raters after the experiment by viewing videos recorded during the whole process with

Fig. 3. Tobii Glasses 2 eye-tracker
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accurate feedback on the landing moment values. All dimensions were rated on a 5-
point rating scale where one indicates very bad, and 5 indicates excellent. We used two
measures to reflect the overall performance, the average score, and the lowest score.
The latter was used because it was a daily routine in evaluating pilot performance
during the training.

3 Results

3.1 Pilot Performance Between Experts and Novices

To test the difference of landing performance between experts and novices, we first
summed all six sub-dimension scores and two overall measures scores over two flights
and performed a series of independent sample t-tests on these dependent variables. We
found that experts had significantly better scores in terms of landing position, landing
load, handling stability, the average score, and the lowest score. However, the differ-
ence between experts and novices on attitude, yaw angle and bank angle of the aircraft
were only approaching significant. Detailed information can be seen in Table 1.

↑ Rear part ↑

↓Front part ↓

Fig. 4. Areas of interest on the runway
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3.2 Fixation Adjustment and the Influence of Expertise

To examine how experts and novices adjusted their viewpoints during the landing
process, we conducted a 6 * 2 * 2 repeated measures ANOVA using fixation amounts
as the dependent variable. Height (50–40 ft, 40–30 ft, 30–20 ft, 20–10 ft, 10–5 ft and
5–0 ft) and fixation position (the front part vs. the rear part) were within-subjects
factors, while expertise (expert vs. novice) was a between-subjects factor.

The results showed that the main effect of position was significant, F(1, 55) = 126.900,
p < .001, the rear partwaswatchedmore as compared to the frontpart.Themaineffect of height
was also significant, F(3.815, 209.822) = 7.651, p < .001. In total, more fixations appeared
during late landing.But therewas a significant interactionbetweenpositionandheight, F(3.594,
197.684) = 24.881, p < .001.Whereas the gaze in the forward part of the runway decreased as
the landing continues, the fixations on the rear part of the runway increased. This pattern fully
supports our adjustment hypothesis.

Table 1. Comparison of performance dimensions between experts and novices

Experts mean (S.E.) Novices mean (S.E.) t p

Landing position 8.63(.15) 5.72(.31) 8.733 <.001
Landing load 8.51(.18) 6.44(.21) 7.624 <.001
Handling stability 8.29(.17) 5.56(.22) 9.973 <.001
Attitude 9.80(.08) 9.53(.13) 1.752 .084
Yaw angle 9.97(.03) 9.81(.08) 1.870 .066
Bank angle 10.00(.00) 9.91(.05) 1.874 .065
Average score 9.20(.07) 7.83(.11) 10.963 <.001
Lowest score 7.91(.16) 4.75(.24) 11.199 <.001
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The main effect of expertise was not significant, F(1,55) = .551, p = .461. How-
ever, there was a significant three-way interaction among position, height and expertise,
F(3.594,197.684) = 2.903, p = .028. We plotted this interaction in Figs. 5 and 6.
While both experts and novices showed the adjustment pattern of fixations (as getting
closer to the ground, fixations in the front part reduces while that in the rear part
increases), the adjustment of experts was more salient. This pattern can be seen by the
fact that the expert had a steeper drop line in Fig. 5 and a steeper ascending line in
Fig. 6. Thus it supports our hypothesis that the experts are quicker and better at making
this adjustment.

3.3 The Correlations Between Pilot Performance and Fixations

To further explore the relationship between pilot performance and fixation counts, we
conducted correlational analyses among all performance indicators and fixation counts.
Results showed early fixations on the rear part (higher than 20 ft) of the run way was
linked with worse scores on multiple performance indicators. There was also some
evidence suggesting that more fixations on the forward part of the runway at certain
times (40–30 ft, 10–5 ft) were linked with better landing position. Details were
presented in Table 2.
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4 Discussion

In the study, we had three purposes: first, we wanted to examine whether there was a
fixation adjustment during the landing process; second, whether experts and novices
differ in their adjustment patterns; third, we also wanted to identify certain fixation
indicators that might be linked with landing performance. By using a large sample of
professional pilots as participants, we investigated these questions on a high fidelity
flight simulator.

We first found evidence that there exists a fixation adjustment during the landing
process. More specifically, the pilots reduce their times of watch to the front part of the
runway but increase their times of watch to the rear part of the runway during the
landing process. Although this pattern is entirely in align with operation manuals, to the
best of our knowledge, this paper is the first to make that report. The reason is that we
are among the very few to make a real process analysis by observing the behavior
patterns at different sub-stages of the landing.

Based on this, we went further to examine the effect of expertise and found more
interesting discoveries: although all pilots adjust their fixations during the landing
process, the adjustment made by experts was more salient, as compared to the novices.
Experts put much more attention to the front part of the runway from the very
beginning to almost halfway (50–20 ft). During this critical stage, looking at the
entrance of the runway can help find the proper start point of flare. Since early flare may
lead to long landing and loss of runway while late flare may lead to a hard landing, a
precise evaluation of the start point is valued by the experts and put more focuses on it.
However, later their fixations quickly dropped to be no different as compared to the
novices. On the contrary, experts paid significantly less amount of attention to the rear
part of the runway at the beginning, but their focus to the rear part increases steadily
until it takeover the novices’. All these results confirm our proposal that experts can
make a quicker and more effective attentional adjustment during the landing process.

Besides, we also find there was some relationship between the fixations at each sub-
stages and the final landing performance. A quite clear finding was that earlier occu-
pation with the rear part of the runway might be harmful to landing safety. The risk of

Table 2. Thecorrelations between fixation amount and pilot performance scores

Performance
criterion

Eye fixation times at the front part Eye fixation times at the rear part

50–40 ft 40–30 ft 30–20 ft 20–10 ft 10–5 ft 5–0 ft 50–40 ft 40–30 ft 30–20 ft 20–10 ft 10–5 ft 5–0 ft

1. Landing
position

.233 .307* .138 .193 .277* .189 −.276* −.371** −.320* −.153 −.055 −.069

2. Landing load .098 .148 .205 .159 .274* .151 −.382** −.240 −.182 −.066 −.218 −.031

3. Manipulation
stability

.130 .237 .247 .231 .154 .090 −.470** −.210 −.138 .038 −.060 .068

4. Attitude .190 .115 .071 −.040 .020 −.003 −.080 −.134 −.153 −.235 .000 −.026

5. Yaw angle .072 .010 −.211 −.184 .125 .096 .072 −.282* −.594** −.264* −.121 −.376**

6. Bank angle −.195 .077 −.004 .129 .091 .070 −.324* −.084 .018 −.083 .034 −.316*

7. Average score .184 .261* .190 .187 .255 .157 −.396** −.327* −.286* −.119 −.112 −.057

8. Lowest score .160 .252 .151 .159 .229 .186 −.379** −.286* −.299* −.099 −.111 −.007

Note: 50–0 ft means the fixation times were counted during the time during which the aircraft was descending from 50 ft high to 40 ft high, and
so on. *indicates p < .05, **indicates p < .01.
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this watch pattern might be because, at the early stages of landing (higher than 30 ft),
the limited attentional resources must be devoted to more important areas at the front
part of the runway, the shift of attention to the rear part, either by self-directed or cue-
elicited reasons, can be considered as a distraction. Future studies may go further to
investigate what kind of method can be useful in reducing such unwanted gazes.

Several limitations must be mentioned before making the conclusion. Although we
used a large sample of pilots and their data were collected from a high fidelity simu-
lator, we only examined their behavior in a basic and simple setting. For generalize the
findings and gather more information, future studies may benefit from investigating
other environmental conditions such a wind, darkness, fog, etc. Second, the landing
performance was evaluated by subjective evaluations rather than by objective mea-
sures. However, although there are some objective measures of landing performance
such as weighted latitudinal and longitudinal positions [24], and landing distance, load
and pitch angle [11], these indicators may not fully grasp the essence of landing safety
which is sensed more accurately by human operators. Another problem is that any
failure in a single dimension can lead to disastrous consequences, so an overall per-
formance indicator with an emphasis on the worst performance dimension is required.
As a result, this study used subjective evaluation as the performance measure.

5 Conclusion

The current study found evidence suggesting the pilots do adjust their gaze points
during the landing process and the experts made such an adjustment in a more salient
manner. Moreover, earlier fixations on the rear part of the runway may result in bad
landing performance. This study offers a new way to understand the landing process
and the findings are of great value to develop new training courses for new pilots to
improve their landing skills.
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Abstract. Pilots currently use paper-based manuals, Electronic Flight Bag
(EFB) and electronic systems onboard to help them perform procedures to
ensure safety, efficiency and comfort on commercial aircrafts. Although the
manuals and procedures in EFB are not context-sensitive, management of
interconnections among these operational documents can be a challenge for
pilots, especially when time pressure is high in normal, abnormal, and emer-
gency situations. This paper presents a possible solution for an on board context-
sensitive information system (OCSIS) that would be an alternative to current
electronic library systems and traditional paper-based onboard documentation
systems. A concurrent analysis of existing on board documentation content, was
carried out to determine what are the main requirements for such OCSIS. An
analysis of context in commercial aviation is proposed and applied to a possible
OCSIS solution. This research and design work presents a methodology that
supports human-centered design (HCD) of onboard context-sensitive informa-
tion systems. We developed and tested the OCSIS in the context of commercial
aircraft flight decks. Although several findings were elicited from the various
testing sessions that we had during the design cycle of this academic work, the
main contribution is the articulation of various techniques and tools that make
HCD feasible and effective.

Keywords: Commercial � Aircraft � Onboard information system �
Human-centered design � Workload � Context

1 Introduction

Civil aviation is a rich industry, which is based on constant innovations on technology,
organization and practices to improve safety, efficiency, and comfort [1]. Conse-
quently, ICAO and national regulatory organizations have to incrementally develop
appropriate standards. Flight crews follow Standard Operating Procedure (SOP) to
complete tasks and ensure safety. In abnormal situations such as a malfunction of an
aircraft system or extreme weather condition, abnormal procedures have to be used for
trouble-shooting.
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Operational documentation is regularly improved using experience feedback for
normal, abnormal, and emergency situations [2]. The onboard documents can be cat-
egorized into four kinds of documents: flying documents, which are related to all flight
operations; systems documents, which include systems’ theory, principles, and con-
trols; navigation documents, which are the charts that pilots use on the flight deck; and
performance documents, which provide operational data for all flight phases such as
takeoff, landing, and go-around [3].

These documents have been paper-based since the beginning of aviation. Today,
the concept of an Electronic Flight Bag (EFB) has been developed. “An Electronic
Flight Bag is simple and attractive: a pilot’s personal flight-deck computer. Airlines are
eager to have customized EFBs on board, and manufacturers are eager to develop and
supply them. Software providers are eager to customize software for EFBs as well.
There are multiple concepts for what an EFB is, ranging from low-end to high-end
devices” [4].

For the last two decades, the shift from paper to electronic documentation has been
discussed, modeled, and partly operationalized [5]. This shift is not a matter of
transferring paper-based information onto an electronic format (e.g., PDF format).
Electronic support offers different kinds of capabilities that paper cannot offer (e.g.,
context-sensitivity). In other words, onboard paper-based documentation can be con-
nected to flight parameters to provide useful static knowledge, which pilots need to
contextualize during operations. Electronic support provides capabilities that enable
connectivity, and consequently the provision of dynamic information in context. We
claim that electronic documentation, renamed “onboard information system (OIS),”
contributes to improving the perception and comprehension of the current situation, as
well as supporting decision-making and action-taking.

2 Re-organized Procedures with Respect to Context

The aeronautical community is constantly working on transferring related information
from paper to computer support (e.g., Airbus’s Onboard Information System and
Boeing’s Electronic Flight Bags). These new tools cover aircraft technical information,
operating manuals, performance calculations, and mission management information.
They are context-free databases. However, computer support enables interconnectivity
among relevant pieces of information (i.e., hypertext links) and between cockpit
information and flight parameters (i.e., context-sensitivity) [6].

This dissertation presents a new system, the Onboard Context-Sensitive Informa-
tion System (OCSIS), which is available on a tablet wirelessly connected to relevant
cockpit parameters. OCSIS enables and requires new information formatting (e.g., the
concept of page is no longer relevant). In addition, OCSIS’s internal information is
structured with respect to context.

“Context is any information that can be used to characterize the situation of an
entity. An entity is a person, place, or object that is considered relevant to the inter-
action between a user and an application, including the user and applications them-
selves” [7]. Context-aware computing was first discussed by Schilit and Theimer in
1994 as software that “adapts according to its location of use, the collection of nearby

322 W. Tan and G. A. Boy



people and objects, as well as changes to those objects over time” [8]. Since then, Dey
defined “A system is context-aware if it uses context to provide relevant information
and/or services to the user, where relevancy depends on the user’s task” [7, 9].

Context patterns can be classified into three categories: independent, hierarchically
dependent, and interdependent (Fig. 1) [10]. By a conjunction of situational conditions,
the context pattern equals to situational-condition-1, plus situational-condition-2, until
plus situational-condition-X. In the sub-context, the relationship can be hierarchically
dependent or interdependent.

3 Human-Centered Design Approach

Human-Centered Design (HCD) has been used to incrementally improve OCSIS
toward an acceptable mature version (i.e., incremental prototype development, test, and
modification) [11]. The model typically represents reality in a simplified way. It pro-
poses important elements and their relevant interconnections in an appropriate,
orchestrated manner. The simulation represents the interaction that brings the model to
life, which can be used to improve understanding of interactions among different
elements that the model implements. It is also used to improve the model itself and
eventually modify it (see Fig. 2) [12]. Modeling OCSIS requires pilots’ involvement,
and interaction with other onboard systems. The process can be run on a flight sim-
ulator, which in turn produces experimental data that could be used to improve OCSIS.

The design of a system is never finished even though at some point, delivery is
required. This is why maturity has to be assessed [13]. The more OCSIS is being used
and tested, the newer cognitive functions emerge and need to be taken into account
either in system redesign, system training, or operations support [12].

Fig. 1. Relationship of context islands [10]
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During the early stage of design, it is very important to have professional pilots
involved to set up a high-level prototype correctly. They need to describe stories
applicable to the product being developed and how these historical events may be
induced during the product operational phase. This is an important role of participatory
design. In the case of OCSIS, professional pilots participated in the design process from
the beginning and in all testing sessions (i.e., formative evaluations), providing
experience feedback toward improving design.

4 Scenario-Based Design

Scenario-based design requires descriptions of how people use technology, and dis-
cussing and analyzing how the technology is used to reshape their activities [14]. It is
carried out during the early stages of the design process. During the OCSIS design
process, a prototype was incrementally developed and tested by means of using
usability principles and criteria.

Scenarios can be abstracted and categorized, helping designers to recognize, cap-
ture, and reuse generalizations, and to address the challenges that technical knowledge
often lags behind when considering the needs of technical design [15].

Since airlines are allowed to equip tablets on the flight deck to replace heavy
manuals and charts, we have chosen to implement OCSIS on a tablet. Another
requirement for OCSIS is pilots’ need for assistance in problem-solving under high
time-pressure work. In consideration of this important aspect, we developed scenarios
that enabled us to test the value of OCSIS in such situations. OCSIS scenarios were
developed keeping in mind normal and abnormal situations, as well as training and
instructing. We then developed scenarios for the following contexts: (1) Fuel Leak,
(2) Descent, (3) Approach, (4) Flaps Locked, and (5) Landing. These scenarios were
used in Human-in-the-loop simulations (HITLS) with professional pilots for OCSIS
tests. This was the first step of OCSIS’s scenario-based design.

Fig. 2. Human-centered design approach [12]
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5 Design of OCSIS Prototype

OCSIS is currently programed using Objective-C, an object-oriented language avail-
able on Apple’s hardware, on Xcode, the Integrated Development Environment for
Objective-C. The first prototype of OCSIS is applying A320 procedures and references.
The default/initial page displays procedures and actions that crews need to perform or
have performed (see Fig. 3). Parts of normal scenarios are chosen to apply in OCSIS,
such as After Start procedures. “Ready to do” actions are in cyan. Once the action is
completed and OCSIS can access the related parameters’ status, it automatically
becomes “green.” The title of flight phase, normal checklists and more information for
actions are in white. Postponed actions or checks and the title of abnormal procedures
are in amber [16].

A menu to select a particular flight phase can be set at the top of the screen. Pilots
should be free to move through menus; information flow progress is saved on each
page (see Fig. 4).

Fig. 3. OCSIS’s normal procedures interface (Color figure online)
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– Procedures: Normal procedures are categorized by flight phases, and a flight phase
icon enables manual selection of the current flight phase. Once selected, this icon
becomes green automatically. Otherwise, pilots are required to check it into green
manually. In the case of an abnormal situation, pilots can select abnormal proce-
dures or stay in normal procedures.

– Maps: A list of Jeppesen Charts is available. Their sequence can change in real-time
with respect to aircraft location.

– Performance Charts: Four categories of performance charts are available in pdf
format: Takeoff Analysis PERF, Inflight PERF, Quick Reference PERF, and
FCOM. Pilots can choose charts manually.

– Flight Plan: The current flight plan is in pdf format for pilots to check and review.
– Weather Info: Real-time weather is provided to pilots through Internet connection.
– Manuals: all manuals can be listed in pdf formal. Pilots can refer to any manuals

they need.
– Flight Blog: Pilots can type the problem or observation unusually during the flight

for ground maintenance to review and check, include flight date, flight number,
departure, arrival, and pilots’ names.

– Contact Info: The nearby Air Traffic Controller (ATC) contact frequencies are
displayed for pilots to get them fast.

The current version of OCSIS includes two abnormal scenarios, “Fuel Leak” and
“Flaps Locked”. Context patterns trigger procedures in real-time both in normal and
abnormal situations. In an abnormal situation such as “Fuel Leak,” OCSIS will
immediately inform the pilot about this malfunction by displaying a pop-up informa-
tion window (see Fig. 5). Pilots can become aware of the problem through the pop-up
window and start following actions, which directs to additional “Fuel Leak” procedures
(see Fig. 6).

Fig. 4. OCSIS’s menu

Fig. 5. “Fuel Leak” triggering
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6 Pilots’ Workload Evaluation

The first series of tests of Onboard Context Sensitive Information System (OCSIS)
were carried out in three steps with respect to three main topics: Pilot-OCSIS inter-
action, situation awareness properties of OCSIS (i.e., OCSIS’s capacity to provide the
right information at the right time with the right format – this provides pilots with
situated perception and understanding of what is going on and what should be done
accordingly), and OCSIS’s location [16]. Based on HITLS from the beginning of the
design process, OCSIS was incrementally improved after each test based on the pro-
fessional pilots’ feedback. With the improved OCSIS set in the simulator (see Fig. 7),
pilots’ workload tests were taken in HCDi lab. We invited five pilots to take the
experiment. They used paper-based manuals and OCSIS randomly during the experi-
ment in two abnormal scenarios, Fuel Leak and then Flap Locked. Some pilots used
manuals for Fuel Leak and OCSIS for Flap Locked, and some pilots used OCSIS for
Fuel Leak and manuals for Flap Locked.

NASA-TLX criteria are used to measure workload in the two sessions to compare
[17, 18]. Pilots are required to grade their workload and performance by values from 1
to 10. Based on the grading values collected from four pilots, the overall workload of
dealing with each failure is calculated (see Fig. 8).

Fig. 6. “Fuel Leak” page

Fig. 7. The set of iPad’s location
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The blue cylinders represent workload by using paper-based documents, and the
yellow cylinders represent workload by using the OCSIS under the context of Fuel
Leak and Flaps Locked. Analyze the sample mean and standard deviation of pilots’
workload by using two different references (see Table 1), we can find that these five
pilots’ workload is less when they used OCSIS in the two abnormal scenarios. As an
assistance for pilots during performing procedures, OCSIS can provide them standard
information immediately which can save them a lot of time on searching procedures
and calculating performance data. However, it still needs plenty of samples to verify if
OCSIS can reduce pilots’ workload in more scenarios.

7 Discussion

At this point, it is important to mention that this dissertation is not a classical human
factors and ergonomics research project where human issues are discovered after
engineering work is done (i.e., corrective ergonomics). It is, instead, a human-systems
integration project that is based on expert analysis of previous experience provided by
accident reports and professional pilot expertise, creative design, iterative usability,
usefulness assessments of prototypes using human-in-the-loop simulations involving
professional pilots (i.e., formative evaluations), and constant creative (re)design of
solutions. These solutions are not only technological, but also organizational and
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Table 1. Workload analyses

Numbers Sample mean Standard deviations

Workload-OCSIS 5 39.33 5.950271
Workload-Manuals 5 56.762 17.36384
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individual (in the sense of job roles and functions). The full capacity and ability of
OCSIS will not be compared to current paper-based operational documentation, but
this research is going to provide a first contribution to the maturity process of OCSIS
design. Formative evaluation helps to correct design flaws form new design decisions.
It uses heuristics and is cooperative (i.e., involves real users). This approach is strongly
based on a meticulous follow up of design history, which involves purposes (such as
the ones deduced from accident analyses, as shown above for example), solutions
proposed (including various possible options), and criteria that make design choices
possible and effective (including pilots’ activity analysis in human-in-the-loop
simulations).

We make a distinction between task (i.e., what is prescribed to be performed) and
activity (i.e., what is effectively performed) [10, 13, 19]. Activity analysis is based on
direct observation, questionnaires, interviews, and human factors studies. Today,
activity analysis is possible because we have realistic modeling and simulation capa-
bilities. It enables us to better understand how human operators execute tasks, and
eventually defines emergent activities that are necessary to accomplish their goals.
Performing activity analysis during design is one of the most important assets of
human-centered design.

8 Conclusion

One of the most critical features of OCSIS is context-sensitivity, which enhances
operational procedures following. Context-sensitivity provides pilots with more flexi-
bility in flight operations. The main issue of this approach is the definition of context
patterns. Indeed, getting the right procedure at the right time means that the system has
the appropriate context pattern that matches the current situation and triggers the
appropriate procedure. Consequently, context pattern correctness is crucial. In other
words, context patterns have to recognize the right context and propose the right
procedure to the pilot [11]. Future work will be dedicated to context pattern acquisition
and formalization in the context of OCSIS development.

Creativity and evaluation are two important processes in Human-Centered Design
(HCD). Creativity can be seen as integration of existing things [20]. Regarding OCSIS,
we integrated well-known technology and techniques to create a new tool [11]. HCD
recommends testing activity from the very beginning of design using realistic tech-
nology (e.g., realistic operating procedures and aircraft simulator), organization (e.g.,
two crewmen cockpit organization) and people (e.g., professional pilots). This
approach led to very credible simulations, which were used to increase the tangibility
of OCSIS (i.e., flexibility, maturity, and stability).

The shift from paper to electronics enables the emergence of context-sensitive HCI.
Consequently, representation of context, identification of relevant contextual infor-
mation, and actual interaction at the right time with the right information are key issues
that needed to be further explored and developed. Our approach was based on cre-
ativity. We explored various kinds of solutions that attempted to improve safety,
efficiency, and comfort on the flight deck. In future work, more scenarios need to be
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designed on OCSIS and more pilots are needed to take the experiments to improve the
system.
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Abstract. Cursor control device (CCD) has been applied to the integrated
avionics system in the cockpit of modern civil aircraft, and gradually becomes
one of the main controls in the cockpit. From the perspective of operation
frequency and workload, ergonomic design of cursor control device, especially
the design of installation location, will become an important aspect of ergo-
nomic airworthiness. Based on anthropometric data and ergonomics combined
with biomechanical theory, the control posture requirement of CCD is deter-
mined by analyzing the operational situation of CCD, and the reasonable
installation location of CCD is calculated by computer aided design technology.
From the results of computational analysis and evaluation, there is theoretically
a limited installation area, which can meet the needs of most pilots to operate
CCD conveniently and efficiently over all flight phases. While satisfying the
airworthiness provisions, the relevant theoretical methods and quantitative
analysis results can be used as criteria to show the compliance to the authorities.

Keywords: Civil aircraft � Avionics � Cursor control device � Ergonomics

1 Background

With the rapid development of electronics and computer technology, the integrated
degree of avionics system is getting higher and higher, and its functions are becoming
more and more complex. Especially in interactive control, if each function is assigned
an independent control, they will not only challenge the already constraint cockpit
space, but also make pilots more difficult to operate.

Through the combination of virtual control technology and cursor control device, a
new generation of integrated avionics system has the technical basis of providing pilots
with more efficient, safe and convenient means of interaction. However, due to the late
entry of new technology into the cockpit, further research on the ergonomic design of
CCD, especially in the installation location, shape and size, and its quantitative air-
worthiness compliance standard is still needed. Traditional cockpit workspace design
methods tend to use human body model data as the basis, and computer aided design
tools (such as JACK) are used to analyze ergonomically the vision of existing design
solution and the accessibility of control devices [1]. The analysis results can be used as
the basis of iterative design or evidence of airworthiness. However, due to the limited
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cockpit space and various devices, a slight move in one part may affect the situation as
a whole. It will reduce the efficiency of this “passive” evaluation and design, and it is
difficult to ensure the repeatability of its theoretical methods.

CCD is one kind of hand controller. In the 1990s, with the mouse becoming the
main input device and its wide application in the field of personal computers, related
literature [2–4] discussed the shape of the mouse and the influence of office space
design on upper limb motion constraint and manipulation performance. With the
development of sports medicine and biomechanics [5, 14], the ergonomic design of
hand controller has a certain theoretical basis. When considering its application sce-
nario, the selection of corresponding design theory will be the theoretical basis to show
the certification of this kind of control device. This “active” design and evaluation
method will also greatly improve the efficiency of design work.

2 Brief Introduction to the Application of CCD in Civil
Aircraft

Cockpit Display System (CDS) has become a human machine interaction platform for
modern civil aircraft airborne system. It accesses virtual Graphical User Interface
(GUI) components by cursor, realizes the interaction between pilots and many appli-
cation functions such as navigation map, flight management, integrated surveillance,
data link, radio tuning, electronic checklist, and so on, thus realizes platform and
modular system architecture, reduces or even abandons independent computing pro-
cessing and control Unit.

CCD belongs to one of the multifunctional controllers. It generally controls the
motion trajectory of the cursor by means of a trackball, joystick, touchpad, etc., in order
to focus and control the state of the GUI components and realize the interaction
between the pilot and the aircraft system.

Typical interaction between a cursor and GUI components via a CCD is shown in
Fig. 1.

The installation of CCD and ergonomic evaluation scenarios on some aircrafts are
shown in Fig. 2.

Fig. 1. The interaction between cursor and GUI component
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From the perspective of human machine interaction, the advantages of integrating
many functional applications on CDS platform are as follows:

a. The interaction interface concentrates in the pilot’s main field of view, which
decreases the head movement required for interaction, and the forward-looking
attitude helps to maintain the pilot’s external situation awareness;

b. Based on GUI interaction specification, the interaction behavior of human machine
interface of each system is easy to be unified, which not only reduces the training
difficulty and cost, but also lessens the probability of human errors and the number
of dedicated control devices.

c. The system can provide flexible and intuitive interactive experience and simplify
flight crew’s operational action.

d. Facilitate the upgrade and expansion of system functions.

Due to the fact that many system functions rely on CCD for interaction, it is used
very frequently in the cockpit [2, 12]. In addition, the CCD usage scenario covers
almost all flight phases, including the phase of high work load in the terminal area [7,
15, 17–19] (for example, with frequent switching of communication frequencies,
selection of standby flight plans, alteration of approach routes, etc.). Therefore, CCD
has been clearly listed as an important cockpit control device in the relevant advisory
circular [13], and its importance is equivalent to that of operating equipment such as
aviation and throttle control.

Because CCD belongs to hand control equipment, in addition to satisfying the basic
requirements of general controller such as two-dimensional layout, lighting, label and
accessibility, special requirements such as hand stability, compatible operation in
vibration environment and reducing operation fatigue need to be considered.

From the above, the airworthiness compliance criteria of CCD ergonomics design
will be significantly different from that of common control devices.

3 Analysis of Relevant Airworthiness Clauses

The provisions related to CCD in 25 regulations of CAAC, FAA and EASA are
summarized as shown in Table 1 [8–10]:

Fig. 2. Examples of CCD installation and evaluation
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In terms of the frequency and workload of operation task, especially installation
position, the ergonomic design of the cursor control device will be an important aspect
of its airworthiness certification.

Considering the functional characteristics of CCD, the related ergonomic provi-
sions can be summarized as follows:

a. Because of the interaction of many functions and its operation frequency [11], the
position of CCD should ensure that the pilots in a certain range of height (and arm
length) can operate easily, and the operation posture of hands and arms should be
conducive to preventing fatigue;

b. The shape and position of CCD should be helpful for pilots to resist the adverse
operation effects caused by vibration environment.

Table 1. Airworthiness regulation apply to CCD

Relevant airworthiness clauses Regulation
chapter

Scope of
application

Each cockpit control must be located to provide
convenient operation
The controls must be located and arranged, with respect to
the pilots’ seats, so that there is full and unrestricted
movement of each control without interference from the
cockpit structure or the clothing of the minimum flight
crew (established under CS 25.1523) when any member of
this flight crew from 1.58 m (5ft 2 in.) to 1.91 m (6ft
3 in.) in height, is seated with the seat belt and shoulder
harness (if provided) fastened

25.777(a)
25.777(c)

Cockpit
controls

Each pilot compartment and its equipment must allow the
minimum flight crew (established under CS 25.1523) to
perform their duties without unreasonable concentration
or fatigue
Vibration and noise characteristics of cockpit equipment
may not interfere with safe operation of the airplane

25.771(a)
25.771(e)

Pilot
compartment

Each item of installed equipment must –
(1) Be of a kind and design appropriate to its intended
function;
(2) Function properly when installed

25.1301(a)(1)
25.1301(a)(4)

Function and
installation

Flight deck controls and information intended for flight
crew use mustbe accessible and usable by the flight crew
in a manner consistent with the urgency, frequency, and
duration of their tasks

25.1302b(2) Human factor

The minimum flight crew must be establishedso that it is
sufficient for safe operation, considering –

The accessibility and ease of operation of necessary
controls by the appropriate crew member

25.1523 (b) Minimum
flight crew
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For flight deck system controls, the Federal Aviation Administration of the United
States issued a special advisory circular (AC) in 2011, namely AC20-175. Considering
the convenience of the use of CCD, this AC suggested that the CCD should be placed
in or near the pilot’s natural hand position, and should be combined with the use of
hand stabilization device or arm support device. The aim is to minimize the movement
of the hand and arm and to facilitate the operation of pilots, especially when pilots have
time pressure.

Compared with the airworthiness clause, AC20-175 further explains the position of
the hand and arm when operating the CCD, but the clause also requires that pilots
within a certain height (and arm length) range be easy to operate, which is based on
anthropometric statistics of Americans in the 1980s, corresponding to 5% of females
and 95% of males, respectively. The core of the issue is that the arm length of the
crowd in this area is obviously different, and the CCD can only be installed in a fixed
position in the cockpit. Then, under normal sitting posture, whether it is possible for the
natural hand positions of the above pilot crowd to be concentrated in a limited position
range will be the key to prove the airworthiness of CCD ergonomic design.

4 Compliance Strategy of CCD Ergonomic Design

4.1 General Design Principles of Hand Controller

Because of its wide application scenarios and high frequency of use, hand controller
has always been one of the hot and difficult points in ergonomics.

In addition to functional design, the design of hand controller also requires com-
prehensive knowledge of anatomy, anthropometry, and kinesiology. The cumulative
effect trauma (such as carpal tunnel syndrome, tenosynovitis, trigger finger, tennis
elbow, etc.) caused by improper design has a high incidence in daily life and work.

The basic principles for ergonomic design of hand controller include [14]:

a. Maintain wrist level during operation to avoid compression of adjacent tissues, as
shown in Fig. 3;

b. Avoiding repeated finger movements;
c. Inclusive design. That is to say, anthropometric statistics for different races, from

5% female to 95% male and left-handed people are considered.
d. When the carpal canal is in the middle, the grip force is the greatest.

Fig. 3. Gesture of hand
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4.2 Consideration of CCD Ergonomic Design

The ergonomic design of CCD is mainly divided into the following aspects:

a. Shape and size of the grip;
b. Mounting position of the grip;
c. Size and position of the trackball or touchpad;
d. Gain and data delay of the trackball or touchpad;
e. Size and position of the cursor selection key.

Obviously, the mounting position of the grip is the decisive factor to support the
hand and drive the arm posture through the wrist joint. The shape and size of the grip
will determine the hand pattern and the position and size of the trackball and cursor
selection key. In addition, the combination of the both is a decisive factor in deter-
mining wrist posture. Therefore, the design methods for these two aspects will directly
determine the applicable criteria and compliance of airworthiness clauses.

5 CCD Ergonomic Design Method

5.1 Scenario Analysis of CCD Use

The human-machine interaction system which combines display and control generally
adopts the principle of “display above, operate below”. That is to say, the display
interface is generally located above the control device to avoid obscuring display
information during operation. Relevant design principles are common in industrial
standards. Therefore, the CCD is usually installed on the central pedestal of the cockpit.

As far as the interactive process of virtual control is concerned, the operation tasks
of cursor movement and keyboard input are serialized. Therefore, CCD and multi-
function keyboard (MKB) should be arranged adjacent to each other. In view of the
need of grip support and stabilization of hand, MKB should be placed in front of CCD.

In order to improve the safety of human-machine interaction systemoperation and aircraft
dispatch rate, the operation functions of CCD and MKB should be backed up mutually.

As stated above, the operation of the CCD covers almost all flight phase, so:

a. In the terminal area, pilots should be able to use CCD efficiently when seated at
design eye position(DEP) of the cockpit and fastening seat belts and shoulder straps;

b. During the cruise phase, should be able to easily use CCD when flight crew moving
the seats backwards and deviates from the cockpit design eye position, and fas-
tening the seat belt, with the lower operating frequency.

5.2 Selection of Appropriate Anthropometric Data

The anthropometric data is the basis of analyzing and designing the position and shape
of CCD grip. Ethnic factors should also be taken into account in the selection of
anthropometric data. The design data in this paper come from ISO-TR-7250-2 [20] of
International Organization for Standardization.

Airworthiness Compliance Criteria in Ergonomic Design of Cursor Control Device 337



The anthropometric data of typical ethnic groups in the United States, Germany, the
Netherlands, Italy, Japan, Korea, Thailand, Kenya and other countries are collected in
this standard. It should be noted that there is a big gap between the corresponding
percentage data of some ethnic groups and the airworthiness provisions, which should
not be considered.

The anthropometric data of Germany, Japan, Korea and Kenya are used in this paper.

5.3 Determine the Operational Posture

According to the above analysis, when the fight crew is seated at the cockpit design eye
position, and fastening the seat belt and shoulder strap, if the upper arm is naturally drooping
and the palm is put on the grip, it can maintain the wrist at right position. This posture can
avoid the muscular tension from the shoulder and arm and minimize the pressure of the
shoulder joint and elbow joint. It is more beneficial for pilots to operate CCD comfortably
and efficiently for a long time. At this time, with the wrist at the right position and palms in
the median position, it is convenient to grasp the CCD grip in adverse environment.

In addition, it should also avoid the occurrence of outer surface of CCD against
palms. Improper long time compression will lead to pain and numbness in the arms and
hands. Therefore, the muscle group with 1/3 palms from the wrist is chosen as the
reference point to support the palm, thus avoiding the nerve intersection of the hand.

To sum up, the reasonable attitude of pilots to operate CCD is shown in Fig. 4.

Fig. 4. Proper attitude of handling CCD
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5.4 Computer Aided Design and Analysis

The required human anthropometry data include:

a. Height of eye (sitting position);
b. Height of shoulder (sitting position);
c. Distance between shoulder and elbow;
d. Distance between elbow and wrist;
e. Palm length;
f. Width between two acromia.

Based on the above data, the geometric parameters of a person operating CCD in a
reasonable manner under the sitting position are sorted out. According to the movement
ability of the human arm, if the upper arm is kept naturally drooping, in theory the
forearm will be in front of the human body with elbow joint as the center, drawing
about 1/4 of the spherical surface, in this problem only take the second half of the
spherical surface, that is, 1/8 of the spherical surface as a research reference. When the
eye coordinates corresponding to the sphere are aligned with the design eye position of
the cockpit, the envelope of operating CCD can be obtained by each race in a rea-
sonable attitude, as shown in Fig. 5.

On the side of the central pedestal which is close to the human body, the inter-
section of the vertical plane along the heading and the envelope surface will be
obtained as shown in Fig. 6.

Fig. 5. Proper envelope of operating CCD

Airworthiness Compliance Criteria in Ergonomic Design of Cursor Control Device 339



The arcs on the vertical plane in Fig. 6 show the distribution of all palm reference
points of several ethnic groups when they operate CCD reasonably. On the far left is
5% Korean women and on the far right is 95% Kenyan men. Considering that 50% of
the population, that is, the majority of the population should be comfortable to operate,
it is not difficult to find that when focusing on the analysis of the crossings of 50% of
the population, these crossings are relatively concentrated, and can even contain almost
95% of German men.

After measuring and analyzing the computer model, the support reference points of
the palm in the operation of CCD are approximately distributed in an area of about
62 mm in length and 75 mm in height along the heading. The size of this area is much
smaller than the difference in height (arm length) in anthropometric data.

If it is considered that in cruise phase, the pilots can easily use CCD when moving
their seats backwards, it is suggested to select the reference points which are a little
back in that area so as to be compatible with the pilots’ operation at that time.

6 Conclusions

In this paper, the airworthiness clauses and advisory circulars applicable to CCD are
analyzed. According to the daily use scenarios of CCD, based on the design principle
of hand controller, the human anthropometry data in ISO standard is extracted
extensively. The posture with reasonable operation on CCD is modeled by computer
aided design technology, and the following conclusions are drawn:

a. In the case of sitting position, the size of the body has a limited impact on the
location of CCD installation;

b. In theory, there is a limited position range, which can satisfy the pilot to operate
CCD conveniently and efficiently in all flight phases, so as to comply with the
requirements of airworthiness clauses;

Fig. 6. Intersection line of envelope on the vertical plane
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c. The calculation method and results in this paper can be used as one of the methods
and criteria for airworthiness compliance of CCD ergonomic design.
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Abstract. This study aimed to evaluate the flight violation behaviors of airline
pilots and examine the relationship between violation behavior and risk psy-
chology based on Quick Access Recorder (QAR) data and surveys. Flight
violation evaluation indexes were selected from airlines’ Flight Operations
Quality Assurance (FOQA) items. Then, an evaluation standard for violation
behaviors was determined by investigating airlines, and a violation evaluation
model for pilots was established. To examine the model’s reasonableness and
explore the relationship between violation behavior and risk psychology, flight
QAR data were analyzed, and pilot’s risk psychology characteristics were
investigated by using psychological scales. In the case study, correlation anal-
ysis showed that landing vertical overload—a key factor in landing safety—was
significantly negatively correlated with risk tolerance and significantly posi-
tively correlated with risk perception. Significant correlations among the vio-
lation indexes indicated interrelationships among the violation behaviors. This
evaluation method can be applied to airlines’ FOQA to effectively and efficiently
identify and control pilot’s violation behaviors. These findings are expected to
provide a support for improving aviation safety.

Keywords: Violation behavior � Risk psychology � Flight data �
Landing safety

1 Introduction

In the past two decades, nearly 75% of civil aviation accidents have been caused by
human factors. Pilot’s flight safety operations affect human error and safety in civil
aviation. In its 2017 Annual Safety Report, the International Air Transport Association
noted that 64% of flight accidents caused by flight crew errors could be attributable to
manual handling and flight control by pilots [1]. Therefore, in the process of daily
operations and management, airlines need to monitor and analyze Quick Access
Recorder (QAR) exceedance warnings triggered by pilots to record their flight safety
operations. Meanwhile, according to Boeing, while the takeoff, initial climb, final
approach, and landing phases account for only 6% of total flight time, 61% of accidents
and fatalities occur in these phases, and more than 70% are caused by flight crew errors
[2]. Studies have indicated that pilot’s ignorance of regulatory frameworks is the main
cause of accidents during the final approach and landing phases [3]. In this regard, the

© Springer Nature Switzerland AG 2019
D. Harris (Ed.): HCII 2019, LNAI 11571, pp. 342–352, 2019.
https://doi.org/10.1007/978-3-030-22507-0_27

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-22507-0_27&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-22507-0_27&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-22507-0_27&amp;domain=pdf
https://doi.org/10.1007/978-3-030-22507-0_27


IATA noted that 50% of fatal accidents caused by flight crew errors pertain to Standard
Operating Procedure (SOP) adherence and cross-verification issues [1]. Hence,
studying pilot’s violation behaviors is essential for civil aviation safety.

Previous studies have shown that pilots involved in aviation accidents are more
likely to break with regulatory frameworks than those not involved in accidents [4–7].
Rebok et al. selected 3,000 pilots aged 45–54 as samples and tracked their violations
for 11 years. The results showed that the risk of violation was negatively correlated
with flight experience, and there was a significant positive correlation between age and
violation [8]. English and Branaghan constructed a new classification based on pilot’s
violation intention, grouping the reasons for pilot violations into four categories:
improvement, malevolent, indolent, and hedonic [9]. Luo suggested that most behav-
ioral mistakes have to do with psychological characteristics arising from interactions
among the crew, the machine, and environmental factors [10]. Liang also focused on
psychological factors, investigating common unhealthy psychological factors affecting
violations from a micro perspective [11].

While airlines monitor and manage cockpit exceedance by pilots as part of their
daily operations, violation behaviors tend to be ignored until there is severe excee-
dance. An exceedance event is an unsafe event in which any QAR monitoring
parameter exceeds the flight operations quality assurance (FOQA) standard, which
specifically focuses on the collection and analysis system of flight data in daily flight
[12, 13] and is reported by FOQA software. Exceedance event risk management based
on QAR data comprises the core of airlines’ FOQA. Similar to the idea of big data,
QAR flight data can be used to analyze and evaluate pilot’s operation levels and
exceedance behaviors. Wang et al. investigated the evaluation of flight operation risk
using QAR data. This included a study of the flaring operational characteristics of long
landing and hard landing events, specifically focusing on the effect of flaring operation
on landing performance [14–18]. Overall, even though research has been conducted on
using QAR data in the detection, diagnosis, and prediction of exceedance events, few
studies have investigated the relationship between risk-related personality traits and
exceedance behaviors.

Therefore, the current study screened exceedance events related to flight violation
firstly. Then, an evaluation method for pilot violation was constructed whereby vio-
lation level could be quantitatively evaluated based on flight QAR data. Meanwhile, the
scale of measuring pilot’s psychological risk was also introduced and implemented.
Methods and results can provide technical support for flight safety management and
improve airlines’ daily monitoring and safety management of pilot violations.

2 Evaluation on Airline Pilot’s Flight Violation Behaviors
Based on Flight QAR Data

2.1 Flight QAR Data Acquisition

The QAR is a system that includes equipment for recording data in the air and a
software station on the ground for storing and analyzing the data. QAR can record all
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kinds of aircraft parameters, pilot operation parameters, environmental features, and
alarm information during a flight. When a flight parameter exceeds the prescriptive
normal range, it is called a QAR exceedance event. While most exceedance events do
not produce severe results, they can increase the likelihood of an accident, potentially
harming aircraft and even passengers. Based on related operational rules and regula-
tions, commercial airlines always use flight data (such as QAR data) to monitor and
analyze the aircraft and the pilot’s operational performance in flight. FOQA monitoring
standards are developed based on aircraft design principles and flight environments,
and are combined with the operation requirements of different airlines. In this study,
FOQA standards for the Boeing 737-800 (B737-800) were selected as the research
foundation, and exceedance events and flight QAR data were collected to analyze
pilot’s violation behaviors and establish a violation operation evaluation model.
A program based on VBA (Visual Basic for Applications) was written and applied to
minimize file volume and mine target information from the massive QAR data.

2.2 Investigation of Violation Event in Airlines

Flight violation events in this study were defined as those exceedance events that were
mainly caused by pilot’s subjective intentions. This kind of exceedance events with
violation were selected through discussion and analysis of the causes as well as the
related operating manuals. To screen for reasonable and effective indicators, several
airlines were investigated by communicating with expert pilots, flight instructors, and
FOQA professionals. According to the task characteristics, exceedance events were
classified preliminarily by different flight phases.

For the B737-800 aircraft, there are 82 indicators for QAR monitoring standards in
the airline selected for the current research. Through discussion and investigation, 38
violation behavior items were eventually selected. Figure 1 shows the violation events
involved in each flight phase.
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Fig. 1. Number of each violation type in different phases of flight
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Violation types occurring at the selected airline from year of 2014 to 2017 were
collected and calculated, and then sorted by frequency of occurrence. The results are
shown in Table 1.

2.3 Evaluation Model of Airline Pilot’s Violation Behaviors

Classification and Selection of Evaluation Indexes. The occurrence frequency of
violation events from 2014 to 2017 was taken as an optimizing factor for the violation
evaluation indexes. If a violation event had not occurred in nearly four years, the index
was deleted; if a violation event had occurred within four years, the index could be
retained. Table 1 shows that in the past four years, there were eight violation items
triggered by pilots: straight taxiing overspeed, cornering taxiing overspeed, exceeding
tire limit speed, landing gear up late, Ground Proximity Warning System (GPWS)
warning, landing gear down late, landing flaps in position late, and landing vertical
overload. However, since the exceeding tire limit speed event only occurred once, the
index was deleted. Hence, the final evaluation indexes were as follows: E1, straight
taxiing overspeed; E2, cornering taxiing overspeed; E3, landing gear up late; E4,
GPWS warning; E5, landing gear down late; E6, landing flaps in position late; and E7,
landing vertical overload.
In terms of object characteristics recognized by the human brain, perception can be
divided into three categories: space perception, temporal perception, and motion per-
ception [19]. Furthermore, airline pilots must also accurately judge the position and
motion state of the aircraft. Also, given the close association between temporary per-
ception and space perception, violation events can be classified into two categories:
(1) caused by space perception errors and (2) caused by motion perception errors.

Using this method, the seven violation event items were classified. Table 2 shows
the results, indicating that these seven indexes of violation evaluation can be covered.

Table 1. Statistics for violation frequency from 2014 to 2017

Mild exceedance Severe exceedance
Event Frequency Event Frequency

Landing vertical
overload

281 Ground Proximity Warning System
(GPWS) warning

26

Landing gear up late 19 Landing vertical overload 5
Cornering taxiing
overspeed

16 Landing gear up late 4

Landing flaps in
position late

12 Landing flaps in position late 2

Straight taxiing
overspeed

5 Exceeding tire limit speed 1

Landing gear down
late

5 Cornering taxiing overspeed 1
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Determination of Evaluation Standard. Further analysis of QAR data showed that
although some parameters of flight operation did not exceed FOQA standards, they
were very close to the critical value and tended toward exceedance. This part of the
data is not marked in the monitoring system and is thus often overlooked in airlines’
daily management. Although events tending toward exceedance are not recorded by
FOQA, there is great potential for triggering exceedance in more complex situations.
Therefore, in addition to exceedance events recorded by the FOQA software, violation
tendencies should also be considered when determining the evaluation standard for
violation behaviors. QAR flight data should be fully used to guarantee flight safety.

The evaluation standard for pilot’s violation behaviors was based on the monitoring
items and standards for severe and mild exceedance for the B737-800 at the selected
airline. Tendency toward violation behavior was graded by the percentile method as the
evaluation standard for each index. QAR flight data were collected and extracted
corresponding to each index and then sorted from smallest to largest. The accumulated
percentage was calculated using SPSS software. Due to different types of index data,
some exceedance standards were on the large side and some on the small side; thus, 70
or 30 percentiles were selected as the classification standard for tendency violation. The
percentile formula is shown as follows:

Pp ¼ Lb þ
P
100 � N � Fb

f
� i ð1Þ

where Pp is the percentile of P, Lb is the exact lower limit of the group in which the
percentile is located, f is the frequency of the group in which the percentile is located,
Fb is the frequency sum for each group that is less than Lb, N is the total frequency, and
i is the class interval.

If the QAR flight data exceeded the severe exceedance standard, it was scored as 30
points. Similarly, 20 points were allocated for mild exceedance and 10 points for
tendency exceedance. Finally, the evaluation standard for airline pilot’s violation
behaviors is as shown in Table 3.

Table 2. Classification of violation indexes

Space perception errors Landing gear up late
Landing gear down late
Landing flaps in position late
GPWS warning

Motion perception errors Straight taxiing overspeed
Cornering taxiing overspeed
Landing vertical overload
GPWS warning
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Calculation of Index Weight. The entropy weight method, an objective weighting
method, was used to calculate the weight of the evaluation indexes. The entropy value
reflects the disorder degree of information. The smaller the value, the smaller the
disorder degree of the system. For the discrete degree of the indexes, the larger the
value, the greater the discrete degree; that is, the greater the effect on the violation
evaluation system. The steps for weight calculation are shown as follows:

(1) Standardization of QAR flight data

Xi ¼ xi1; xi2; . . .; xinf g ð2Þ

Yi ¼ yi1; yi2; . . .; yinf g ð3Þ

yij ¼
xij �min xij

� �
max xij

� ��min xij
� � ð4Þ

where Xi is the original indexes given for violation evaluation, Yi is the standardized
indexes, i = 1,2,…,7, and j = 1,2,…,n.

(2) Calculation of entropy:

Dj ¼ � ln nð Þ�1
Xn
i¼1

pij ln pij ð5Þ

where Di is the entropy of index i, pij ¼ Yij

�Pn
i¼1

Yij, if Pij = 0, lim
pij¼0

pij ln pij ¼ 0

Table 3. Evaluation standard for airline pilot’s violation behaviors

Violation event Severe exceedance Mild exceedance Tendency exceedance
Exceedance
standard

Scoring Exceedance
standard

Scoring Exceedance
standard

Scoring

E1 Straight taxiing
overspeed

� 40Kts 30 � 30Kts 20 <23Kts
� 23Kts

0
10

E2 Cornering taxiing
overspeed

� 18Kts 30 � 14Kts 20 <12Kts
� 12Kts

0
10

E3 Landing gear up
late

� 500Ft 30 � 300Ft 20 <104.4Ft
� 104.4Ft

0
10

E4 GPWS warning Detected 30 – – – –

E5 Landing gear
down late

� 1300Ft 30 � 1500Ft 20 >1991.6Ft
� 1991.6Ft

0
10

E6 Landing flaps in
position late

� 1000Ft 30 � 1200Ft 20 >1852.6Ft
� 1852.6Ft

0
10

E7 Landing vertical
overload

� 1.89 g 30 � 1.68 g 20 <1.455 g
� 1.455 g

0
10
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(3) Calculation of weight:

Wi ¼ 1� Di

7�P
Di

ð6Þ

where Wi is the weight of index i.

Evaluation Model for Violation Behavior. 348 sets of QAR flight data corre-
sponding to 27 pilots were collected. For each index, the necessary parameters were
extracted using MATLAB. Then, the extracted parameters were calculated according to
the evaluation standard for each index. The calculating formula is shown as follows:

Xi ¼

Pn
j
Zj

n
ð7Þ

where Xi is the pilot’s score of index i, n is the number of flights, and Zi is the score of
flight j.

Zj ¼
0; Normal
10; TendencyExceedance
20; MildExceedence
30; ServerExceedence

8>><
>>:

9>>=
>>;

Through the comprehensive quantification of each violation index, the violation
evaluation model was established:

Lk ¼
X

WiXi ð8Þ

where Lk is the comprehensive violation evaluation result for each pilot, Wi is the
weight of index i, Xi is the score of index i, i = 1,2,…, 7, and k = 1,2,…, 26.

3 Measurement on Pilot’s Psychological Risk

3.1 The Scale of Risk Psychology

On the basis of previous studies [20], three risk psychological characteristics were
selected as the evaluation indicators of risk psychology. To measure pilot’s risk psy-
chology characteristics during flight operation, a scale was established by modifying
and translating the risk tolerance, risk perception, and hazardous attitude scales. The
test results showed that the scales had good reliability and validity.

Scale Structure. The risk tolerance scale for pilots comprises 17 kinds of flight sce-
narios, established according to Hunter [21] and Ji et al. [20]. The risk tolerance score
is measured in five grades: 5, pilot is extraordinarily willing to accept, or agree with,
the flight scenarios given on the scale; 4, pilot is willing to accept, or agree with, the
flight scenarios given on the scale; 3, pilot is not sure or indifferent to the flight
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scenarios given on the scale; 2, pilot is reluctant to accept, or agree with, the flight
scenarios given on the scale; and 1, pilot is very reluctant to accept, or agree with, the
flight scenarios given on the scale.

The risk perception scale for pilots consists of 26 kinds of flight scenarios. It has
been widely applied in research since its creation by Hunter [21]. The grades of risk
scenarios listed in the scale range from 0 to 100.

The hazardous attitude scale for pilots comprises 24 kinds of behavior that are
closely related to modern airline activities. It is a 5-point Likert scale: 5, pilot is
extraordinarily willing to accept, or agree with, the flight situation given on the scale; 4,
pilot is willing to accept, or agree with, the flight situation given on the scale; 3, pilot is
not sure or indifferent to the flight situation given on the scale; 2, pilot is reluctant to
accept, or agree with, the flight situation given on the scale; and 1, pilot is very
reluctant to accept, or agree with, the flight situation given on the scale.

The final score for each scale is the average score for all of the topics. The higher
the final score, the higher the level of risk psychology characteristics.

Scale Implementation. The average age of the 27 male pilots who participated in the
flight data acquisition and questionnaire survey was 29.22 years. The average total
flight hours for three years was 2,636.81 h. Table 4 shows the basic statistical data of
the subjects.

3.2 Correlation Between Risk Psychology Characteristics and Airline
Pilot’s Violations

Finally a case was given by using the evaluation method and survey results. The
Pearson correlations between the scores of risk psychology characteristics and flight
violation behaviors in landing was analyzed. Since the 27 pilots scored the same on the
GPWS warning index, this item was excluded from the correlation analysis. Landing
vertical overload was significantly negatively correlated with risk tolerance
(r = −0.474, p < 0.05) and significantly positively correlated with risk perception

Table 4. Basic statistical data of the subjects

Hierarchy Number Proportion

Age 21–25 4 15.38%
26–30 17 65.38%
31–35 3 11.54%
36–41 3 7.69%

Technical grade Instructor 3 7.69%
Captain 10 38.46%
First officer 14 53.85%

Flight hours in three years (2015–2017) 1000–1500 1 3.85%
1501–2000 1 3.85%
2001–2500 4 11.54%
2501–3000 21 80.77%
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(r = 0.585, p < 0.05). The negative relationship between cornering taxiing overspeed
and risk perception was significant (r = −0.468, p < 0.05). Furthermore, there was a
significantly negative correlation between risk tolerance and risk perception
(r = −0.547, p < 0.05). For violation behaviors, landing gear up late showed a sig-
nificantly negative correlation with straight taxiing overspeed (r = −0.444, p < 0.05).
Further, landing gear down late showed significantly positive correlations with landing
gear up late (r = 0.441, p < 0.05) and landing flaps in position late (r = −0.686,
p < 0.05).

4 Discussion

4.1 Theoretical Model for Airline Pilot’s Violations

An evaluation model was established based on the investigation and statistical analysis.
The correlations among violation indexes—such as landing gear down late, landing
gear up late, and landing flaps in position late—indicated close associations among
certain flight operation violation behaviors, indicating that it is reasonable to classify
these seven violation behavior items based on the perspective of perception. However,
the interrelationships were not entirely consistent with the basis of classification—that
is, the different characteristics of perceptual objects. For motion perception errors,
landing gear down late significantly positively correlated with landing gear up late and
landing flaps in position late, though there were no significant interrelationships among
the four violation indexes of space perception errors. Instead, straight taxiing overspeed
showed a significantly negative correlation with landing gear up late, which might be
attributable to the close association between space perception and motion perception.
Previous studies have shown that an interrelationship exists between space perception
and motion perception. That relationship still needs further experimental exploration;
thus, the model needs to be further optimized. This could also be attributable to sample
size restrictions; thus, the model should be verified by further case studies in follow-up
research.

4.2 Effect of Risk Psychology Characteristics on Landing Operation

Contrary to previous findings, correlation analysis showed that landing vertical over-
load was significantly negatively correlated with risk tolerance and significantly pos-
itively correlated with risk perception [22–27]. Relevant surveys and investigations
indicated that, today, airlines emphasize hard landing monitoring and adopt more
severe punishment measures for hard landing exceedance events than for other events.
Therefore, pilots tend to deliberately prolong flare time and touchdown distance to
minimize the landing vertical load. Wang et al. found a significant correlation between
touchdown distance and average landing vertical load [14], indicating that flights with a
longer touchdown distance generally have a lighter vertical load in landing. However, a
long flare time or touchdown distance can lead to another exceedance, long landing,
which can trigger a more severe accident—overshooting the runway—which can cause
serious economic losses and even casualties. So, when pilots lengthen flare time and
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extend touchdown distance to avoid a hard landing, they increase the risk of running off
the runway. With increased flare time, the touchdown point becomes more distant,
which can increase pilot’s psychological pressure. In this case, pilots have higher risk
tolerance. Meanwhile, pilots with higher risk perception would prefer a shorter flare
time due to fears of running off the runway. In that case, the aircraft would touchdown
in a relatively shorter range, which could produce a larger vertical load than would be
the case with flights performed by pilots with lower risk perception.

5 Conclusion

In the current study, 38 flight violation event items mainly caused by subjective risk
taking by pilots were identified. Furthermore, an evaluation method for pilot’s flight
violation behaviors was developed, which can be applied to airlines’ FOQA to effec-
tively and efficiently identify and control pilot’s violation behaviors.

The correlation analysis between violation behaviors and risk psychology indicated
that pilots with high severe exceedance rates had higher hazardous attitude scores than
pilots with high scores for landing vertical overload violations, who generally pos-
sessed low levels of risk tolerance and risk perception. This could be attributable to
strict systems of punishment and safety cultures in airlines. These findings are expected
to provide new ways for airlines to establish effective management systems and pos-
itive safety cultures, thereby improving aviation safety.
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Abstract. In order to determine the minimum flight crew number and to show
compliance with aircraft airworthiness regulations of CS25.1523, the workload of
flight crew should be measured in various fight scenarios both in flight simulator
and in flight test. However, the complexity, environment and safety consideration
of flight test requires flight crew to take more responsibility and more careful with
decisions and actions with higher stress, and it may be inappropriate to carry out
the flight test in a high-risk abnormal situation. Therefore, it is necessary to assess
workload measures in a simulator to predict in-flight behavior.
In this research, NASA-TLX and eye blinks rate were compared, both in

flight simulator and in flight test in three flight scenarios, including Standard
Instrument Departure, Manual Departure, and Standard Instrument Approach.
This study were carried out in a CRJ-200 full - flight simulator and an aircraft,
and a total of nine pilots were participated in.
According to the results, both flight scenarios and environments had the

significant influence on NASA-TLX. However, eye blinks rate only manifested
significant differences in flight environment. Furthermore, the relation between
NASA-TLX and eye blinks rate are weak between simulator and flight test.
Therefore, in order to reduce the quantity and risk of compliance demonstrating
flight test, it is necessary to figure out more significant psychophysiological
measurements.

Keywords: Airworthiness � Workload � Flight test � Flight simulator

1 Introduction

For commercial aircraft, airworthiness is certification and supervision on the design,
manufacture, implementation and maintenance of the aircraft according to the airwor-
thiness regulations and materials on behalf of public [1]. The aim of airworthiness is to
ensure the aircraft could achieve the safety level that the regulations required. Typically,
the design of commercial aircraft should comply with Certification Specifications for
Large Aeroplanes CS-25, which is issued by European Aviation Safety Agency [2].

Human factors is the most important factors that could threaten aviation safety.
According to the statistics, over 70% flight accidents were attributed to human factors [3].
There are several airworthiness regulations that concerning human factors in CS-25.
Among them,CS25.1523-MinimumFlightCrew, is one of themost important regulations
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which stipulates the determination of the number of flight crew should base on the
workload on individual crew members. In other words, in order to show the compliance
with CS25.1523, the workload of each flight crew member should be measured. Fur-
thermore, the recommended means of compliance includes simulator test and flight test.

Typically, the traditional workload measurements for flight crew consist of four
types: timeline analysis, task performance measures, subjective rating scale measures
and psychophysiological measures [4]. Timeline analysis could be used as an analytic
tool in order to make a priori predictions regarding the task demands imposed on the
crew [5]. It based on micro-motion techniques and borrowed from industrial engi-
neering, computes workload as a ratio of time required to complete necessary tasks as a
fraction of time available. In several aircraft types design, Boeing Commercial Airplane
used timeline analysis technique in simulator studies [6]. Task performance measures
can be classified into two major types: primary task measures and secondary task
measures [7]. Normally, performance of the primary task will always be of interest as
its generalization be central to the study. Speed, accuracy, response times, and error
rates are often used to assess primary task performance [8]. Bliss and Dunn supported
the hypotheses that increasing primary task and alarm task workload degraded alarm
response performance [9]. The secondary task technique assumes that operators are
given an additional information processing task to perform in conjunction with the task
of interest. The rationale underlying the use of secondary tasks is that by applying an
extra load which produces a total information processing demand that exceeds the
operator’s capacity, workload can be measured by observing the difference between
single task and dual task performances [10]. Wester et al. examined the impact of
secondary task performance, an auditory oddball task, on a primary lane keeping
driving task [11]. By studying the impact of simultaneous information conflicts, from
multiple secondary in-vehicle tasks, on the primary task of driving, Lansdown and
Brook-Carter suggested overloading the visual channel would result in performance
decrements [12]. Subjective rating scale measures assume that an increased power
expense is linked to the perceived effort and can be appropriately assessed by indi-
viduals. NASA-TLX, Bedford scale, and Modified Cooper-Harper scale are most
popular ones. Schnell et al. evaluated Synthetic vision information systems in flight
deck by using NASA-TLX [13]. The pilot workload, which was assessed through
Bedford scale, resulting from a range of wind-over-deck conditions have been used to
develop the Ship-Helicopter Operating Limits for a Lynx-like helicopter and the SFS2
[14]. Physiological measures use the physical reactions of the body to objectively
measure the amount of mental work a person is experiencing. It would seem an
objective measurement would be the most exact and therefore the best way to find
workload because it does not require a direct response from the person, unlike sub-
jective measures [15]. In physiological areas, eye activity and cardiac activity are the
most research focuses on. Heart rate measurement is considered the most common and
reliable measure of workload. Generally, heart rate increases as workload increases
[16]. Moreover, eye activity, including pupil dimension and eye blink rate could also
indicate the workload. Normally, pupil diameter is found to increase with increasing
mental workload, and eye blinks rate decrease with increasing workload [17].

Since flight test may include high or medium risk scenarios, it is necessary to select
the appropriate workload measurement which would not interfere with flight crew
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operation. Therefore, in order to determining the desirable workload measurement in
simulator and flight test, subjective rating scale measures and physiological measures,
including NASA-TLX and eye blinks rate, were analyzed in this study. Furthermore, 9
pilots composed 6 flight crews were participated in this test which contained three flight
scenarios: Standard Instrument Departure (SID), Manual Departure (MD), and Stan-
dard Instrument Approach (SIA).

2 Method

2.1 Subjects

Nine Chinese male pilots ranging in age from 30 to 50 (Mean = 41.3 ± 5.23) were
invited to participate in this experiment. These pilots were either commercial airline
pilots or flight instructors from China Eastern Airlines. Simultaneously, they had all
been recruited as captains or co-captains for some types of aircrafts (5 for B737, 4 for
B747). Furthermore, these pilots were paired into six flight crews. Among them, three
pilots were assigned with different flight responsibilities in different crews involved,
i.e., as Pilot Flying in one crew and as Pilot Monitoring in the other. Before the
experiment, all subjects signed the consent form, which was approved by the Institu-
tional Review Board of Shanghai Jiao Tong University.

2.2 Apparatus

The experiment was carried out in a CRJ-200 full - flight simulator. It is a qualified
flight simulator (level D). All the configurations in the flight simulator are identical
with the real aircraft. Simultaneously, the flight test was conducted in a real CRJ-200
aircraft, shown as in Fig. 1.

Fig. 1. Flight deck of CRJ-200
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Besides the flight simulator and the aircraft, a head-mounted eye tracker (Tobbi
Glass, Sweden), which sample rate was 30 Hz, was used to determine the eye blinks
rate of the subjects during the experiment, shown as in Fig. 2.

2.3 Procedure

In order to compare the workload measurements in flight simulator and flight test, three
flight scenarios were designed, including Standard Instrument Departure (SID), Manual
Departure (MD), and Standard Instrument Approach (SIA). Each of the flight scenarios
were carried out in flight simulator and flight test respectively by each flight crew. The
configurations and operating procedures for the flight scenarios were same in flight
simulator and flight test as following.

1. Standard Instrument Departure

The flight scenario was conducted in Chengdu Shangliu International Airport. The task
was started from pressing “TOGA (Takeoff/Go-around)” button by pilots. Then, the
subjects pushed the throttle and kept accelerating. When the aircraft reaching the speed
of VR, the subjects needed to rotate and maintained a 3 degree climbing approximately.
When the aircraft reaching the altitude of 1500 feet, the subjects were required to
connect the autopilot system, and keep supervising the essential flight parameters until
climbing to 10000 feet.

2. Manual Departure

The flight scenario was conducted in Chengdu Shangliu International Airport. The task
was started from pressing “TOGA” button by pilots. Then, the subjects pushed the
throttle and kept accelerating. When the aircraft reaching the speed of VR, the subjects
needed to rotate and maintained a 3 degree climbing approximately. Moreover, when
supervising the positive rising rate on Primary Flight Display, the subjects were
required to retract the landing gear and keep climbing to 10000 feet by hand.

3. Standard Instrument Approach

The flight scenario was conducted in Chengdu Shangliu International Airport. The task
was started in 40 nautical miles away from descending point. After slowing down to
145 knots, and descending to 1500 feet, the aircraft was in landing pattern. The subjects
executed a CAT I standard instrument approach procedure and landed on the runway.

Fig. 2. Tobbi Glass

356 Y. Zheng and Y. Jie



The simulation experiment was conducted prior to the flight test. At first time, the
subjects performed a standard instrument departure and a standard instrument
approach. At the second time, they performed a manual departure and a standard
instrument approach. After each task, every subject was asked to fulfill the NASA-TLX
scale. In flight test, the procedures were same as in flight simulator.

2.4 Statistical Analysis

SPSS 17.0 for Windows was used to process the experiment data, and ANOVA
analysis, and correlation analysis were implemented in this study. When P < 0.05, the
results were considered statistically significant.

3 Results

3.1 NASA-TLX Scales

Considering the results of NASA-TLX scales, the three flight scenarios showed the
significant differences in the simulator experiment (F(2,12) = 3.01, p = 0.040). Among
them, Standard Instrument Approach (SIA) had the maximum average NASA-TLX
scores (Mean = 27.92, SD = 9.54), Standard Instrument Departure (SID) was mini-
mum (Mean = 19.85, SD = 5.08), Manual Departure (MD) was in the middle
(Mean = 22.58, SD = 7.32). Similarly, in flight test, standard instrument approach had
the highest NASA-TLX scores (Mean = 33.42, SD = 10.24), manual departure was
medium (Mean = 28.75, SD = 7.06), and standard instrument departure was minimum
(Mean = 25.42, SD = 9.00). However, the differences of three flight scenarios in flight
test were insignificant (F(2,12) = 3.01, p = 0.063). Furthermore, the difference
between simulator experiment and flight test were significant in standard instrument
departure (t = 2.43, p = 0.024) and in manual departure (t = 2.10, p = 0.047). Nev-
ertheless, in standard instrument approach, the difference was insignificant (t = 1.36,
p = 0.187). Otherwise, NASA-TLX scales showed a moderate correlation between
simulator and flight test (R = 0.524, p = 0.001), as was depicted in Fig. 3.

Fig. 3. The linear regression results of the NASA-TLX scales in simulator and in flight test
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3.2 Eye Blinks Rate

Considering the results of eye blinks rate, as shown in Fig. 4, only in the simulator
experiment (F(2,12) = 4.711, p = 0.016), the differences of the three flight scenarios
was significant, and in the flight test (F(2,12) = 0.003, p = 0.997), the differences was
insignificant. In the simulator experiment, standard instrument departure had the
maximum average eye blinks rate (Mean = 14.08, SD = 3.63), standard instrument
approach was minimum (Mean = 9.83, SD = 2.72), and manual departure was medium
(Mean = 11.58, SD = 3.78). However, in the flight test, the discrepancy is slight.
Furthermore, comparing the difference between simulator experiment and flight test for
each flight scenarios respectively, only standard instrument departure was significant
(t = 3.331, p < 0.01), and both manual departure (t = 1.457, p = 0.159) and standard
instrument approach (t = 0.213, p = 0.834) were insignificant. Besides, eye blinks rate
expressed a more weak correlation between simulator and flight test (R = 0.242,
p = 0.155).

4 Discussion

Flight test is the most direct means of compliance in aircraft human factors airwor-
thiness certification. However, it is not the preferred means due to the following three
reasons. Firstly, it might not be appropriate to test an abnormal situation for safety
consideration [18]. Secondly, a flight environment is normally difficult to manipulate
the operational environment which might be required to apply the scenario-based
approach. Last but not least, human factors scenarios performed in flight test could not
be easy to duplicate due to the lack of controllability of the operation context [19].
Therefore, simulator test might be more appropriate than flight test, especially in high
risk flight scenarios, and both of them should be examined from the standpoint of
human workload to shown compliance with airworthiness requirement.

Fig. 4. The results of Eye blinks rate for the three flight scenarios, which were standard
instrument departure (SID), manual departure (MD) and standard instrument approach (SIA), in
the simulator and in the flight test. The error bars stand for the difference of eye blinks rate of the
subjects either in simulator of in flight test.
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However, the classic workload measurements have their own limitations. Subjec-
tive rating scale measures are sometimes uncertain on the repeatability and validity, and
data manipulations are often questioned as being inappropriate [20]. Moreover, sub-
jective feeling of workload was essentially dependent on the time stress involved in
performing the task for time-stressed tasks only [21]. For task performance method,
because of the compensatory effect of increased effort, it is clear t not sufficient to
assess the state of the operator [22], and some other factors, such as strategy, affect
performance and workload differently [23]. Psychophysiological measures are influ-
enced by ambient environment and task duration [24]. In real flight, most of pilots are
preferred to wear a sunglass to prevent direct sunlight. Moreover, some studies
assumed that eye movement activity parameters only can provide a sensitive measure
of visual workload [25]. Therefore, it is necessary to select the desirable workload
measurements according to the specific characteristics of simulator test and flight test.

In the simulator experiment, NASA-TLX is a multidimensional rating scale that
assesses a subject’s subjective workload on six 100-point scales related to a different
aspect of workload: Mental Demand, Physical Demand, Temporal Demand, Perfor-
mance, Effort, and Frustration [26]. It is more precise and comprehensive in workload
evaluation. Besides, Eye measures were sensitive to intermediate levels of mental effort
as well [27], and would also produce reliable near-real-time indicators of workload in
flight simulator [28].

In this study, two types of workload measurements were compared, including
subjective methods: NASA-TLX, and psychophysiological measures: eye blinks rate
both in flight simulator and in flight test in three flight scenarios. The results demon-
strated that NASA-TLX, eye blinks rate were credible in flight simulator. Nevertheless,
in these three flight scenarios, neither of them produced reliable indictors in flight test.
In further study, there are two more aspect would be carried out. Firstly, more measures
would be implemented in both simulator and flight test environment, for instance
subjective measurements including Bedford methods and Modified Cooper-Harper,
and psychophysiological approaches like ECG and EEG. Secondly, in order to ensure
the safety of flight, only normal flight scenarios were selected in this study. Therefore,
under safe condition, more scenarios should be included, especially some abnormal
conditions, such as, crosswind handling, one engine failure.
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Abstract. In the dismounted military field, robots and unmanned vehicles are
increasingly used as force multipliers and teammates. As such, a fluent
human-robot interaction (HRI) becomes vital and is stimulated by fitting the
robot and its interface to the human teammate’s capabilities. This is where
individual differences of the human needs to be considered, such as those
found in spatial ability. In HRI, information presented to the human teammate
requires mental manipulation and interpretation to inform subsequent human
actions, which relies on spatial ability. In order to generalize findings to the
armed forces and to inform future design requirements, factors pertaining to
construct operationalization, measurement, and task type need to be examined.
The aim of the present literature review is to investigate spatial ability find-
ings in military HRI.
In this review, metadata over the past decade are synthesized in light of a

formal factor analysis of spatial ability [8]. The results show that the opera-
tionalizations of spatial ability are alarmingly divergent in the research field of
military/UxV HRI. The relationship between spatial ability and task perfor-
mance in our findings is complicated by a lack of standardized assessments of
spatial ability and a small sample size, which is an indication of the current state
of affairs. However, there is a conservative indication of a relationship between
aspects of spatial ability and primary military reconnaissance tasks. As an effort
to inform future studies, this literature review concludes with recommendations
for military-affiliated research and development, to enhance the measurement,
validation, and generalization of findings of an individual factor that has the
potential to benefit a fluent HRI and the transition of robots from tools to
teammates.

Keywords: Human-robot interaction � Applied cognitive psychology �
Human factors/system integration

1 Introduction

Research in human-robot interaction (HRI) shows the recent transition for robots,
from tools to teammates [1]. Aside from dismounted military members working with
physical robots, a development is growing with the implementation of unmanned
aerial (UA) and ground vehicles (UGVs) [2–5]. The interaction with robots is
pursued through augmentation of interfaces. Interpretation of the information
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displayed through such interfaces often requires mental manipulation and interpre-
tation by the human teammate or operator. This changes the work parameters of
operators significantly and leads to the importance of considering individual differ-
ences in the ability to cognitively process input from the robot/UxV adequately [6].
This process occurs through mental rotation and visualization, both aspects of spatial
ability [7]. However, the exact role is still largely unknown. What complicates
research of the role of spatial ability, is that the construct is still unclear, despite
decades of research.

1.1 Spatial Ability

Factor analyses have shown that spatial ability is a complex construct. In this section,
we highlight two major efforts to discuss facets of spatial ability, one by Lohman,
Pellegrino, Alderton, and Regian [7] and one by Carroll [8]. Table 1 summarizes and
contrasts their factors and definitions of spatial ability.

Lohman and colleagues [7] identified ten factors of spatial ability, and Lohman
summarizes this human aptitude as the “ability to generate, retain, retrieve, and
transform well-structured visual images” [9] (p. 3). By contrast, Carroll’s [8] definition
of spatial ability emphasizes a visual component: “spatial and other visual perceptual
abilities have to do with individuals’ abilities in searching the visual field, appre-
hending the forms, shapes, and positions of objects as visually perceived, forming
mental representations of those forms, shapes, and positions, and manipulating such
representations mentally” (p. 304). His factor analysis of spatial ability classified five
major factors (Table 1). The most complex factor is Visualization with several task
types that load onto it, including block rotation tasks, assembly tasks, paper folding
tasks, perspective-taking tests, and tasks that require participants to determine how an
object should be formed into or broken down from a three-dimensional image [8, 10].
Spatial Relations, according to Carroll, constitutes Lohman et al.’s factor Spatial
Orientation, with an emphasis on the speed in which the individual is capable of
mentally manipulating simple visual patterns, such as determining whether one pattern
is a rotated version of another image.

Recent research still scrutinizes these factors and newer measures of spatial ability
have been generated [11, 12], indicating that congruence over the constituents of spatial
ability has not been reached. This complicates the evaluation of the effect of spatial
ability in human-robot interaction as well. However, as Carroll’s [8] analysis is the
most recent factor analysis of spatial ability to date, this framework will be used in the
remainder of this paper.
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1.2 Purpose

The purpose of this paper is to review how spatial ability has been operationalized and
measured in research of human-robot interaction (HRI) in the military field, including
unmanned vehicles. This is a state-of-the-art assessment, focused on construct opera-
tionalization, measurement, and applied task types. The metadata will be synthesized to
determine the degree of vergence in the assessment of spatial ability in military HRI
research, and how this relates to task performance. The goal is to assess the general-
izability of the current modus operandi and to generate recommendations where
appropriate.

Table 1. Operationalizations and factors of spatial ability [7, 8].

Lohman et al. [7] Carrol [8]
Factor Operationalization Factor Operationalization

Visualization Folding, mentally
transforming, rotating
objects

Visualization Perceiving, mentally
manipulating, matching, and
mentally rotating objects, as
well as breaking forms down
or forming into whole form

Spatial
orientation

Viewing object/scene
from different perspective

Spatial
relations

Mentally manipulating and
matching patterns or objects

Flexibility of
closure

Breaking down a whole
form to create a new form

Closure
flexibility

Recognizing a known, non-
hidden, visual pattern

Closure
speed

Speed of identifying that
a form is incomplete or
misrepresented

Closure
speed

Speed of recognizing a
concealed, unknown visual
pattern

Perceptual
speed

Speed of matching
figures

Perceptual
speed

Speed of recognizing a
known, non-hidden, visual
pattern

Spatial
scanning

Maze-tracing, which also
loads on spatial planning
and perceptual speed
factors

Serial
integration

Integrating visual stimuli
based on short-term
memory

Visual
memory

Recognizing an image
(from memory) that was
previously presented

Kinesthetic Self-orientation in space,
especially left-right
discriminations
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2 Method

2.1 Information Sources and Inclusion Criteria

The databases Compendex/EngineeringVillage, PsycInfo, and ProQuest were accessed
to locate articles that were published in the last 10 years. The following keywords were
all required for a study to be included in the qualitative analysis: (a) human-robot
interaction (HRI) OR human-agent teaming; AND (b) military OR unmanned vehicle
(UxV); AND (c) spatial ability.

2.2 Exclusion Criteria

Studies that included a robot but were not in the realm of the military or unmanned
vehicles were excluded, such as assistance and surgical robots. Additionally, only
studies that presented primary data from journal or conference papers were included.
Papers primarily focused on predictive modeling were excluded as well, as the purpose
of the present paper is to relate spatial ability, and its measures, to task performance.
The remaining analyzable sample size was N = 23.

2.3 Data Extraction

The following data were extracted for analysis: labeled construct (i.e. the name
assigned to the construct by the authors), spatial ability test, task type, and task per-
formance outcome. Any effects on workload, situation awareness, or other outcome
measures, were not considered. All data were imported into an Excel worksheet to
categorize and qualitatively analyze the data.

3 Results

To evaluate the relationship between spatial ability and performance in military/UxV
human-robot interaction, the metrics and constructs of spatial ability were qualitatively
analyzed. Next, the tasks in which spatial ability was evaluated were categorized and
the metadata were synthesized and related to performance outcome.

3.1 Spatial Ability Metrics

The reviewed publications utilized ten different tests of spatial ability. Figure 1 displays
the frequency of the different tests, as well as an overview of the labels authors
assigned to the construct associated with the test. The three most used tests were the
Cube Comparison Test [13] (CCT), Spatial Orientation Test [14] (SOT), and Mental
Rotation Test [15] (MRT). The labels that were most often used by researchers for the
tests were “spatial ability” (SpA), “spatial orientation” (SpO), and “spatial visualiza-
tion” (SpV). The next section will provide a more in-depth analysis the tests and each
of these three labels.
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3.2 Spatial Ability Labels

Table 2 provides an overall summary of the ten spatial ability tests, the associated
researcher-assigned label which is contrasted against the construct as categorized by
Carroll’s [8] factor analysis, and a frequency of use of the test and label in the current
sample. In this section, the three most used labels by researchers (SpA, SpO, SpV) will
be discussed further.
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Fig. 1. Tests of spatial ability in across included studies. Legend shows the labels authors
assigned to the constructs measured by the tests.

Table 2. Overview of tests of spatial ability, label associated with the test, the construct
associated with the test based on Carroll [8], and frequency of use in the current sample. Tests
that were developed after Carroll’s analysis are coded as N/A for the construct.

Test Label Construct based on
Carroll [8]

Frequency

Cube Comparison Test [13]
(CCT)

Spatial ability Visualization 10
Spatial
orientation

Spatial relations 1

Spatial
relations

2

(continued)
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Spatial Ability (SpA). SpA was measured 13 times in the current sample (N = 23)
with four different tests: CCT, SOT, Hidden Patterns Test [13] (HPT), and Lathan and
Tracey’s test battery [17] (LTB). When looking at the term spatial ability, ideally more
than one test would be used to measure it, considering its multifaceted nature, such as
in LTB. However, in the current sample, 40% of the studies implement one test to
assess (a form of) spatial ability. The tests were further examined to compare them to
Carroll’s [8] factor analysis.

In the CCT, individuals must evaluate a rotated cube and determine whether or not it
is similar to the target cube. Carroll [8] determined that this test loads on the factor
Visualization and Spatial Relations (Table 1).

The SOT is based on Gugerty and Brooks’ [14] cardinal direction task, wherein
participants are presented with a north-up map that shows the location and (varied)
heading of their aircraft and a ground target. Additionally, they see a forward view
from the perspective of the aircraft, displaying the ground target, a building, and four

Table 2. (continued)

Test Label Construct based on
Carroll [8]

Frequency

Spatial Orientation Test [14]
(SOT)

Spatial ability N/A 4
Spatial
orientation

5

Perspective Taking Test [11, 12]
(PTT)

Spatial
orientation

N/A 2

Spatial
visualization

1

Part V Guilford-Zimmerman
[16] (V-GZ)

Spatial
visualization

Visualization 1

Mental Rotations Test [15]
(MRT)

Spatial
visualization

Visualization 2

Mental rotation 2
Spatial
reasoning

1

Paper Folding Test [13] (PFT) Spatial
visualization

Visualization 3

Hidden Patterns Test [13] (HPT) Spatial ability Closure flexibility 1
Closure
flexibility

1

Hidden Words Test [13] (HWT) Spatial ability Closure speed 1
Lathan & Tracey Battery [17]
(LTB)

Spatial ability N/A 1

Finding A’s Test [13] (FAs) Perceptual
speed

Perceptual speed 1
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parking lots around the building. Participants are required to indicate in which cardinal
direction the parking lot with vehicles is (only one): north, east, south, or west of the
building. This test was developed after Carroll’s [8] factor analysis; thus formal factor
analysis was not applied. However, the perspective-taking properties suggest the test
may load on the Carroll’s factor Visualization and potentially Spatial Relations.

The HPT is a task wherein participants are to determine whether or not a specific
orientation occurs for the target item. This test loads on the factor Closure Flexibility
[8].

The LTB refers to the CTY Spatial Test Battery [18], which includes a complex
figure test, a spatial memory test, a block rotation test, and a cube perspective test. This
battery was not evaluated by Carroll [8] but incorporates several facets of Visualization.

Spatial Orientation (SpO). SpO was measured eight times with four different tests,
from highest to lowest count: SOT, Perspective Taking Test [11, 12] (PTT), and CCT.
As the SOT and CCT have been discussed, only the PTT will be discussed in this
section.

The PTT is a more recent test that was developed based on evidence for a disso-
ciation between mental rotation and perspective-taking spatial abilities [11]. In this
task, individuals are asked to imagine different perspectives or orientations in space,
imaginatively standing at one object while facing another object, and then pointing to
where a third object would be. This test was developed after Carroll’s [8] factor
analysis. As a perspective-taking task, this test would most likely be categorized as a
factor of Visualization and Spatial Relations, although factor analysis needs to confirm
this.

Spatial Visualization (SpV). In the current sample SpV was measured seven times
with five different tests: Paper Folding Test [13] (PFT), Part V of the Guilford-
Zimmermann Aptitude Test [16] (V-GZ), Mental Rotations Test [15] (MRT), and the
PTT, which has been discussed in the previous section.

The PFT shows successive drawings of a folded paper. The last image shows where
a hole is punched. The individual then needs to select one out of five options to indicate
where the hole would be if the paper is unfolded. This loads on the factor
Visualization [8].

The V-GZ asks individuals to look at perspective scenes as if they are looking over
the prow of a boat and to indicate how the boat moved between two views. Carroll [8]
categorized this task as a Visualization task. The task was not analyzed for the Spatial
Relations factor, as Carroll followed the lead of others such as Ekstrom and
colleagues [13].

The MRT presents an image consisting of multiple stringed cubes, in different
rotational angles. The individual needs to indicate which two of four images are rotated
images of the target picture. As a block rotation task, his test loads on the factor
Visualization [8].

3.3 Task Analysis

When evaluating the effect of spatial ability on HRI task performance, task type needs
to be considered. Task type defines the specific capabilities required from the human

Spatial Ability in Military Human-Robot Interaction 369



teammate. Therefore, tasks were classified into categories, as shown in Table 3, mat-
ched with the spatial ability test used, Carroll’s [8] associated construct with the test,
and a frequency within the current sample of studies. As expected from military HRI
research, tasks are indeed representative of military reconnaissance missions.

Robot control/teleoperation and target detection tasks were most frequently used,
presumably as they are primary tasks in military reconnaissance missions with human-
robot teams. The ability to perform robot control/teleoperation tasks has been evaluated
with the spatial factors Visualization and Spatial Relations, which represent the ability

Table 3. Categorization of task type with the applied test of spatial ability, associated construct
based on Carroll’s [8] factor analysis, and a frequency of use in the present sample. Tests that
were developed after Carroll’s analysis are coded as N/A for the construct.

Task type Test Construct based on Carroll [8] Frequency

Robot control/teleoperation CCT Visualization spatial relations 11
PTT N/A 2
SOT N/A 9
MRT Visualization 2
LTB N/A 1
PFT Visualization 1

Target detection CCT Visualization spatial relations 9
SOT N/A 10
V-GZ Visualization 1
MRT Visualization 2
HPT Closure flexibility 3
HWT Closure speed 1
FAs Perceptual speed 1

Communication CCT Visualization spatial relations 5
SOT N/A 5
HPT Closure flexibility 3

Route planning CCT Visualization spatial relations 2
PFT N/A 1
SOT N/A 2
V-GZ Visualization 1
MRT Visualization 1
HWT Closure speed 1
FAs Perceptual speed 1

Target encapsulation CCT Visualization spatial relations 1
SOT N/A 1

Tacton classification CCT Visualization spatial relations 2
Respond system warnings PFT N/A 1
Sensor control PFT N/A 1
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to perceive and to mentally manipulate/rotate images to make a decision or judgment
call for the next action, as well as the speed at which this is performed (Table 1).

Target detection ability in military HRI has been primarily associated with the
spatial factor Visualization, followed by Spatial Relations, Closure Flexibility, Closure
Speed and Perceptual Speed. Target detection indeed is a complex action sequence that
involves perception of the environment, potentially mentally rotation depending on the
field of view, as well as searching for and discriminating targets, and then marking
them in the simulation. This sequence action is likely to hinge on speed of execution as
well.

Secondary tasks of the simulated HRI missions in this sample include communi-
cation, route planning, target encapsulation, tacton classification when using tactile
means of communicating, responding to warning systems, and controlling sensors.
These tasks were associated with the spatial ability factors Visualization, Spatial
Relations, Perceptual Speed, and Closure Flexibility.

3.4 Performance Outcome

Table 4 summarizes the key findings for task performance in relation to spatial ability,
with a representation of the metrics used to measure (aspects of) spatial ability.

Table 4. Integration of relevant key findings for spatial ability according to task type.

Author Year Test
SpA

Task type Results

Chen and Barnes
[19]

2008 CCT
HPT
SOT

Robot
control/tele-
operation
Target detection
Communication

Participants with higher spatial
ability performed better on target
detection tasks and teleoperation

Chen, Durlach,
Sloan and Bowens
[20]

2008 CCT Robot
control/tele-
operation
Target detection

Participants with higher spatial
ability performed better on target
detection tasks

Kumar and Sekmen
[21]

2008 MRT Robot
control/tele-
operation

High spatial reasoning ability
correlated to higher robot
control/teleoperation performance

Chen [22] 2009 CCT
SOT

Robot
control/tele-
operation
Target detection
Communication

Participants with higher spatial
ability performed better on target
detection tasks. Communication
performance not correlated to spatial
ability

Chen and Joyner
[23]

2009 CCT
SOT

Robot
control/tele-
operation
Target detection

SOT scores were the most accurate
predictor of target detection
performance, with a higher score
correlated with higher task

(continued)
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Table 4. (continued)

Author Year Test
SpA

Task type Results

Communication performance. SOT and CCT not
correlated with robot
control/teleoperation

Chen and Terrence
[24]

2009 CCT
SOT

Robot
control/tele-
operation
Target detection
Communication

Participants with higher spatial
ability performed better on target
detection tasks

Long, Gomer,
Moore and Pagano
[25]

2009 CCT
PFT

Robot
control/tele-
operation

Only spatial relations ability
positively correlated with
teleoperation performance. Both
spatial visualization and spatial
relations test scores positively
correlated with direct robot control

Chen [26] 2010 SOT Robot
control/tele-
operation
Target detection

Participants with higher spatial
ability performed better on target
detection tasks and teleoperation
when they used a large UAV rather
than smaller ones, especially when
combined with a fixed rather than
rotating view

Fincannon, Ososky,
Jentsch, Keebler and
Phillips [27]

2010 V-GZ Target detection
Route planning

Participants with higher spatial
ability performed better on target
detection tasks

Baber, Morin, Parkh,
Cahillane and
Houghton [28]

2011 PFT Sensor control
task
Target
classification task
Respond to
system warnings

Spatial orientation capabilities
associated with time to respond to
warnings when controlling multiple
UGVs: Lower ability was associated
with slower reaction time

Chen [29] 2011 CCT
SOT

Robot
control/tele-
operation
Target detection

Participants with higher spatial
ability performed better on target
detection tasks and teleoperation, the
latter only when there is no aided
target recognition

Chien, Wang and
Lewis [30]

2011 PFT
SOT

Robot
control/tele-
operation
Route planning

No reported results for the described
tasks. Spatial ability was correlated
to other metrics not evaluated in the
present effort (marking map for
location of victims)

(continued)
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Table 4. (continued)

Author Year Test
SpA

Task type Results

Gomer and Pagano
[31]

2011 CCT
PFT

Robot
control/tele-
operation

Higher spatial ability, as a composite
score, was correlated with better
robot control/teleoperation
performance. Spatial visualization
may be a unique contributor to robot
control/teleoperation

Long, Gomer, Wong
and Pagano [32]

2011 CCT
PFT

Robot
control/tele-
operation

Participants with higher spatial
ability performed better on robot
control. Higher spatial relations
ability was positively correlated with
teleoperation

Blitch, Bauder,
Gutzwiller, and
Clegg [33]

2012 LTB Robot
control/tele-
operation

Higher spatial ability correlated to
faster task completion time

Chen and Barnes
[34]

2012a CCT
SOT

Robot
control/tele-
operation
Target detection
Route planning

Participants with higher spatial
ability performed better on target
detection tasks. Participants with
higher spatial ability performed
better on route planning tasks

Chen and Barnes
[35]

2012b CCT
SOT

Target
encapsulation
Secondary target
detection

Spatial ability not correlated with
target encapsulation performance.
Participants with higher spatial
ability performed better on
secondary target detection tasks

Fincannon, Jentsch,
Sellers and Keebler
[36]

2012 MRT
HWT
FAs

Target detection
Route planning

Higher visualization and closure
speed abilities correlated with better
target detection performance

Fincannon, Keebler,
Jentsch and Curtis
[6]

2013 MRT Target detection Participants with higher spatial
ability performed better on target
detection tasks

Barber, Reinerman-
Jones and Matthews
[37]

2015 CCT Tacton
classification

Spatial ability was correlated with
classification accuracy for dynamic
tactons and static tactons, but not
with directional tactons
Spatial ability was negatively
correlated with reaction time for a
single word and tacton phrases.
Spatial ability correlated positively
with classification accuracy for single
words, but not for tacton phrases

(continued)
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Table 4 indicates that, in general, primary military reconnaissance tasks are solely
evaluated in relation to spatial ability, that is target detection and robot
control/teleoperation performance. Secondary tasks such as communication or route
planning are seldom evaluated in relation to spatial ability and generally did not show a
significant relationship. The relatively small sample size and lack of congruence in
utilized tests complicates a clear synthesis of the results.

Based on the findings from the studies in this sample, target detection performance
seems to benefit from higher spatial ability. Several studies found a positive relation
with capabilities represented by the factors Visualization and Spatial Relations. These
findings imply that target detection relies, at least in part, on the ability to perceive,
mentally manipulate and rotate, and discriminate or match visual images in a dynamic
environment. Perspective-taking ability, through scene perception or block rotation,
may be important additional aspects of this aptitude.

Robot control/teleoperation performance generally appears to be fostered by
identical factors, i.e., Visualization and Spatial Relations. However, some of the
reviewed studies did not find a significant relationship between the score on the spatial
ability test and task performance [23], or only when an aid for the target detection
performance task was not available [29]. Hence, there may be a weaker relationship
between spatial ability and robot control/teleoperation performance than with target
detection performance. Another possibility is that a significant relationship was not
found due to the perspective used in the task. Indeed, a number of studies made a
distinction between direct robot control and remote robot control through teleoperation,
and found that teleoperation performance was specifically related to the CCT, while a
composite of the CCT and PFT was related to direct robot control performance [25, 31,
32]. This finding indicates that the perspective used in the task may be a moderating
factor in the relationship between spatial ability and robot control/teleoperation.

Table 4. (continued)

Author Year Test
SpA

Task type Results

Abich and Barber
[38]

2017 CCT Robot
control/operation
Route planning

No reported results for the described
tasks. Spatial ability was correlated
to other metrics not evaluated in the
present effort

Reinerman-Jones,
Barber, Szalma and
Hancock [39]

2017 CCT Tacton
classification
In Exp. 2: Robot
control/tele-
operation

Spatial ability not correlated with
tacton classification performance

Wright, Chen and
Barnes [40]

2018 SOT Robot
control/tele-
operation
Target detection
Route planning

Participants with higher spatial
ability showed higher sensitivity to
target presence (target detection
performance). Spatial ability not
related to response bias
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4 Discussion

The purpose of this paper is to review how spatial ability has been researched in
military human-robot interaction, including unmanned vehicles (military/UxV HRI).
Spatial ability is a multi-faceted construct [7, 8]. In this review, we focused on the
factors of spatial ability as defined in the factor analysis by Carroll [8], which focuses
on five factors of visualization, as part of spatial ability and as important aspects of
interfacing [41]. Spatial ability, according to Carroll, emphasizes “individuals’ abilities
in searching the visual field, apprehending the forms, shapes, and positions of objects
as visually perceived, forming mental representations of those forms, shapes and
positions, and manipulating such representations mentally” (p. 304), and is factor
analytically decomposed in the factors Visualization, Spatial Relations, Closure Speed,
Closure Flexibility, and Perceptual Speed. The goal of this literature review is to
provide a state-of-the-art assessment of spatial ability to assess the generalizability of
the current modus operandi and to generate recommendations for the highly specialized
field of military/UxV HRI.

The first interesting finding is the relative scarcity of peer-reviewed journal pub-
lications, that provide primary data, in the realm of military/UxV HRI that analyze the
effect of spatial ability. In a search of the recent decade, 23 viable publications were
identified for qualitative analysis. The labels that were most often assigned by
researchers to the measures of spatial ability were “spatial ability,” “spatial orienta-
tion,” and “spatial visualization.”

The term “spatial ability” is used fairly loosely in this sample. It was the most
common measured label and was assessed with four different tests. When “spatial
ability” is measured, several tests are required to adequately reflect the multifaceted
nature of the construct. In this sample, 60% combined three tests at most when mea-
suring “spatial ability”. This indicates that a large portion used merely one test when
claiming to measure “spatial ability”, which connotes a lack of construct validity.

Furthermore, there is a lack of convergence in the definition, i.e., researcher-
assigned labels, to the tests. These labels are often not verified by formal factor analysis
that would strengthen the validity. One example is the most common used measure in
this sample, the Cube Comparison Test [13], which the majority of the researchers
labeled as a metric of “spatial ability.” A few researchers more accurately defined this
test as “spatial visualization” and “spatial relations”, conform Carroll’s [8] extensive
factor analysis. Another frequently used test is the Spatial Orientation Test [14], which
was published after Carroll’s factor analysis. Even though the name of the test suggests
would be a factor of Spatial Relations/Orientation, the fact that this test requires
participants to shift perspectives, implies the task may be a factor of Visualization
instead [8, 10].

Next, task types were analyzed in relation to spatial ability. The work parameters of
the human interfacing with a robot (or unmanned vehicles) are different from the
human actually being in the field. Interfacing with robots relies on the ability to
mentally rotate and visualize the information presented through the interface [8, 41].
Therefore, there is a need to analyze the relationship between spatial ability factors and
task types, especially in relation to performance. Task type defines the specific
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capabilities required from the human teammate and therefore should inform which
spatial ability tests to implement in the assessment.

The task types used in this sample are similar to military reconnaissance tasks as
applied to interactions with robots or unmanned vehicles. The primary tasks are robot
control/teleoperation and target detection, with secondary tasks as route planning,
communication, responding to system warnings, and tacton classification. In general,
tests of Visualization and Spatial Relations have been indexed in relation to robot
control/teleoperation tasks. Target detection tasks were represented by several factors
of spatial ability, including Visualization, Spatial Relations, Closure Flexibility, Clo-
sure Speed, and Perceptual Speed. Target detection tasks may be more complex in
nature, therefore relying on different aspects of spatial ability. Other factors that were
not reviewed may also play a role in the versatility of the tests used, such as frame of
reference of the robot/UxV and interface [41]. Furthermore, although secondary tasks
were listed, few studies evaluated spatial ability in relation to secondary task perfor-
mance. The secondary tasks were perhaps employed to simulate the complexity of a
dismounted military reconnaissance scenario, wherein primary task performance is
more critical to the mission.

Lastly, the performance outcomes were synthesized and evaluated to find potential
patterns. Considering the relatively small sample size and lack of congruence in utilized
tests, a generalization of the results was complex and the findings should be interpreted
with great caution. There is a conservative indication that performance on robot
control/teleoperation and target detection tasks relies at least on some form of spatial
ability. Target detection performance may benefit from the ability to perceive, mentally
manipulate and rotate, and discriminate or match visual images in a dynamic envi-
ronment. Perspective-taking ability, through scene perception or block rotation, may be
a factor that plays a role in target detection as well. Furthermore, in the current sample,
robot control/teleoperation performance does not consistently show a relationship with
higher spatial ability. Specifically, there may be a distinction between the aspects of
spatial ability that affect direct robot control versus remote robot teleoperation. Thus,
robot control/teleoperation performance may depend in some ways on the perspective
or frame of reference used in the task.

4.1 Future Research

Based on this literature review, the scientific community is recommended to focus on
creating a congruent foundation of assessments in the critical and specialized field of
military/unmanned vehicle HRI. We need a general awareness of the factors that form
spatial ability, based on validated factor analyses, and how these factors relate to the
performance type that is required of the human based on the task. By creating con-
gruence and specificity in how factors of spatial ability are measured, findings can be
replicated, which contributes to the foundation of theory in this fast-growing field.
Replicated findings, with consistent measures, contributes to the reliability and validity
of findings, which is vital when the findings are to be generalized to real-world military
missions.

Additionally, the synthesis of the metadata shows at least an indication of a rela-
tionship between certain aspects of spatial ability and primary military reconnaissance
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task performance. Future research should attempt to understand this relationship on a
deeper level, by evaluating the effects of spatial ability in such tasks with consistency
and with tests that are reflective of factors that are relevant to the context. Replication
and validation are key. Furthermore, with a larger database of replicated findings
formal meta-analysis can be conducted, which yields statistically tested and general-
izable results.

Finally, when looking at the metadata, it seems that researchers tend to have a
preference for the specific measures of spatial ability that are implemented. To some
extent, this may be a valid choice based on the task paradigm used. However,
researchers need to remain cautious of a researcher bias when selecting assessment
metrics.

4.2 Limitations

The present study is limited in its scope and size, as only studies that relate to military
operations and include robots or unmanned vehicles were included. This limits the
generalizability of the results, although specificity is maintained. A selection bias may
have occurred due to the small, specialized field in which the literature review was
conducted. Quality of the results was attempted to be maintained by only selecting
peer-reviewed journals. Furthermore, no formal statistical analyses were performed;
therefore the results should be interpreted with caution and only be taken as an
indication.

5 Conclusion

To enhance a fluent interaction between human and robot teammates in the military
field, future design requirements need to be informed by the human teammate’s
capabilities. Individual differences in spatial ability require special attention, as human-
robot interfacing relies on the ability to mentally manipulate and interpret the com-
municated information to inform subsequent actions. The purpose of this literature
review is to determine how spatial ability has been operationalized military/unmanned
vehicle human-robot interaction, focusing on construct operationalization, measure-
ment, and applied task types. Synthesis of metadata of the sample from the past decade
shows that the operationalizations of spatial ability in this highly specialized field are
divergent, with evidence of issues with construct validity. There is preliminary evi-
dence for a relationship between aspects of spatial ability and primary military
reconnaissance task performance. This relationship should be further investigated with
consistent and validated measures of spatial ability that are selected based on the task
type and demands posed on the human teammate, so that reliable generalizations can be
made real-world military missions.
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Abstract. Digital remote tower technologies rely on a video presentation for
providing safety-relevant information to the tower controller. The quality of the
video presentation might affect visual capabilities of the tower controller to
perceive all information needed for decision making when changing from
conventional to remote tower control. For investigating possible implications on
safety-critical activities, we created a first baseline from a conventional tower
using a verbal coding method and eye tracking data for classifying periods of
visual activities by the related control task. This allows us to identify charac-
teristics in the visual scan patterns using the out-the-window view. The pre-
sented proof-of-concept study comprises 12 approach situation samples and
three tower controllers in a field study. We found group-specific and individual-
specific visual scan patterns that are characteristic activities for undertaking
certain control tasks. During visual search for establishing visual contact, all
controllers exhibit visual scan patterns forming a triangle consisting of runway,
airspace and radar. Individual characteristics were found in the timing and
frequency of fixating the areas of the triangle. Also, the times fixating instru-
ments and the out-the-window view are found to be individual characteristic.
The findings provide insights into characteristics of the tower controllers that are
appropriate for a later comparison with a subsequent analysis of the digital
remote tower.

Keywords: Remote tower control � Safety � Visual scan patterns �
Eye tracking � Decision-making

1 Introduction

LFV, the Swedish Air Navigation Service Provider, focuses on the digitalization of its
services and in particular the deployment of digital air traffic control services for small
and medium size airports. The Swedish airports Örnsköldsvik and Sundsvall were put
into operations remotely from the remote tower center (RTC) in Sundsvall in the year
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2015. The airports Linköping, Malmö, Umeå, Östersund and Kiruna are following in
the scope of an ongoing implementation program.

It is then important to investigate the possible influences of a digitalized tower
working position on tower controller’s behavior of sensing and recognizing safety-
relevant visual information for decision making after the transition from conventional
tower1. The purpose of this paper is to conduct a proof-of-concept evaluation that shall
test and assess a new method of classifying visual scan activities through a case study
of the visual scan patterns of three air traffic controllers at one airport. Our approach is
the analysis of a baseline of the conventional tower that identifies visual scan patterns
that are characteristic for the tower controller’s work. The identified characteristics
shall be used for a subsequent comparison with the digital remote tower environment.
We use episode analysis, involving an area-of-interest (AoI) analysis, and so called
dwell-time-share diagrams that are specifically developed by us to identify character-
istics in the form of reoccurring visual scan patterns and include the out-the-window
(OTW) view as the primary information source.

The remote provision of control, information, weather observation and alerting
services relies primarily on the video presentation that substitutes the conventional
OTW view. The video presentation is enhanced by automatic assistance systems in an
integrated platform solution from the industry (SAAB) such as wind sensors, cloud
ceiling and weather radar that is used to support the weather observation. Nevertheless,
the tower controller’s capability to monitor and assess the conditions in the control
zone and on the runway is safety-relevant for decision-making. Necessary actions for
separating aircraft, such as instrument flight rule (IFR) and visual flight rule
(VFR) based movements or recognizing runway conditions during landing and
departing situations rely on the tower controller’s capability to visually search, find and
assess cues using the visual information provided.

A considerable number of research studies addressed related behavior phenomenon
by investigating the visual activities in tower control, of which some are briefly pre-
sented here. A list of 28 “visual features” was identified by Ellis and Liston [1] from
discussions with 24 controllers. At the example of aircraft landing deceleration on the
runway, visual velocities and features of anticipating the aircraft were analyzed on the
ability of the tower controller to perceive the speed by the visual change. According to
the results, tower controller’s ability to judge the change of speed is a learned viewing
strategy. Complementary to this study, the visual cues perceived by the tower controller
are investigated by means of a questionnaire and seven tower controllers [2]. A list of
OTW-relevant visual cues was ranked according to the range of perceptibility and
importance with the cue “vehicle on maneuvering area” as most important to detect.

An empiric study on the use of the out the window view revealed that the tower
controllers identify aircrafts visually for verifying the information provided by the
flight strips [3]. Additionally, the airport is monitored occasionally in order to poten-
tially permit an immediate reaction to unexpected events. The sequence of scanning
working instruments and areas of interest of the OTW was investigated by using an

1 This study was funded by the Swedish Transport Administration and the LFV Air Navigation
Services of Sweden through the project DIGIT.
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episode analysis [4]. The comparison of the tower controller’s work patterns regarding
system interaction in a multi and single airport working environment revealed an
individual variance between tower controllers and the interdependency between work
patterns, the design of the environment and the use of implicit communication. The
findings reveal the existence of visual working patterns that are characteristic to the
individual tower controller and that depend on characteristics of the operational context
such as weather and traffic.

Possibly, safety-relevant effects on the working behavior of tower controllers may
arise from the fact that the video and visualization technique affects the “in situ”
perceived picture compared to a conventional tower. These implications might arise
from the fact that the video presentation bases on camera and visualization technology
that is still state-of-the-art but nevertheless a reproduction. The design of the video
presentation equipment tends to be dominated by questions about display resolution
minima where 85% of the population is able to discriminate visually 1 arcsec−1 [2].
Comparing camera and human visual capabilities fairly, the range of aspects is more
diverse from which two are presented briefly. Exemplarily, the human eye is able to see
a huge range of intensities, from daylight levels of around 108 cd/m2 to night lumi-
nances of approximately 10−6 cd/m2 [5]. It is capable of working in visual environ-
ments with a large luminance range due to a process called “adaptation”. At the retina
level, eye adaptation is highly localized allowing us to see both dark and bright regions
in the same high dynamic range environment. The capability to detect motion by the
human eye is performed by amacrine cell that reports salient features of the visual
world to the brain [6]. This is an important feature of the peripheral vision that allows
the tower controller to keep track of movements on and around the runway including
the instantaneous detection of non-authorized movements. Taking into account the
findings on controller’s work pattern, these are indispensable capabilities of collecting
visual evidence for building up situational awareness and decision making in a safety-
critical work environment.

With a view on the forthcoming transition process to digitalized remote towers, the
direct visual contact of the human eye to the operational environment is substituted by
a video presentation. This hence changes the physical origin of visual stimulation. An
operational relevance might result from the circumstance that the substitution affects
the mentioned capabilities of the tower controller. This possibly affects activities of
searching and establishing visual contact to operational-relevant objects in time.
A safety-relevant question arises as the early identification of threatening situations
such as the runway incursion relies on the timely provision of all visual cues under
consideration of the physiologic-visual capabilities of the human.

Our first step of investigating possible implications of the video presentation is to
create a baseline that consists of characteristics of scanning behavior for a later com-
parison with the digital remote tower which we plan for this year 2019. Accounting for
the diversity of characteristic scanning behavior [4], we distinguish two key areas that
may be subject of implications when changing to a video presentation:

• Group-specific characteristics of visual scan patterns that tower controllers share
• Individual characteristic of a certain tower controller (visual signature).
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Both points are interrelated since visual signatures and group-specific scanning
behavior exclude each other implicitly.

For the baseline in the conventional tower, we identify characteristics consisting of
a systematic and repeated sequence and related timing of the scanning pattern during a
specific activity of the controller. The identification shall then succeed by comparing
gaze data samples of approach situation samples from tower controllers in live oper-
ations. The approach of an aircraft, including final approach and landing, is a high-risk
situation in which 49% of the accidents in commercial aviation occur [7]. All opera-
tional processes on and around the runway rely on the complete understanding and
situational awareness of the controller. Possible erroneous judgments might be caused
in incomplete or corrupted scanning patterns by the controller.

Equal conditions of comparison are an essential prerequisite for identification that
requires distinguishing and classifying the traffic situation, weather and the activity.
The latter refers to the intended task as defined for the tower controller that is assigned
to follow the rules as defined by ICAO doc. 4444 PANS-ATM [8]. The intention to
undertake a certain control task is a key feature of explaining the variance of the actual
scanning activity (based on empirical observations). This is important due to the trained
ability of the controller to handle multiple tasks at a time that are serialized by
switching the task according to the current demand [9]. By such a task-related clas-
sification of the activity, we expect to distinguish and identify even small features of
characteristics in the scanning patterns since they feature the same intention of the
tower controller.

In the scope of this approach, we present here the results of a proof-of-concept
study that has the following objectives:

• Evaluating the method of classifying activities of equal intention
• Identification of the baseline characteristics in the conventional tower.

In the following, we present the setup of the observation study for collecting eye
tracking data in live operations. Further, we introduce our verbal coding method that is
used to distinguish intention and the related activities for understanding the visual scan
patterns. For analysis we use the dwell-time share diagrams for comparing the scan
patterns observed. The discussion highlights aspects of the results such as the condi-
tions of recordings and the found characteristics of the scan patterns. Finally, we
conclude the major statements possible on the basis of the results gained so far.

2 Method

2.1 Observation Study

The field study was conducted at the “SAAB” Linköping Tower during two days and
involving three tower controllers. Figure 1 provides an overview of the tower working
position, including areas of interest (AoI) (see Sect. 2.3 Episode Analysis for further
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details of the AoIs). Controller A is 30 years old, with an operational experience of 2.5
years, B is 29 years, with an operational experience of 4 years and C is 42 years with 22
years operational experience. The tower environment was selected due to the fact that
Linköping Tower is planned to be remotely controlled in spring 2019. Eye-point-of-
gaze (an indicator of visual attention) in the conventional tower was measured by
means of a Tobii Pro Glasses eye-tracking equipment, with three tower controllers. The
Tobii glasses provided data of eye gaze movements with a sampling rate of 50 Hz

extended by audio and video captures of the scene. The use of eye tracking-related
terminology refers to the definitions made in [7]. The analysis was performed using
Tobii Pro Lab 1.76 and specifically programmed tools on the basis of Java.

2.2 Verbal Coding

A usual practice in eye gaze analysis is to use radio voice communications for dis-
closing intent and thus to classify the observed activities (e.g. empirical observations of
the controller’s work). In contrast, the use of the window view is in the majority of the
situations featured by radio silence and thus does not provide sufficient cues for con-
cluding on the actual intention and classification of the related activities.

A key requirement in our approach was to relate the intent of the tower controllers
to the observed visual activities. The aim was to classify episodes of activities and thus
to identify similar situations of using the window view. Our solution to the issue of
identifying intent was to conduct an “in situ” verbal coding that extends the recording
by an active support of the tower controller. Beside the task to provide tower control
services, the controller was advised to utter clearly a code to indicate the current visual
activity. A list of verbal codes was evaluated by the tower controllers and reduced to a
basic and simple set that all refer to the use of the out-the-window view:

• “Check”: The controller checks the runway for obstacle clearance.
• “Birds”: The controller checks for birds on or around the runway.

Fig. 1. Areas of interest of Linköping Tower
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• “Search”: The controller search for expected approaching aircraft in the airspace.
• “Contact”: The controller establishes visual contact to the expected approaching

aircraft.

The verbal coding provides an important subjective reference time of the true event
of establishing visual contact. The chosen approach thus permits for narrowing the
selected time period of recordings down to the desired search activities.

2.3 Episode Analysis

As mentioned in the introduction, our analysis approaches the identification of char-
acteristics in the sequence and timing of scanning visually the working environment.
Therefore, the chosen analysis method applied is the “episode analysis” which allows
bigger audio and video data sets to be divided into shorter episodes, or sub-episodes,
for in-depth transcriptions [4, 10, 11].

To narrow down the times of interest, we divide the audio, eye-gaze video into
episodes of interest for in-depth description. The episodes of interests are arrivals of
aircraft to the airport, from the initial call of entering the control zone till the touch-
down. The purpose of this analysis is to identify the times of activities that are related
to the visual search for the expected aircraft and other OTW-related activities. The
visual search might be embedded within the task of handling an approaching aircraft
beside activities such as note taking on the flight strip or communications with the
aircraft. Thus, the episodes help us to determine the periods of visual search and to
predict the intention of the tower controller independent of the verbal coding.

To determine visual scan patterns, areas of interest were defined as shown in Fig. 1.
It shows the view over the runway from the working position and surrounding
equipment such as the radar, clock and an additional video view. The 15 AoIs are
complemented by the flight strip-AoI and the vicinity of the runways divided into a
lower and an upper part each (18 AoIs in total). On the basis of the area-of-interests and
episodes, the related dwell times are calculated indicating the share of attention over the
area-of-interests. The dwell-time-share diagrams developed for this purpose highlight
the visual scan pattern of the three tower controllers during approach situations in an
easy understandable way.

3 Results

The analysis bases on eight hours of eye tracking recordings from the three tower
controllers. The recordings were conducted in a period of August and September 2017
as well as February 2018 in a time between 8 am and 2 pm when higher volumes of
traffic were expected including VFR and IFR. The weather conditions had a visibility
above 12 km with scattered till broken clouds during all recordings. The runway in use
was 29, meaning aircraft approached from the east side on the controller’s right. From
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all recorded situations, four samples per tower controller were chosen for the episode
analysis containing one approach situation each.

3.1 Dwell Time Share

The dwell time diagrams (Figs. 2, 3 and 4) show the temporal distribution of fixations
on the 18 specifically defined AoIs indicated by the color of surface. We defined a
fixation with a minimum duration of 60 ms not exceeding a speed of 30 deg./sec.

The diagrams cover the chosen episode from 4 min before the touch down (or
touch and go) till 30 s after the touch down (or the touch and go). 4 min was chosen
due to the time of the aircraft having entered the control zone. This provides a complete
picture of the working context including the entire approach situation. The graph
distinguished fixations on the OTW as surfaces on the upside of the coordinate axis
whereas head down fixations lie on the downside. The AoI-states are originally binary
distributed resulting in the majority of the cases in a highly fragmented picture of the
context. Therefore, we applied a smooth filter by using a sliding window with a size of
2000 ms (symmetric range 1000 ms). This allows us to filter out the long term work
pattern by reducing the noise of fragmented AoI-fixation that is caused by high fre-
quency changes. Complementary, we use a fixation time metric that indicates the
relative mean length of a fixation within the sliding window by a black graph. The
graph indicates situations in which AoIs were scanned more intensively than others. An
example with low fixation times is the runway check where the controllers slips
visually across the runway using saccadic eye movements. This is in contrast to the use
of the radar screen that exhibits often times long fixations times.

The diagrams have an additional label on the upper axes indicating the times where
the tower controller uses the verbal codes. These are complemented by event labels
such as the moment of giving a clearance to the aircraft, landing as well as touch and go
events. Some graphs are left truncated due to operational limitations of initiating and
calibrating the eye tracking device while providing control services.

The diagram shows the labels “search”, “contact” as well as “check” in all the
approach samples. The code “birds” was used 8 times by 2 of 3 persons. All “search”
and “contact” codes were used during periods of fixating the OTW. Corresponding, the
code “check” was used while fixating the runway. The code “bird” gave mixed results
as it was not clearly associated with a certain area rather it can only be stated that the
point of fixation was on the runway or the vicinity of the runway.
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3.2 Statistics for the Areas of Interests and Verbal Coding

Times of Verbal Codes
Looking at the analysis of the times of verbal coding, the establishment of first visual
contact had a mean of 81.9 s (SD 19.21 s) before the moment of touchdown. Con-
troller A distinguished from the other controllers with an early establishment of visual
contact in sample 1 (124.1 s) and sample 4 (113.2 s). Controller A showed also the
highest dwell times at the east airspace with between 18.6 and 52.1% within the
episode (Table 1). Controller B showed the latest establishment of first visual contact
with times between 49.8 s and 73.1 s. The mean time between calling out “search” and
“contact” was 10.2 s (SD 9.6 s).

Area of Interest statistics
Comparing the overall mean of the dwell times on the basis of Table 1, the use of the
radar exhibits the highest overall share of fixations with 22.8% followed by the east
airspace (22.3%) and the west runway (10.5%). This so called AoI-“triangle” consists
of the three most used AoIs that are balanced individually by the controllers in terms of
the total amount of attention as well as quality the timing of switching in between these
AoIs. According to Table 2, Controller A shows in the episodes a focus on the OTW
while Controller B has a rather radar dominated pattern. Controller C has a tradeoff
with an increased tendency to the runway compared to controller A.

Table 1. Dwell times of selected AoIs in percent

A B C

Sample 1 2 3 4 1 2 3 4 1 2 3 4

Radar 14.5 25.8 30.4 41.4 18.3 42.7 14.4 18.7 13.0 23.9 21.0 8.9
Radio 2.1 0.7 1.0 2.6 4.8 5.6 3.8 2.3 0.4 0.6 1.3 0.2
Wind sensor 1.4 1.6 2.0 1.9 1.3 5.7 3.9 3.3 0.6 1.7 1.1 1.4
East RWY 8.6 3.7 4.5 10.3 2.6 4.5 2.7 7.0 6.0 4.5 5.8 6.2
West RWY 11.4 10.5 11.5 7.0 6.0 7.8 5.3 10.9 8.2 6.9 16.2 24.0
North RWY 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
East airspace 52.1 18.6 41.6 23.4 6.1 8.4 14.6 21.8 32.4 15.7 11.5 21.7
West airspace 0.3 1.0 0.0 0.6 1.1 0.2 5.6 0.0 3.7 0.6 2.0 5.5
North airspace 0.0 0.7 0.0 0.0 0.0 8.1 3.2 0.0 0.7 0.0 0.2 1.2
Flightstrip 1.3 4.6 1.5 0.36 2.0 0.6 0.6 0.0 7.4 13.6 7.2 4.7

Table 2. Tradeoff runway, airspace east and radar per controller

A B C

RWY 16.9 11.7 19.4
Airspace east 33.9 12.7 20.3
Radar 28.1 23.5 16.7
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4 Discussion

The results show the visual work pattern of 12 approach samples and three tower
controllers by means of the dwell-time-share diagrams. The eye gaze data contains the
observation of how the control tasks are in facto executed in a conventional tower. The
12 samples cover, therefore, an enormous amount of information as gaze data that is in
raw form. The raw form of such data is neither readable nor understandable for
investigating the work pattern of tower controllers using the OTW. In this regard, both
the AoI analysis of the episodes and the application of a sliding window filter helped to
structure the gaze data and thus to increase readability and understandability. The
analysis was additionally labelled with contextual information of the operational sit-
uation and the intention of the tower controllers while using the OTW. The resulting
dwell-time-share-diagrams provides on overview of the work patterns that provides the
best prerequisites for identifying characteristics in the sequence of AoIs and the related
dwell time.

Based on the work patterns of the dwell time-share diagrams, the verbal coding and
the statistics, we found several indications of group-specific systematic working shared
by the three tower controllers.

• As explained initially, the intention to undertake a certain control task is a key
feature of explaining the variance of the actual scanning activity (based on empirical
observations). Within the episodes, we were able to distinguish the periods of
control tasks and related intentions that we define as following:
– Entry of aircraft into control zone: While the aircraft is approaching the airport,

after entered the control zone, but still far enough from the tower to be visually
noticeable in the sky, the intentions by the controller are to plan and prioritize
the runway usage using the flight strip system. However, there were also several
short periods of using the OTW that we explain by a demand for scanning the
environment for indications that helps to anticipate upcoming runway usage in
terms of expected departure and arrival movement. On the ground side, the
monitoring activities include aircraft on the apron preparing the departure. These
activities might aim on visual cues such as the boarding or refueling using the
apron camera and the apron sight. On the air side, VFR traffic is observed that is
located in the controlled airspace using the radar or the OTW. In general, the
predominant visual sources are AoIs located on the instrument panel.

– Visual search for approaching aircraft: The initiation of visual search activities
is indicatable by increased dwell times on the approach airspace. Most likely, the
moment of initiation is triggered by the traffic situation presented by the radar.
The moment when the controller switch attention from the radar to the approach
airspace is indicated in dwell-time-share diagrams (Figs. 2, 3 and 4) by the flag
labeled as “1”. The moment is in 10 of 12 cases accompanied by a direct change
from radar to approach airspace. The triangle of radar, approach airspace and
runway checks is established in the following. The runway checks are in most
cases applied after the search at the approach airspace.

– Established first visual contact: By statistical analysis of the verbal codes times,
the time of visual establishment was determined at a mean of 81.9 s before the
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touch down event shows a rather low 19.2 s standard deviation. The landing
aircraft types varied from a small P28A till an Embraer 190 with quiet different
dimensions of the visual cross-section and thus different prerequisites of
detecting the body. An explanation for the nevertheless homogenous time of
establishing first visual contact might be the correlation between size of aircraft
and its speed during approach. Smaller aircraft are detected closer to the runway
which is counterbalanced by the lower speed. After successful establishment, the
pattern of the triangle remains. The focus might shift in some cases to an
intensified monitoring of the runway vicinity, including the taxiways to the
runway indicated by “apron” and “lower west runway vicinity”.

– Full stop landing: The landing event is indicated by the fixation of the clock and
the flight strip, the controller notes the time of landing. The landed aircraft is
visually followed on the runway while monitoring the taxiways to the runway.

– Touch & go: The touch and go is accompanied by following the aircraft visually
at the airspace west. The most likely explanation for this is to see the aircrafts
turning into a right aerodrome circuit as usual cleared at this airport.

• The runway check is indicated by short fixation duration and a rather high number
of saccades during the scan.

• The landing clearance was announced in 11 out of 12 cases by the fixation of the
wind info.

Within the work pattern, the dwell time-share diagrams (Figs. 2, 3 and 4) indicate
several observations that point on the individual signatures on how the task is applied.
Exemplarily, controller A and C focused mainly on the airspace for an early estab-
lishment of visual contact and embedded short episodes of checking the runway for
obstacles. In contrast, the controller B tends to use the radar instead of following the
aircraft visually before establishing visual contact and planned already for the next
traffic movements at the same time. Distinctions in the efforts on establishing visual
contact to aircraft on final are clearly indicatable by the time spend on the approach
sector. This corresponds to an individual trade-off between planning and prioritization
of monitoring movements. More specifically, the controllers used the flight strips, radar
and clock, for planning activities on the first hand and the separation activities on the
other hand, involving the runway, position fetching on radar and the window view, as
well as occasional monitoring of unexpected obstacles on or nearby the runway. The
following features might summarize these distinctive features of the three tower con-
trollers that is considered as characteristic and systematic for the individual:

• The timing of the task switching
• The tradeoff of directing the visual attention between the runway, approach airspace

and radar
• The runway checks involving the visual check of the taxiways and runway holding

points individually
• The bird check.

The discussion relies on 12 samples of a field study that was conducted under rather
constant operational conditions in terms of weather and air traffic movements. Nev-
ertheless, the variability of the conditions does not allow for a generalization of the
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results since the sample size does not account for the related complexity of the oper-
ations. This concerns especially the confounding effect of other air traffic on ground or
in the control zone as well as planned activities of the airport operator that might
influence the activities. The results are disturbed by the chance that the controllers did
actually not verbalized the current intention at all opportunities available during the
recordings. Rather, the visual scan pattern that can be related to a certain intention
provides a template that allows for identifying similar periods in the episode.

5 Conclusion

The paper presents a proof-of-concept study that shall test and assess our method of
classifying visual scan activities. The verbal coding helped us to understand and relate
the observed visual scan pattern to the intention that allows us to identify the times of
switching between the tasks during the approach. By this, we were able to classify the
periods of executing certain control tasks and to compare them for identifying char-
acteristics of the tower controllers. The dwell-time-share diagrams showed clear dis-
tinctions between tower controller’s scan pattern of gathering activities within the
chosen periods. The differences were shown in terms of time and efforts spent on
specific control activities and the related sequences of focusing on specific visual cues.
This concerns in particular the tactics of the controllers to search (visually) for the
aircraft in the controlled airspace and on final.

The results show the success of our visual scan pattern analysis method to classify
activities while executing a control tasks and to identify differences between con-
trollers. The method, which will be used to proof safety-relevant implications during
the transition to digital tower control operations, is however still under development.
The focus of future research activities is set, therefore, on the evaluation of robust
metrics that shall indicate the statistical significance of the signatures found so far.
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Abstract. Objective: The objective of this paper is to review the literature on
the processes by which individuals respond to fires in order to identify the
decision-making process between fire risk perception and evacuation behaviors.
Method: According to evacuation timelines, a conceptual framework is used

to identify the mechanisms through which fire cues, the characteristics of the
building in which the fire occurs, and the demography, personality, fire expe-
rience and training of the individuals may be interpreted as fire risks. The fire
risk perception is used as precondition impacting on decision-making and
human behaviors. The relevant literature has been searched through electronic
databases, journals, and consultation with key informants.
Results: People respond differently to various perceived fire cues. Actions

depend on the cues perceived, the interpretation of the situation, and the sub-
sequent decisions taken. Occupants act based on these decisions, but new
information can cause them to discard previous actions and begin new pro-
cesses. In addition, many of the actual behaviors of occupants in fatal fires differ
from occupants’ response performance models.
Conclusions: The fire cues perceived by people would be interpreted as safe

or risk.
This interpretation process is affected by several factors, including the fea-

tures of the fire cues, the architecture of the building in which the fire occurs and
personal characteristics. The interpretation also impacts importantly on the
decision-making and responding behaviors.

Keywords: Risk perception � Building fire � Evacuation behaviors

1 Introduction

In many fires, research on fire injuries and deaths shows that over two-thirds of the
injured and over half of the dead in building fires could have evacuated. But these
people delay their safety inside the building [1, 2]. A solution to this problem is to
make sense a comprehensive and validated theory on human behavior during evacu-
ation from building fires. If the persons perceive a fire cue and think that is a risk, they
will intend to evacuate. This decision indicates that fire risk perception impact
potentially on persons’ responds.
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This paper reviews the processes by which individuals respond to fires. These
responses begin with the perception of fire cues. Fire cues may be interpreted as either
safe or indicative of a fire risk, depending on the features of the cues, the characteristics
of the building in which the fire occurs, and the demography, personality, fire expe-
rience and training of the individuals. Each individual incorporates these factors in a
decision-making process to identify necessary protective actions and to form an
adaptive plan or strategy. After decision-making, the individuals carry out the actions.

2 Method

2.1 Literature Search

For the purpose of the present literature review, we followed the steps for a systematic
literature review. Firstly, we searched related database such as “Web of Science”,
“Google Scholar”. The databases searched were about “building fire”, “risk percep-
tion”, “decision making”, “evacuation behavior”, “pre-movement time” and so on.
Then the in-depth review took place. After that, main questions were proposed: the
process of risk perception, the factors of impacting risk perception, the process of risk
perception impacting on decision-making and so on. Finally, the literature was included
if it was relevant to the topic.

2.2 Frame of the Review

The behavior of occupants during building fires has been shown to affect survival rates
significantly. Survival probabilities are largely determined by occupants’ responses
during the fire [3]. Therefore, the relationships between the evacuation processes, fire
development (including ignition, the initial period, the fire development period, the
flourishing period and dying out) and safety should be investigated. It has been shown
that after occupants have determined the fire status of a building, they estimate the risk
involved, make decisions, respond to the fire and evacuate the building [4–6] (Fig. 1).
If the required safe egress time (RSET) is less than the available safe egress time
(ASET), occupants can evacuate safely. The pre-movement time critically affects the
RSET. However, research has shown that the pre-movement time in actual evacuations
can last from five minutes to over 25 min [7–9]. Longer pre-movement times represent
greater levels of risk to the occupants. However, most evacuation models primarily
focus on the purposeful evacuation of occupants and do not consider the perceptual and
cognitive processes related to decision-making for real-life evacuation, which may
delay evacuation time. Therefore, it is important to characterize how the perception of
fire risk influences human behavior.

IG: ignition (start of the fire); AL: alarm (sounding of the alarm); RC: recognition
(occupants perceive the alarm); RS: response (occupants respond to the call to evac-
uate); DD: dangerous (the fire or its products are deadly to the occupants); ET:
extinguished (the fire is extinguished); ASET: available safe egress time; RSET:
required safe egress time.
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3 Results

3.1 Fire Risk Perception

Risk Perception in General. To define risk perception, the term “risk” itself must be
explained briefly. There are many definitions of risk [10–12], but it is commonly
considered to be the likelihood that persons will experience the effect of danger [13].
The various definitions of risk share one common element, that is, the distinction
between reality and possibility [14, 15].

Risk perception is the subjective judgment by which people recognize the features of
accidents and the severity of risks [14, 16]. The term risk perception emphasizes that
risk is assessed based on experience as well as available information. In addition to the
features of the risks themselves, personal experience, memory and other socio-
demographic attributes or psychological dispositions influence the way people perceive
risks, i.e., risk perception is a social construct [17, 18]. People have different comfort
levels and adjust the riskiness of their behavior correspondingly [19]. Therefore, risk
perception is not a constant but varies between individuals and contexts. Individual risk
perception depends on the environment, as well as on the likelihood of the risky
outcome and the individual’s concerns about this outcome [20].

Perceiving Fire Cues. Afire risk can be defined as the probability that a fire causes
casualties and/or property damage [21]. Occupants will evacuate only if they perceive a
situation as dangerous. The situations perceived as normal or risky results in different
activities. Therefore, ensuring the correct interpretation of fire risk is essential to an
evacuation plan [22].

In a fire, the building occupants receive both physical and social external cues.
Physical cues include features of the fire itself, such as flames, smoke, and explosions,
along with fire alarms, such as tone alarms and automatic warnings. Social cues include
communication with other people in the same building or outside the building, the
actions of other occupants and/or yelling in the building. These cues can be perceived
by multiple sensory modalities, including hearing, smelling, seeing and touching [23].

Research has shown that the occupants’ characteristics and the nature of the cues
affect the occupants’ perception of the fire cues [24].

IG AL

Recognition to response Evacuation

ASET

RSET

Pre-movement Movement

Fire Initial period Fire development period

DG ET
Flourishing to dying 

out

Learned

RC RS

Fig. 1. Evacuation timelines
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• Previous experience with disasters or fire training increases the probability that
occupants perceive fire cues [25, 26]. Other factors, such as limited experience with
the environment, perceptual limitations, and age or stress decrease the probability of
cue perception [26–30].

• The perception of fire cues is affected by the ignition location, the physical char-
acteristics of the smoke and the number of cues [23, 30–32]. Kobes, Helsloot, De
Vries, and Post [33] found that occupants’ perception were impacted by fire
characteristics, such as the growth rate, the smoke yield, toxicity, and heat. The fire
growth rate is a particularly important factor. Many fatal incidents can be attributed
to rapid fire development despite the initial perception of fire cues [34]. Researchers
have also found that the credibility of the source of a warning message, along with
its delivery method, repetition and consistency, also influences occupants’ per-
ception [35–37].

After perceiving such cues, occupants become aware of changes in their environ-
ment [1, 38].

3.2 Interpretation of Critical Factors and Decision-Making

Interpretation. Individuals perceive cues that imply that the normal situation has been
interrupted and disrupted, creating uncertainty: this information must then be inter-
preted by the individual [38]. Occupants organize the cues into a meaningful frame-
work or story to make sense of their environmental situation. The construction of these
frameworks and stories is called interpretation [26, 38–41].

There are generally three types of factors that influence human behavior in the event
of a fire: the fire characteristics, the building characteristics and human characteristics
[3, 33, 34, 42–45, 97]. The first two factors are external: the nature of the fire itself and
the physical environment within which the occupants respond to the fire. The third
factor of human nature is an internal factor. These critical factors are presented in
Table 1. Previous studies have shown how these factors directly impact response
performance; however, it is more accurate to say that these factors influence cognitive
processes. The three factors affect how the occupants interpret the fire situation.

A signal is commonly disregarded as a clear indication of danger. However,
occupants believe that they are at risk if they smell smoke or toxic gases or see flames
and smoke [45]. If occupants are presented with several fire cues or a consistent set of
cues, they will interpret the situation as posing a fire risk [22, 35, 46]. Warnings
delivered with a tone of urgency are more likely to be interpreted as representing risk
[47]. Hypervigilant persons are more likely to interpret emergency cues as dangerous
[48, 49]. Occupants with previous experiences of fires or evacuation drills are more
likely to define the situation in terms of a fire risk [1, 38]. However, if the occupants are
familiar with the evacuation routes or have previously had frequent false fire alarm
experiences, they are less likely to interpret the situation as risky [50, 51]. Researchers
have also found that social cues, such as calls from friends and screams or evacuation
activities of others, promote the interpretation of a situation as a fire risk [52, 53].
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Perceived cues cause occupants to develop cognitive images of what they imagine
is occurring [1]. Some researchers have found that interpretation methods include the
recall of previous behavioral scripts, mental simulation and models [26, 54, 55].

Decision-Making. People respond differently to various perceived cues; however,
even when presented with the same cues, people are likely to respond in different ways
[56]. Actions depend on the cues perceived, the interpretation of the situation, and the
subsequent decisions taken. Occupants act based on these decisions, but new infor-
mation can cause them to discard previous actions and begin new processes [1].

An individual’s actions primarily result from a decision-making process. Most
evacuation models significantly simplify behavioral processes, either by assigning a
delay time before evacuation rather than considering the situational decisions
and interactions of the occupants, or by assigning a behavioral itinerary to the occu-
pants [1]. If people cannot answer the questions that emerge in the course of

Table 1. Critical factors for perceiving a fire situation as presenting a fire risk

Fire characteristics Human characteristics Building characteristics

Perceptual cues
• Visual
Flame, smoke,
deflection or
collapse of wall or
ceiling
• Audible
Cracking, broken
glass, and objects
falling
• Smelling
Smell of burning
• Tangible
Heat

Profile
• Gender, age, and family
composition

• Education
• Observation and judgment
abilities, mobility, and
physical and mental
limitations

• Culture

Occupancy
• Occupant density
• Building type: office, factory,
hospital, hotel, cinema, college or
university, and shopping center

Fire growth rate Experience
• Fire experience, fire training,
and other emergency training

• Familiarity with building

Architecture
• Number of floors
• Layout and building shape
• Maintenance

Fire alarm
• Alarm signal
• Voice
communication

•Others’ actions

Situation
• Alone or with others
• Awareness
• Physical position
• Working, sleeping, eating, and
shopping

• Stress and time pressure
• Others’ reactions

Refuge area
• Complexity of evacuation route
and wayfinding

• Location of exits and stairwells

Personality
• Influence of others
• Leadership
• Negativity toward authority
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decision-making, they continue to seek information [36], i.e., people continue their
original activities if the cues are not perceived as being sufficiently significant to
interrupt these activities. Thus, people may not respond quickly to a fire alarm without
additional confirmatory cues. Further investigation and research should be conducted to
elucidate the additional information required and the forms and timing with which this
information should be provided.

Gigerenaer and Selton [57] outline a two-step decision-making phase in which
action options are first generated, followed by selecting one of these options. Action
options are generated based on interpreting a situation, where searching for options
involves mental simulation similar to that involved in developing interpretations [26,
58]. Although occupants are expected to search for a sufficient number of options
during the decision-making phase, some researchers have found that occupants usually
find very few options. Time pressure, mental resources and training and knowledge of
procedures can lead to a deficit of options [26, 57, 59–61]. Two types of choice
strategies may be used to select an option. The first is a rational choice strategy, by
which persons optimize decision-making by choosing the best of all available options
[62, 63]. The second is a satisficing strategy, by which individuals choose the first
workable option [57]. Klein [26] hypothesizes that the rational choice strategy is more
likely to be adopted by persons trying to optimize a decision, whereas the satisficing
strategy is more likely to be used under time pressure, dynamic conditions and other
stressors. People make decisions about risk by focusing on explicit cues and infor-
mation rather than on all of the available facts. People conceive of risk as the result of a
likely outcome or the probability that an outcome will actually occur [20].

Therefore, some researches [64–67] believe that risk perception can be understood
as a threshold mechanism for evacuation decision-making. That means the evacuation
decision-making is “triggered” if the perceived risk becomes unacceptable. Applied to
the situation of fires, cues such as the smell of smoke or other people moving to an
emergency exit may activate protective behaviors [68, 69].

During fires, people often make decisions according to their own interpretation
schemas. However, researchers find that the people communicating with other persons
or technology may change their decisions in the interpretation of cues. But potential
influence of communication is under exploited at present [70, 71].

3.3 Human Behaviors

Behaviors in the Pre-movement Period. After hearing a fire alarm, occupants always
spend a period of time in a non-evacuation activity. This stage is called the pre-
movement period [1, 45, 72]. Kobes [3] combined the phases of clue validation and
decision-making into this pre-movement period. Incident analyses indicate that pre-
movement time and pre-movement behavior play key roles in the evacuation process
[73]. This pre-movement time is a delay during which occupants attempt to gather
information, alert others in the building, gather their personal belongings, assist or
rescue other persons, wait, or fight the fire [1, 74, 75]. Research has shown that pre-
movement delays are increased by certain actions such as searching for information or
confirming information about an incident [9, 72, 76].
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Kuligowski and Hoskins [72] investigate a fire incident and found that the main factors
affecting the pre-movement time are the activities undertaken during this period and the
initial floor location of the occupants. Another key factor is the information provided to
the occupants during the fire. Occupants’ past experiences with emergencies and their
evacuation knowledge can affect their actions in this period [26, 36]. Researchers have
found significant differences between the protective behaviors of women and men
during this period. For example, women were more likely to gather their personal
belongings, while men were more likely to fight fires or to rescue others such as family
members and friends [77–79].

These behaviors show that mental processes and actions involve continuous
information-processing and decision-making. During an evacuation, people are often
confronted with smoke, toxicity and communication with other occupants. Under these
conditions, people may change direction because of breathing difficulties, limited
visibility or other reasons [58]. People constantly evaluate their options during an
evacuation based on their perception of the following factors: time pressure, perceived
safety, implementation barriers and the costs of taking an action [36]. People usually
act in similar ways in dense areas such as shopping malls or indoor stadia, because
group behavior plays a significant role throughout the evacuation process [80, 81].
Uncertainty before evacuation or other types of survival behavior causes people engage
in additional information-seeking until they locate sources or channels that can enable
them to make decisions [9, 82]. People do not necessarily progress through the
aforementioned stages in order [36].

Evacuation Behaviors. There are three response performances exhibited in surviving
a fire [51]: extinguishing the fire, waiting for rescue and evacuation. These strategies
can be separated into those conducted during and after the pre-movement period.
Research has shown that when visibility is limited, occupants prefer to walk alongside
walls or jump out of a building rather than wait to be rescued.

Occupants’ walking speed under smoke exposure is also slower than that under
normal conditions [58, 83, 84]. Occupants who are familiar with a building prefer to
take the stairs over the elevators during evacuation [49]. Occupants who are not
familiar with the building exits follow other occupants to the stairs [85].

Individual behaviors in a crowd are always influenced by other persons. Studies of
incidents show that most people act as followers. People do not react to a fire alarm
until others take action [86]. A set of individuals in the same physical environment is
considered to be a crowd [87]: crowd behavior corresponds to the dynamics of entire
groups of people resulting from their interactions with the environment. The crowd
mind propagates through the crowd by anonymity, contagion and suggestibility. Thus,
the intentionality of the individual vanishes in preference to that of the collective [88].
Under some circumstances, individuals in a crowd may not able to conduct a task
because their judgment abilities have been degraded to some extent [89]. Although
there have been many studies on the effects of crowds, more in-depth research is
needed to determine the process and mechanisms by which a crowd impacts individual
behaviors and to evaluate the extent of this impact. Does the influence of the crowd
increase with the emergency of the situation?
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Software development has facilitated the construction of many evacuation models.
However, few models have been based on human behaviors, such as escape route
selection and information interpretation [33]. The deficiencies in these models can be
attributed to the scarcity of relevant and quantitative research data. Various human
behaviors have also not been sufficiently understood. The following aspects of human
behaviors require further study [34]:

• the response performance and activity patterns of occupants upon hearing fire
alarms,

• the occupants’ response time and evacuation strategy, and
• wayfinding during evacuation: while most existing studies have focused on archi-

tectural construction and building layout, few studies have considered how the
layout of the architecture or the building affects decision-making.

Disparity Between Response Performance Models and Actual Behaviors. Both the
technical and social aspects of building fire safety policy are based on the paradigm of
occupants’ response performance; however, many of the actual behaviors of occupants
in fatal fires differ from occupants’ response performance models. The disparity
between response performance models and actual behaviors significantly affects the
ability of occupants to escape safely in the case of a fire. The disparity is primarily
caused by three factors: fire characteristics, human characteristics and building
characteristics.

• These models are based on the assumption that fire growth in a building follows the
standard fire curve. In practice, fire growth depends on the materials used in
building construction [90]. Thus, the combustion speed may be ultra-fast. Different
fire growths produce different evacuation behaviors.

• Response performance models assume that occupants escape immediately upon
hearing a fire alarm. These models also assume a constant walking speed for
individuals in the course of the evacuation. However, the pre-movement period can
exceed the evacuation time. Social rules strongly influence individual reaction
times. While escaping from an incident, individuals can be confronted with many
emergencies and therefore walk more slowly than they would under normal con-
ditions. Thus, the occupants’ walking speed is not consistent during evacuation [83,
91, 92].

• Designers of green escape route signs and researchers developing response per-
formance models assume that occupants follow these signs to escape. While
occupants notice the color, the pictogram and the location of the signs, they usually
do not follow the signs in the course of escaping [83, 93]. Response performance
models are also based on the paradigm that occupants escape via the nearest exit.
However, in real-life incidents, people escape via familiar exit routes [94, 95]. Thus,
the layout of the building interior significantly influences human behaviors under
emergency conditions.

Fire safety policies are based on these response performance models; however, the
disparities between these models and actual behaviors cast doubt on the soundness of
the basic principles and the subsequent effectiveness of these policies. Therefore,
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further studies or scientific experiments should be conducted on human behaviors in
real incidents to clarify the reciprocal influence between fire characteristics and human
characteristics and between building characteristics and human characteristics from the
ignition stage to the end of the evacuation process. New sound basic principles of fire
safety policy should consequently be developed in the near future from real observed
behaviors. In addition, analyzing detailed information on decision-making for evacu-
ation in sufficient depth can stimulate the development of practical models for the fire
prevention design of buildings.

4 Conclusions

During a fire, people perceive fire cues to varying degrees. These perceived cues cause
individuals to create mental models, which are used to interpret the situation as safe or
presenting a fire risk. This interpretation process is affected by several factors,
including the features of the fire cues, the architecture of the building in which the fire
occurs and personal characteristics. Individuals then engage in decision-making pro-
cesses to identify protective actions and to create an adaptive plan or strategy. The
dynamic quality of fire situations results in a highly complex path from cue perception
to response.
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Abstract. Previous studies on the effects of music listening on cognitive and
affective functioning has focused on individuals, and the influence of back
ground music (BMG) on group creativity is yet to be explored. Here, based on
the meditative impact of music on emotion and communication, we hypothe-
sized the possible influence of BGM on indices of group creativity, and
specifically investigate the effects of two factors of music, valence and genre, on
cooperation and divergent creativity. In our study, 15 pairs of participants
conducted Alternative Uses Task (AUT)-based communication while listening
to four combination of instrumental music tracks or no music. To probe into the
mechanism of group creativity enhancement, we assessed the interbrain syn-
chrony using functional near-infrared spectroscopy (fNIRS)-based hyperscan-
ning, and the non-verbal communication by using accelerometers to measure
head movements synchronization (HMS) of dyads. Our results suggested that
positive valence music enhance cooperation, while upbeat genre enhance
cooperation to converge the ideas.

Keywords: Applied cognitive psychology � Team working � Communication �
Creativity � Physical synchronization

1 Introduction

Music is what people are willing to spend their time on and there are different reasons
behind it, from relieving tension to passing the time [1] or even controlling the moods
[2]. Although people might often prefer to sit down and listen to music deliberately,
Renfrow and Gosling reported a wide variety of activities when people might listen to
music [3]. As an important aspect of human daily life, many studies have been con-
ducted on the role of music on a wide range of individual behavior, informing us with
the positive influence of music on the sense of helpfulness, task involvement
encouragement and coping with perceived stress [4]. Studies reported effect of specific
music on individual spatial abilities [5, 6], though controversy on the source and
reproducibility of the effect makes it difficult to come up with a single conclusion [7].
A recent study [8] showed that listening to “happy music” enhance divergent thinking.
Similarly, Ilie et al. examined the cognitive changes in term of creativity and men-
tioned over the effect of music type on individual creativity [9]. Although these results
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might explain music impact on some levels of individual creative cognition, the field of
the possible effects of music on group communication is to be investigated further.

Cross and Morley argued over the music capacity to sustain social interactions [10].
Performance of joint music making on cooperation has been studied before [11].
Brown et al. [12] investigated how music impact on cooperation. In that article they
mentioned the use of music isometric rhythms to enhance group synchronization [12].
Also, Lang et al. [14], based on the observations that interpersonal coordination results
in subsequent social bonding enhancement [13], referred to rhythm impact on group
coordination enhancement as a route to facilitate positive social behavior and bonding
[14]. In complementary experiments, Au et al. argued that participant who listened to
pleasant music tended to be more confident over the ones who listened to unpleasant
music [15] and Greitemeyer presented the music effects on mood and decision behavior
[16]. Physiological synchrony is intertwined with emotional rapport [17]. A review
article [18] mentioned how music makes brainstem neurons fire synchronously with
tempo, and synchronized activities like music encourage social connection. Recently,
Bernardi et al. [19] showed that listening to simple rhythms makes individuals syn-
chronized in terms of their physiological rhythms, which may lead to rapport and
mutual understanding. These findings bring us to the possible influence of music’s
synchrony-inducing (i.e. homogenizing) effects on group cognition, but would music
facilitate or hinder group creativity, and how such an influence can depend on the
different types of music?

Group creativity, being the way to enhance the creative productivity through
communication, has been an interesting study topic for many years. However, the
benefit of group communication on creativity has been on the controversy in many of
them. Being in a group would hinder creativity performance in terms of the produc-
tivity loss in idea-generating [20]. Perceiving others efforts to be sufficient, appre-
hensive behavior toward other members judgment [21] and the fact that only one
person can talk at a time [22] are the reasons behind this idea. Although being a well-
perceived fact, it neglects the productivity impacts of being in a group on creativity
[23] with benefits like minimizing member’s motivation, energy, and talent losses, and
misuse of time [24]. While traditional thoughts believe divergent perspectives increase
and homogeneous perspectives decrease group creativity [25], recently there is a hiatus
on this view since the convergent process is needed for distinguishing new ideas and
unifying them. The new ideas on group creativity explain how groups might benefit
from cooperation. Where the individual ability of group members to produce new ideas
is important [26] and diversity between members can enhance the comparison between
group members to enhance divergent thinking [27]. Group creativity, on the other
hand, benefits from its members’ cooperation to integrate original perspectives [28].
Use of group to enhance creative productivity can be practical as long as the diversity
between members and their shared ideas would not disservice the cooperation level by
being in opposition [29].

As noted above, some music types can enhance cooperation between members of a
group in general. However, its impacts on group creativity are yet to be investigated.
Group creativity, as discussed earlier, is based on the level of individual creativity
along with the cooperation tendency of its members. While music effect on group
creativity has been scarcely explored so far, previous studies stated that members with
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high extraversion and sociability traits will experience less level of anxiety during
experiments [30] which might further result in convergent thinking facilitation [31]. In
their study, they presented a higher level of tendency to be fixed on creativity in high
preference interactive participants compared to low preference ones but no trend to
produce more unique ideas.

Creative thinking is the combination of producing as much as possible ideas (flu-
ency), in many categories (flexibility), while the ideas remain unique and novel (origi-
nality) and needs both of the cooperation and individual creativity of its members to be
enhanced. In this article, we aimed to compare the creative performance of interactive
groups while listening to different types of music, being positive vs. negative in terms of
valence and reflective vs. upbeat in terms of the track’s types. Our purpose is to test the
impact of different music types on the different group creativity indices and investigate
over the music types which would help or hinder individual creativity, and cooperation
level of members, resulting in the total group creativity changes.

To probe the processes underlying the effects of music on group creativity, we
investigated interbrain synchrony and non-verbal communication (NVC) expressed in
the physical interpersonal coordination. In the exploration of brain functioning in
experimental and daily human interactions, the hyperscanning technique allows brain
activity measurement of two or more people simultaneously [32]. Functional near
infrared spectroscopy (fNIRS) allows brain activity measurement during natural
communications, with high ecological validity, portability, and cost effectiveness.
fNIRS-based hyperscanning studies [33, 34] indicated that the level of cooperation
during tasks is correlated to interbrain synchrony in the pre-frontal cortex (PFC), which
has been associated with cognitive processes such as working memory and executive
function [35]. In this study, we measured the medial and left lateral part of the PFC. In
previous studies, the left inferior PFC showed association with the memory process
functions during communication [36], while anterior PFC (aPFC) involved in inte-
grating different operations into behavioral goal [37]. Moreover, NVC is the way to
make communication without transmission of the words [38]. In this study, to test the
effectiveness of music to enhance NVC, we evaluated the head movement synchrony
(HMS) [39].

2 Method

2.1 Participants

Thirty international students of Tokyo Institute of Technology including 18 females
and 12 males being recruited via flyers and took part in our experiment. All participants
being right-handed with normal or corrected-to-normal vision. Participants were
grouped into dyads and been called to participate in the experiment based on their
answers to an online preparation phase questionnaire, which will be further explained
in the next subsection. The study procedure was approved by the Ethics Committees of
Tokyo Institute of Technology. All participants were briefed about the experimental
procedure and gave written informed consent. They were paid 3000 Yen for their time
and effort.
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2.2 Selection of Music Stimuli and Dyad Construction

Music asserts its effects through influencing emotions [40]. On the concept of emotion
within music, Schimmack and Grob focused on two elements of music: valence
(pleasant vs unpleasant) and arousal [41]. In this study, to select a list of music pieces
as stimulus, we first fixed our factors of interest on valence and genre. Here, the genre
was whether a piece is “reflective” or “upbeat”. The reflective list consisted of classical
pieces mostly from famous composers, while upbeat tracks were defined by either
country, sound track, and pop music categories [42].

In order to delineate the effects of music valence and genres from other possible
confounding factors, we tried to control the degree of familiarity, tempo, and likability of
the music pieces as follows. A study [43] named familiarity as a factor to engage listeners
on the music and addressed over its impact on involved emotions. As the level of
familiarity and emotional perception between members in the groups might be different
along with different provoked memories, we decided to use only unfamiliar pieces in our
experiment. In addition, several articles [44, 45] counted music tempo as a factor to
evaluate the emotional connections of music. The connections between music tempo and
physical movements has been also reported [46]. Therefore, we chose music tracks
within the range of [95–105] bmp. The judgment of liking a music is through the level of
emotion of pleasure. Likable pieces can activate specified parts of the brain regions [43].
Perceived enjoyment depends on individual preference and also related with factors such
as familiarity, personality [47]. Therefore, we fixed the likability level between group
members on the highest level of chosen music pieces for the experiment setting.

In a preparation phase before the experiment, each participant listened to the first
fifteen seconds of one hundred music pieces for candidate stimuli, all instrumental
version, and rated their familiarity, likability and perceived mood (valence). The ratings
of perceived mood were used to confirm the validity of our identification of valence
based on the pitch and key movements of each piece. The pieces were selected by the
experimenter to make them equally distributed over the combinations of categories:
positive vs. negative valence � reflective vs. upbeat tracks [42]. All of the tracks were
put in randomized order on an online survey. Participants who rated at least one same
track as low on familiarity, high in likability and very low/very high on mood (for each
of negative/positive valence tracks) for each of reflective and upbeat genre were further
grouped into dyads and participated in the experiment.

2.3 Task Procedure

Before the experiment, an explanation was given and a practice session has been done.
Each experiment had two sessions with three trials in the first and two trails in the
second session, with 6 min for each trial and a 10-min break between the sessions.
During each trial, following an audio cue, a name of a familiar object (One meter of
cotton rope- An egg- A plank of wood- A tennis ball, and A pair of socks) has been
shown on a TV screen while one of the four types of tracks (i.e. positive-reflective,
positive-upbeat, negative-reflective, negative-upbeat), which were selected in the
preparation phase as explained above, or no music, was played as background music.
The order of objects and music types were randomized over dyads. Seeing the name of
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the object, participants started alternative uses tasks (AUT) cooperatively through
communication, saying their answers loud enough to be recorded by a voice recorder.
After each trial, another audio cue was presented and participants answered a ques-
tionnaire about their mood. Also, it should be noted that these chosen objects were
assumed to be not different in difficulty in thinking and discussing alternative uses
based on the results of pilot experiments which was confirmed after assessment of
indices of creativity on our main experiments.

2.4 Evaluation of Creativity Indices

To evaluate creativity, ideas captured during experiments via voice recorder were
coded. We further assessed the indices of creativity in four different categories of
fluency, originality, flexibility and index of convergence (IOC) [31]. The total number
of ideas mentioned during each trial has been calculated as the group fluency. The
originality was assessed by the average of repetition likelihood of each idea within all
groups [48]. Based on the category identification of the generated ideas, flexibility was
defined as the total number of the visited categories during each trail. The IOC was a
measure of cooperation behavior of dyads and calculated by dividing the number of
times each dyad stayed on the same category over the times they deferred the category
or totally moved to a new category.

2.5 Characterization of Communication with Inter Brain
Synchronization

Dyads in each group wore a portable functional near-infrared spectroscopy (fNIRS)
device (HOT-1000; Hitachi Hitech, Co.) to measure their brain activities during each
trial. Participants have been instructed to avoid unnecessary movements as much as
possible, to reduce the possibility of unwanted noises. According to the international
10–20 system, we placed the center (i.e. channel) of the two optodes of fNIRS device
on FP2 (left channel) and FPz (medial channel), respectively for both of the dyads,
based on their head shape. The device sampled changes in the absorption of near-
infrared light at a sampling rate of 10 Hz. The data were preprocessed in order to
reduce the effect of noise. For each set of data from participants, after linear detrending
to remove the trend, we applied Savitzky-Golay smoothing filters with an order of 3
and framelen of 41 following to band pass Gaussian filter. In the last step to assess the
inter-brain synchronization of each dyad, we performed the wavelet transform coher-
ence (WTC) in the timescale of [10 to 100 s] on the filtered data of each dyad.

2.6 Characterization of Communication with Head Movement
Synchronization

To assess the data of head movement, a small accelerometer (TSND121; ATR-
Promotions) was attached to the fNIRS device, at the position of FPz. We set the
sampling time at 10 ms. After taking raw data of head movement of each participants
from the attached accelerometers, by applying Spearman’s rank correlation we calculated
the head motion time lag between dyads in each group. Doing this we identified their
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level of head movement synchronization (HMS) [39] and assessed the head nodding data
of each group during each trial. We further separated the signal into two frequency ranges
of low [1–1.5 Hz] and high [3.5–5 Hz] [49] and analyzed respectively.

3 Results

3.1 Effects of Music Types on Creativity Indices

One-way repeated measures ANOVA for the five music conditions showed significant
difference over conditions in terms of fluency (F(4,56) = 22.48, p < 0.001), originality
(F(4,56) = 14.39, p < 0.001), and IOC (F(4,56) = 4.00, p = 0.004) but not for flexi-
bility (F(4,56) = 0.14, p = 0.96).

Excluding the data of no-music condition, two-way repeated measures ANOVA on
fluency with factors of genre and valence revealed significant main effects in both of
the valence (F(1,14) = 38.98, p < 0.001) and genre (F(1,14) = 7.55, p = 0.016). There
was significant interaction between valence and genre (F(1,14) = 19.37, p = 0.001).
Also, as for the originality score, significant main effects in both of the valence
(F(1,14) = 10.25, p = 0.006) and genre (F(1,14) = 29.34, p < 0.001) was observed.
There was a significant interaction between the two factors (F(1,14) = 19.05,
p = 0.001). On the other hand, two-way repeated measures ANOVA on IOC score
revealed significant main effect of genre (F(1,14) = 9.42, p = 0.008), with upbeat genre
tracks leading to higher IOC score. There was no significant interaction between the
valence and genre or main effect of the valence for IOC.

Observing these results, separate pairwise t-tests were done between positive-
upbeat music vs no music control condition, showing significant enhancing effects in
fluency (t(14) = 13.93, p < 0.001) originality (t(14) = 6.75, p < 0.001) and IOC
(t(14) = 2.06, p = 0.025). Summary statistics of the creativity performance indices are
illustrated on Table 1.

Table 1. Indices of creativity task performance

Measures No
music

Reflective genre Upbeat genre
Negative
valence

Positive
valence

Negative
valence

Positive
valence

Fluency
M −0.87 −0.26 −0.03 −0.37 1.48
SD 0.47 0.71 0.88 0.66 0.45
Originality
M −0.40 −0.33 −0.63 −0.36 1.17
SD 0.70 0.64 0.70 0.89 0.48
IOC
M 0.064 −0.63 −0.19 0.21 0.79
SD 0.76 0.76 0.77 1.07 1.14
Flexibility
M 0.06 0.002 0.01 −0.14 −0.08
SD 0.89 0.80 0.94 0.99 1.14
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3.2 Effects of Music Types on Nonverbal Communication Measures

Non-verbal communication was evaluated by calculating HMS during each trial for
each dyad. To test music effect on physical synchrony, one-way repeated measures
ANOVA for the five conditions was conducted. There was a significant difference over
the conditions (F(4,56) = 2.64, p = 0.043; Fig. 1). Also, two-way repeated measures
ANOVA with genre and valence as factors of effect has been done. Quasi-significant
effect was observed for valence (F(1,14) = 3.33, p = 0.089), but not for the other factor
or their interaction.

To investigate whether the difference was more significant in low frequency ranges
or higher frequency ranges, separate one-way ANOVAs have been conducted. The
results indicated the significant effect of music over HMS only in the low frequency
range (F(4,56) = 3.19, p = 0.020).

As of the inter brain synchronization the results of ANOVA on IBS showed no
significant difference between five conditions on either of the medial (F(4,56) = 0.41,
p = 0.80) or the left lateral channel (F(4,56) = 1.08, p = 0.37). Summary statistics of
the inter brain synchrony are shown on Table 2.

Fig. 1. Relation between back ground music types and head movement synchrony (HMS). Data
illustrated a significant enhancement of HMS for all music combinations (F(4,56) = 2.64,
p = 0.043). Error bars show standard error of the mean.
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4 Discussion

This study has addressed effect of background music on the group creativity. We
hypothesized that the group creativity process might be strongly affected by different
combinations of music features. In the experiment, we investigated whether listening to
a specific type of music as compared to no music control condition might enhance
group creativity. To test this hypothesis, we manipulated four types of music that varied
on two terms of genre (reflective vs upbeat) and valence (positive vs negative), while
controlling tempo, familiarity, and likability by each dyad. This control was because, in
a previous study [9] with manipulations of rate, pitch height, and intensity of music
they stated the main effect of rate over perceived arousal and pitch and intensity as the
experiential quality of emotion over valence.

In the main part of our result, there is an evidence that background music listening
in all four combinations, as compared to control condition facilitated the group cre-
ativity in term of fluency but not the other three indices of interest. To explain over this;
literature on the music has proven the effect of music listening to alter mood [50, 51],
and on the studies of group creativity, behaviors such as negative attitudes, judgments
and evaluative behavior during discussion has been addressed as disadvantages [52,
53]. On the other side of explanation, articles on the mood suggest that positive mood
enhance the generation of the ideas [54]. These in combination might suggest that
music might have decreased the judgement and stress level during group creativity task
with mood manipulation and thus resulted into generation of more ideas, though all
music types might not have positive influence on originality, convergence index, or
flexibility of the ideas.

Our next questions were what effects music valence and genre might have on group
creativity, and whether the effects would be the same or not for the different creativity
indices. Previous researches on the individual divergent creativity suggested the pos-
itive effect of positive valence music. When participants performed the AUT task as a
team in the positive valence conditions, the total amount of shared idea has increased
compared to negative valence conditions, but this effect was not apparent in the cases
of originality or IOC indices for the reflective positive valence pieces. While there was
no difference between conditions for flexibility, as for the IOC the main effect of the

Table 2. Effects of music types on IBS

Measures No
music

Reflective genre Upbeat genre
Negative
valence

Positive
valence

Negative
valence

Positive
valence

Medial channel
M −0.01 0.11 −0.12 −0.08 0.01
SD 0.58 0.43 0.48 0.48 0.45
Left lateral channel
M −0.02 0.38 0.06 −0.15 0.21
SD 0.43 0.46 0.38 0.43 0.53
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genre was statistically significant not only compared to reflective pieces but also on no
music condition. IOC is a more detailed group creativity analysis to investigate the
convergent tendencies of groups [31] and results indicate the advantage of listening to
upbeat background tracks on convergent thinking.

Positive-upbeat music improved group creativity in all indices expect for flexibility.
While to our knowledge there are only evidence of positive music enhancing individual
creativity and no article on the effect of positive and upbeat music on group creativity, an
interpretation can be provided through the possible enhancing effect of such music on
cooperation. A previous study [55] supported that cooperation between participants
resulted into a higher level of originality in their creativity task. Therefore, positive-
upbeatmusicmight have enhanced cooperation into especially higher level, leading to the
general performance enhancement. This hypothesis can be further supported by the
evidence of correlation between extraversion and sociability traitswith upbeatmusic [46].

In the other part of our results, we show the higher enhancing effect of all music
combinations compared to the no music one on the head movement synchrony (HMS).
Our hypothesis of music enhancing non-verbal communication has been supported by
this result. Also, a certain trend toward significance effect of positive valence tracks on
head movement synchrony along with its positive impact on creativity task fluency
index, might suggest the effect of positive valence music on cooperation between
dyads, which mediated higher group creativity.

The pre-frontal cortex (PFC) has been associated with social cognition, decision-
making, and goal-maintenance in several articles [56]. However, our results showed no
significant effect of music on inter-brain synchrony at any of the two tested channels.

Limitation of The Current Study And Future Research. Although there are more
people who might benefit from group creativity activities, our participants are limited to
international graduate students with the age range from 24 to 32 years old who are at a
highly educated level. This specific nature of the sample, with the possibility of lan-
guage barrier (majority of participants were not native English speakers) and cultural
difference between participants (majority of the dyads were consisted of different
ethnical participants), in addition to the limited sample size, makes it difficult to infer
the generality of the observed results. We expect that the magnitude of the enhance-
ment of group creativity by music might be different for groups of participants who
share same language and are from the same ethnicity. Further study is needed to
investigate such possibility. In addition, considering the possible effect of
conscious/unconscious process on creativity [57], the effects of background music may
also change in less consciously demanding settings than the current group AUT task,
for example creativity observed in casual chat.

While in this study we tried to control some factors of music such as familiarity,
tempo, and likability, the effect of these factors can bring interesting opportunities for
further research. For example, previous studies showed higher impact of familiar songs
on individual’s mood and cognition [43], so it would be reasonable to assume that
familiar music would exert larger influence on group creativity as well. While we used
only instrumental music pieces, the music lyrics can be an additional influential factor,
which is also connected with familiarity. Furthermore, individual personality traits such
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as group tendency or habitual involvement in music listening can also modulate the
effect of music on group creativity.

Although this study brought us some new evidence on the effect of music on group
creativity at the levels of behavioral performance (creativity indices) and nonverbal
communication (HMS), we could not observe the contribution of music valence or
genre on inter brain synchrony. This could have been caused by smaller coverage of
measured brain regions (cf. [55] for example). Another direction yet to be pursued can
be to analyze contributions of inter-brain and non-verbal synchronization in combi-
nation with music to total group creativity. In our future study, we suggest combining
dyadic behavioral variables to increase the chance of the better explanatory model of
group creativity.

While in this study we used a questionnaire to measure the effectiveness of music to
change in perceived mood and emotion in terms of arouse and pleasure in each trial
[58], the limited sample size and an insensitive scale of the questionnaire led to failure
in capturing consistent mood changes, so we omitted the results on the questionnaire
data from the current report. It is possible that the use of objective mood measurement
e.g., heart rate, blood pressure, or skin conductance [59], may bring more accurate
results.

5 Conclusion

In conclusion, this study presented the effect of music to influence group creativity. The
results brought an evidence of the impact of instrumental music to enhance the total
number of generated ideas (fluency) between participants. All music combinations
prove higher level of head nodding synchrony compared to the no music condition in
our experiments and finally although positive valence have some contribution to par-
ticipants’ engagement to the task and cooperation, upbeat genre music facilitate the
index of cooperation to convergent ideas on a significant level. Finally, upbeat genre
with positive valence music led participant the highest group creativity, presumably
through enhancement of higher engagement, mutual understanding or reciprocal rap-
port level.
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Abstract. Automatic speaker verification (ASV) has the potential to replace the
error-prone and expensive human-based security check to protect the ever
increasingly interconnected complex systems, such as power grid system.
However, state-of-the-art ASV system relies heavily on a large amount of mat-
ched development data and adequate long duration test utterance to maintain the
acceptable performance. Unfortunately, such large amounts of data are not
always feasible to collect in real world application. In this paper, we propose a
new method for i-vector extraction by incorporating historical test information to
reduce to requirement of long test utterance duration. The historical tests are
weighted by a world MAP estimator and then used in the computation of current
test’s Baum-Welch statistics. Meanwhile, we modify linear discriminant analysis
(LDA) to reduce the requirement of matched development data. In modified LDA
training, the variability between development and evaluation data is separated
and the objective is to simultaneously minimize the within-class variability and
domain variability when maximize the between-class variability. Experiments
are conducted on data collected from power grid dispatchers. By adding his-
torical test information, we observe consistent improvement over baseline system
especially for shorter duration condition. With modified LDA, at least 63% of
performance gap is recovered when system parameters are trained with mis-
matched development data. Finally, we integrate proposed methods in one sys-
tem and apply it to power grid dispatching room scenario. Experimental results
show our proposed methods achieve fair performance with limited voice data and
successfully reduce the amount of data required by ASV system.

Keywords: Speaker verification � Power dispatching � I-vector �
Linear discriminant analysis � Short utterance � Domain mismatch

1 Introduction

Power grid is essential for today’s society as an enabling infrastructure. The efficiency
and safety of power system have major consequences for maintaining stable electricity
supply, supporting economic growth and ensuring national security. With the rapid
development of technology, a lot of sophisticated automation has been introduced into
the power system operation. Since this equipment become more complex and start to
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affect each other, the risk and potential loss of malicious intrusion or attack also
increase. Thus, there is an increasing need for verifying the identity of the person
regarding authorized to operate the particular machine.

In this situation, conventional human-based authentication such as passwords,
tokens, and manual checks is no longer considered to offer high level security alone
because human operators are found one of the biggest sources of errors in complex
systems [1]. For example, passwords or pin numbers are easily forgotten or forged.
And even the most highly trained and alert operators are prone to fatigue and boredom
after a long period of continuous work. Therefore, the biometric identification tech-
nology can be a useful supplement to existing authentication techniques.

One of the most promising biometric identification technologies is automatic
speaker verification (ASV), which is the task of verifying an individual’s identity from
their voice samples using machine learning algorithms, without any human interven-
tion. Since voice has been one of the most casual means for natural interactions
between humans and machines, voice-based systems are easy and intuitive for human
operators to use. Further, voice is inherent to individuals and can neither be lost nor
stolen which makes it highly accurate and reliable. The availability of low-cost and
portable microphones gives it capability of easy integration. ASV has seen significant
advancements over the past few decades, giving rise to the successful introduction for
various sectors, such as health care, finance and manufacturing industry etc.

Although state-of-the-art i-vector/PLDA based systems exhibit satisfactory per-
formance with adequate speech data [2], a major challenge in ASV is to improve
performance with limited voice segments. On the one hand, to achieve fair perfor-
mance, ASV systems need to be presented with sufficient long utterance (two or three
minutes) for enrollment and test i-vectors extraction [3, 4]. Indeed, it is often difficult to
acquire such long speech for practice ASV systems because of background noise, voice
overlaps or faulty recording devices. Also, there are difficulties related to speaker
himself. In fact, unwilling speakers, the state of health, the character of speakers can all
contribute to a reduced available amount of speech data. On the other hand, the systems
require a large amount of development data to estimate reliable hyper-parameters.
Particularly, the success of PLDA modeling depends on the availability of a large set of
labeled in-domain data. In most real-life application, collection of such amount of
development data from target domain is infeasible. Hence, it is crucial to maintain ASV
performance when it is constrained on limited voice data.

Over the years, considerable research effort has been made to overcome such
challenges. In [5], the duration variability is mitigated by propagating the posterior
covariance of i-vectors to PLDA. However, scoring is computationally expensive in
this method. The work in [6] proposed full posterior distribution PLDA to address short
duration issue. The work in [7] attempted to improve short utterance system perfor-
mance by adaptation for i-vector estimation. Also, many techniques are proposed to
deal with inadequate target domain data in PLDA modeling. The work in [8] proposes
Bayesian adaptation of PLDA models. In [9], unsupervised clustering of i-vectors for
adapting covariance matrices of PLDA models is proposed. The work in [10] proposes
inter-dataset variability compensation (IDVC) to find a feature space that is more
domain independent. In this paper, we propose a new method by incorporating his-
torical test information for short utterance i-vector extraction. In addition, we modify
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the conventional LDA projection to compensate the domain mismatch before PLDA
modeling. In contrast to the existing works address limited utterance length and limited
in-domain development data in separate view, we integrate proposed methods in one
system and validate it in a real-life power grid dispatching room scenario.

The rest of the paper is organized as follows. Section 2 describes i-vector/PLDA
framework as our baseline ASV system. The proposed method for i-vector extraction
and modification for LDA are detailed in Sect. 3. Section 4 presents the experimental
setups. Section 5 discusses system implementation and evaluation. Section 6 concludes
the paper and outlines future studies.

2 Baseline ASV System Description

2.1 I-Vector Extraction

As mentioned earlier, i-vector based system has become de facto choice for speaker
verification and related tasks. I-vector is essentially a low-dimensional representation of
the Gaussian mixture model (GMM) super-vector found through a factor analysis
process. Specifically, the speaker and channel dependent GMM super-vector M can be
generated by

M ¼ mþTw ð1Þ

where m is the speaker and channel independent super-vector, which is concatenated
means of universal background model (UBM), T is a low-rank total variability
(TV) matrix, and w is a random latent variable with standard normal distribution. In i-
vector approach, the universal background model (UBM) and total variability
(TV) matrix are trained with large amount speech data gathered from different speakers.
The i-vector x is given by the maximum a posteriori (MAP) point estimate of the
hidden variable w which is equal to the mean of the posterior distribution of w con-
ditioned on input utterance:

x ¼ Iþ TTR�1NT
� ��1

TTR�1N E � mð Þ ð2Þ

where R is a diagonal matrix, in which the diagonal blocks are corresponding
covariance matrices of Gaussian components of the UBM, N and E are zero and first
order Baum-Welch (BW) statistics matrices, respectively. Given an utterance
X ¼ x1; x2; . . .; xFf g, the zero and first order BW statistics are computed using UBM as

Ni ¼
XF

j¼1
Pr ijxj

� � ð3Þ

Ei Xð Þ ¼ 1
Ni

XF

j¼1
Pr ijxj

� �
xj ð4Þ

where Pr ijxj
� �

is posterior probability of generating xj by corresponding Gaussian
component density:
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Pr ijxj
� � ¼ xipi xj

� �
RC
k¼1 xkpk xj

� � ð5Þ

2.2 Linear Discriminant Analysis (LDA)

After the i-vector extraction, linear discriminant analysis (LDA) is used to compensate
within-class variations and reduce the dimensionality prior to probabilistic linear dis-
criminant analysis (PLDA) modeling. In LDA method, we simultaneously maximize
the between-class variability and minimize the within-class variability by maximizing
the following objective function:

J vð Þ ¼ vTRbv
vTRwv

ð6Þ

where v is eigenvector, Rb and Rw are between-class scatter matrix and within-class
scatter matrix, respectively, which are determined by

Rb ¼
Xs

s¼1
ns �xs � �xð Þ �xs � �xð ÞT ð7Þ

Rw ¼
Xs

s¼1

Xns

i¼1
xsi � �xs
� �

xsi � �xs
� �T ð8Þ

where S is the number of all speakers, ns is the number of utterances from speaker s, �Xs

is the average of the i-vectors from speaker s, and �x is the average of all i-vectors,
defined as follows

�xs ¼ 1
ns

Xns

i¼1
xsi ð9Þ

�x ¼ 1
N

Xs

s¼1

Xns

i¼1
xsi ð10Þ

where N is the total number of utterances.
The LDA projection matrix is found by solving the following eigenvalue problem:

Rbv ¼ KRwv ð11Þ

where K is eigenvalue matrix. The projection matrix A is formalized by selecting first k
eigenvectors corresponding to the k largest eigenvalues:

A ¼ v1; v2. . .vk½ � ð12Þ

426 Z. Wang et al.



Finally, the LDA compensated i-vectors are calculated as

xLDA ¼ ATx ð13Þ

2.3 Probabilistic Linear Discriminant Analysis (PLDA)

Apart from compensating the within-class variations in i-vector space by subspace
transformation, probabilistic linear discriminant analysis (PLDA) is widely used to
reduce the redundant information such as channels from i-vectors. Here, the generative
model for length-normalized i-vectors of s speaker with ns sessions can be expressed as

xi;j ¼ lþVzi þ ei;j ð14Þ

where l is the mean of i-vectors, V defines the eigen-voice subspace, zi is the speaker
factor, and ei;j is the residual term.

The verification scores of PLDA system is given as batch likelihood ratio. For
projected enrollment and test i-vectors, ztarget and ztest, the batch likelihood ratio is
computed as

K ztarget; ztest
� � ¼ log

p ztarget; ztestjH1
� �

p ztargetjH0
� �

p ztestjH1ð Þ ð15Þ

where H1 denotes the hypothesis that i-vectors belong to the same speaker and H0

denotes the hypothesis that they are from different speakers. Figure 1 shows the pro-
cess of calculating scores from the enrollment and test utterance in our i-vector/PLDA
ASV system.

3 Proposed System Modification

3.1 Analysis of I-Vector Estimation for Short Utterance

In i-vector systems, the test utterance and enrolment utterance(s) are represented by test
and enrolment i-vectors extracted with pre-trained UBM and TV matrix. Then ASV is
addressed by comparing the test i-vector with enrolment i-vector(s) signed by the
individual to generate an accepted or rejected decision. Though the requirement of

Fig. 1. Block diagram of i-vector/PLDA ASV system
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speech duration can somehow be met in enrolment stage, it may not be possible to
maintain the same during the verification stage. This seriously limits the implemen-
tation of ASV system in real-world applications.

To better understand the effects of test duration variability on system performance,
we present a detailed analysis of i-vector extraction pipeline. With short utterance, there
is an increased uncertainty of BW statistics estimation due to lack of enough data to
compute statistics parameters, which leads to an uncertain i-vector estimation. For i-
vector systems, BW statistics totally represent the feature extracted from a test segment.
[7, 11] Particularly, the zero-order BW statistics defines the covariance matrix of the
posterior distribution given the utterance as

wR ¼ Iþ TTR�1NT
� ��1 ð16Þ

where wR is the covariance of the estimated i-vector, T is TV matrix, R is the UBM
covariance, N is a diagonal matrix, where the diagonal blocks are the zero-order BW
statistics of corresponding Gaussian components in UBM. Since the UBM and TV
matrix are pre-trained with large quantity of data from different speakers, the higher
variability introduced in BW statistics account for the uncertainty in i-vector estimation
for short test segment.

3.2 Incorporating Historical Test Information in I-Vector Extraction

In order to improve the i-vector estimation, we propose a new method for adding
historical test information in BW statistics computation. Rather than only use current
test utterance to compute the BW statistics, we also exploit the weighted historical test
utterance statistics to provide additional information. We define the weight ci as the
estimated probability of current test utterance and historical test utterance i belonging to
the same speaker. Then the BW statistics used to extract the current test i-vector is
given by

N ¼ Nc þRciNi ð17Þ

E ¼ Ec þRciEi ð18Þ

where Nc and Ec are BW statistics computed from current test utterance, Ni and Ei are
BW statistics computed from historical test utterance, and ci is corresponding weight
assigned to historical test.

To compute the weight ci for historical test utterance, we use a world MAP esti-
mator which was proposed in [12] and successfully applied to unsupervised GMM
adaptation thereafter in [13, 14]. We first train a two-class Bayesian classifier based on
two score models - target and non-target scores - learned from a development set. [14]
Each score distribution is modelled by a 12 components GMM. Given the priori target
and non-target score distributions, we can compute the posteriori probability of having
a target. Specifically, for every encountered test utterance, ASV system output a raw
score. Given current test raw score, s0, the posteriori probability of this test belonging
to the target speaker is defined as
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P tarjs0ð Þ ¼ P s0jtarð ÞPtar

P s0jtarð ÞPtar þP s0jnonð ÞPnon
ð19Þ

where P s0jtarð Þ and P s0jnonð Þ are the probabilities of the score given the target and
non-target score distributions, Ptar and Pnon are the prior probabilities of target and non-
target test respectively. Then for historical test utterance i with raw score, si, we can
compute weight ci as follows:

ci ¼ P tarjsoð ÞP tarjsið Þþ 1� P tarjs0ð Þ½ � 1� P tarjsið Þ½ � ð20Þ

Note that all scores used are normalized. In proposed method, we do not require access
to the historical test utterances as well as i-vectors. To utilize historical test information,
only raw score and corresponding BW statistics are needed, which do not put a heavy
burden on real-life applications. Figure 2 shows the flow diagram of the proposed
method.

3.3 Modified LDA for Domain Mismatch Compensation

One of the keys to the success of i-vector/PLDA framework is the use of a large
quantity of previously collected speech data to characterize and model speaker and
channel variability. However, it is unrealistic to assume such a large set of development
data for every domain of interest. This is especially true for PLDA modeling, which
needs labeled speech data, whereas the training of UBM and TV matrix only need
unlabeled data. Studies have found that when PLDA is trained using out-domain data,
the ASV system performance degrades rapidly due to the mismatch between devel-
opment and evaluation data [15].

Current 

Test 

H istorical 

Tests 

World MAP 

Estimator 

BW Statistics 

i-vector 

Fig. 2. Flow diagram of the proposed i-vector extraction method

Human Operator Authentication Using Limited Voice Data 429



Conventional LDA projection falls to compensate this domain variability because it
captures the domain variability in between-class scatter matrix. Instead of minimizing
the domain mismatch in projected i-vectors, LDA maximizes domain variability when
training the projection matrix. In order to address such problem, we modify the LDA
training to separate domain variability from scatter matrix estimation. For simplicity,
we assume the speakers do not overlap across different domains. In our method, the
new between-class scatter matrix and within-class scatter matrix are defined as

R0
b ¼

XSOUT

s¼1
ns �xs � �xoutð Þ �xs � �xoutð ÞT þ

Xsin

s¼1
ns �xs � �xoutð Þ �xs � �xoutð ÞT ð21Þ

R0
w ¼

XSOUT

s¼1

Xns

i¼1
xsi � �xs
� �

xsi � �xs
� �T þ

Xsin

s¼1

Xns

i¼1
xsi � �xs
� �

xsi � �xs
� �T ð22Þ

where Sout and Sin are the number of out-domain and in-domain speakers, �xout and �xin
are the average of the out-domain and in-domain i-vectors, respectively. Also, we
define inter-domain variability matrix as

Rd ¼ Sout �xout � �xð Þ �xout � �xð ÞT þ Sin �xin � �xð Þ �xin � �xð ÞT ð23Þ

Finally, the modified LDA projection matrix can be calculated by maximizing the
following objective function,

J vð Þ ¼ vT
P0

b v
vT

P
wd v

ð24Þ

where v is eigenvector, and Rwd ¼ R0
wR

T
d . By maximizing above objective function, we

can simultaneously maximize the between-class variability and minimizing both
within-class variability and domain variability.

4 Experimental Setups

4.1 Speech Data and Acoustic Features

Audio data are collected by an integrated microphone from power grid dispatching hall
and dispatcher training simulator (DTS) room. All speakers are male. The raw data are
automatically saved in a memory card every 3 min. The two locations have different
room sizes, background noises, telephone channels, and so on. Figure 3 shows different
environmental setting of audio data collection. From raw audio data, 19 dimensional
Mel-frequency cepstral coefficients (MFCCs) together with energy coefficient are
extracted and appended with delta and delta-delta features to form a 60-dimensional
vector. The vector is extracted every 10 ms, using a Hamming window of 20 ms. And
silence frames are detected and discarded by an energy-based voice activity detector
(VAD).
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Unless stated otherwise, we partition data gathered from DTS room into two
subsets. We use one subset as development data and the other as evaluation data. In
order to carry out experiments for short utterance conditions, original speech utterances
are split into 2 s, 5 s, 10 s (only contain active frames) duration as short test segments.
We randomly select initial frame and create 500 truncated segments for each duration.
To test the effectiveness of modified LDA in ASV tasks with limited target domain
data, we frame the domain mismatch compensation problem as reducing the mismatch
between the data collected from different locations. We regard speech utterances col-
lected from power grid dispatching hall as in-domain data, and utterances collected
from dispatcher training simulator (DTS) room are considered as out-domain data. In
this case, the speech files from DTS room are used as development data and speech
files from power grid dispatching hall are used as evaluation data.

4.2 I-Vector Extraction and PLDA Modeling

To extract i-vector, we train a UBM with 512 Gaussian components on development
data and use UBM to estimate the BW statistics. The TV subspace has a dimension of
400 and is trained on same development data. For LDA and modified LDA training, the
reduced dimension is kept at 200. Length normalization is applied to LDA projected i-
vectors to convert their behavior into Gaussian. Then a PLDA model with 150 latent
variables is trained. We train the World MAP estimator on development data. The prior
probability used are 0.1 for target and 0.9 for non-target.

Fig. 3. Different locations of audio data collection. (a) Power grid dispatching hall. (b) DTS
room
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4.3 Evaluation Criteria

There are two kind of mistakes in ASV system: a false rejection happens when a
genuine speaker is incorrectly rejected and a false alarm when an imposter is accepted.
In our experiment, the system performance is evaluated using equal error rate (EER) in
which the false rejection rate and false alarm rate are equal. Also, we report experi-
mental results in terms of minimum detection cost function (minDCF).

5 Results and Discussions

5.1 Baseline ASV System Performance

In the first series of experiments, we compare the performance of baseline ASV system
in different test durations. The experiments are conducted on speech files collected
from DTS room. We use 3 min raw speech for enrollment and three types of truncated
segments (contain 2 s, 5 s 10 s active frames respectively) for test i-vector extraction.
The results are presented in Fig. 4.
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Fig. 4. Baseline ASV system performance for different test duration conditions

432 Z. Wang et al.



It can be observed that system performance in terms of both EER and minDCF
degrades monotonically with the decrease in speech duration. When ASV system is
presented with 2 s short utterance, the EER and minDCF increase 182% and 142%
respectively compared to 10 s test utterance. This illustrates the need for proposed i-
vector extraction method.

Next, we use speech files from power grid dispatching hall as evaluation data.
Similarly, 3 min raw speech is used for enrollment and 2 s, 5 s, 10 s truncated speech
segments are used for testing. This series of experiments aims to show the effect of in-
domain development data on the performance of baseline system. The results are
presented in Fig. 5.
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As shown in Fig. 5, there is a gap in performance on power grid dispatching hall
enroll/test set when hyper-parameters are trained with development data gathered from
DTS room. In Sect. 5.3, we employ modified LDA to reduce this performance
degradation.

5.2 Proposed Method for I-Vector Extraction

In this section, we conduct experiments to test the effectiveness of incorporating his-
torical test information in short utterance i-vector extraction. We use speech files
collected from DTS room as both development and evaluation data. The results are
presented in Table 1.

Experimental results reported in Table 1 show when enough historical information
is inserted, the proposed method could achieve noticeable improvement in terms of
EER and minDCF compared with the baseline i-vector system in different short
duration conditions. We observe that the relative improvement increases with the
decrease in test utterance duration. This suggests that incorporating historical infor-
mation is useful for short utterance.

To analyze the behavior of our method more precisely, we investigate the system
performance in terms of EER for each newly added test utterance. We conduct the
experiment on 10 random draws from the entire truncated speech segments pool and

Table 1. Performance comparison of baseline system and system incorporating historical test
information (proposed-1) in i-vector extraction

EER minDCF
10 s 5 s 2 s 10 s 5 s 2 s

Baseline (matched) 7.48 12.33 21.07 0.0372 0.0547 0.0901
Proposed-1 7.09 11.45 19.08 0.0359 0.0518 0.0827
Relative improvement 5.2% 7.1% 9.4% 3.4% 5.3% 8.2%
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Fig. 6. Average EER of the 10 s test utterance condition
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evaluate the performance individually. The results are averaged over 10 random draws
for statistical significance. We notice that a minimum amount of data should be pre-
sented for proposed system to obtain stable gain. The average EER of 10 s test
utterance condition are presented in Fig. 6. In 2 s and 5 s utterance conditions, the
patterns are similar.

5.3 Modified LDA

As shown in Sect. 5.1, when ASV system is developed using data which is outside the
target domain, it significantly affects the performance due to the mismatch between
development and evaluation data. To investigate this situation, we use speech files
collected from DTS room as development data and speech files collected from power
grid dispatching hall as evaluation data. We use modified LDA projection to replace the
conventional LDA in baseline system. System performance in terms of EER and
minDCF are presented in the Table 2.

From Table 2, a relative gain of at least 16.4% in EER and 18.3% in minDCF is
observed after applying modified LDA. In terms of bridging the performance gap
between a matched baseline (DTS room data for both development and evaluation) and
a mismatched baseline (DTS room data for development, power grid dispatching hall
data for evaluation) system, we are able to recover at least 63% of the performance gap
for different duration conditions. It demonstrates that modified LDA is quite successful
in reducing the volume of in-domain development data.

Finally, we conduct experiment on system integrating the proposed i-vector
extraction method and modified LDA. We develop system on speech data collected
from DTS room and evaluate performance on data collected from power grid dis-
patching hall. From Table 3, it can be observed that further improvement is achieved
with combined approach. Compared to baseline, it shows at least 20% improvement for
different test segment durations.

Table 2. Performance comparison of baseline system, system with modified LDA (proposed-2)

EER minDCF
10 s 5 s 2 s 10 s 5 s 2 s

Baseline (matched) 7.48 12.33 21.07 0.0372 0.0547 0.0901
Baseline (mismatched) 9.73 17.25 27.11 0.052 0.0739 0.1135
Proposed-2 7.74 14.15 22.67 0.0398 0.0588 0.0927

Table 3. Performance of system using combined approach (proposed-3)

EER minDCF
10 s 5 s 2 s 10 s 5 s 2 s

Baseline (mismatched) 9.73 17.25 27.11 0.052 0.0739 0.1135
Proposed-3 7.3 13.19 21.63 0.0367 0.0546 0.0903
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6 Conclusions and Future Work

The performance of i-vector/PLDA ASV systems depends on a large quantity of in-
domain development data for PLDA training. During the evaluation, it is also critical
that the speech duration is long enough to reduce the uncertainty in i-vector estimation.
In many practical applications, the speaker verification performance is affected due to
the difficulty in collecting significant amount of speech data. In this study, we propose
modification for i-vector ASV system to address the issue of performance degradation
with limited voice data. With the aid of historical test information, we observe a
relative improvement of 9.4% in EER for 2 s test duration condition. When system is
trained on mismatched development dataset, we are able to recover at least 63% of
performance gap using modified LDA projection. The best performance is achieved
with combined method, where we obtain relative improvement in the range of 20–29%
over baseline system.

Despite the promising results, there are still some problems to study in the future.
For example, currently world MAP estimator assumes the prior probabilities when the
corresponding scores are not encountered in the score GMM training data. While it is
anticipated that this situation is rare, we intend to investigate its effect on system
performance. In addition, speakers can overlap in different domains and the data in one
domain can be multi-modal. Such multi-modality can lead to misrepresentation of the
speaker and non-speaker information [16]. We intend to extend our modified LDA
method to compensate for speaker population difference among different portions of
training data. Also, we intend to investigate the relationship between system perfor-
mance and different sizes of in-domain data used for LDA training. In our future work,
we intend to explore applying proposed methods onto deep neural networks
(DNN) based systems. Using DNN instead of GMM to derive speaker specific infor-
mation is a very promising direction to look at.
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