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Foreword

The International Conference on Innovations for Community Services (I4CS) returned
to Germany for its 19th anniversary in 2019. It emerged in 2011 as the Workshop on
Innovative Internet Community Systems (IICS), founded by Herwig Unger and
Thomas Boehme, and has continued its success story under its revised name I4CS since
2014. We are proud to say that we received the envisaged number of scientific pre-
sentations, have outstanding speaker commitments, and a great social conference
program.

The selection of conference locations (alternating foreign and German venues) is
part of the conference concept implying that the Program Committee (PC) offers
suitable locations. The Steering Committee (SC) had the honor of handing the orga-
nizational responsibility over to Karl-Heinz Lüke and selecting a representative venue
in the city of Wolfsburg for 2019. The Ostfalia University of Applied Sciences has one
of its four campuses in Volkswagen city. This year’s focus “Digital Innovations for the
Public and Mobility Services” shows the close alliance.

A novelty of I4CS 2019 was the focal day (second conference day) on which
participants experienced academic research and industry reality focusing on “Digital
Innovations for the Public and Mobility Services.”

From 2001 to 2005, IICS/I2CS published its proceedings in Springer’s Lecture
Notes in Computer Science series (LNCS), followed by publications with the
Gesellschaft für Informatik (GI), and the Verein Deutscher Ingenieure (VDI). I4CS had
commenced publishing with the Institute of Electrical and Electronics Engineers
(IEEE) before going back to Springer’s Communications in Computer and Information
Science (CCIS) in 2016, creating a permanent partnership in 2018.

Publishing the I4CS proceedings of 2018 at SpingerLink for CCIS Vol. 863, we
reached a chapter download of 4.7 k, more than expected. I4CS has maintained its
reputation as a class C conference at the CORE Computing Research & Education
Conference Portal rating: http://portal.core.edu.au/conf-ranks/?search=I4CS&by=all.

The proceedings of the I4CS 2019 comprise six sessions that cover a selection of 16
of 43 submissions received from authors from 12 countries. Interdisciplinary thinking
is a key success factor for any community. Hence, I4CS 2019 covered a plurality of
scientific, academic, and industrial topics, bundled into three areas: “Technology,”
“Applications,” and “Socialization.”

Technology: Distributed Architectures and Frameworks

• Data architectures and models for community services
• Innovation and social system’s management
• Community self-organization in ad hoc environments
• Search, information retrieval and distributed ontology
• Common data models & big data analytics

http://portal.core.edu.au/conf-ranks/?search=I4CS&by=all


Applications: Communities on the Move

• Social networks and open collaboration
• User-generated content for business and social life
• Recommender solutions and context awareness
• Augmented reality and location-based gaming
• Intelligent transportation, logistics and connected vehicles

Socialization: Ambient Work and Living

• eHealth challenges and ambient assisted living
• Smart energy and home control
• Business models and municipal infrastructure
• Digitalization, IoT and cyber physical systems
• Security, identity and GDPR privacy protection

Many thanks to the 24 members of the PC representing 14 countries for their
worthwhile reviews, especially to the chair, Christian Erfurth, and, secondly, to the
publication chair, Günter Fahrnberger, who provides a fruitful cooperation with
Springer.

The 20th I4CS will be tentatively organized by the Kalinga Institute of Industrial
Technology and will take place in Bhubaneswar/India in January 2020. Please check
regularly the permanent conference URL http://www.i4cs-conference.org/ for more
details! Applications of prospective PC members and potential conference hosts are
welcome at request@i4cs-conference.org.

June 2019 Gerald Eichler

vi Foreword

http://www.i4cs-conference.org/


Preface

Wolfsburg (a town of about 125,000 inhabitants in Lower Saxony) is one of the
youngest and richest cities in Germany. In 1938, it was founded and given the name
Stadt des KdF-Wagens bei Fallersleben (Town of the KdF car at Fallersleben) and then
renamed Wolfsburg after the eponymous castle located there, in 1945. In the following
years, Wolfsburg grew continuously due to the Volkswagen’s car plant attracting many
workers. One of the most famous cars (the VW Beetle) was manufactured here and is
the icon of the German economic miracle after the Second World War. Today, the heart
and the headquarters of the Volkswagen Group are in Wolfsburg. The city is one of the
most dynamic industry locations in Germany, and it is indisputably industrial location
number one in Lower Saxony. Measuring the economic power, the employees
generated an average GDP three times higher than the average of other major cities in
Germany (in 2016).

Wolfsburg is also called Autostadt (Automobile City). Consequently, the 19th
International Conference on Innovations for Community Services (I4CS 2019) was
held in Wolfsburg in June 2019 focusing on “Digital Innovations for the Public and
Mobility Services.” Wolfsburg features unique locations, such as the Phaeno (inter-
active science center), the Autostadt (Automobile City), the Kunstmuseum (Museum of
Modern Arts), the Planetarium, and not to forget the Volkswagen Arena where VfL
Wolfsburg plays their home matches in the 1st Bundesliga. Participants of the con-
ference had the chance to discover these attractions during the conference days.

Many thanks to my colleagues at the Ostfalia University of Applied Sciences (Faculty
of Business) for hosting the 19th I4CS in Wolfsburg! The Ostfalia has about 13,000
students and 12 faculties. It is one of the biggest universities of applied sciences in Lower
Saxony with its four sites located in Salzgitter, Suderburg, Wolfenbüttel, andWolfsburg.
All four sites are in Ostfalen (Eastphalia) which is a region of Old Saxony bounded by
the rivers Elbe and Weser, the Lüneburg Heath, and the Harz mountain range. Since
2009, the University of Applied Sciences has been operating under the name Ostfalia.
Today, Ostfalia cooperates with more than 100 universities all over the world.

The Wolfsburg AG (which is a joint venture of the City of Wolfsburg and
Volkswagen AG) supports the I4CS 2019. Many thanks for selecting an excellent
conference venue at the CongressPark Wolfsburg, the so-called Spiegelsaal (Mirror
Auditorium)!

We are proud to continue the successful cooperation with Springer’s publication
series Communications in Computer and Information Science (CCIS). Many thanks to
Gerald Eichler from the Baden-Württemberg University of Mannheim, Christian
Erfurth from the University of Applied Sciences Jena, and Günter Fahrnberger from the
University of Hagen, who did a great job as steering chair, program chair, and pro-
ceedings chair, respectively.

June 2019 Karl-Heinz Lüke
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Dynamic Connectivity Metric for Routing
in VANETs

Frank Phillipson(B)

TNO, The Hague, The Netherlands
frank.phillipson@tno.nl

Abstract. In vehicular ad-hoc networks a path has to be found to send
a message from one vehicle to another vehicle. This path has to have
a connectivity rate that is high enough to obtain a high probability of
arrival of the message. In other approaches, this path is based on current,
static information of the distribution of cars. In this paper we propose
a dynamic, probabilistic approach, where we estimate the connection
probability assuming Poisson Processes on all roads in the network, based
on the current traffic density. The analytic derivation of the connection
probability is compared to values derived by simulation.

Keywords: VANET · Location based routing · Metrics ·
Connection probability

1 Introduction

A Vehicular Ad Hoc Network (VANET) is a specific type of Mobile Ad Hoc
Networks (MANET). In a Mobile Ad Hoc Network (MANET) mobile nodes are
connected wirelessly. They do not have any central infrastructure and are moving
around without any restrictions. A VANET is a special case of a MANET, where
the mobility of the nodes is higher and the communication has higher demand
regarding delay for security and safety issues. The higher mobility makes it more
difficult to capture the topology of the nodes than in the MANET case, where
the higher demand asks for a smarter and faster way of discovering the topology.
The typical use of VANETs in vehicular systems, however, gives us the possibility
to use street patterns as underlying basis for (assumed) topology and use these
paths for communication applications.

The special characteristics of VANETs make it hard to use specific topology-
based routing protocols for MANETs. However, the possibility to work with GPS
systems within the nodes/cars makes it possible to use position based routing
protocols like GSR [8], GPSR [7], A-STAR [12], GyTAR [6] and IDTAR [1].

Routing of packets is very important for the success of VANETs, it will
make the difference whether network and application requirements will be met.
In [9,10] a routing algorithm is proposed based on a simple location system
represented by RSUs (Road Side Units). As stated in [3], RSUs are infrastruc-
ture communication nodes within vehicular networks, which offer three impor-
tant features; 1. delivering important information to vehicles, 2. forwarding
c© Springer Nature Switzerland AG 2019
K.-H. Lüke et al. (Eds.): I4CS 2019, CCIS 1041, pp. 3–10, 2019.
https://doi.org/10.1007/978-3-030-22482-0_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-22482-0_1&domain=pdf
https://doi.org/10.1007/978-3-030-22482-0_1


4 F. Phillipson

received messages to final recipients and 3. providing Internet access to vehicles.
They extend vehicle coverage and to improve network performance in vehicular
networks.

We will look in this paper specifically to the approach presented in [9,10] and
not to other, earlier mentioned approaches, and will do a suggestion to extend
this approach. This routing algorithm is able to send a message from a source
to the destination by using the most dense path based on a connectivity metric.
They assume that at each road junction, a RSU is installed, and each vehicle has
a static digital map to get position of all RSUs. Next to this, each vehicle has
knowledge of its geographic position by using its GPS, speed and direction of
movement. This allows the vehicle to find the closest RSU in order to request it
about the (best) path to the destination. In the current implementation, the best
path of intersections is determined based on the normalised length of the path
and the connectivity of the path. This connectivity is expressed by some con-
nectivity metric. The choice of this connectivity metric is extremely important
in this approach. Given this cost function, Dijkstra’s shortest path algorithm is
used to determine the optimal path. The information is then sent in the direction
of the given path, using Improved Greedy Forwarding [5,6]. In [4] an extension
is proposed to incorporate congestion control in the planning phase.

In [11] an alternative connectivity metric was proposed that does not only
look at the average distance between vehicles, but also takes variation into con-
sideration. This measure is still a static measure, only capturing the traffic situa-
tion of a specific point in time. Changes in the (near) future are not incorporated
nor any dynamic behaviour of the system. In this paper we propose an alterna-
tive method for calculating the metric, now expressing the connection probability
assuming a dynamic system.

Fig. 1. Example road with junctions and cars.

2 Current Approach

In the implementation of the Location Service of [9] the Link Connectivity (LC)
is based on the average distance between two consecutive vehicles on a road.
A road is defined as the a piece of street between two junctions Jn and Jm,
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containing a number of vehicles, see for example Fig. 1. For this, a link between
two vehicles is defined by [9] as:

Link(vi, vj) =

{
Rtr − dist(vi, vj) if dist(vi, vj) ≤ Rtr,

0 otherwise.
(1)

Here Rtr denotes the transmission radius and dist(vi, vj) the distance between
vehicles i and j. Note that Link() represents the remaining communication dis-
tance between two vehicles. The Mean Link (ML) for all N vehicles on a specific
road, which has two endpoints, junctions Jn and Jm, is expressed as:

MLroad =
Link(Jn, v1) +

∑N−1
i=1 Link(vi, vi+1) + Link(vN , Jm)

(N + 1)
. (2)

From this connectivity metric can be defined as

LCroad =
MLroad

Rtr
, (3)

which is a function on [0, 1].

Fig. 2. Example for definition of X.

In [11] we showed some shortcomings of the proposed metric and proposed
to use the sum of the average and standard deviation of the distances between
the cars and the junctions. Say we have two junctions J1 and J2, now define
X1 = dist(J1, v1), XN+1 = dist(vN , J2) and Xi = dist(vi−1, vi) for i = 2, ...N .
In Fig. 2 this is shown for 6 cars and 2 junctions, leading to N = 6 and X1 unil
X7. Using

X =
∑N+1

i=1 Xi

N + 1
, (4)

now the new metric can be defined as

LCASD
road = X +

√∑N+1
i=1 (Xi − X)2

N + 2
. (5)

To make this a metric that scores between zero and one, giving the best value
at one, we proposed to use

LC∗
road =

max(0, 2Rtr − LCASD
road )

2Rtr
. (6)
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3 Connection Probability

In this paper we propose a metric that expresses the connectivity of the path
as the connection probability of a dynamic system. The original metric and our
earlier improvement are still static metrics that only consider the current traffic
situation, not that within the coming time interval. For this we will need to
model the dynamic behaviour of the traffic movements within the next (small)
time interval and use that to estimate the connection probability.

Again, we look at a road between two junctions. From both sides cars enter
this road, where we have λ1 and λ2 as the arrival rates from the two sides of
the road. We assume that the arrivals occur with interarrival times that are
independent and exponential distributed. Each of the arrival processes are then
Poisson Processes [13]. If a road i has more than one lane, each lane j can have its
own arrival rate λi,j . These arrival processes together are again a Poisson Process
with rate λi =

∑
j λi,j [13]. Now, due to the time-reversibility of the Poisson

Process, also the overall process is a Poisson Process with rate λ = λ1 +λ2. This
λ represents the traffic intensity in the near future.

The speed of the cars are assumed equal, v (m/s). Length of the road equals
L (meter) and the maximal distance between two cars for connection equals
Rtr (meter), the transmission radius.

Given n cars we are interested in the probability that at least one inter-car
distance (Xi) is larger than Rtr which equals the probability that the inter-car
distance in time (Xt

i ) is larger than Rtr/v. This can be calculated using:

P (At least one Xi > Rtr) = P (At least one Xt
i > Rtr/v) (7)

= 1 − P (All Xt
i ≤ Rtr/v)

= 1 −
n∏

i=1

P (Xt
i ≤ Rtr/v)

= 1 −
n∏

i=1

(1 − e−λRtr/v)

= 1 − (1 − e−λRtr/v)n. (8)

The probability to observe these n cars in the process can be derived from the
number of arrivals within the time span of t = L/v, which is the time it takes a
car to drive the total distance of the road:

P (N(t) = n) =
(λt)n

n!
e−λt. (9)

The total (system) probability having at least one inter-car distance larger than
Rtr comes from:

Pno connection =
inf∑

n=1

(λt)n

n!
e−λt

(
1 − (1 − e−λRtr/v)n

)
. (10)
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Leading to the connection probability

PC = 1 −
(

inf∑
n=1

(λt)n

n!
e−λt

(
1 − (1 − e−λRtr/v)n

))
. (11)

4 Numerical Results

To give some insight in the working of this connection probability and to show
that the combination of entering the system from two ways gives indeed a com-
pound Poisson Process we give some numerical results from simulation to com-
pare it with the outcome of the formula of the previous section. Note that the
main purpose of the metric is the use in the optimal path finding. However, hav-
ing the relation gives us also the possibility to do some sensitivity and what-if
analysis.

We simulated the system (road) both as a (close to) continuous and as a
discrete event system. In the continuous system we calculate the state of the
system every τ seconds, where τ is small compared to the inter arrival times,
here we used τ = 0.02 s. In the discrete event simulation we calculate the state
of the system at the event of a new entrance to the system. If the entrances
follow a Poisson Process, these snapshots should observe the average state of the
system, using the ‘PASTA’ property (Poisson Arrivals See Time Averages) [14].

For the simulation 20,000 arrivals are used, 10,000 from each side of the road.
For the first analysis we take a speed (v) of 5 m/s (18 km/h) and a transmission
radius (Rtr) of 50 m. Then we varied the (system) arrival rate λ from 0.1 to

Fig. 3. Relation between arrival rate and connection probability at a speed of 5m/s.
Comparison between the Analytic derivation and the simulation results.
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0.6. The results are depicted in Fig. 3. There is shown that the results of both
simulations and of the analytic formula are the same. Both the realisations of
the discrete simulation, and the analytic results compared with the continuous
simulation show that the total process behaves like a Poisson Process. In the

Fig. 4. Relation between arrival rate and connection probability at a speed of 15 m/s.

Fig. 5. Relation between transmission radius and connection probability at a speed of
15 m/s.
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figure is also shown that the connection probability increases as the arrival rate
increases.

In Fig. 4 we see the same relation but now for a speed of 15 m/s (54 km/h).
We now can derive what the arrival rate should be to obtain a certain connection
probability. To get a probability higher than 0.9 there should be an arrival rate
of at least 2.17.

In Fig. 5 the relation between the transmission radius (Rtr) and the connec-
tion probability is shown. Now v = 15 m/s and λ = 0.4. From Fig. 4 we learned
that a transmission radius of 50 m at this speed gives a connection probability
of around 0. To get a connection probability of 0.9 we then need a radius of
at least 208 m. Again, the correctness of the analytic approach is shown by the
simulations.

5 Conclusion and Further Research

In this paper we proposed an approach to determine the connection probability
to be used as metric for a VANET system. In contrast to earlier approaches,
this approach is not static, but gives a view on the dynamic properties of a
road network. We gave an analytic expression for this probability and, using
simulation, we showed that the system, under assumption of Poisson Processes
for all individual streams of cars, behaves in total as a Poisson Process.

Using this analytic approach it is much easier to determine, using sensitivity
analysis, in which environments, concerning (average) speed and arrival rates,
the transmission radius gives a proper connection probability.

In future research, this connection probability can be tested in a realistic
simulation of traffic in cities to see how this approach influences the overall
VANET performance. Also, more sophisticated (or realistic) headway models
can be used [2].
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Abstract. Growing markets and novel technologies for cooperative and inte-
grated vehicular communication are offering excellent opportunities for inno-
vative business and coordinated research and standardization worldwide.
Network operators as well as manufacturers of cars and devices for automotive
connectivity are heading towards a next generation ecosystem in framework of
5G permitting to provide a bunch of new applications. These shall contribute to
improved traffic safety by reduction of number of accidents or even their
avoidance, to a higher level of traffic efficiency by enabling better road uti-
lization and reduced traffic congestion, to a significant reduction in energy
consumption and CO2-emission, and to increased comfort for both drivers and
passengers in cars. Such a vision can only be achieved by 5G-enabled con-
nectivity and cooperation between vehicles and infrastructure on basis of a
convergent, reliable, secure, and robust communications network that will
enable real-time traffic control support.
This paper reports on the approach selected by project 5G NetMobil to enable

a reliable, secure, and robust connectivity between vehicles, other road users,
and infrastructure for real-time applications of a cooperative intelligent transport
system, forming a new kind of traffic and transport-related community.

Keywords: 5G � Automotive � Connected car � Intelligent transport system �
Integrated communication network

1 Challenges of Automotive and Transport Communication

To address increasing challenges with road traffic and transport services connectivity
between cars and infrastructure allowing for reliable communication are under broad
investigation. In addition to direct message exchange between vehicles and towards
road infrastructure entities a concept of fully and heterogeneously networked cars
would provide comprehensive solutions to provide driver assistance and allow for
advanced levels of automation to face current automotive problems related to e.g. traffic
congestion, accidents, and pollution of daily commutation towards Cooperative
Connected and Automated Mobility (CCAM).
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1.1 Network View

The success of Next Generation Mobile Networks (NGMN)1 of 5th Generation (5G)
will depend not only on the availability of novel technologies, but also on the fruitful
cooperation between multiple stakeholders from the respective business areas, i.e.

• Network and device manufacturers,
• Network operators,
• Service providers,
• Tenants e.g.,

– Mobile Virtual Network Operators (MVNO),
– Vertical market players,
– Over-The-Top (OTT) players.

5G will comprise numerous diverse network technologies and types of end user
terminals and a universal infrastructure enabling flexible configuration of different
logical network slices serving specific tenants’ needs much more efficiently than today.
A dedicated network slice will serve various vehicular usage scenarios like

• Connectivity for broadcasted infotainment,
• Exchange of messages within the Intelligent Transport System (ITS),
• Cooperative driving enabled within fleets,

all guided by a dedicated operator infrastructure and heading towards the final goal
of autonomous driving.

This is one precondition for the secure autonomous driving, resembling one of
multiple network slices provided by a 5G operator as shown in Fig. 2.

1.2 Architectural View

Architectural concepts and design of components as well as new technological models
are investigated for selected use cases within multiple projects. One of these is the public
funded research project 5G NetMobil (5G solutions for future conNEcTed MOBILity)
[1] that is investigating approaches for future vehicular connectivity provided by
upcoming so-called integrated holistic 5G systems. This activity is executed within the
framework of tactile (i.e. extremely real-time) communication by a consortium of net-
work operators, car and telco manufacturers, academia, and Small and Medium
Enterprises (SME). According to ETSI [2] technical innovations in sectors such as
medicine, agriculture, manufacturing, etc., are largely driven by availability of com-
putational power and digital tool advancements. It will give rise to innovative categories
of application ecosystems. For example, industrial and infrastructure automation will
generate a diverse set of sensors and IoT devices of massive scale that must be inter-
connected, while other scenarios such as transportation tracking systems will have high
mobility requirements but less variation in sensors. Even more challenging is autono-
mous driving that requires dynamic connections across a high number of vehicles and
multiple sensors with satisfactory mobility functions. Already by looking at these few

1 URL: https://www.ngmn.org/.
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use cases, different kinds of communication patterns can be recognized, each with a
specific demand for latency, mobility, data rate, and energy efficiency.

Smartphone-based telematics is an emerging application [3]. Communication
between vehicles and smartphones can be realized without relying on any other
hardware devices. Community-aware vehicular information can help to enhance the
convenience and security of traveling [4]. In case of emergencies related to travel safety
such as traffic accidents and natural disasters, vehicles need to send the information
collected from sensors to emergency response vehicles, especially those of police, fire,
and ambulance services. In the framework of ‘Internet of Vehicles’ this community-
based approach has been recently reported [5]. [6] details the need for a V2X archi-
tecture deriving requirements both from market and from technology point of view. It
extends existing concepts for an in-car Controller Area Network (CAN) with new
interfaces to the CAN bus2 and the Local Interconnect Network3 (LIN) subsystems,
especially for sensors and actors. Additionally, Media Oriented System Transport4

(MOST) for infotainment is introduced, enabling innovative automotive services.

1.3 Communication View

Future 5G systems will – contrary to quite monolithically designed cellular networks of
today on the one hand side and to infrastructure-less Mobile Ad-hoc Networks
(MANET) on the other – be planned and deployed largely in a flexible service specific
way, tailored according to customers’ needs. Logical network slices shall efficiently
provide the required system performance. A Vehicle to Anything (V2X) slice would
work across the whole range of expected vehicular speeds as well as density and type
of users e.g., private and emergency vehicles and public transport, other road users as
cyclists and pedestrians – aka Vulnerable Road Users (VRUs). The ITS service specific
infrastructure as resembled by (‘smart’) traffic lights, traffic signs, entities supporting
parking or fueling (charging) has also to be served as well as car manufacturer systems
and those for other specific services as fleet control or infotainment. Architecture
enhancements for pre-5G systems to enable automotive communications for all kind of
Vehicle-to-Everything (V2X) services have been already specified by 3GPP (e.g.
[7–9]), ETSI [10], and ISO [11]. This includes connectivity between multiple vehicles
and to other (in general more vulnerable) road users either directly or via a specific ITS
related infrastructure (the entities of which typically denoted as Road Side Units,
RSUs) or the wide area cellular networks. Therefore, the generic “X” in V2X is
replaced by a dedicated letter:

• Vehicle to Vehicle (V2V),
• Vehicle to Pedestrians, (V2P), including also multiple variants of ‘bikers’
• Vehicle to Infrastructure (V2I),
• Vehicle to Network (V2N),
• Vehicle to Driver (V2D).

2 URL: http://esd.cs.usr.edu/webres/can20.pdf.
3 URL: https://www.cs-group.de/:LIN_Specification_Package_2.2A.pdf.
4 URL: https://www.mostcooperation.com/.
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Additionally, the communication between the vehicle and its driver is improved by
smart assistants e.g., to control navigation, as well as recommendation and infotain-
ment systems [6] which are typically connected to the infrastructure outside the car.
Multiple Standards Defining Organizations (SDO) as 5GAA (5G Automotive Asso-
ciation)5, 3GPP (3rd Generation Partnership Project)6, ETSI (European Telecommu-
nications Standards Institute)7, IETF (Internet Engineering Task Force)8, and ITU
(International Telecommunication Union)9 have described a wide range of corre-
sponding use cases and thereof derived service requirements. See e.g. [12] and [13] for
current work in progress at 3GPP and IETF, respectively.

2 5G NetMobil Approach

The primary goal of 5G NetMobil is to develop an overall communication infras-
tructure for connected tactile driving by extending existing and future access tech-
nologies: 3GPP’s LTE/NR (Long Term Evolution/New Radio) in both network based
and direct link mode, and IEEE 802.11p10 towards architectures supporting tactile
connected driving with the aim of enabling increased traffic safety and efficiency. Since
the ultimate goal of autonomous driving cannot be achieved based on local sensors and
inter-vehicular communication only but requires support by corresponding features of a
future mobile communication system, the project addresses especially network tech-
nologies providing ubiquitous coverage to enable high availability for car-to-
infrastructure communication based on heterogeneous access technologies.

Such a hybrid access approach has already been considered in early 5G network
concepts (see e.g. [14]) while multiple network based features as inclusion of cloud
computing within the core or even at the edge of the network [15] have been proposed
by technology driving organizations. An overview on the potential and challenges as
well as main design aspects of hybrid V2X communications is provided in [16] con-
sidering the latest technological developments. Measures to counteract multipath
inefficiencies have been proposed and implemented, e.g. by use of Network Coding to
improve utilization of available resources and cope with packet losses [17]. A com-
prehensive overview on currently broadly discussed scenarios, requirements and
technologies in a heterogeneous network environment are described and detailed in a
recently published tutorial [18]. Focusing on research and standardization questions the
authors emphasize once more the need for co-operation and coordination between the
multiple stakeholders in this area of vehicular communication.

Different sets of use cases are considered to derive the underlying requirements and
to allow for scenario definitions to achieve system validation and proof of concepts in

5 URL: http://5gaa.org/.
6 URL: https://www.3gpp.org/.
7 URL: https://www.etsi.org/.
8 URL: http://www.ietf.org.
9 URL: https://www.itu.int/.

10 URL: https://standards.ieee.org/standard/802_11p-2010.html.

14 D. von Hugo et al.

http://5gaa.org/
https://www.3gpp.org/
https://www.etsi.org/
http://www.ietf.org
https://www.itu.int/
https://standards.ieee.org/standard/802_11p-2010.html


terms of simulations, system modeling, and demonstrational trials. The use cases deal
on one hand with “Tactile Cooperative & Strategic Driving” (platooning) with a focus
on improving efficiency of traffic and transport as well as energy consumption and
drivers working load. “Connected Driving” on the other hand aims at improving safety
and comfort for all road users, especially in urban areas (smart traffic light and coex-
istence of critical and non-critical data exchange).

For those use cases, the resulting communication connections are identified and
Key Performance Indicators (KPIs) are derived for selected applications. Metrics for
performance and evaluation measures for the KPIs are designed to be examined for a
final assessment of the technical components within the context of the proposed
architecture enhancements.

A market analysis within the competitive environment of actors and stakeholders
with their respective roles in the future automotive value chain has helped to assess
business opportunities in comparison of existing business models with proposed
alternatives. Opportunities and chances as well as risks and drawbacks for network
operators in relation to other players are considered. Based on the project use cases,
further topics as data for connected cars, infotainment, hybrid communication

Fig. 1. Evolution of the value chain (VC) in the connected car ecosystem.
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provision, smart automotive 5G networks, any type of machine communication, and
software development and licensing have been analyzed.

The value chains (VC) of different industries or players in the new ‘Connected Car
Eco-System’ differ from the previous ones, separated for traditional automotive busi-
ness, Internet of Things (IoT) or Machine Type Communication (MTC) scenarios, and
Internet 3rd party OTT content and service provisioning. Where possible the same
modules may apply such as joint Research & Development (R&D), concepts for
providing connectivity, and of course, the same end user and customer addressed. As
shown in Fig. 1, the aspects of providing smart modules and objects or Apps will
remain with the IoT business (left) while production and marketing & sales remain
topics for traditional automotive tenants (middle). Content and rights management as
well as online services are under responsibility of Internet companies (right).

More details on recent research, current economic situation and future perspective
of European automotive industry can be found in [19].

3 5G NetMobil Concepts and Technical Approaches

Currently, a draft system architecture for connected tactile driving is described based
on both, IEEE 802.11p and as well existing as upcoming new 3GPP radio access and
network technologies, and aligned with existing ITS and 3GPP functional architectures.
The aim is to provide highly reliable end-to-end data transmission within application
and service specific delay bounds. The architectural concept shall inherently allow for
the high degree of security and integrity needed in assisted and automated driving as
well as provide satisfactory preservation of privacy issues. A detailed threat analysis of
the proposed CCAM architecture has been performed with focus on protection goals,
trust relations, involved entities (stakeholders), and attacks - both on data plane and
control plane level. Security goals in terms of confidentiality, integrity, authenticity,
accountability, availability, and anonymity & privacy have been investigated based on
the project use cases resulting in a provisional recommendation including measures as
an authenticated group key agreement protocol and use of asymmetric encryption for
key exchange. Mitigation techniques against attacks aiming at resource exhaustion and
manipulation of new functional entities in the network cover traditional access control,
offline traffic control, firewalls and network separation, and scope-limited resource
allocation. A final assessment of mitigation techniques towards detection and blocking
of malicious traffic is work in progress.

Tactile Radio Access is investigated in terms of three different V2X radio access
technologies (RATs), namely IEEE 802.11p and 3GPP LTE/NR (4G/5G) for both
cellular (Uu interface) and side-link/ad-hoc/direct link (PC5). The focus is put on the
respective Medium Access Control (MAC) protocols in Layer 2 since they are judged
as being key factors for determining packet loss and delay on the radio link.

Agile Edge Computing is studied in terms of service shift to the Mobile Edge Cloud
(MEC) and the layers of frontend (FE) and backend (BE) data centers. The impact on
reaction time (overall latency) including the radio link is going to be analyzed and
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measured as a function of various network parameters like bandwidth, delay, jitter, etc.
Therefrom strategies for decision on optimum location of service execution shall be
derived.

Usage of context information for efficient service execution in the (A)gile MEC is
seen as essential to improve network performance such as mobility and QoS (Quality of
Service) support, e.g. in terms of demand prediction and subsequent decision on service
instantiation and removal, respectively, at different distributed cloud sites. Mobility
mechanisms for seamless inter-MEC transfer of functionalities are investigated and
established for subsequent assessment.

Development of a highly flexible software-based control plane solution considering
the demand for cross-domain multipath connectivity shall enable ambitious KPIs of 5G
automotive services such as secure and highly reliable data transmission, low end-to-
end delay, and global availability and interoperability. The solution builds on 5G
concepts as a SBA (Service Based Architecture) as well as Software Defined Net-
working (SDN) and Network Function Virtualization (NFV) for mobile networks as
outlined e.g. in [20]. Flexible and service-tailored network slice configurability gains
from fine-granularly assembled functional modules as well as network programmability
and a split in shared and dedicated control of corresponding functions and resources.

Following the NGNM paradigms, network slicing is a concept for running multiple
logical networks configured and operating based on virtually independent business and
service requirements on a common physical infrastructure in core network domain
and/or on a common physical infrastructure and shared radio resources in access
network domain (see Fig. 2). Low latency requirements will be provided by mobile
edge computing as depicted in Fig. 4.

Fig. 2. Dedicated 5G network slicing with flexible assignment of User Plane (UP) and Control
Plane (CP) (source: [14]).
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The definition of network functionalities in automotive communications for
application specific QoS/QoE (Quality of Experience11) providing concepts for
vehicular radio access may have to respect resource aspects in the AMEC and in the
Centralized or Cloud Radio Access Network (C-RAN). Further investigations, an
implementation and integration of context aware control, and various QoS/QoE
monitoring and control approaches are planned.

An important feature for reliable provision of an automotive service is the improved
predictability of QoS along the route. As long as possible the communication network
with comprehensive knowledge of network load and expected performance with high
resolution will keep the QoS at the agreed level utilizing all available mechanisms. In
case this is no longer possible (e.g. due to resource shortage) it will inform the
application in advance of impending changes of the provided QoS parameters (e.g. in
terms of delay, reliability). The in-car system will be able to subsequently adapt an
application (e.g. slow down or increase distance to the car ahead) to ensure safety
and/or driving efficiency.

The final evaluation and validation of selected concepts and solutions for exem-
plary use cases and applications will be deployed and integrated as far as possible in
testbeds and laboratory setups, in order to allow measurements and demonstrations.

4 5G NetMobil Performance Considerations

As already mentioned above the aim of a hybrid multi-technology access approach is to
increase reliability, coverage, and capacity of connectivity between road users and road
infrastructure. This is achieved by selection of appropriate available technology to
fulfill specific service requirements. Heterogeneous technologies cover cellular link
(3GPP LTE/5G NR) and multiple direct sidelink variants: IEEE 802.11p (G5) and ad-
hoc sidelink or network assisted PC5. Combining two or more technologies in a multi-
connectivity or multi-path approach allows to exploit diversity gains e.g., by relaying
data from cellular base stations to an out-of-coverage node means complementing
network links with sidelink communication. In a business scenario (e.g. for commercial
platoon support), the SLA (Service Level Agreement) granted QoE can be achieved by
switching an existing G5 V2V interconnection to a cellular sidelink with higher
availability and reliability.

In 5G NetMobil, the convergence between different access technologies is realized
on higher layer (at or near IP) and a project specific implementation of NR PC5 by
means of SDR (Software Defined Radio) is integrated into a communication module
that will be tested throughout 2019 and demonstrated in spring 2020.

Figure 3 visualizes different usage scenarios and technologies as seen by 5GAA. In
addition, in project 5G NetMobil investigations on multiple technologies for direct
V2V and V2P connectivity are extended to include also non-3GPP standards to
enhance reliability and availability. Beside ad-hoc mode (PC5 mode 4 or G5/11p) or
network-assisted (PC5 mode 3) direct links, connectivity to local infrastructure entities

11 QoE refers to the service quality experienced by the end user or application.
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as traffic lights or beacons (V2I) also access to more complex and/or centralized
services relying on 3GPP cellular (LTE/5G) are examined. Cooperative driving in
terms of longitudinal or parallel platooning for efficiency improvement as well as
connected road users in terms of city crossing scenario for safety and security as
depicted will contribute to a holistic CAAM system. Also neighboring application
scenarios in a stationary MTC environment (e.g. parking) which can be deployed with
LTE variant Narrowband IoT (NB-IoT) shall cooperate with V2X connectivity opti-
mally based on standard interfaces.

Different cloud instantiations are shown in Fig. 4 (e.g. decentral MECs at the edge,
regional data centers, and central operator cloud - or 3rd party provided ones) as well as
mobility support for services in terms of APP(lication) movement between these
instances demanding for a tightly coordinated and efficiently controlled inter-operation
between logical network entities.

These edge cloud entities may comprise beside the distributed data centers (mul-
tiple) radio access network(s) (e.g. when operated in a C-RAN manner) and SDN based
Wide Area Networks (WAN) for interconnection, and a comprehensive management
system for them needs to be supported by intelligent data analytics. Such a support is
provided e.g. by 3GPPs Network Data Analytics (NWDA) functionality (for more
details on V2X related solutions to gather and apply network data for performance
improvement, see e.g. [12]) to enable a proper – context-aware - decision on the
optimum location of APP execution. Investigation on specifics of different data ana-
lytics measures and technologies as Machine Learning (ML) or Artificial Intelligence
(AI), however, are out of scope in the project.

Fig. 3. Overview on V2X communications (source: [21]).
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5 Exemplary Results

As mentioned before, a major aim of the project is to support specific network slices for
applications and industries based on a common physical infrastructure. New features
and network services for a 5G control plane approach shall facilitate implementation
and integration of QoS/QoE enforcement concepts within the framework of a flexible
network platform. The aim is to provide a 5G-ready methodology to enable a SBA-
compatible control plane service set for vehicular network slices. Focus is to ensure a
dynamically configurable E2E QoS performance for cross-domain multipath connec-
tivity including QoS/QoE negotiation, monitoring, and control compatible with con-
cepts currently discussed in 3GPP (see [22]).

Different approaches have been proposed in European 5G projects 5GEx, Vir-
tuwind, and 5G-MoNArch all coordinated within the 5G Infrastructure Public Private
Partnership (5GPPP) (see e.g. [23] for more details). The results are based on cen-
tralized API-based orchestration and management (‘5GEx’), federated credential
exchange for QoS orchestration in both a central (‘Virt centr’) and decentral hop-by-
hop fashion (‘Virt dec’), and a cross-slice congestion controller within a Network Slice
Management Function (NSMF) (‘Monarch’), respectively, and have been analyzed in
the project in detail and compared against each other.

The signaling volume M for QoS orchestration is shown in Fig. 5, and the set-up
time T required for the QoS negotiation for the four approaches is shown in Fig. 6. The
overall estimated time remains only marginally affected by the amount of parties

Fig. 4. Cloud data centers in terms of centralized and distributed (edge) provision in the
vehicular scenario as seen by 5G NetMobil.
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involved (with increasing amount and size assumed the delay will slightly increase)
since the different signaling can happen in parallel, with exception of the hop-by-hop
approach (‘Virt dec’) where the overall time needed increases with the amount of
domains involved. The set-up time is identical for approaches ‘Virt centr’ and
‘Monarch’. A minimum round trip time of 40 ms between domains and entities has
been assumed as well as a (control plane signaling) message volume exchange of
15 kB per negotiation (request/reply).

Based on the outcome of the results mentioned above the cross-domain QoS
negotiation will follow the approach of 5G MoNArch allowing for minimum service
provisioning time and effort. In addition applying their concept of an elastic NSMF
offering a cross-domain Management and Orchestration (MANO) layer causing an
improved exploitation of the network resources, less of scarce network resources need
to be employed to guarantee the same QoS while more service requests can be accepted
and treated at the same time [24]. Being able to configure and re-configure a vehicular
network slice in a flexible and dynamic way, improving the network efficiency and
reducing redundancy in resource exploitation this approach can contribute to the
overall goal to provision essential CCAM services via cost-efficiently deployed future
5G infrastructure.
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Another important aspect is how to efficiently and effectively provide management
and orchestration of logical vehicular sub-networks including edge cloud aspects.
Approaches are discussed as well at 3GPP (e.g. SA5 on Telecom Management), ETSI
(ISGs NFV and MEC), as in Open Standards gremia like ONAP (Open Network
Automation Platform) and OSM (OpenSourceMANO) focusing on an optimum
management system for a new communication system growing in size and complexity.
Related aspects range from requirements and a (service-oriented) architecture of the
future 5G network management system to well-known aspects as Life Cycle Man-
agement (LCM) (of entities as e.g., physical and virtual network service functions),
Configuration, Performance, and Fault handling. Implementation and testing of an OAI
(Open Air Interface) based ONAP tool is currently ongoing within a laboratory
environment examining ONAP as platform for management, orchestration and
automation for NFV/SDN networks meeting the requirements of ETSI MANO
(Management and Orchestration) framework. The platform shall provide the capabil-
ities for design, creation and LCM of vehicular network services and large-scale
workloads as expected with future traffic growth enabling delivery of an efficient E2E
network slicing on the 5G ecosystem. An assessment of final results of the open source
testbed will be available at time of project completion.

As automotive communication has a global dimension, multi-vendor interoper-
ability and standardization of inter-operator communication aspects are of high
importance. Corresponding activities are currently monitored and taken into account in
the underlying concepts, and the results will be checked for potential exploitation in
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terms of SDO contributions. Further aspects to be covered during project lifetime are
evaluation of the design in simulations and laboratory set-up as well as prototypical
implementations for real-life trials and public demonstrations. More details on already
available outcome and planned future events will be provided on [1].

6 Conclusion

The targeted goal of autonomous driving cannot be achieved with local sensors and
inter-vehicular communication only but requires in addition a continuous mobile net-
work coverage to enable high availability for car-to-infrastructure communication.
High-performance mobile edge computing and network slicing are essential concepts
to facilitate low latency and high quality of service requirements. Among numerous
architectural and functional components both of these concepts are investigated in 5G
NetMobil in respect of the provisioning of automotive services in the framework of 5G
systems. Future challenges – amongst others – which can be only partially addressed in
the framework of this project are:

• Access and allocation of radio spectrum to cellular and non-cellular technologies
(e.g. co-existence of 3GPPs ‘Cellular V2X’ variants and IEEE 802.11p),

• Elaboration of multi-operator solutions and required interfaces together with cor-
responding security add-ons,

• Further development of NGMN standards to cover new use cases of the connected
car ecosystem,

• Pro-active status supervision of network performance in terms of KPIs by advanced
big data analytics.
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Abstract. A C-ITS is a system where mobile stations OBU (On-Board
Units) exchange messages with other ITSS-V or RSU (Road Side Units).
Messages are sent through a specific WIFI (IEEE 802.11p) denoted also
ETSI ITS-G5. The efficiency of this technology has been proven in terms
of latency. However, RSU are common everywhere, for this reason we look
for another mean to guarantee this communication. Cellular networks are
widely deployed and ma support these communications.

In this paper, we present an architecture which ensures communica-
tion between RSUs and mobile stations using Bluetooth protocol.

We have measured some indicators as latency (notification delay),
packet delivery ratio (number of messages arrived after a threshold).
These indicators confirmed that our proposed architecture has a inter-
esting performances and could be deployed widely.

Keywords: C-ITS · VANETs · Cellular networks ·
Hybrid communications · BLE

1 Introduction

The deployment of connected vehicles is an interesting challenge since a decade.
The connectivity is one of the most important issue to solve. Indeed, a dedicated
WIFI has been designed for connected vehicles: IEEE 802.11p (denoted also
ETSI ITS-G5). However, the deployment of ITS-G5 hotspots (denoted Road
Side Units) s not generalized. This deployment of such technology takes a lot
of time and is an expensive task. Indeed, the penetration rate of the connected
vehicles is increasing slowly. Therefore, the coverage of such technology remains
limited. However, it is very important to receive the events to avoid accidents and
save lives. To deal with this, the coverage could be enhanced using the cellular
communication. In this paper, we intend to use the cellular network (3G/4G) in
order to ensure the collection and the delivery of warning messages to and from
vehicles. Every vehicles send continuously it Cooperative Awareness Messages
(CAM) to the Central ITS Station (ITSS-C). The latter maintains the location
of the vehicles up-to-date. If an event is triggered in a zone, the event is then
c© Springer Nature Switzerland AG 2019
K.-H. Lüke et al. (Eds.): I4CS 2019, CCIS 1041, pp. 25–36, 2019.
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automatically forwarded using cellular communication to the nodes that are in
the relevance area.

The remainder of this paper is organized as follows: Sect. 2 describes the
related works. Section 3 details the architecture of the proposed system. Section 4
presents some performance indicators of our solution and Sect. 5 concludes the
paper and gives some hints about future works.

2 Related Works

[13] proposes an evaluation of vehicular communications networks through car
sharing scenarios. The authors have investigated three parameters. They adopted
a specific mobility model which has been imported to a simulator. They have
worked on a grid Manhattan network and they observed some performance
parameters such as delay, packet loss, etc. The most important objective of
the study is to show that vehicular communication is feasible and realistic under
some conditions.

[12] studies throughput over VANETs system along an unidirectional traffic
for different conditions and transmission ranges of wireless equipments. All stud-
ied vehicles are randomly connected. The paper gives few results of simulation
studies achieved on NS-2 toolbox. They have measured performances indicators
in case of congestion. A comparison of the obtained results with the expected
connectivity has been done and have shown that the throughput over simulation
is lower due to packet losses caused by collisions.

Authors of [19] presents an alternative to WAVE/DSRC using an hybrid
system, which uses Wi-Fi Direct and Cellular Network. They show that such a
system could work for C-ITS. However, this paper does not take into account
the hybridation between ITS-G5 and Cellular Network.

[20] presents another alternative to WAVE/DSRC solution using here
Wi-Fi Direct, ZigBee and Cellular Network. Wi-Fi Direct is used as a direct link
between nodes. ZigBee is used to connect roadside sensors and Cellular Network
for long distance communication. In this study, the ITS-G5 is also ignored.

In [7], the authors provide their network architecture which has been deployed
in Spain, where communicating vehicles are switching between 802.11p and 3G,
depending on RSU’s availability.

[15] presents a detailed study on performance evaluation of IEEE 80211.p net-
works versus LTE vehicular networks. The authors analyzed some performance
indicators like the end-to-end delay for both networks in different scenarios (high
density, urban environments, etc.). Many important issues have been measured
as network availability and reliability. The authors have proved through simula-
tions that LTE solution meets most of the application requirements in terms of
reliability, scalability, and mobility. However, IEEE 802.11p provides acceptable
performance for sparse network topologies with limited mobility support.

[17] gives an efficient solution for routing messages over VANETs by using
the vehicle’s heading.
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[6] gives an overview of how research on vehicular communication evolved in
Europe and, especially, in Germany. They describe the German field operational
test sim TD. The project sim TD is the first field operational test that evaluated
the effectiveness and benefits of applications based on vehicular communication
in a setup that is representative for a realistic deployment environment. It is,
therefore, the next necessary step to prepare for an informed deployment decision
of cooperative systems.

[16] is dedicated to routing over VANETs in an urban environments. [14]
is a study about movement prediction of vehicles. Indeed, an adapted routing
algorithms are proposed in [10] and in [11]. [9] gives an overview of strategies
to use for routing on VANETs. [18] reviews much more actual strategies on
vehicular networks. The ETSI has proposed a set of relevant standards about
messages and processes to use with C-ITS oiver G5 [1–5,8].

All the works presented below handle the communications between vehicles
using Wifi networks. In this study we show how to handle the bluetooth protocol
to send messages to vehicles.

3 Event Dissemination

In order to propose an alternative solution to cellular, we provide the possibil-
ity to send information, thanks to the Bluetooth Low Energy (BLE). So, the
following architecture is proposed to allow this kind of event dissemination.

Some Bluetooth Low Energy Senders (BLETransmitter) are installed on
roadside. They transmit information which comes from the Road Operator like
an event on the road (DENM), parking information, etc...

Fig. 1. BLETransmitter on the road. (Color figure online)

As we can see in Fig. 1, the Road Operator can send some information to
the BLETransmitter which forward them to adjacent vehicles. For this purpose,
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the BLE antenna will broadcast information thanks to the advertise data, with
Standard BLE Beacon.

But it is necessary to identify if a vehicle is concerned by the message or not.
Indeed in Fig. 1 the black car has to receive the DENM because the event is on
its lane, but, the red car must not receive the message, it is on the opposite lane.

We experimented 3 solutions to identify Traffic Direction:

3.1 Solution 1: Measure the RSSI

The first solution is based on measure of the BLE signal power. Indeed, we
can deploy unidirectional BLETransmitter and just save some received messages
when we pass near an antenna. With some message, thus some RSSI measure,
we can establish a trend: increasing or decreasing.

Fig. 2. An increasing RSSI measure of an unidirectional BLETransmitter.

Case 1: The RSSI increase
In the case presented in Fig. 2, the measure will probably increase because

the black car is getting closer to the BLETransmitter.

Case 2: The RSSI decrease
In the case presented in Fig. 3, the measure will probably decrease because

the black car goes away from the BLETransmitter.
The Road Operator knows how their BLETransmitter are oriented, what is

the lane A or B, and identifies the lane concerned by the event. With all of
this information, the Road Operator can indicate, in the BLE message, if the
message concerns decreasing signals or increasing signals.
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Fig. 3. A decreasing RSSI measure of an unidirectional BLETransmitter. (Color figure
online)

So in Figs. 2 and 3:

– the black car is on lane A and is concerned by the message, so it will consume
it.

– the red car is on lane B and is not concerned by the message, so it will discard
it.

3.2 Solution 2 - Two BLETransmitters

The second solution use two unidirectional BLETransmitters. The main idea of
this solution is to use the reception order to establish traffic direction.

The Road Operator just needs to define and save which sequence corresponds
for lane A or B.

Case 1: The vehicle is on lane A
In the case presented in Fig. 4, the application will receive the message 1 and

after the message 2 that indicates that the vehicle is on lane A.

Case 2: The vehicle is on lane B
In the case presented in Fig. 5, the application will receive the message 2 and

after the message 1 that indicates that the vehicle is on lane B.
This solution constrains the operator to put two information in a message:

– a message identifier to establish the “Msg1” and the “Msg2”.
– the sequence concerned by the event. “Msg1 then Msg2” or “Msg2 then Msg1”

concerns the event.
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Fig. 4. Receiving two messages on lane A.

Fig. 5. Receiving two messages on lane B

3.3 Solution 3 - Heading of the Road

The third solution is to give the Heading (angle between a vector and the north)
of the lane which is concern by the event where the BLETransmitter is.

When a vehicle receives a BLE message, it compares it to the GPS heading
of the vehicle (or compass heading - it depends on enable sensors) within ±90◦

in order to anticipate a potential curve.

Case 1: The vehicle is on lane A
In the case presented in Fig. 6, the Headings of the lane and of the vehicle

are the same (more or less 90◦). That indicates that the vehicle is on lane A.

Case 2: The vehicle is on lane B
In the case presented in Fig. 7, the Heading of the lane is not the same as the

vehicle (more or less X degrees). That indicates that the vehicle is on lane B.
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Fig. 6. Corresponding of the road’s Heading with the vehicle’s Heading.

Fig. 7. Opposition between the road’s Heading and the vehicle’s Heading.

Here, the Road Operator is constrained by the cartographic analysis. Indeed,
when it declares a BLE broadcasting, it needs to anticipate, in their internal
process, the cartography to establish the correct Heading.

How to compare?
After the reception of a message, a comparison is started. The system will

decode the message, extracts the Heading of the lane that is concerned and
fetches the vehicle’s Heading from the GPS or the compass.

In Fig. 8, we have two Headings: for the vehicle (VH) and the event (EH).
They are projected on a trigonometric circle (blue system). Then, the difference
of 90◦ is built, those are angles α and β. In order to make the calculation easy, we
rotate the system, and put α on 0◦, this action builds two new angles: α′ and β′

and two new vectors VH′ and EH′ (red system). The interval α′ β′ contains the
validation area and if the EH′ is between them, the event concerns our vehicle.
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Fig. 8. Rotation of the comparison system in order to validate the event. (Color figure
online)

4 Evaluation and Performance Analysis

Here, the purpose is to estimate limits for each solutions, develop and challenge
them. We deployed the following architecture.

In Fig. 9, we send orders to the BLETransmitter thanks to TCP connec-
tion. The Raspberry Pi, which is the BLETransmitter, constructs the advertising
packet and enable the dissemination of it. We can also transmit a “stop” mes-
sage to stop the broadcast and a “shutdown” message to shutdown the program.
For the reception in a vehicle, in a first time, we develop an ad-hoc application
which just receives BLE messages, identifies if the message concerns the vehicle
and prints it.

Fig. 9. BLETransmitter architecture in testing phase.



Efficient Event Dissemination Using Bluetooth Protocol 33

Obviously, we have a Universally Unique Identifier (UUID) in order to dis-
tinguish messages sent by other devices. We choose: 00009999-0000-1000-8000-
00805f9b34fb.

In order to emulate the unidirectional BLETransmitter, we placed the beacon
on a side of a bridge which acted as a shield.

First, we challenge the solution Sect. 3.1 at 130 km/h.

Table 1. RSSI measure during test phase

Device 1 Device 2 Device 3 Device 4

1st lap -43 -38 -38 -38 -45 -46 -43 -43-43 -45 -38 -45-43 -38 -37

2nd lap -45 -45 -38 -38 -42 -43 -38 -32 -33

In the Table 1:

– The Device 1 was powered by a battery.
– The Device 2 was connected to the car.
– The Device 3 and Device 4 were standalone.

The first lap was on the same lane as the DENM and, in theory, the signal
should increase. The second lap was on the opposite lane and, in theory, the
signal should decrease.

Then we test the solution Sect. 3.2 at 130 km/h. For this session, we put two
Raspberry on both sides of the Bridge. They are respectively identified by “1”
and “2” in the message.

Table 2. Sequences during test phase

Beacon code sequence records Results

1st lap 1 1 Inconclusive

2nd lap 2 2 2 Inconclusive

As we can see in Table 2, we received messages from only one BLETransmit-
ter, none from the Raspberry on the other side of the bridge. It is due to the
driving speed.

After we test the solution Sect. 3.3 at 130 km/h.
In Table 3, the event was displayed every time we were on the concerned lane,

and we received some duplicate packets.
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Table 3. Heading messages during test phase

Lane concerned NB messages records Displayed on screen

1st lap Yes 2 messages Yes

2nd lap No 3 messages No

3rd lap Yes 3 messages Yes

4th lap No 2 messages No

4.1 Quantitative Analysis

First, we identify the quantitative cost.
For solution Sect. 3.1, we generally receive between 1 and 3 messages with an

RSSI measure too close to determine a correct trend, so, we can not determine
if we have an increase or decrease signal power, therefore, we do not know if we
are getting closer to the antenna or if we go away from it.

Also with solution Sect. 3.2, as the previous solution, we have not enough
message when we are getting closer to the BLETransmitter, so we can not ensure
that enough information to determine if the traffic direction correspond with the
sequence.

With solution Sect. 3.3, received messages are enough in order to identify the
traffic direction of the vehicle, so, identify if an event must be treat or not.

4.2 Implementation Complexity

Now, we see the most complex solution.
In the solution Sect. 3.1, distally, the Road Operator put only an information

in the message, and, proximally, we use the advertise data header so we do not
have a lot of process but for the Road Operator, it is a little bit complex because
it needs to orientate a directional BLETransmitter when it install it.

For the solution Sect. 3.2, distally, two messages must be identified as “mes-
sage 1” and “message 2” so we need to duplicate and synchronize two BLE-
Transmitters from the Road Operator Controller. It also needs to determine and
transmit the correct sequence thanks to the cartography. Therefore, proximally,
we need to have two directional BLETransmitters installed, which is difficult.

And so, in solution Sect. 3.3, as solution Sect. 3.1 the Road Operator just put
an information in the message. Proximally, we totally depend of a embedded sys-
tem’s sensor (compass or gps) but we do not need a directional BLETransmitter.

4.3 Autonomy

We based our analysis on the previous Sect. 4.2.
The solution Sect. 3.1 just needs to determine which is the orientation of

the BLETransmitter and an analysis of the cartography, so it is relatively self-
contained solution.
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For the solution Sect. 3.2, it is totally dependent of the Road Operator pro-
cess which determines the good sequence relative to the orientation of local
BLETransmitters.

Finally, the solution Sect. 3.3 is probably the most standalone solution
because, The Road Operator will just determine which lane is concern by the
event thanks to the cartography. The rest of the process will be assumed by
embedded system’s sensor (compass or gps).

5 Conclusion

In this paper we have presented an architecture for intelligent transport system
based on the bluetooth protocol. The most important issue of such a study is to
show that a simple protocol could be used very simply with low cost to deploy
cooperative intelligent transport systems. We have only presented an architecture
et as a next step we intend to experiment such a solution on real vehicles within
the project SCOOP (supported by the EC).

Acknowledgement. This work was made possible by EC Grant No. INEA/CEF/
TRAN/A2014/1042281 from the INEA Agency for the SCOOP project. The statements
made herein are solely the responsibility of the authors.
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Abstract. The field of mobile robotics has a long tradition and due to recent
developments, we expect a huge potential for the future. Expertise in the area of
mobile robotics is important for computer science students. The topic has many
connections to different other computer science areas such as computer vision,
algorithms, planning, world modeling and machine learning but is also related to
basic fields such as mathematics, geometry, statistics, graph theory and opti-
mization techniques. Students have to consider hardware and real-time issues,
meanwhile they have to deal with uncertainty of data that are based on sensors.
Software development differs from typical desktop, office or client-server
developments that often are in focus of computer science studies. As a conse-
quence, academic courses on mobile robotics differ in many ways from other
courses. A major issue: we have to get the students very quickly to a point to
achieve progress in their projects. Moreover, the teacher has to have an envi-
ronment to manage the different facets of the complex topics.

Keywords: Mobile robotics � Robot platforms � Robot simulation �
Academic teaching

1 Introduction

This paper presents ongoing efforts to integrate mobile robot projects in the academic
curriculum of computer science degrees programs (Bachelor and Master). The
Nuremberg Institute of Technology is of type University of Applied Sciences. This
means, its basic task is teaching whereas research, even though strongly encouraged,
appears in second place.

Mobile robotics will play a major role in future society and industry. The appli-
cations range from household and service robots, medical robots, health care to
industrial transport systems and autonomous driving. Besides general development of
mechanical platforms, sensors, actuators and computing hardware, we experience great
advances in the area of machine learning. For future computer scientist it is essential to
have fundamental experience in the area of robotics to be prepared for future tasks.

The computer science degree programs provide a broad education in different areas.
Thus, the topic mobile robotics often is an area of specialization. As a consequence,
this topic usually is not represented in the student’s program mandatory field. At the
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Computer Science department of the Nuremberg Institute of Technology the field of
robotics can be covered in

• compulsory elective subjects,
• student’s projects,
• Bachelor and Master theses.

This means, the topic either occurs in the later part of the studies or in the
Master’s program. This is reasonable, as mobile robotics require competence in e.g.
mathematics, data structures, algorithms, graph theory and programming.

A supervisor of courses on mobile robotics has to deal with different challenges.
We identified the following areas:

• Technical: A robot platform has to be made available. This includes the actual robot
(hardware), but also the environment to develop, test and upload software.

• Didactic: The large area of robotics must be tailored to a special amount of
knowledge that fits into the respective program.

• Organizational: This includes the administration of the (costly) material, service,
upgrading, but also supervising safety procedures.

In this paper we describe the experience of several courses in the area of robotics
over many years.

2 Robots from the Technical View

2.1 The Robot Platforms

The integration of mobile robots in our courses started 2013 with the Carbot robot ([10,
12], Fig. 1, top, left). The main goal was to gather experience with a driving (car-like)
robot. In 2017 we introduced a second, legged platform, the hexapod Bugbot ([11],
Fig. 1, top, right) that additionally makes it possible to address 3D motion problems
and gait execution.

The experience with mobile robots in the teaching area actually started some years
earlier in 2010 with a first course. At this time, we used Lego NXT sets [1] to teach
knowledge about wheeled robot construction and programming. Even though, the
courses were a great success from the perspective of students, it was disappointing
concerning the richness of contents. The reasons were:

• The mechanical platform mainly consisting of plastic material prevents the con-
struction of precise and stable robots that are able to execute more complex tasks
such as exactly driving planned trajectories.

• The sensors supplied with the sets are mainly of simple type (e.g. switches,
ultrasonic). The respective output does not enable detailed world modeling.

• The computing power of the so-called ‘bricks’ (i.e. the computing components) was
too weak to execute typical robotics tasks such as sensor data fusion or navigation.

The goal was thus in 2013 to introduce a new robot model, the Carbot. We gave up
the ambition to make the robot construction as a part of the course. As this is typically a

40 J. Roth



mechanical engineering tasks and does not actually enrich the computer science skills,
this was reasonable. Thus, the Carbot construction was completely predefined con-
cerning the mechanics, motors and sensors. The students only should extend and
modify the software components.

For the Carbot construction we relied on the Tetrix kit – it contained stable metal
bars assembled with screws. In addition, strong driving motors, servos and motor
controllers were part of the kits. The specific construction was a unique set up, entirely
developed in our faculty. For the legged robot Bugbot we used the widely available
Trossen Phantom Mark III kit that mainly contained a body, the hexapod legs and a
motion control system based on Arduino. This kit provided an empty mounting plate,
where we added additional computing boards and sensors.

Figure 1 (bottom) shows the architecture of the Bugbot. One goal was to have fully
independent robots concerning power supply and computing power. Both robots carry
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two batteries – one for the motors, one for the computing board. As the basic com-
munication link the robots install a WLAN access point at startup. The developer’s PC
or notebook can login to the respective WLAN cell to install new software, debug the
robot’s software or send task descriptions, e.g. to drive or walk to a specific location.

Both robots have two computing components. One is for higher level tasks such as
sensor processing, world modeling and path planning. Currently, this is a Raspberry Pi.
The second computing component called the Motion Subsystem is represented by a
smaller computing platform (from the viewpoint of computing power), but with more
capabilities concerning motor control. On the Carbot, we use a NXT brick, well-known
from former robot projects. On the Bugbot we use an Arduino that meets the embedded
computing demands to operate the 18 servos (three for each of the six legs). The
operation programs on the Motion Subsystem computing components are considered as
fixed and are usually not subject to changes for e.g. a specific robot tasks. A control
interface accepts motion commands (e.g. drive a curve, walk straight) that are auton-
omously executed. For technical reasons, also some of the sensors are attached to the
Motion Subsystem.

Both robots contain a lot of sensors on board. The Carbot is able to map the world
with the help of a camera in driving direction and a 360°-Lidar (Light Detection and
Ranging). Quick obstacle detection is provided by Ultrasonic and Tactile sensors.

The Bugbot also carries a Lidar and is able to perceive small distance with two
Ultrasonic sensors, mounted in different angles. To avoid falling downstairs, the front
legs measure the distance to the bottom with two Infrared distance sensors. Both robots
use an acceleration sensor to detect tilt angles, collisions and unexpected movements
(e.g. falling).

2.2 Simulation Environments

At the time of first course that used the Carbot robot, it was obvious that the hardware
was the critical resource. Even though we had three identical Carbots, it was critical to
integrate them too careless into the student’s work. We quickly gave up the idea of
weekly schedules and ‘robot hours’ to grant access to the three robots for testing. As
the schedules had to be synchronized with battery loading times (some hours), the
respective slot for testing for a complete class (e.g. with 18 students in 6 groups) would
have been too small.

It turned out that an appropriate simulation environment was unavoidable [7]. This
should easily be installed on the lab PCs, student’s notebook or home computing
environment. The real robot should only be used for final testing and result presen-
tation. We had great demands: the developed software should both run on real robot
and simulator without modifying the code, even without the need of recompilation.
Moreover, simulated motors, sensors and execution environments should be very close
to real facilities, concerning timing, precision, errors etc.

Table 1 presents reasons to use a simulation environment in classrooms. Even
though we have numerous benefits, we had significant efforts for developing the
simulators. Because the respective robot platforms are highly specialized, it is not easy
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to use a simulator of the shelves – the configuration effort would be very high and some
functions would even not be possible to realize. We thus fully relied on own developed
simulators.

Figure 2 shows a screenshot of the Carbot simulation environment. The main
window contains a ground map with the virtual environment and robot, in addition we
see the virtual camera image and Lidar scan. Figure 3 shows the more complex Bugbot
simulation environment. In contrast to the Carbot, the Bugbot is able to walk over small
obstacles and climb small steps, thus we need a physical simulation in three
dimensions.

Table 1. Ten reasons for robot simulation

Reason Description

1. Convenience The simulator is very convenient. We may execute runs at any
place with a notebook.

2. Valuably of the
hardware

Robots are costly (i.e. Bugbot more than 3000€). Some parts are
unique or are not produced any more. Assembly of parts is costly
in terms of human resources.

3. Number of robots We have too few robots. In larger courses with e.g. 30 Students
it is not possible to provide enough platforms, even if we form
groups.

4. Complexity of usage Real robots are difficult to handle. They are no consumer
products. E.g. startup and shutdown require several steps.

5. Danger for users and
environment

Even though our robots are no ‘killing machines’ their motors
have a reasonable strength. They can easily harm persons and
damage things.

6. Danger for robots
themselves

Robots can easily damage themselves, e.g. uncontrolled servo
motors can exceed joint limits or break cables.

7. Runtime preparations The robot often is not prepared when needed. Typical problems:
batteries are not loaded, software not updated or sensors not
repaired.

8. Serving incomplete
robot functions

Real robots only run, if all functions run stably, from sensor
processing to action planning. Thus, we can only start with a
new idea, if all was available. Simulators can replace unavailable
functions by their ‘ultimate knowledge’. E.g. if real SLAM is
currently not working, we can assume an ultimately precise
(virtual) SLAM using the simulator’s internal robot position.

9. Difficulty of
modifications

Modifications of the real robots are difficult. In the simulator we
can e.g. add new sensors or change the robot’s geometry with
only few lines of code.

10. Setting up test
environments

To create real test environments for robots is costly and requires
a lot of physical space. In the simulator we can e.g. build large
mazes or climbing courses with convenient configurations.
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Fig. 2. The Carbot simulation environment

Fig. 3. The Bugbot simulation environment
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Both simulators provide the following functions:

• simulation of physical effects, e.g. gravity, friction,
• modeling of virtual environments with obstacles, walls or areas of lower traction,
• scheduling of moving objects that represent, e.g. people who walk through the area,
• simulation of motors and sensors with their specific error and precision properties,
• simulation of virtual cameras – even though also kind of sensors they fundamentally

differ in terms of complexity, API and image processing function,
• providing an execution environment for the Motion Subsystem code,
• generating graphical output for the user,
• generating statistics, e.g. measure the virtual damage due to collisions,
• execution of logging and debugging functions,
• state control, e.g. restart the virtual robot, pause a test run.

Figure 4 shows the simulators’ structure. Most important is the physical simulation
component. It executes the natural law in the virtual environment, foremost gravity,
collision of solid obstacles and friction [5]. It, e.g., lets the Bugbot fall down, if the
center of gravity is outside the legs’ support polygon. It is also possible to define parts
of the bottom as more slippery (e.g. like ice surface) to evaluate, how good the
trajectory regulation works. Until now we use an own development for the physical
simulation component, but a current student’s project tries to replace it by Bullet
Physics Engine [3].

We simulate the motors on a very fine-grained level of single motor steps. To
access the motors on the real environment in the same ways as in the simulator, we
make use of the motor interfaces: on the Carbot we have I2C commands, on the Bugbot
a serial protocol to control motors. With sensors we deal in the same way, whereas the
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way sensors are attached is more heterogeneous. They are attached, e.g. via I2C bus,
GPIO, A/D ports or USB. Thus, for each sensor, a software driver is realized that maps
access commands to the hardware or simulation facility. This again ensures same
control code between real and simulated robot.

The most complex ‘sensor’ is the HD camera. As it is too difficult to simulate each
access command of the respective hardware interface, we developed a high-level driver
to read the image stream from the real or virtual camera.

It is also very complex to embed the Motion Subsystem code into the simulation
environment. The problem: both Motion Subsystem computing components have their
operating system and runtime libraries – on the Carbot it is NXJ (a Java environment
for the Lego NXT brick), on the Bugbot it is Arduino. In the simulation environment
we thus have to reimplement all respective calls and provide equal functions. This is
performed by the so-called Motion Subsystem Code Sandbox – also an own
development.

2.3 Runtime Modes and Debugging

Debugging robot programs is crucial. Typical debugging mechanisms, such as single
step execution or break points are not useful due to the multithreading and event-based
nature of typical robot programs. Useful debugging information often is not a single
variable value but has a geometric nature, e.g. measured distances, positions, world
models, grids or visibility graphs.

As a consequence, we integrated two debugging mechanisms in the platform:
debug out that is a traditional text-based log and debug painting. The latter allows the
developer to paint simple graphics with coordinates in world dimensions (e.g. cm scale)
on a 2D canvas. In the simulator, this output is directly painted on the 2D environment
map. In Fig. 2, e.g., we see the occupancy grid painted on the ground map. The debug
painting facility is very useful to get an impression of the robot’s current knowledge of
the world and significantly simplifies debugging of control code.

The usage of debugging facilities is different in the three runtime modes (Fig. 5).
The robot controller is the actual robot application, e.g. exploring the environment or
navigating from point to point. In the simulation mode the robot controller and exe-
cution environment run in the simulator, all together run in a desktop application. From
the view of software components, this is the ideal case as all software components run
in the same memory.

Running the robot controller on the real robot, we have two cases. We still may use
the desktop application for debugging. All debugging calls are redirected through a
debug bridge that transfers the respective calls via WLAN to the desktop application.
The developer can still see all debugging information on a convenient workplace,
however, further data such as the (simulated) environment map is not available.

The last mode called native mode is the actual mode for real robots. Debug painting
calls are directed to empty functions and debug out is passed to a text file for later
analyses.

For all modes we have a component called commander. This allows a user at
runtime to specify the robot’s tasks. E.g. a user could specify the position, the robot
should drive or walk to. For this, the user enters a command that indicates the
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movement target and the robot agrees replying ‘OK’ or disagrees, if the target was out
of the reachable area. For more evolved robots, the commander could later be expanded
by a convenient user interface, e.g. a touch panel – currently a command-line oriented
way is sufficient. Like the debug calls, the commander may communicate with the
robot controller in memory, via the debug bridge or, in native mode, via the operating
system’s console streams.

In robot courses, the commander with its text-oriented nature is ideal for the lec-
turer to define test cases for the robot controller. They can e.g. be stored in text files
(passed via clipboard) or even can be passed by command line at startup.

3 Robots as Subject of Teaching

3.1 Types of Courses and Contributions

The Carbot and Bugbot platforms were created to form an environment for robot
research and to teach robotics skills in classes. As a university of applied sciences has
teaching as primary task, a professor often has to combine research projects and student
projects. Due to a lack of mid-level academic positions (e.g. PhD students) we have to
shift some research tasks (e.g. implementing ideas) to students.
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In the teaching area, we want to pursue the following goals with our robot
platforms:

• They should serve for different course formats, e.g. elective subjects, Master theses.
• We want to transmit knowledge in different areas of mobile robotics such as

computer vision, navigation, path planning, world modeling, kinetics [15], sensor
data fusion, SLAM (simultaneous localization and mapping) [4] and machine
learning.

• The students should get very quickly to a point to achieve progress in their projects.
This is an important demand as the (short) time is limited by the respective course
formats.

• The students should be able to fade out problems that are not part of their project.

The last two points are crucial. Robots are complex and combine a lot of different
components. For a student it is very demanding to get knowledge about all these
components in sufficient depth in the short time of a course. E.g. a student should
prepare a Bachelor thesis in only five months. In this time she or he should read
literature, prepare an approach, implement and test it and write the thesis. For a certain
topic inside the robot project, the student should start immediately, without to get
distracted by robot components that are not in the focus. Moreover, it should be
possible to assume near-optimal performance of these components to evaluate the own
work. To give an example: if a student should implement a new navigation algorithm, it
is difficult to also consider obstacle detection from camera images. Obstacle detection
on real robots often causes errors. As a result, the robot sometimes assumes obstacles at
wrong positions. The correction of wrong obstacles would overload the student’s
project, but they would significantly falsify the evaluation of the navigation approach.
This again shows the benefit of the simulation environments. The simulator can provide
theoretically correct obstacle detection, as we can put the virtual sensors into error-free
mode. In addition, the self-localization can also be set to be optimal. As a result, the
students are able to separately test desired effects of the respective approach.
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Figure 6 shows the software components that may be topic of a student’s project.
The robot controller was already described in Sect. 2.3. From the development point of
view it provides a certain service but strongly relies on libraries and is firmly embedded
into the runtime environment.

The Libraries are a collection of general-purpose functions for mobile robots. They
are permanently extended by new projects. Currently, the following functions and
algorithms are covered:

• mathematical basics often used for mobile robot projects, e.g. matrix computation,
equation systems, zero points of functions, quaternions, Eigen values, covariances;

• geometric and graph functions also often used for mobile robots, e.g. Voronoi
diagrams, visibility graphs, intersection of geometric primitives, clothoids, polyg-
onal operations;

• navigation and path planning, e.g. grid based A* [9], trajectory planning, trajectory
regulation [13];

• gait modeling and execution, e.g. Tripod, Ripple, Ample gait [14];
• world modeling, e.g. point clouds, spatial indexing [8];
• localization and mapping, e.g. ICP [2], Hector-SLAM [6];
• robot runtime access and life cycle control.

The Execution Environment contains access drivers, serial protocols and basic
platform services such as logging and debugging. It also contains the Motion Sub-
system, described in Sect. 2.1. Finally, the Simulator maybe subject of extensions by
students, e.g. the physical simulation engine can be extended to simulate more effects.

The respective contributions (A)–(E) (Fig. 6) are distributed among the types of
courses. At our faculty we have:

• Master thesis: 8 months, single student,
• Bachelor thesis: 5 months, single student,
• Student’s project: 12 months, 3–5 students,
• Compulsory elective subject: 15 weeks, 15–30 students.

Table 2 shows the courses of the last years. We see (C) and (D) only rarely occur,
as they are very special to our platforms and do not transport general knowledge about
robotics. In addition, they are ‘mission critical’ – errors or problems would significantly
hinder future projects. Thus until now, these components are usually developed by the
teaching staff and considered as stable.

Contribution of type (A) is ideal for elective subjects over a single term. The
benefit: the students build their software upon a stable and well-documented API. In
particular they can fade out the structure of the platform and internal components. It
also is possible to let the students re-implement available functions that already were
integrated into the Libraries. E.g., in one course, the students had to realize a Robot
Controller which was able to navigate through unknown environment. As this function
already was realized, we deployed a reduced library that did not contain navigation
facilities.

Theses mostly were of type (B). Here, we heavily made use of students’ projects
that also advanced our research – the students often realized new ideas or existing
approaches as a basis for comparison with our research ideas.
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Type (E) also rarely occurs. Similar to the runtime environment, the simulator is a
critical resource. Moreover, it is more difficult to identify appropriate internal inter-
faces. These however are required to define students’ projects in a way to made them
assessable later. Until now we only have the replacement of the rendering engine and
physical engine as project of this type.

3.2 Lessons Learnt

According to our faculty rules, each professor has to evaluate her or his course from the
didactical view. However, we did not get enough quantity for meaningful statistics
about the special approach. In particular, the evaluation mainly covers teaching qual-
ities (e.g. quality of textbook or slides), not the actual topic of mobile robotic. In
addition, it is very difficult to compare the students’ feed back between different types
of course and the different types of contribution (A)–(E). Finally, even though we get a
large total number of projects, the number for a certain combination still is low.
Nevertheless, we got a good impression. In this section we will discuss some lessons
learnt.

The simplicity of deployment and installation of the simulator was appreciated by
students. If the project was to develop a robot-controller (contribution type (A)), the
students just have to copy a single binary file (of type .jar) and can start their

Table 2. Overview of robot courses

Subject Type of course Contribution

Visual SLAM Master thesis Carbot (B)
Trajectory planning with clothoids Master thesis Carbot (B)
Probabilistic path planning Master thesis Carbot (B)
Visual obstacle recognition Bachelor thesis Carbot (B)
Vector-based navigation Bachelor thesis Carbot (B)
Trajectory regulation Bachelor thesis Carbot (B)
Feature extraction Bachelor thesis Bugbot & Carbot (B)
Efficient point cloud data structures Bachelor thesis Bugbot & Carbot (B)
Incremental navigation Bachelor thesis Carbot (B)
Positioning with ISOVIST features Bachelor thesis Bugbot & Carbot (B)
Grid-based Lidar-SLAM Bachelor thesis Bugbot & Carbot (B)
Kinematics simulation for arthropods Bachelor thesis Bugbot (E)
Dynamic simulated obstacles Bachelor thesis Carbot (E)
Robot motion building blocks Student’s project Carbot (D)
Visual processing Student’s project Carbot (C)
Robot navigation Student’s project Carbot (B) & (E)
Simulation of a 3D camera view Student’s project Carbot (E)
Integration of bullet physical engine Student’s project Bugbot (E)
Programming a navigation tasks Comp. Elect. subject Carbot (A) & (B)
Programming an exploration tasks Comp. Elect. subject Carbot (A) & (B)
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development and tests. Some students criticized the demands of the tools concerning
computing power – actually older notebooks (often used by students) sometimes were
too weak to smoothly run the simulator.

None of the courses generated noticeable problems with the robotic topic. In
elective subjects all students successfully finished their project, however with different
levels of software quality. As a large time of development was performed with the help
of the simulator, the students welcomed the flexibility. In particular, the programming
could easily be done in groups, partly at home, without waiting for access to the real
robot. Also the debugging tools were positively received. Typical robot programs
contain a number of threads without a traditional windows-based user interface. Thus,
in particular the debug painting facility was a great benefit.

Debug painting is also used for the lecturer to evaluate a student’s work. This also
is usually very difficult, as the quality of a robot component can either only be eval-
uated as black box or by code inspection, both with certain drawbacks. If the lecturer
requires to students to produce meaningful debug painting output, it is easier to get
insights into the student’s project and the involved data structures. However, students
sometimes complained about the demand of meaningful debug painting output. This is,
because this function does not belong to the application task in a closer meaning.
Actually, on the real robot, there is no debug painting facility at all – the respective
calls are redirected to empty procedures. Thus, debug painting usually means extra
coding for the students.

From the teacher’s view, the simulation tool also is a great facility. There are longer
phases where the students can work without explicit supervision. This in particular is a
great benefit, if we think about safety issues. Also costs of damaged parts or even
completely damaged robots are an issue. In elective subjects, it is possible to only
conduct final tests and presentations on the real robot – which then can easier be
supervised by the lecturer.

It also turned out, we strongly benefit from a huge part of own developments. In the
stressful time of a course, each interrupt is always a problem for students as well as for
the lecturer. E.g. during the period of a Bachelor thesis, the student should not lose time
because of technical problems. Deadlines are very tough. Thus, it is a great benefit to
solve technical problems in a close loop. This would not be possible, if we strongly
relied on third-party software, even if it was open source. Own developments also
enable quick adaptations (even though sometimes ‘quick and dirty’) as a result of
unpredicted new demands. These could be a result of adapting projects due to new
insights after the course already has started.

The students also appreciated that the simulation may fade out real-world errors
during testing and development. This allowed the students to first concentrate on their
project’s task. However, one student remarked that the navigation project of an elective
subject was simplified too much and reminded to ‘game development’. As a result, the
lecturer must carefully decide, how to fine-tune the project and environment settings to
meet the course demands.

Besides the benefits of the described approach, we also have to consider some
drawbacks. The major drawback: the development of robots, runtime environments and
in particular the simulators were very time-consuming. Until now we coded an amount
of approx. 200 000 lines of code, of which only a small part of approx. 10% was

Robots in the Classroom 51



contributed by students. Whenever students contribute, a lot of post-processing was
required. This was, because the students often do not achieve the level of software
quality as required when contributing to long-term libraries. Often, formal corrections
were necessary concerning package structures or naming of packages or classes. As
student projects usually run parallel, the platform evolved by one project before fin-
ishing another. Thus, a costly merge of versions was required. As a rule of thumb,
students’ contributions are more crucial when ‘low-level’ (i.e. (D) and (E)) – such work
should be avoided as much as possible for student projects.

4 Conclusions

Teaching mobile robotics skills still is a demanding task. Due to the amount of con-
nected fields, it is a challenge to get the students quickly to a point to achieve progress
in their projects in the short time of an academic course. Our mobile robots Carbot and
Bugbot with their environments form an appropriate basis for a lecturer to offer
respective courses. In particular the simulators keep the technical, organizational and
safety demands as well as costs under control. Moreover, they help the students to
quickly start with their development and keep the hurdle low for first successful
experiences with robot programming. Further testing facilities such as debug painting
help the students to debug their programs and help the teacher to assess projects.

Dependent on the respective teaching targets, some tasks are still demanding, e.g.
development concerning the robot’s execution environment, sensor drivers or simu-
lators. Here teachers have to bear serious integration efforts to keep the entire platform
stable and manageable.

In the future we want to extend the platforms to more support deep learning
technologies. Currently, most of the robot functions are realized in a traditional manner,
in particular functions related to sensor data interpretation. We expect many of these
functions will be provided by deep neural networks in the future.
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Abstract. Robotics and the development of information technologies represent
the trend of the 21st century, which affects all areas of human life. Education, or
learning process, in which efforts to educate younger age students in new
technologies could make a significant contribution to the next era of techno-
logical development, is no exception to the use of new technologies. The lim-
itation of education in Slovakia is the lack of financial resources for the
provision of modern educational tools. For this reason, the Yrobot platform was
developed within the project of the Technical Cybernetics Department at the
Faculty of Management Science and Informatics of the University in Žilina. The
Yrobot Platform has been successfully deployed in the educational process
of high schools in cooperation with the Pontis Foundation and Volkswagen
Slovakia. The gradual Yrobot platform development has created conditions for
more effective education of students in electronics, computer science and
computer engineering. This article presents the Yrobot platform development
and location in educational process in slovak schools.

Keywords: Robotics � Yrobot � Education

1 Introduction

The term robotics currently represents several research areas. One of these areas is also
social robotics or social robots [1]. Social Robotics involves engaging robots in certain
forms of social interaction with people using speech, gestures or other means of
communication [2]. The use of robots in social interaction positively helps meeting
their users’ needs in different areas of human activities, for example, therapeutic help
for adults and children, etc. [1, 3, 4]. A major area of interest for the deployment and
use of robots is education. In this area, robots can be used to complement existing
teaching structures with aim to provide student support in the learning process (Baxter
et al. 2017). The use of robots in the learning process makes it easier for students to
engage in lessons realized during the process and also has a significant impact on their
social development [5]. The importance of using robots in the learning process is also
confirmed by studies that have shown that physical solutions in a kind of robot form
increase student interest more than their virtual analogies [6–8]. Robots are also per-
ceived by students as better option in terms of interaction, what ultimately leads to a
change in behavior [9–11].

© Springer Nature Switzerland AG 2019
K.-H. Lüke et al. (Eds.): I4CS 2019, CCIS 1041, pp. 54–65, 2019.
https://doi.org/10.1007/978-3-030-22482-0_5

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-22482-0_5&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-22482-0_5&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-22482-0_5&amp;domain=pdf
https://doi.org/10.1007/978-3-030-22482-0_5


There are different robotic platforms on the market that can be used to support the
learning process. Some of these platforms represent separate systems that bring dif-
ferent opportunities for education. For students, it is more attractive to learn literally by
playing and testing a real (“live”) thing that gives them immediate feedback. However,
there are other known platforms (for example Arduino, RPi) that serve as a basis for
robot creation but do not contain any moving elements (e.g. wheels, motors, etc.). In
order to use these mechanical elements to support the educational process, a new
Yrobot platform was developed at the Technical Cybernetics Department at the Faculty
of Management Science and Informatics of the University of Žilina. This platform can
be considered as a modular education system [12, 13].

This system is related to the idea of an educational system based on Open HW. On
this platform, students can acquire primary knowledge and skills in electronics, com-
puter science and computer engineering [14–16]. Students find it attractive when their
knowledge during the learning process is demonstrated on a real device which blinks,
moves, gives out sounds or any other kind of feedback to them. These facts are very
important and positively influencing students’ interest and motivation to create
something practical and interesting even though this work takes a lot of time and
learning challenging techniques to achieve the result [14]. In this context, the true
robotic platforms of Open HW play an important role in the learning process [15]. For
this reason, this platform has been interesting for developing the Yrobot solution. The
difference between the typical OpenHW platform (such as Arduino or Raspberry PI,
etc.) and Yrobot platform is, that Yrobot includes a motion subsystem that provides the
presentation of the results of the implemented algorithms by direct mechanical
expression.

The article presents the evolution of the Yrobot platform and its deployment in
education in Slovakia.

2 Yrobot Evolution

Yrobot is a system developed at the Department of Technical Cybernetics of the
Faculty of Management Science and Informatics of the University of Žilina to support
the education of electronics, informatics, computer science and computer engineering,
especially at high schools. An important element of this platform is the ability to work
with an open hardware system, i.e., the system is not limited by manufacturer-defined
applications and features. It is therefore possible to program and develop new appli-
cations or custom extensions. The Yrobot platform is also known in the community as
a small robot with yellow wheels. Here you can see that the difference compared to
other open platforms is in the opportunity of motion, which presents the algorithm
defined by developers.

The central part of the Yrobot platform is represented by a simple 8-bit ATmega16
microcontroller. This microcontroller provides a lower degree of complexity in the
development and programming of the Yrobot platform while ensuring communication
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with the appropriate peripherals of the platform. The choice of microcontrollers for the
platform itself therefore corresponds to the requirements of simplicity and availability
of development environment and peripherals that ensure effective communication with
the environment. To the main components of the Yrobot platform belong:

• Signal LED diodes.
• Two seven-segment displays.
• Acustic signalization.
• Two engines with integrated gearbox. (1:48)
• Wheel angle sensing circuits that are based on CNY70 reflective sensors.
• Button sensors for obstacles detection.
• Power supply for the entire system, which is realized with a 7.5 V or 10 V DC

adapter or two Li-Pol 3.7 V 2200 mAh batteries.
• Integrated USB AVR ISP programmer to program the Yrobot platform.

Due to technological advances, the Yrobot platform could be improved and adapted
to the growing trend of device connectivity, in particular thanks to the development and
price affordability of robotic platforms on the market.

2.1 Yrobot

The first version of the platform was designed in 2010, consisting only of a basement
plate with a processor and a 7-segment display. Programming of this platform was
realised with a serial port. The platform was later enriched by a temporary steel chassis
that contained two engines from CD drives. The wheels for platform movement were
adapted from a toy car. Gymnasium of Žilina on Hlinská 29 has shown the interest in
this first version already, for the purposes of algorithms presentation on a real object in
the educational process.

The new concept of the robotic platform for education support was designed in
2011 under the name of Robot George. This model had a modified design while the
baseboard of the solution fulfilled the chassis function. The platform contained new
custom-made wheels, which did not allow developers to produce large numbers of
robots through serial production. This deficiency was also the reason that led devel-
opers to build their own platform. It was caused in particular to by the lack of price-
affordable robotic platforms in 2011. Another reason for the development of their own
platform was the inconsistency of the available robotic platforms with the requirements
and ideas of developers about an open system that was maintained and expanded by the
community of high school students.

The Yrobot concept was created in 2012. This concept responded to pedagogical
requirements and new development trends. In 2013, the Yrobot prototype was created,
which was modified in 2014 in several of today’s well-known forms. One of the main
changes in this version was also the replacement of the USB connector for program-
ming and adding other robot features. The final version of the Yrobot platform is
shown in Fig. 1.
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For this platform, additional, different superstructures have been developed that
have been designed and created in collaboration with high school students and inde-
pendent candidates. At the Department of Technical Cybernetics, superstructures were
developed to allow a platform:

• Respond to light.
• Detect CO in the air.
• Measure temperature and humidity.
• Broadcast and receive sound.
• Record a video.

These superstructures were put into the educational process and, on their basis, to
the students were presented the possibilities of developing Yrobot.

2.2 MYrobot

Given the changing market demands, the Yrobot platform had to be modified. In
addition to embedded systems, there are various areas of interest in the market that
significantly influence technological developments such as Artificial Intelligence, the
Internet of Things, Multi Agent System, and so on [17–19]. In order to ensure the
continuity of the learning process in interaction with technological development, it was
necessary to modify the Yrobot platform, which enabled the platform to be controlled
using the mobile device with Android OS system. A new version of the Yrobot -
Myrobot platform (modified Yrobot) was created. The reason for this new platform
formation was also to increase students’ interest in applications developing for a large
number of smart devices on the market. The potential of mobile devices in present is, in
particular, to integrate a number of subsystems that can be used in the development of
non-traditional applications.

The functionality of the Yrobot platform has been extended with two basic working
modes for the MYrobot platform. The first represents a wired connection mode where
the smartphone is mounted directly on the platform and with the USB interface
communicates and controls the movement of the platform. The second working mode,
wireless, provides communication and platform control over Bluetooth. Since the
platform is controlled with a mobile device, for the performance of the MCU are very

Fig. 1. Yrobot – version 2014
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small and are related mainly to interpreting commands for motor movement, sharing
information about bends and obstacles. Due to these facts, the MYrobot platform
includes these main components:

• ATmega328 microcontroller.
• FT232 USB/UART converter, alternating with HC-05 Bluetooth module.
• Dual H-bridge DRV8833 for control of two DC gear motors.
• Turns sensing circuitry based on CNY70 reflective optical sensors.
• TCRT1000 reflective sensors for obstacles detection.
• Two Lion batteries 18650 with DC/DCconverter.
• The user button can be used for another feedback functions.

In the context of deploying this platform to the learning process, several examples
and functions of the MYrobot platform have been developed. These functions for
education purposes include:

• Define a robot’s route from point A to point B, create a photo, and return to the
original position.

• Robot remote control through the internet.
• Send a robot to a specific location with the task of creating video or audio record,

and other tasks.

The modified Yrobot platform along with the attached mobile device is shown in
Fig. 2.

Fig. 2. Modified Yrobot platform

At present, mobile devices, and especially smartphones, are not only a communi-
cation platform, but they are also devices with a complex operating system that pro-
vides a number of additional services to the user. The technological progress in the field
of mobile devices may be supposed also in the future, so for this reason developers
perceive that MYrobot platform as a fun form of developing and presenting applica-
tions for modern intelligent smart devices.
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2.3 MYrobot

Due to the development in area of mobile devices and the participation of the
Department of Technical Cybernetics in the Internet of Things, the modified MYrobot
platform was developed to the IoTrobot platform. This platform is based on the idea of
implementing a mobile IoT node. The platform was also complemented by an appli-
cation connector through which the IoT node can be connected to the mobile platform.
The connection of IoT and mobile platform opens up new opportunities for developing
interesting and fun applications and features such as coordinating multirobotic system
activities to meet the task, field exploration, effective environmental monitoring, and so
on. The IoTRobot mobile platform is shown in Fig. 3.

As a result of the mobile devices development, it is clear that the mobile platform
complemented by the application connector for the IoT extension module expands the
area of solved tasks and enables the development of interesting applications from
the mobile sensor field. The modified IoT robot platform is developed on the basis of
the 8-bit microcontroller ATmega238P, which controls all platform components. The
movement of the platform is ensured by the double H-bridge DRV8833, with which the
microcontroller controls the speed of two unidirectional motors. Wheel rotation
information microcontroller acquires through two magnetoresistive sensors MRS1 and
2. The intensity of the magnetic flux generated by the magnetic strips glued on the
inside of each wheel reads the integrated sensors. The block diagram of the IoTrobot
mobile robotic platform is shown in Fig. 4.

Fig. 3. Modified platform IoTrobot
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The communication between the microcontroller and the Bluetooth module HC05
is secured through the serial communication interface USART MCU. At present for
Bluetooth (BL) communication it is possible to use the BL ESP32 module subsystem,
which is part of the IoT32 module, so HC05 is available only on request. Two
reflective optical sensors are located at the front of the platform to identify obstacles.
The device has three buttons RES-restart MCU, USR, i.e. a user button whose function
is given by the program, and an on/off button. The MCU can be easily programmed
using a standard USBASP programmer connected to a 6-pin ISP connector. The entire
platform is powered by two Li-Ion batteries in 18650 case. The application connector
serves to extend the system with additional application modules. Nowadays, the IoT32
module is developed and its block diagram is illustrated in Fig. 5.

Fig. 4. IoTrobot mobile robotic platform block diagram

Fig. 5. Block diagram of the robotic module IoT32
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The IoT32 module is a sensory node that allows you to scan the selected quantities,
pre-process them and send them to the communication network via WiFi or BL. The
module contains the control communication subsystem MCU-ATmega328P that con-
sists of an ESP32 module. The module contains indication elements (RGB diode),
7-segment LED display, sensory subsystem (light intensity, temperature), external
storage medium (MSD card). The module is powered from a robotic platform via a
connector labelled as App.connector. It communicates with the platform using the ISP
interface, or SWUART. It is possible to use the module IoT32 autonomous also, but
then it is necessary to ensure its power supply with expansion connector, or from the
programmer USBASP (ISP prog.).

Thanks to the simple change of the program, this concept provides enough
flexibility and at the same time supports the development of a wide range of IoT
applications to support the learning process.

2.4 Additional Modules to the Yrobot Platform

As part of Yrobot platform evolution, in addition to the IoT32 module, other modules
have been developed and they can be integrated across all YRobot platforms and used
by users and pedagogues in the context of specific learning processes (e.g., commu-
nication protocols development, audio signal capture, IoT applications and similar).

One of the additional modules developed for the Yrobot platform is the
Audiomodule, which allows you to capture audio signals. Audiomodule allows
development of applications based on digital processing of the measured signal. From
the simplest applications, such as sound intensity measurement to more complex, such
as robot acoustic communication. The audiomodule is attached to the robotic platform
via an application connector located at the front of the platform. The application
connector is one-row with eight outlets. The assignment of connector terminals to
individual signals is shown in Fig. 6.

For the audiomodule and microcontroller communication three power outlets and a
common ground can be used, the remaining outputs (4 to 8) are used as follows:

• Terminal 4 – PA4/ADC4 enables the control of the signalling light diode D1. If the
terminal MCU is set up to output regime (bit DDRA4 = 1), then with logical null
record into the bit PORTD4 is possible to light up the diode D1 and with log.
1 record to turn off the diode.

Fig. 6. Application controller
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• Terminals 5, 6, 7 – PA3/ADC3, PA2/ADC2 and PA1/ADC1 enable to control the
acoustic signal amplification.

• Terminal 8 – PA0/ADC0 represents the zero input of an analogue switch, which is
the part of MCU and is located in front of analog-to-digital converter.

• The block diagram of the audiomodule is shown in Fig. 7 and consists of the
following blocks:

• Electret microphone is designed to transform acoustic pressure into electrical
voltage.

• Correction preamplifier amplifies the small output voltage from the microphone and
corrects its frequency dependence on the scanned signal frequency.

• Amplifier with adjustable amplification, allows to customize the audiomodule of
varying intensity of the recorded sound.

• Low-pass filters reduce the frequency range of the processed signal.

Low-pass filters 1 a 2 are designed as Butterworth filters second order with a break
frequency 3600 Hz. They are realized with Sallen-Key topology. Low-pass filter 3 is
first order passive filter with break frequency 4020 Hz.

The task of analog low-pass filters is to limit the width of the acoustic signal zone
so that it does not need to select too high sampling frequency while it is discreditizing
over time (sampling). The audiomode is located directly on the application connector
platform, in frontal part of the robot. For this reason, it also detects all disturbing
sounds generated by the moving robot (motors, wheels, vibrations). All this can sig-
nificantly exceed the level of the useful acoustic signal (operator commands, signals
from the second robot’s acoustic signal, and so on). For this reason, it is advisable to
carry out the first applications when the robot does not move.

Other modules that extend the features of Yrobot platforms are modules for
wireless connection such as the bluetooth module (Y-BT) and wifi module (Y-WiFi).

Platform Yrobot and module Y-BT interconnection provides the communication
interface USART. The connection of USART connectors of Yrobot modules is as
follows:

Fig. 7. Block audiomodule diagram
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• Pin VIN on Y-BT with connector VIN on module Yrobot.
• Pin TXD on Y-BT with connector TXD on module Yrobot.
• Pin RXD on Y-BT with connector RXD on module Yrobot.
• Pin GND on Y-BT with connector GND on module Yrobot.

The communication between Yrobot platform and module Y-WiFi is provided by
SPI or communication interface USART. The Y-WiFi module is designed to be
directly connected to the Yrobot platform without additional cables.

Stated additional modules extend the features of the original Yrobot platform and
open new opportunities in algorithm creation to developers and users for providing
education using modern approaches and methods that are defined by the marketplace
and enable them to acquire the technical knowledge and skills that are usable in current
practice.

3 Conclusion

The area of interest in using the Yrobot platform to support education are high schools
in Slovakia. The effort of this platform developers’ team is to encourage students’
interest in electronics, programming and computer engineering, what will ultimately
create a community of active members with an interest in robotics, open hardware, and
joint education in these areas. Due to the Yrobot platform development it is obvious
that the developers of this platform have seen its success in the educational process in
Slovakia. This fact is confirmed by the location of the Yrobot platform in education at
24 schools in the Slovak Republic. These schools purchased the Yrobot platform for
educational purposes, or they gained it thanks to the partnership with the Faculty of
Management Science and Informatics. Figure 8 shows a map of schools in Slovakia
where the Yrobot Learning Support Platform is located.

Fig. 8. Map of schools in the SR using the Yrobot Platform for education
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Based on the successful Yrobot platform implementation and testing at schools, it is
possible to assume the importance of this platform in the educational process also in the
future. In order to support a more intense implementation of the Yrobot platform, it is
necessary to extend in particular the set of examples, capabilities and functions of the
current platform and to modify the platform according to the needs and direction of
the market, i.e. in Mobile Applications, the Internet of Things, Industry 4.0 etc. At the
same time, it is necessary to create a community of platform users who are the source
of new ideas and interesting solutions for using and developing the Yrobot platform.
The team of Yrobot developers assumes that the ongoing development and modifi-
cation of the Yrobot platform is a way to expand the community of people interested in
this platform, which can ultimately lead to a more robust implementation of the Yrobot
platform within the educational process focusing on electronics, informatics and
computer engineering also at other schools in the Slovak Republic.
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Abstract. Providing a better experience to the drivers is one of the core
objectives of implementing Intelligent Transportation Systems (ITS).
ITS aims to offer a range of services for making the life of drivers more
comfortable. However, the way these ITS related services are imple-
mented until now is centralized and is somewhat cumbersome. Central-
ized approach for implementing ITS services make the customers and
the stakeholders of the services trust and depend on various interme-
diaries. Moreover, such an approach is often prone to a single point of
failure which affects the availability of the services. Decentralized tech-
nologies such as Blockchain and Smart Contracts can help address such
issues. In this paper, we study the scope of Blockchain Technology in
implementing ITS related services. We design a decentralized system for
Parking Management in ITS using Smart Contracts. We implement our
proposed system on the Ethereum blockchain platform to demonstrate
its feasibility.

1 Introduction

With the rise in the number of smart vehicles on the road, Intelligent Transporta-
tion Systems (ITS ) is becoming a necessity. ITS is the application of information
and communication technologies which enhances transportation safety, mobility,
reduces traffic congestions and pollution [17]. ITS provide drivers better driv-
ing experience by providing a range of communication services such as travel
and traffic management services, electronic payment services and infotainment
services to name a few. With time the number of smart vehicles on the road is
increasing, and so the parking-related problem is [6]. The problem is much more
prominent in urban areas where finding space for parking is much more difficult
and frustrating to the drivers. Often drivers need to circle a parking area several
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times before finding a vacant lot to park their vehicle. It is one of the major
causes of increasing traffic congestion and air pollution in cities.

To counter the problem of parking, many parking management systems have
been developed over the years. These systems provide real-time parking lot avail-
ability status with features of booking these parking lots by the users. Most of
these systems are centralized which make the drivers dependent upon the service
providers for accessing the services. These centralized systems do not provide
drivers with the flexibility of comparing the services provided by various park-
ing lot providers such as the parking charges charged by different parking zones
within a locality. Also, the installation and management of such systems are
costly. However, there has not been much work done in implementing ITS related
services such as parking service using decentralized technologies like Blockchain
[4]. In the future, there will be a high demand for efficient and robust parking
services because of urbanization. Thus, this paper presents a decentralized app-
roach for efficient parking management using blockchain and smart contracts.

2 Related Work

There exist a significant number of work done for parking management using
technologies such as Wi-Fi, WSNs and RFID. In [10], the authors propose an
RFID based parking management system for handling the management, control-
ling, transaction reporting and operation tasks for parking lots. Works exploring
WSNs for parking management can be found in [12,15], and [18]. In [12], the
authors describe an intelligent car parking system with low-cost WSN. An inte-
grated approach of using WSN along with the web-based application for parking
management is described in [15]. A Wi-Fi and WSN based approach for parking
management is discussed in [16]. The system uses WSN for identifying vacant
lots and Wi-Fi for navigation. The development in the field of IoT in recent
years has drawn the attention of the research community as well as industry.
Some popular works based on IoT can be found in [3,5,14]. A VANET based
parking system is proposed in [7]. In [1], authors proposed a new decentral-
ized architecture where the intelligence is deployed in a distributed manner to
achieve scalability. The authors [8] introduced an agent-based simulation system
and constructed a framework of parking charge and reservation. With this frame-
work, the authors analyzed comprehensive benefit and comparison of charges and
reservation mechanisms for parking. However, we could not find much significant
contribution in the domain of parking management systems using decentralized
technologies such as blockchain [2]. We believe that blockchain technology along
with smart contracts has the potential to felicitate security (from inside and
outside attack), availability, reliability, and trust in the parking systems. To this
end, our proposal is one such contribution.

3 Background

In this section, we briefly describe ITS architecture and give an overview of the
blockchain, smart contracts and Ethereum the technologies used in our system.
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3.1 ITS Architecture

ITS architecture provides a common framework for planning, defining, and inte-
grating intelligent transportation systems. It specifies how the different ITS com-
ponents would interact with each other to solve transportation related problems.
It identifies and describes various functions and assigns responsibilities to multi-
ple stakeholders of the system. The ITS architecture facilitates in implementing
a broad range of services such as route guidance, e-payments, traffic control, etc.
Fig. 1 shows the architecture of an ITS.

Fig. 1. ITS architecture

3.2 Blockchain

A blockchain as its name suggests is a sequence of blocks where each block is
linked with its previous one. The blocks are linked with each other using cryp-
tographic hashes. Blockchain gained popularity with the introduction of Bitcoin
[9], a decentralized peer to peer cryptocurrency. A block is formed of zero or more
data elements known as transactions and is created by certain special nodes in
the network called as miner nodes. It uses Public Key Infrastructure (PKI ) for
the verification of the transactions. A blockchain is an append-only ledger where
the data can only be added in a sequence. This property of the blockchain makes
the data on the blockchain immutable. A blockchain is maintained by a network
of nodes. Each full node on the network maintains a local copy of the global
blockchain. Every time when a new block comes in the network the full node
checks for the validity of the block by verifying the transactions in the block.
If the block is found to be valid, the full node updates its local copy of the
blockchain by adding the block onto the chain. This procedure is performed by
all the full nodes in the network. Decentralization is another unique feature of
the blockchain. A blockchain will continue to function even if a single miner node
exists in the system. That’s the reason blockchain based systems provide high
availability. A blockchain can be used to establish trust among set untrusted
nodes. Blockchain assumes the nodes in the network to be untrusted. It utilizes
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a consensus mechanism to make these untrusted node agree on one particular
state of the blockchain.

3.3 Smart Contracts

Smart Contracts [11] are a bunch of self-executable code sitting on top of a
blockchain. It consists of well-defined conditions and their corresponding actions.
The condition specifies the actions to be performed when it turns out to be
true. A smart contract works on the data present on the blockchain. It is also
immutable that means once deployed on the chain the content of the contract
cannot be changed. This ensures bias-free implementation of the contract which
helps to minimize the need for trust.

3.4 Ethereum Framework

Ethereum [13] is a public blockchain platform. Unlike Bitcoin blockchain,
Ethereum supports smart contracts. That means snippets of code can be written
and deployed on the Ethereum blockchain. The Ethereum blockchain is based
upon state transition model, where each node executes a set of transactions in
the same order to reach a common consensus.

Ethereum also facilitates to run its private and permission instance of the
blockchain. Ethereum blockchain supports two kinds of accounts: externally
owned account and contract account. Externally owned account (EOA) are those
accounts which are owned by the users of the system. These accounts are capa-
ble of sending and receiving ether to another EOA or a contract account. The
contract account is an address where the smart contract code resides.

4 System Model

Our system model as shown in Fig. 2 consists of the Traffic Authority (TA),
Road Side Units (RSUs) an On-Board Unit (OBU ) which is built in the vehicle,
and an IoT device placed in the parking lot. The TA deploys the smart contract
on the blockchain. A Graphical User Interface (GUI) is provided at the vehicle
end for interacting with the smart contract (SC ). Our system also has an entity
named Parking Zone Manager (PZM ). PZM is the owner of a parking zone. A
parking zone can have one or more parking lots.

Similarly, a PZM can be an individual or an organization. PZM can set the
charges of the parking lot which it owns. All the payments in the system are
done with the help of a cryptocurrency ether this is the only unit of exchange in
our system. The RSUs deployed by the TA are responsible for maintaining the
blockchain. The RSUs maintain the blockchain by performing a computationally
expensive procedure called mining. Mining refers to the process of solving certain
cryptographic problems for generating the blocks of the blockchain. Beside the
RSUs, the PZMs can also install their mining equipment and can contribute
to maintaining the blockchain by participating in the mining procedure thus
making the system truly decentralized.
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Fig. 2. Proposed system model

5 Implementation

The core logic of the implementation is based on the smart contract, which
in the real world can be deployed by the TA. The smart contract logic of our
implementation is explained as follows. The TA adds a parking zone along with
the PZM of the zone onto the blockchain by calling the method configurePZ.
A driver can poll the blockchain to get the information about different parking
zones available in a particular area by using the ZIP/PIN code of the area. For
this, our contract provides a getter method called checkAvailiabilty. Depending
upon its choice and availability a driver can book a parking lot by calling book-
MyLot. On being called the method results in a successful transaction if there
exist enough parking lots available in the parking zone; otherwise, the transac-
tion gets reverted. In the case of a successful transaction, the vehicle is allocated
a lot in the parking zone. The vehicle is also provided with a randomly generated
passkey which it has to use for entering into the parking lot. The parking lot
is equipped with an IoT device which continuously polls the smart contract for
checking the address of the vehicle and the provided passkey. If the address and
the passkey provided by the vehicle trying to park in the lot matches with the
credentials of the vehicle in the SC which has booked the lot then the vehicle is
allowed to park otherwise not. The smart contract maintains a timer to specify
the duration of time the parking lot was occupied by the vehicle. The timer
starts as soon as the vehicle books a lot and ends when it exists from the lot.
A vehicle can exit a lot by calling the method exitParking. Upon resulting in
a successful transaction the timer associated with the vehicle gets off and the
parking lot occupied by the vehicle in the contract gets free. The vehicle can now
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pay the parking bill. It checks the amount to be paid by invoking the method
myParkingBill. The method returns the amount to be paid as the bill in ether
(the cryptocurrency unit provided on Ethereum blockchain). In our proposed
system the parking bill to be paid is calculated as follows.

ParkingBill = Duration of Parking ∗ Rate of Parking

After getting the parking bill the driver can pay the bill by invoking the method
payMyBill. Our smart contract restricts further booking of parking lots by the
driver of a vehicle if the vehicle has got pending dues. Our smart contract also
provides the facility of canceling a booked lot by a driver. However, to deal with
the notorious drivers trying to book and cancel the lots uselessly, we have taken
certain preventive measures.

– A booked lot can only be canceled by a vehicle which has booked it. The SC
specifies the duration during which the cancellation of the reserved lot can
be made. A driver cannot cancel a reserved lot beyond a threshold duration
of time.

– To discourage any vehicle from frequent canceling of lots we also imposed a
cancellation charge.

A PZM is allowed to make changes in the parking rate via the SC only. It
can increase or decrease the parking rates. For this PZM needs to notify the
upcoming changes prior to its implementation. To curb the menace of a PZM
who often fluctuates the parking rates, we incorporate appropriate logic in the
smart contract that restricts the PZM to make frequent changes in the rates.

6 Experimental Setup

We demonstrate the feasibility of our system with a prototype implementation
using the Ethereum blockchain platform. We run a private and permissioned
instance of the blockchain. The proposed system consists of three types of nodes,
i.e., full nodes, light nodes, and miner nodes.

– Full Node: A full node is a node on the blockchain network which has the
full copy of the blockchain downloaded and available. It has all the blocks
available locally starting from the genesis block. It is required for the full
node to have sufficient storage space to accommodate these blocks. In our
system RSU s and the TA are considered as full nodes.

– Miners: A miner is a full node on the blockchain network that participates in
the creation of blocks. Miners compete with each other to generate a block,
usually by solving some complex cryptographic problems. Since miners invest
their resources for maintaining the blockchain they are incentivized with min-
ing rewards. The stability and immutability of a blockchain highly depend
upon the miners present in the network. In our system RSU s are consid-
ered to be the miners, whereas TA can participate in the mining procedure
voluntarily.
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– Light Nodes: A light node is a node on the blockchain network that does not
have an entire copy of the blockchain but gets the part it cares about from
someone it trusts. This allows users to transact on the blockchain without
downloading an entire copy of the blockchain. It’s always suggested for the
low capacity devices to join as a light node to be a part of the blockchain
network.

Table 1. Devices and their Role

Device name No. of device Geth version Role

Dell-Vostro (8GB
RAM, i7-7700 CPU,
1 TB HDD)

1 v1.8.17-stable release RSU/TA

Lenovo G-5080 laptop
(4GB RAM, Intel Core
i5 processor, 1TB
HDD)

1 geth-linux-amd64-1.8.22 RSU

Raspberry Pi 3 1 geth 1.8.18 ARMv7 Vehicle OBU

nodeMCU 1 IoT device

In our proposed system, TA and the RSU s are the full nodes, RSU s are
also considered as the miner nodes whereas the OBU installed in the vehi-
cle is deemed to be as a light node. Figure 3 illustrates the setup containing 2
full/miner nodes. As shown in Figs. 4 and 5, we use Raspberry Pi as the OBU of
the vehicle and a nodeMCU (a micro-controller unit with onboard Wi-Fi mod-
ule) as an IoT device at the parking lot, respectively. We used D-Link WiFi
for connecting these devices. For writing the SC, we used Solidity (a program-
ming language for writing smart contracts on Ethereum blockchain). We use
the Remix integrated development environment (IDE), a browser-based IDE for
compiling and testing the SC. Table 1 lists the devices used and their roles in
our implementation.

We performed experiments on our setup blockchain network where a driver
books a parking lot using the provided web-based GUI in the vehicle. For access-
ing the GUI, we use a display screen which is connected to the Raspberry Pi
acting as the OBU of the vehicle. We developed a web-based GUI application as
shown in Fig. 6 for the driver to book the lots and perform other transactions.

The GUI communicates with the Ethereum blockchain using web3.js API.
The booking results in a transaction that is mined by our miner nodes. We mod-
eled the parking lot scenario with the help of led indicators which are connected
with the nodeMCU acting as an IoT device at the parking lot. Initially, when
the lot is free for parking a red indicator glows continuously.
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Fig. 3. Full node and miner setup

Fig. 4. Vehicle OBU

The IoT device continuously polls the SC to get the booking status of the
lot. A vehicle which has booked the lot approaches the parking lot and calls the
method enterLot if the address and the passkey provided by the vehicle matches
with the values stored in the smart contract then the red led turns off and the
green led glows indicating the vehicle to park in the lot.
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Fig. 5. IoT device at parking lot

Fig. 6. GUI at the vehicle end

7 Evaluation

We evaluate our blockchain and smart contract based decentralized approach for
parking management by comparing it with existing traditional approaches and
by analyzing the performance of the system:

7.1 Comparative Analysis:

1. Transparency and Immutability: All the procedures involved in our developed
system are committed on the blockchain as in the form of mined transactions.
With our system, neither it is possible for the driver for parking its vehicle
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without paying the parking fees, nor it is possible for the PZM to charge
higher rates for parking.

2. Availability: As compared to the centralized approach our system always
guarantee the availability of service as long as a full node exit in the system.
This ensures that one can always do a transaction with our system.

3. Trust: In traditional approaches, the parties involved in the parking scenario
need to trust each other. These parties are highly untrusted and often try to
cheat each other. Like the PZM who may be greedy about higher parking
rates to have more income. The facility provided by our system to the drivers
for comparing and choosing parking lots help to eliminate blind trust on these
untrusted parties.

7.2 Performance Analysis

We analyze the performance of our system by evaluating the average throughput.
We consider throughput as the number of successful transactions per second
starting from the first transaction deployment time.

Average throughput is calculated as an average of throughput over execution
time. Figure 7 shows average throughput plot. The average throughput was cal-
culated over the batch of 1, 10, 50, 100, 250, 500, 750, 1000, 1100, 1200, 1300,
1400 and 1500 transactions. The transactions were executed on our blockchain
network is maintained by two miner nodes as shown in Fig. 3. All the transactions
were of type bookMyLot. The average was calculated over five independent runs
for each set of transactions. The average throughput for a set of 1 transaction
was found to be 0.423 and 12.33 for a set of 1500 transactions.

Fig. 7. Average throughput
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8 Conclusion

In this paper, we proposed a decentralized approach for parking management
using blockchain and smart contracts. We implemented our proposed system on
an Ethereum private network. Our proposed system help drivers find the best
parking lot of their choice. At the same time, it also helps various PZM s by
providing them with a common platform to get more vehicles to use their park-
ing area thus helping them to generate more money. The approach also does
not need any sensing requirement at the parking lot for letting the vehicle in
and out. All of these objectives are achieved with the smart contract itself. We
find that the use of smart contracts and blockchain help reduce blind trust upon
untrusted parties and increase the availability of the service. The system will
remain decentralized as long as not more than 50% of the nodes maintaining
the blockchain are compromised. Our system guarantees decentralization and
high availability of services as it is practically infeasible for an attacker to gain
control over more than half of the nodes in an ITS scenario. However, the lower
transaction throughput and the power consuming PoW based consensus mecha-
nism used for maintaining Ethereum blockchain can be a bottleneck in its public
grade implementation. As future work, we will try to integrate more features in
our current system and will introduce more decentralized ITS related services.
We will also explore other low power consuming consensus mechanism for imple-
mentation.
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Abstract. We consider the problem of distributing various services over
urban areas. In this work we introduce the Multi-Service Capacitated
Facility Location Problem with Partial Covering (MSCFLP-PC), which
extends the MSCFLP by allowing for partial satisfaction of demand,
where a penalty has to be paid for the uncovered demand. We present
some practical results by solving the problem as an Integer Linear Pro-
gramming Problem on various real urban areas. Experiments indicate
that partial covering is an effective means to lower costs. This study
is the first to formulate and solve the partial covering extension of the
MSCFLP.

Keywords: Smart city infrastructure planning · Multi service ·
Coverage · Partial coverage

1 Introduction

In this paper we look at smart city access network planning from the side of
offering multiple services to the inhabitants of a city. The smart city access net-
work should be efficient in covering the demand of all the services together. For
this, in [13], the Multi-Service Location Set Covering Problem was introduced,
in which multiple services, such as WiFi, smart transportation, alarm, video
etc., are distributed over a set of locations. As potential locations for offering
smart city services, lampposts are used. This distribution is done such that all
demand is covered, for all services at minimal costs. Next, in [5,6] this model
is extended with capacity constraints resulting in the Multi-Service Capacitated
Facility Location Problem (MSCFLP).

In this paper, we will introduce an extension of the MSCFLP. This new
problem extends the MSCFLP by introducing partial covering to it and this
problem will be referred to as the Multi-Service Capacitated Facility Location
Problem with Partial Covering (MSCFLP-PC). Rather than satisfying demand
of all points, it is allowed to cover only a fraction of the demand points, where
there has to be paid a penalty for all uncovered demand. This penalty can be a
c© Springer Nature Switzerland AG 2019
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real amount that a service provider has to pay to the government, or it can be
seen as some indirect or social costs. It yields a more efficient location assignment
in which a small number of demand points, that are very expensive to serve, are
excluded from the service set. In general, Facility Location Problems (FLPs)
are studied in a setting in which all customer demand need to be satisfied.
However, the authors in [1] argue that very distant customers could influence
the final solution disproportionately, yielding unsatisfactory solutions. Serving
such customers drives up the total costs and lacks to improve the service level
to the majority of customers. Another motivation for partial covering concerns
the fact that ‘satisfying all requirements’ could imply that the problem becomes
unsolvable (see [9]).

In this paper a formal description and formulation of the MSCFLP-PC is
provided. First we will give a short overview of the relation of this research to
the existing literature in Sect. 2. Next, in Sect. 3 we give a formal description of
the problem. In Sect. 4 we describe the test instances we used for the analysis.
Results on these instances are presented in Sect. 5, and their sensitivity to certain
parameters is shown in Sect. 6. We conclude with a short discussion in Sect. 7.

2 Partial Covering Problems in Literature

There have been various studies on the combination of partial covering and Set
Cover Problems (SCP) (e.g. [4]), and partial covering in the context of FLPs
(e.g. [7]). As a result, various model approaches are suggested in literature.

Partial covering has been of interest in other problems as well, including
FLPs, maximal covering models, and Partial Vertex Cover Problems. Vasko
et al. [11] introduce the Partial Coverage Uncapacitated Facility Location
Problem (PCUFLP). The aim of the PCUFLP is to determine which ware-
houses should be opened in order to satisfy the demand of some of the locations,
such that the total costs, representing the summation of fixed opening costs and
variable costs, are minimised. In line with this research, Monabbati [7] devel-
oped the Uncapacitated Facility Location Problem with self-serving demands
(UFLP-SS). It generalises the UFLP by introducing demand-side servers. Such
a server is located at one of the demand points, and can exclusively serve the
corresponding demand point. A demand point that can be served from both a
demand-side server, and the facilities, is called a self-serving demand point.

Maximal covering models are another stream in literature in which the con-
cept of partial covering has been investigated. Church et al. [2] formulated the
Maximal Covering (Location) Problem, which aims at maximising demand cov-
erage within the specified service distances by using a fixed number of facilities.
In this context, partial covering is not considered a relaxation of some demand
covering constraint as in other partial covering problems, but rather the main
criteria to be maximised. In a similar fashion, partial covering problems can
be considered as optimisation versions of the Dominating Set Problem, and the
Vertex Cover Problem as argued by [3].



Multi-Service Capacitated Facility Location Problem with Partial Covering 83

To the best of our knowledge, partial covering has not been previously
researched in the context of CFLPs and also not in the context of multiple
services.

3 Partial Coverage Model

In this section we introduce the generalisation of the MSCFLP, which is called
the Multi-Service Capacitated Facility Location Problem with Partial Covering
(MSCFLP-PC). The goal of this problem is to ‘cover’ the demand of only a
fractional part of the demand points, rather than covering all demand points as
in the MSCFLP while minimising total costs.

Our approach is inspired by the work of [7] and [11], who deal with related
partial covering problems. Both studies put an upper bound on the number of
unserved demand points by introducing an additional service location or service
possibility. As stated earlier, Monabbati [7] introduces demand-side servers as
a second service option. When a server is present at such a demand-side, the
demand point can either be served by the server, or by one of the facilities as
in general FLPs. Vakso et al. [11] use a different formulation of the problem
to incorporate partial covering. However, similar to [7] an additional service
possibility is introduced. In their work, a ‘universal warehouse’ is introduced,
which is a ‘dummy’ warehouse that allows a feasible solution to not cover all
demand points. When a demand point is ‘served’ by this additional warehouse,
it implies that the demand point is not served by another (real) warehouse, and
thus it is left unserved in the solution. This warehouse can serve all demand
points, and its fixed opening cost is equal zero. The variable cost of serving
a demand point by the dummy warehouse is similar to the lost sales cost of
the demand point. In line with the optimality criterion of the MSCFLP, the
optimality criterion of the MSCFLP-PC is the total costs of the solution, which
is the sum of both the total opening costs of the locations and service, and the
total penalty costs.

To come to a formulation of our problem, first a universal access location
is introduced, which has infinite capacity and range, and a variable cost equal
to the lost sales cost of a demand point. Due to its infinite capacity and range,
the universal access location can serve all demand points. This implies that for
relatively low lost sales costs, the majority of the demand points are served by
the universal access location, which might be considered as unsatisfactory in
some situations. Setting the variable cost of the universal access location rela-
tively high, optimal solutions of the extended problem are equivalent to optimal
solutions of the MSCFLP.

In Table 1 an overview of the notation is presented. The problem consists
of a set of demand points, locations, and services. Each demand point i ∈ Gu

has some potential demand dui for service u ∈ F . A demand point i ∈ Gu is
characterised by its location and its demand for service u ∈ F . Similarly, a
location j ∈ L is characterised by its location, and its connected services. A
service u ∈ F is characterised by its range and its capacity ηu

j , which is defined
as the maximum number of connections that it can hold simultaneously.
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Table 1. Parameters and decision variables of the MSCFLP.

General Notation
L Set of all locations
F Set of all services
Gu Set of all demand points for service u ∈ F
|X | Cardinality of the set X
Indices
i Demand point, i ∈ Gu for service u ∈ F
j Location, j ∈ L
u Service, u ∈ F
Parameters

au
ij =

{
1, if demand point i ∈ Gu can be served from location j ∈ L for service u ∈ F
0, otherwise

cuj Cost of equipping location j ∈ L with service u ∈ F , cuj > 0
fj Cost of opening location j ∈ L, fj > 0
du
i Demand of demand point i ∈ Gu for service u ∈ F , du

i ∈ N

ηu
j Maximum number of connections access location j ∈ L can release for service u ∈ F ,

ηu
j ∈ N

+

M A large number, M > 0
Decision variables
suij The number of connections made between access location j ∈ L and demand point

i ∈ Gu, suij ∈ N

xu
j =

{
1, if access location j ∈ L is a service access point for service u ∈ F
0, otherwise

yj =

{
1, if location j ∈ L is an access location
0, otherwise

Starting from the formulation in [5], the proposed mathematical formulation
is as follows. First of all, let the universal access location be denoted by j′,
and replace the demand covering constraint as defined in [5] by the system of
constraints given in Constraint set (1), where suij′ is a binary variable that is
equal to one if demand point i is served by the universal access location. That
is, if a demand point i ∈ Gu having demand for service u ∈ F is served by the
universal access location (i.e., suij′ = 1), the demand point is unserved in the
solution. In turn, the objective function should be rewritten to Eq. (2), which
includes the lost sales cost pui for all demand points i ∈ Gu and for all services
u ∈ F . As the fixed opening cost of both the location and the services is zero
for the universal access location, the universal access location is only part of the
objective function through the penalty cost summation.

⎧
⎨

⎩

∑

j∈{L,j′}
suij ≥ dui , ∀i ∈ Gu, ∀u ∈ F

suij′ ∈ N, ∀i ∈ Gu, ∀u ∈ F
(1)

Now, the Integer Linear Programming problem (ILP) for the MSCFLP-PC is
formulated as follows:

min
∑

j∈L

∑

u∈F
cuj xu

j +
∑

j∈L
fjyj +

∑

u∈F

∑

i∈Gu

pui suij′ , (2)
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subject to

xu
j ≤ yj ∀j ∈ {L, j′}, ∀u ∈ F , (3)

∑

i∈Gu

suij ≤ ηu
j xu

j ∀j ∈ L, ∀u ∈ F , (4)

∑

j∈{L,j′}
suij ≥ dui ∀i ∈ Gu, ∀u ∈ F , (5)

suij ≤ au
ijM ∀i ∈ Gu,∀j ∈ L,∀u ∈ F , (6)

suij ∈ N ∀i ∈ Gu, ∀j ∈ {L, j′}, ∀u ∈ F , (7)

xu
j ∈ {0, 1} ∀j ∈ {L, j′}, ∀u ∈ F , (8)

yj ∈ {0, 1} ∀j ∈ {L, j′}. (9)

Objective (2) minimises the total costs, which is defined as the sum of the
opening costs of the services, the overall penalty costs and the opening costs
of the access locations. Constraint (3) ensures that only access locations can be
equipped with services. Capacity restrictions are taken into account by including
Constraint (4). It limits the number of connections that an access location can
release for a specific service. When an access location is not equipped with some
service, the capacity of this service is set equal to zero, which ensures that for
the service at this location no connections can be made. Constraint (5) ensures
that the demand of every demand point is satisfied by one of the real or by the
dummy access location, and Constraint (6) implies that a connection can only be
established between demand point i ∈ Gu and access location j ∈ L for service
u ∈ F , when the demand point is located in the range of the service (au

ij = 1).
Lastly, constraints (7)–(9) specify the solution space.

The universal access location is uncapacitated, and thus no capacity con-
straint needs to be taken into account for it. Similarly, due to its infinite range,
suij′ is not bounded from above by au

ij′ for any i ∈ Gu, and thus Constraint (6)
does not need to be defined for location j′. Stated differently, au

ij′ is equal to one
for all i ∈ Gu.

The problem formulation consists of

2|L||F| + |G|(|L| + 1) constraints and (10)
|G||L| + |L|(|F| + 1) variables. (11)

A major advantage of this formulation is the fact that the problem always has a
feasible solution, and thus it can be solved on each and every problem instance.
Namely, since the universal access location has infinite capacity and range, a
solution in which all demand points are served by the universal access location
is always a feasible solution.

4 Experimental Design

In this section we present the experimental design of the various conducted
experiments, which are identical to the conducted experiments in [5].
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4.1 Software and Hardware

The problem has been implemented in, and the experiments are conducted by
MATLAB version R2016b. It is a programming language published by Math-
Works, which allows for a wide range of computations, and other data pro-
cessing. The problems are solved by use of the external solver CPLEX, using
its standard options, using a Branch and Cut algorithm. IBM ILOG CPLEX
Optimisation Studio (COS) is a solver developed by IBM. It is an optimisa-
tion software package for solving linear programs, mixed integer programs, and
quadratic programs. The free student 12.7.1 version of the package has been
used to generate the results. The experiments are performed on a DELL E7240
laptop with an Intel(R) Core(TM) i5-4310U CPU 2.00 GHz 2.60 GHz processor.
The laptop is operational on a 64-bit operating system.

4.2 Input Parameters

In this section all parameter values and the various characteristics of the test
instances will be discussed. We describe the parameter settings for the locations,
services, and the demand points.

Locations. The lighting system is used as a set of candidate access locations
which can be equipped with services. Data on the locations of lampposts in
the Netherlands is publicly available via Dataplatform, which is an initiative of
Civity to share data from organisations. The test instances describe various
subareas of the city of Amsterdam, as shown in Table 2. In total, nine test
instances are considered, of which instance 1 to 7 are the small instances. The
fixed opening costs of a location are taken fj = 5, 000 for every location j ∈ L.
A mapping of all locations (lamp posts) of some small subarea of the city of
Amsterdam can be found in Fig. 1.

Table 2. Overview of the test instances.

Inst. No. Locations
|L|

No. Demand points Tot.
|G||G1| |G2| |G3|

1 33 47 3 9 59

2 77 73 8 15 96

3 99 260 9 13 282

4 102 462 8 15 485

5 400 111 20 25 156

6 782 21 93 104 218

7 516 1,241 42 46 1,329

8 6,079 8,106 397 326 8,829

9 6,981 10,122 528 431 11,081
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Fig. 1. Mapping of all access locations in some small subarea of the city of Amsterdam.

Services. In total three services will be considered for the test instances. The
various services and their parameter values are based on the works of [14], and
[12]. As previously stated, a service is characterised by its range and its capacity.
The capacity is defined as the maximum number of connections it could have at
the same time. It is assumed that every service has a circular coverage area. In
practice every range is applicable, resulting from all kind of other (propagation)
models. Given the range, the coverage matrix with elements au

ij can be filled.
For every service, information is provided in Table 3 on the range, capacity, and
opening costs of the service. The first service is a WiFi service. It has a range
of 100 m, can serve up to a maximum of 30 demand points, and its opening
cost is equal to 300. The second service is a Smart Vehicle Communication
(SVC) service, which aims at providing data to drivers. It has a range of 200 m,
a capacity of 15 connections, and an opening cost of 300. The last service is
an Alarm service, which has an unlimited capacity. This service has a range of
300 m, and opening cost equal to 150. The Alarm service aims at providing a loud
signal to warn humans about dangers. As the service provision is independent
on the number of humans within the range of the access location, the capacity
of the service is unlimited.

Table 3. Overview of the considered services for the test instances.

Service Range Capacity ηu
j Open. cost cuj Penalty cost pu

i

u = 1: WiFi 100 30 ∀j ∈ L 300 ∀j ∈ L 500 ∀i ∈ G1

u = 2: SVC 200 15 ∀j ∈ L 350 ∀j ∈ L 250 ∀i ∈ G2

u = 3: Alarm 300 ∞ ∀j ∈ L 150 ∀j ∈ L 1,500 ∀i ∈ G3
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Demand Points. Every demand point requires service for only one service, and
in turn every service has its own disjoint set of demand points. Although sets of
demand points differ across the various test instances, every set is generated by
the same procedure. The demand points are generated within the boundary that
specifies the test area. An example of all demand points classified per service in
some small subarea of the city of Amsterdam is given in Fig. 2.

For the WiFi service, the home addresses located inside the boundary are
taken as demand points. All houses are assigned a demand of one. As the second
service is a SVC technique, which aims at providing data to drivers, the demand
points are generated on the roads inside the boundary. In contrast to the WiFi
service, not every road point has a demand of one. In fact, a demand point is
assigned a demand one, two, or three, depending on its characteristics. Demand
points referring to so called “A-roads” are assigned a demand of three, simulat-
ing the fact that these important highways are in general congested. These roads
are labelled as motorways, and freeways in the original documentation (Open-
StreetMap). Less important roads are national and regional roads. These roads
are labelled primary and secondary roads, and a demand of two is assigned to
demand points on such roads. All other roads are of least importance, and in
turn are assigned a demand equal to one.

The last service is the Alarm service. As it has an infinite capacity, serving
its demand points can be approached as a covering problem instead of some
capacitated supply problem. In line with this approach, the demand points of
the alarm are intersections of a grid. It is indicated in [8] that this approach
works best with regard to computational efficiency. For more information on the
generation of the grid, we refer to Section 6.3 of [14]. Similar to the WiFi service, a

Fig. 2. Plot of the demand points per service of some small area in Amsterdam.
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demand of one is assigned to every demand point. However, the optimal solution
is the same for other demand values, as the Alarm service has an unlimited
capacity. Hence, for efficiency reasons, a demand of one is assigned.

Note that the demand points, that are not located in range of at least one
location, are excluded from the set of demand points. That is, when there is no
location in the neighbourhood of a demand point, it is deleted from the set of
demand points.

5 Results and Analysis

The proposed MSCFLP-PC extends the MSCFLP by relaxing the demand fulfil-
ment constraint. The problem optimises the location assignments of the various
services simultaneously, and allows for some demand points to remain unserved
in the optimal solution. When a demand point is left unserved, a fixed penalty
needs to be incurred. By this, it is tried not to serve demand points, that influ-
ence the multi-service location assignment disproportionately. In turn, the solu-
tion balances the total opening costs of locations and services on the one hand,
and the total penalty costs on the other hand.

The optimality criterion of the MSCFLP-PC is the total costs of the solution,
which consists of both the opening costs of the access locations and the service
access points, and the overall penalty costs. Next to this optimality criterion,
the solution is evaluated with respect to the service levels of the various services.
The service level su of service u ∈ F is defined as the percentage of demand that
is satisfied in the solution. It is mathematically defined in Eq. (12).

su =

∑

i∈Gu

∑

j∈L
suij

∑

i∈Gu

dui
· 100%, ∀u ∈ F (12)

In Table 4, the results of the MSCFLP-PC are displayed. It shows for every
instance the service levels, the objective value, the gap, and the time until the
solver has been terminated. Furthermore, it displays the cost savings that are
obtained by introducing partial covering to the problem relative to the MSCFLP
solution. The penalty parameters are equal to 500, 250, and 1,500 as provided
in Table 3.

Different conclusions can be drawn from the results of Table 4. First of all, we
see that for instances 1 and 3 a similar solution as the MSCFLP in [6] is obtained.
Here all service levels are 100%. Most likely this result is caused by the size of the
instances. The instances are relatively small, as only a limited number of services
are opened in the MSCFLP solution. Only one service access point of the Alarm
service can cover the whole subarea, and in turn it can serve all Alarm demand
points. From this observation, combined with the fact that the penalty for the
Alarm service is high, we conclude that it is optimal to open one Alarm service.
Given that at least one location needs to be opened, the other services can be
offered cheaply, and thus it will not be optimal to serve the customers partially.
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In contrast, the solution of instance 2 differs from the MSCFLP solution despite
the fact that the instance is also small in size. Particularly, in the best found
solution of this instance, one of the WiFi demand points is left unserved. In the
MSCFLP solution a relatively expensive WiFi service access point serving only
four demand points has been opened. Thus, it is reasonable to close one of the
access locations, and serve the demand points only partially. Since a single WiFi
demand point is unserved in the MSCFLP-PC solution instead of four, it can be
concluded that three of the demand points could be served by another service
access point, which results in a cost saving of 5, 000 + 300 − 500 = 4, 800.

Furthermore, from Table 4 it can be concluded that partial covering is useful
for the SVC service in the solution of instance 4. It yields a cost saving of
100. The solution of the MSCFLP and the solution of the MSCFLP-PC for
instance 4 are geographically displayed in Figs. 3(a) and (b). For instance 4 it
holds true that a single SVC service access point cannot serve all SVC demand
points, because it cannot reach all demand points from a single access location.
However, by excluding one of the SVC demand points, that has a demand of
one, a single service access point can serve and reach all SVC demand points.
Since the penalty cost parameter exceeds the opening cost parameter of the SVC
service by a 100, it is optimal to not satisfy the demand of the demand point.
In turn, fewer SVC service access points need to be opened compared to the
MSCFLP solution.

From the first four instances it can be concluded that it is mainly the surface
and the shape of the subarea that determines whether it is optimal to apply
partial covering. For these areas it holds true that a single Alarm service can
cover the whole surface and thus partial covering is not applied that often.
From instance 4 onwards the instances span a larger area and contain more
demand points, which implies that partial covering is of greater value. Especially

Table 4. Results of the MSCFLP-PC. It lists for every instance and every service the
service levels, objective value of the solution, the running time of the solver, and the
cost savings that are obtained compared to the MSCFLP solution of [6].

Inst. s1 (%) s2 (%) s3 (%) Obj. Gap (%) Time (s) Cost sav. (%)

1 100.0 100.0 100.0 11,100 0.0 1.8 0.0

2 98.6 100.0 100.0 16,900 0.0 28.4 22.1

3 100.0 100.0 100.0 48,200a 3.7 4.3 0.0

4 100.0 88.9 100.0 85,550a 3.9 6.0 0.1

5 93.7 64.5 96.0 29,950a 6.6 43,200.0 21.5

6 38.1 55.1 98.1 69,900a 4.3 228.0 30.2

7 99.5 97.9 100.0 228,700a 1.9 266.7 1.3

8 99.1 86.2 100.0 1,595,350a 4.2 43,200.0 7.2

9 99.3 89.8 99.8 2,003,800a 4.6 42,297.7 8.6
aThe solver is terminated according to the stopping criteria as defined in [5].
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Shared Location
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Wi-Fi

(a)

Locations
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(b)

Fig. 3. In this figure both the solution of the MSCFLP (a) and the solution of the
MSCFLP-PC (b) are geographically displayed for instance 4. The yellow stars, dots,
and circles, correspond to the service access points, demand points, and the covered
area of the WiFi service. Similarly, the red, and blue objects of the figure correspond
to the SVC, and Alarm service, respectively. (Color figure online)

in instance 6, where the service level of the WiFi service drops to 38.1%. The
WiFi demand points in instance 7 are much more clustered compared to instance
6, which makes it reasonable that its service level will exceed the service level of
the WiFi service in instance 6.

Lastly, some demand points of instances 8 and 9 are left unserved in the
solution of the MSCFLP-PC. Especially SVC demand points are left unserved
in the MSCFLP-PC, which is reasonable since both instances contain demand
points that have high demands. This observation, combined with the fact that
these demand points are not always located near a set of WiFi demand points,
implies that an additional access location should be opened. In turn, this access
location is a service access point for the SVC service only, so high cost savings
are obtained in the MSCFLP-PC solution by serving only a fractional part of
the set of SVC demand points.

6 Sensitivity Analysis

We start our sensitivity analysis by investigating the effect of fj > 0 on the
solution, which is the opening cost of location j ∈ L. A fixed value is set for
all locations. Second, the impact of the penalty cost parameter pui is evaluated,
which is the penalty cost of service u ∈ F for not meeting demand of demand
point i ∈ Gu. Similarly, fixed values are chosen for the penalty cost parameters
and both the effects of individual as well as simultaneous increases in the penalty
costs are evaluated.

The penalty parameters pui are rather arbitrarily selected in Sect. 4.2. There-
fore, in this section the effect of these parameters on the MSCFLP-PC solution
is investigated by use of two approaches. First, various penalty parameters are
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considered that are multiples of the penalty parameter values of Table 3. Sec-
ond, we vary over one of the penalty parameters and investigate the effect on
the MSCFLP-PC solution while fixing the other penalty parameters.

We consider a multiplication factor m ∈ Q such that the penalty cost vector
of services u ∈ F equals pui = m[500; 250; 1, 500]. All other parameters values
are taken from Table 3. In Fig. 4(a) and (b) the service levels are plotted for
instances 7 and 8, respectively. Again, two extreme cases can be identified. If
the multiplication factor is rather small (i.e., m ≤ 0.11), penalties are small
as well, which implies that the services levels are equal to 0%. If, on the other
hand, the multiplication factor is rather large (i.e., m ≥ 2), the services levels
are (almost) equal to 100% due to the high penalty values. In between these two
extreme cases, service levels are monotonically increasing functions of m (see
Fig. 4).

For m ≥ 0.12 nonzero services levels are achieved. This results from the fact
that both instances contain some location, that can serve many demand points.
As an example, consider instance 7. In this instance there is an access location
that can reach a set of demand points consisting of 30 WiFi demand points, 20
Alarm demand points, and 11 SVC demand points which have a total demand
of 14. For m ≤ 0.11 the total penalty costs for this set of demand points is
smaller are equal to 5, 335, which falls short on the sum of all opening costs, i.e.
fj +

∑

u∈F
cuj = 5, 800. Thus, for m ≤ 0.11 it is optimal to not serve all demand

points. However, for m = 0.12 the total penalty costs of the set of demand
points are equal to 5, 820 > 5, 800, so it is optimal to serve at least some of
the demand points. Services levels are monotonically increasing functions of the
multiplication parameter m and they converge to 100%.

We continue to explore the impact of the penalty parameters by varying
one penalty parameter while fixing the other penalties at the values provided
in Table 3. Again instance 7 is taken to compare the different penalties. The
penalty parameters are evaluated on the interval [0, fj + cuj + 1]. The cost of
serving a demand point i having demand for service u from an access location
j, that is a service access point of this service only and serves only this demand
point, is equal to fj + cuj . Whenever the penalty parameter exceeds this value,
it is optimal to serve all demand points having demand for service u ∈ F . In
turn, a penalty parameter exceeding the right boundary of the interval yields a
service level of 100% for service u, and thus the service level will converge on
the considered interval.

In Fig. 5 the service levels are plotted for various values of the penalty param-
eter of the WiFi service (a), the SVC service (b), and the Alarm service (c). From
the different figures it can be concluded that the service levels are monotonically
increasing functions of the penalty parameters. Figure 5(b) shows that the SVC
penalty parameter p2i has no impact on the service level of both the WiFi and
Alarm service. For p2i ≥ 0 the service levels are equal to s1 = 99.92% and
s3 = 100.00%.
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Contrary to the SVC service, the penalty parameters of the WiFi and Alarm
service do affect the service levels of the other services (see Figs. 5(a) and (c)).
Furthermore, Fig. 5(c) shows that relatively high service levels are attained for
the WiFi and SVC service (i.e., s1 = 99.92% and s2 = 95.74%) when the penalty
parameter of the Alarm service is equal to 0. This result may be caused by the
fact that the WiFi demand points in instance 7 are highly clustered and SVC
demand points are in general located in the neighbourhood of WiFi demand
points. This implies that SVC demands can be served from the same access
location as WiFi demand points, and thereby serving both set of demand points
is cheap. The fact that on average 29.5 WiFi demand points are served per service
access point if p3i = 0 underpins this conjecture. Similarly, Fig. 5(a) shows that
the service level of the Alarm service is high (i.e., s3 = 97.83%) for p1i = 0. This
result is easily explained by the fact that the penalty parameter of the Alarm
service is high (i.e., p3i = 1, 500), and thereby it is efficient to serve almost all
Alarm demand points. Lastly, Figs. 5(a) and (c) show that the service level of
the SVC service converges to a limit of 97.87% for the various values of p1i and
p3i . This result is easily explained by the fact that instance 7 contains one remote
SVC demand point, which corresponds to 2.13% of the total SVC demand.
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(a) Service level for instance 7.
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(b) Service level for instance 8.

Fig. 4. Plot of the service levels for instance 7 (a) and instance 8 (b) for various values
of the multiplication factor m.

Summarising, relatively high service levels are achieved for the current set of
penalty parameters. Multiplying the vector of penalty costs with a number close
to one has only a small effect on the solution. If, on the other hand, individual
changes are considered, the WiFi penalty parameter particularly has an effect on
the service levels of the other services. Contrary to the WiFi penalty parameter,
the SVC penalty parameter does not affect the service levels of the other services.
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(a) Service level as function of penalty for instance
7 (WiFi).
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(b) Service level as function of penalty for instance
7 (SVC).
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Fig. 5. Plots of the service levels for instance 7 for various values of the penalty param-
eter of the WiFi (a), SVC (b), and Alarm (c) service.

7 Discussion

In this paper we considered the problem of assigning multiple services to access
points. We extended the Multi-Service Capacitated Facility Location Problem
(MSCFLP) by allowing for partial satisfaction of demand. For this extended
problem, the Multi-Service Capacitated Facility Location Problem with Partial
Covering (MSCFLP-PC) is introduced and defined. It extends the MSCFLP
by relaxing the limitations on demand fulfilment and associating penalty costs
with it. We analysed the performance of the solution of a number of cases and
performed some simulations to analyse the impact of cost parameters on the
solution.

Results show that partial covering is an effective means to lower costs. Even
discarding only a couple of demand points for service can yield large cost benefits.
By allowing for partial covering, cost benefits are obtained for some experiments
that improves the location assignment, while service levels are decreased by only
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a relatively small percentage. Our sensitivity analysis shows that small changes
in the current set of location cost and penalty cost parameters will only have a
minor effect on the solution.

Future work could focus on the alternative problem formulations for the
extended model. Although it is believed that the current formulation suits the
problem best in general, there might be situations in which one of the following
alternative formulations would be preferred. One different approach is to include
a universal access location, that has a finite capacity, but infinite range and lost
sales costs equal to zero. This implies that only a fixed number of demand points
can be served by the universal access location, which results in an upper bound
on the number of unserved demand points, and thus a lower bound on the service
level. The second alternative problem formulation is based on the model proce-
dure in which (at least) k-out of n constraints should hold. This is a generalisa-
tion of the either-or modelling procedure in which either one of two constraints
should hold, but not both. It introduces an additional binary variable for each
constraint and an additional constraint on these binary variables. Two papers in
literature in which this procedure is used to incorporate partial covering are the
papers by [4] and [10]. An alternative here is using penalty constraints. The third
and last proposed research direction is the use of goal programming. This is an
approach in multi-objective optimisation, which extends linear programming to
deal with multiple (probably conflicting) optimisation criteria. To every criteria
a goal (target value) is assigned, and undesirable deviations from this goal are
minimised in the objective function.
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Abstract. This paper introduces the Multi Service Modular Capaci-
tated Facility Location Problem, which extends the Multi Service Capac-
itated Facility Location Problem by allowing for modular capacities. This
extension can lead to significant costs benefits, especially in dense areas.
Two heuristics are proposed to solve the problem: the Extended Pric-
ing Heuristic (EPH) and the Extended Covering Heuristic (ECH). The
ECH gives better results, but its feasilibity is dependent on the choice
of the parameters. The EPH does not have this problem and has lower
computation times for large instances.

Keywords: Smart city infrastructure planning · Multi service ·
Coverage · Modular systems

1 Introduction

In smart cities a variety of services will be provided to inhabitants. The range of
applications will be found on service directions such as energy, sanitation, health
care, transportation, farming, governance, automation, manufacturing etc. [1].
Internet of Things (loT) provides for intelligent Machine-to-Machine (M2M) and
Machine-to-User (M2U) communication and enables provision of the essential
services. A set of such services and the intelligent infrastructure form the basis
of what is now known as Smart Cities. The basis for this intelligent infrastructure
is the access network, which connects access points by fibres to a core network.
The smart city access network should be efficient in covering the demand, for all
the services together. The demand can be seen as the set of clients spread over a
city requiring a certain service. Examples of services are Wi-Fi, motion detection,
alarms, air quality meters and traffic density meters. For this, the Multi-Service
Location Set Covering Problem was introduced by Vos and Phillipson [15], in
which multiple service-providing boxes are placed across the city. Lamppost
are used as potential spots for offering smart city services. This distribution is
done such that the demand of all clients is covered, for all services, at minimal
costs. Hoekstra and Phillipson [10,11] extended this problem formulation with
c© Springer Nature Switzerland AG 2019
K.-H. Lüke et al. (Eds.): I4CS 2019, CCIS 1041, pp. 97–108, 2019.
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capacity constraints resulting in the Multi Service Capacitated Facility Location
Problem (MSCFLP). This means that the number of clients that one box can
serve is limited. Solutions were obtained by sequentially distributing the boxes
by a series of Integer Linear Problems (ILP).

The capacitated problem can be seen as the problem where only one box
per service can be placed at every spot, having a specific capacity. However,
in practice it is often possible to place multiple boxes of a service at the same
spot or to enlarge the capacity of a box with discrete steps. For this practi-
cal application, this paper introduces the Multi Service Modular Capacitated
Facility Location Problem (MSMCFLP) which extends the MSCFLP by allow-
ing for modular capacities. This problem was not studied earlier. Two heuristics
are proposed to solve this problem: the Extended Pricing Heuristic (EPH) and
the Extended Covering Heuristic (ECH). The EPH is an extension of a greedy
heuristic, whereas the ECH is an extension of a Lagrangian heuristic. First of
all, a literature review is given in Sect. 2. In Sect. 3, the problem formulation is
introduced whereafter the heuristics will be presented in Sect. 4. The results are
discussed in Sect. 5 and finally the conclusion is given in Sect. 6.

2 Literature Review

The MSCFLP is introduced by Hoekstra and Phillipson [10] and not studied
elsewhere. Most studies focus on one service and elaborates on the Capacitated
Facility Location Problem (CFLP), for which many extensions exists. A short
overview on this topic is given. Besides, the Set Covering Problem (SCP) is
regarded in this review, because it is used in one of the heuristics.

The Facility Location Problem (FLP) is an extensively studied problem in
literature. The objective is to minimise the costs while serving all customers.
The costs consists of the placement costs of facilities and the transportation
costs between the facilities and the demand points. There are two versions: the
capacitated (CFLP) [13] and the uncapacitated (UFLP) [6] one. Both problems
are known to be NP-hard, which can be proved by a reduction from Vertex Cover
[8]. The capacitated version puts an additional restriction on the capacity of the
facilities. Both the UFLP and the CFLP allow that multiple facilities serve a
fraction of the demand. Of course, adding the integrality constraint will make
the problem more difficult. This results in the Single-Source Capacitated Facility
Location Problem (SSCFLP) for which many heuristics are proposed in litera-
ture. Most heuristics are Lagrangian in which a constraint is relaxed. Examples
are the relaxation of the capacity constraint as in [12] and the relaxation of the
assignment constraint as in [14]. Besides, several meta-heuristics are proposed
such as the iterated tabu search in [9].

There are many extensions of the CFLP. An example is the Modular Capac-
itated Location Problem (MCLP) in which different facility types can be chosen
[4]. In this work, different ILP formulations are given, which resulted in different
Lagrangian relaxation procedures. These heuristic methods provide satisfactory
results regarding optimality gap and computation time. In addition, this prob-
lem was extended with the single source property in [5] which resulted in the
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Single Source Modular Capacitated Plant Location Problem (SSMCPLP). A
Lagrangian heuristic was used and improved by tabu search and local search
algorithms. Also for this problem, satisfactory results were obtained.

The SCP is a simplification of the SSCFLP, which can be obtained by omit-
ting the capacity constraint and setting all connection costs cij equal to zero.
Nevertheless, Garey and Johnson [7] proved that the problem is NP-hard. The
SCP is an extensively studied problem in literature, for which many heuristics
exist. An example is the Lagrangian heuristic of Beasley [2], which is shown to
be very efficient. The Lagrangian parameter λ is updated by subgradient optimi-
sation. However, for large instances the computation times are still high. Ceria
et al. [3] showed that the computation times can be reduced by defining the
core problem. This is nothing more than only regarding the sets with the low-
est costs, while keeping all items included in a minimum number of sets. Vos
and Phillipson [15] showed that this combination of Lagrangian relaxation and
defining the core problem performed very well on the Multi Service Location Set
Cover Problem (MSLSCP).

3 Problem Formulation

In this section, the Multi Service Modular Capacitated Facility Location Problem
(MSMCFLP) is introduced. First of all, some definitions are needed.

– A demand point requires a certain quantity of one service and is given by
coordinates. For example, a home address where a Wi-Fi connection of a
certain bandwidth is needed.

– A location is a potential spot from where services could be provided. A loca-
tion is given by coordinates and can for instance be a lamppost.

– An access location is a location that is opened to equip with one or more ser-
vices. For example, a lamppost that is connected by fibre and has a electricity
connection.

– A service access point is a box providing a certain service and can only be
placed on access locations. This can for instance be a Wi-Fi router.

In the MSCFLP only one service access point for each service is allowed on every
access location, which has a strict capacity. However, in practice one could expect
that multiple service access points of the same service can be placed on one access
location, enlarging the capacity in modular steps. This extension is in literature
only studied by considering one service. Allowing modular capacities may also
lead to significant costs savings in the multi-service context. Therefore, a new
problem is introduced in this paper, the Multi Service Modular Capacitated
Facility Location Problem (MSMCFLP).

Let L be the set of all locations, F the set of all services and Gu the set of all
demand points for service u ∈ F . The sets Gu are disjoint which implies that all
demand points have demand for only one service. The parameters are defined in
Table 1.
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Table 1. Parameters of the MSCFLP

Parameter Range Description

au
ij {0, 1}

{
1 if demand point i ∈ Gu can be served from location j ∈ L for service u ∈ F
0 otherwise

fj [0, ∞) opening costs of location j ∈ L
cuj [0, ∞) equipping costs of one service access point of service u ∈ F on location j ∈ L
du
i N

+ demand of demand point i ∈ Gu for service u ∈ F
ηu
j N

+ capacity of one service access point of service u ∈ F on location j ∈ L
κu
j N

+ maximum number of service access points of service u ∈ F on location j ∈ L

Note that du
i , ηu

j and κu
j are restricted to be a positive integer. A demand

point or location can be removed if respectively the demand, capacity or maxi-
mum number of service access points is equal to zero. It is assumed that the total
equipping costs are linear in the number of service access points, which means cu

j

is constant. Furthermore, κu
j can be determined based on practical reasons. This

setup is very general to allow for different sizes of locations and service access
points. The MSCFLP is equal to the MSMCFLP with the additional constraint
that κu

j = 1, ∀j ∈ L,∀u ∈ F . In this way, the MSLSCP is equal to the MSCFLP
without the capacity constraint.

The decision variables are presented in Table 2.
Note that the upper bounds of xu

j and su
ij are induced by the choice of the

parameters. By this construction, the decision variables xu
j are binary in the

MSCFLP. The formulation of the ILP is as follows:

min
∑

u∈F

∑

j∈L
cu
j xu

j +
∑

j∈L
fjyj , (1a)

such that

xu
j ≤ κu

j yj ∀j ∈ L,∀u ∈ F , (1b)
∑

i∈Gu

su
ij ≤ ηu

j xu
j ∀j ∈ L,∀u ∈ F , (1c)

∑

j∈L
su

ij ≥ du
i ∀i ∈ Gu,∀u ∈ F , (1d)

su
ij ≤ au

ijd
i
u ∀i ∈ Gu,∀j ∈ L,∀u ∈ F , (1e)

su
ij ∈ {0, 1, . . . , di

u} ∀i ∈ Gu,∀j ∈ L,∀u ∈ F , (1f)

xu
j ∈ {0, 1, . . . , κu

j } ∀j ∈ L,∀u ∈ F , (1g)

yj ∈ {0, 1} ∀j ∈ L, (1h)

The goal is to minimise the total costs (Eq. 1a), which consists of the costs
regarding the opening and equipping of locations. Important to notice is that
there are no connection costs involved, since it is assumed that these are zero.
Constraint 1b ensures that only access locations can be equipped and restricts
the maximum number of service access points on an access location. The capacity
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Table 2. Decision variables of the MSMCFLP

Variable Range Description

yj {0, 1}
{
1 if location j ∈ L is an access location

0 otherwise

xu
j {0, 1, . . . , κu

j } number of service access points of service u ∈ F on access location j ∈ L
su
ij {0, 1, . . . , di

u} quantity of service u ∈ F from location j ∈ L to demand point i ∈ Gu

constraint is forced by Constraint 1c. Constraint 1d ensures that all demand is
served. Constraint 1e restricts that service access points can only serve demand
points in their corresponding range. Note that this formulation allows that the
demand of a demand point can be served by multiple service access points,
each serving a unitary fraction of the demand. The solution space is given by
Constraints 1f, 1g and 1h. The solution space can be decreased by removing the
variables su

ij for which au
ij = 0. By doing this, the number of decision variables

decreases and Constraint 1e becomes redundant.

4 Heuristics

In Hoekstra and Phillipson [10], it is shown that the computation times of large
instances using ILP-solvers for the MSCFLP is high. Besides, there are relative
high gaps between lower bounds and objective values, even after long computa-
tion times. It is expected that this remains the case for the MSMCFLP, since
this problem contains a larger solution space. Therefore, two heuristics are pro-
posed to solve the MSMCFLP: the Extended Pricing Heuristic (EPH) and the
Extended Covering Heuristic (ECH). They are explained in Subsect. 4.1 and 4.2,
respectively. In addition, an expectation of their performance is given in each
subsection.

4.1 Extended Pricing Heuristic

This heuristic consists of the following two phases.

1. Find a feasible solution for the MSMCFLP using the Pricing Heuristic.
2. Solve the MSMCFLP using the exact method on the restricted problem with

the opened locations obtained in the first phase.

In the first phase, the Pricing Heuristic finds a feasible solution for the whole
problem in a greedy way. Thereafter, the ILP formulation (Eq. 1) is applied to
the restricted problem to improve the number of service access points and access
locations. The restricted problem contains all the demand points and only the
locations that are opened in the first phase. Note that the second phase always
gives a feasible solution, since the solution of the first phase is already feasible.
On the other hand, the Pricing Heuristic is not expected to give the best results
in the first phase by its greedy nature. The second phase gives optimal solutions
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for the restricted problem by an ILP solver. However, this can result in high
computation times, especially for large instances.

The Pricing Heuristic iteratively equips access locations with ‘cheap’ service
access points till all demand points are served. An overview of the algorithm can
be found in Algorithm1.

Algorithm 1. Pricing Heuristic
1 while Not every demand point is served do
2 Calculate price of service access points;
3 Equip access location with cheapest service access point;
4 Sort demand points of selected service access point on their

reachability;
5 while Capacity of selected service access point is not exceeded do
6 Serve least reachable demand points by selected service access

point;
7 end
8 Update costs, demand points, service access points;
9 end

The price of a service access point of service u on location j is calculated as
in Eq. 2.

Pu
j =

number of unserved demand points of service u in range of location j

costs of equipping location j with service u
(2)

The reachability of a demand point is calculated as the number of possible
service access points that can still serve the demand point. The last step in the
algorithm consists of updating the variables. The costs are updated, since the
opening costs only have to be paid once for each location. This means that after
this step only equipping costs have to be paid at this location. The served demand
points are left in the next iteration. Finally, if location j is already equipped with
κu

j service access points of service u, no more service access points of that service
can be placed on location j.

4.2 Extended Covering Heuristic

This heuristic also consists of two phases, but the first phase is different.

1. Find a feasible solution for the MSLSCP (no capacity constraints).
2. Solve the MSMCFLP using the exact method on the restricted problem with

the opened locations obtained in the first phase.

In other words, a coverage of the demand points is found in the first phase.
In the second phase the capacity restriction is incorporated by solving the ILP
formulation on the restricted problem, which boils down to adding multiple
service access points to the access locations. It is important to remark that a
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low κu
j can lead to infeasible solutions as not enough service access points can

be placed to serve all demand points. Different methods can be applied to find
a solution in the first phase. In this paper the Sequential Set Covering Heuristic
of Vos and Phillipson [15] is used. Similar to the ECH, the second phase gives
optimal solutions for the restricted problem by an ILP solver.

5 Results

First of all, the experimental design is addressed in Subsect. 5.1. In Subsect. 5.2,
the effects of allowing for modular capacities are presented. Finally, a comparison
is made between the results of the EPH and the ECH in Subsect. 5.3.

5.1 Experimental Design

The same experimental design is used as in Hoekstra and Phillipson [10].
Lampposts are taken as locations which can be equipped with three services:
Wi-Fi, Smart Vehicle Communication (SVC) and Alarm. Every service has its
own set of demand points and every demand point requires only one service.
The coordinates of the locations and demand points are based on real data. All
demand points are located inside the region boundary that is based on the lamp-
posts. Home addresses are taken as Wi-Fi demand points, all with demand equal
to one. The SVC demand points are based on the roads. The demand of these
points can vary between one, two and three, depending on the traffic density of
the road. The Alarm demand points are equally spread over the region boundary
and have a demand equal to one. The instances differ from each other in size
and density. The sizes of the instances can be found in Table 3. Instances 1–7
are referred to as small, whereas instance 8 and 9 are referred to as large.

The number of locations is relatively high compared to the number of demand
points, taking into account the above defined capacities. For example, one Wi-Fi

Table 3. Overview of the sizes of the instances.

# Demand points

Instance # Locations Wi-Fi SVC Alarm Total

1 33 47 3 9 59

2 77 73 8 15 96

3 99 260 9 13 282

4 102 462 8 15 485

5 400 111 20 25 156

6 782 21 93 104 218

7 516 1,241 42 46 1,329

8 6,079 8,106 397 326 8,829

9 6,981 10,122 528 431 11,081
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access point can serve thirty demand points, which implies that many locations
will not be opened. However, this is only the case for dense instances in which the
demand points and locations are close to each other. It is expected that relatively
more locations are opened in sparse instances. An overview of the properties of
the services can be found in Table 4. It is chosen to take the parameters equal
for all locations.

Table 4. Overview of the parameters of the services.

Number u Name Range Costs cu
j Capacity ηu

j Demand du
i

1 Wi-Fi 100 300 30 1

2 SVC 200 350 15 1, 2, 3

3 Alarm 300 150 ∞ 1

Note that the range is defined in metres and it is assumed that the coverage
area of every service is circular. This allows us to determine the coverage elements
au

ij based on the haversine distance between the locations and demand points.
The opening costs of a lamppost are taken equal to fj = 5, 000 for all locations.
For simplicity, it is chosen to take κu

j = κ the same for every location and service.
Consequently, κ is set equal to 10 to enhance the feasibility of the ECH. This
means that every access location can be equipped with ten service access points
of every service.

Finally, the heuristics are programmed in MATLAB. The CPLEX solver is
used to solve the ILP in the second phase of both heuristics using a branch-
and-bound algorithm. The solver is terminated when the gap between the lower
bound and objective value is less than 0.1%.

5.2 Effects of Modular Capacities

In this subsection, the effects of allowing for modular capacities are discussed.
The results of the exact method on the MSCFLP, the EPH on the MSMCFLP
and the ECH on the MSMCFLP can be found in Tables 5, 6 and 7, respectively.

The exact method only has low computation times for the very small
instances. The number of access locations is in most cases (almost) equal to
the number of Wi-Fi access points. The number of service access points for SVC
and Alarm are much lower, which means that many access locations are only
equipped with one Wi-Fi access point. This stipulates the potential cost benefit,
by allowing for modular capacities.

The EPH has low computation times for instances 1–7 and higher compu-
tation times for instance 8 and 9. However, this is proportional in the instance
size. One could see that multiple service access points are opened on one access
location. Take for example instance 1, one access locations is equipped with two
Wi-Fi, one SVC and one Alarm access points.
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Table 5. Objective values, computation times and number of service access points and
access locations of the exact method on the MSCFLP. Instances marked with a † did
not terminate within 12 h.

# Service access points

Instance Objective Time (s) # Access locations Wi-Fi SVC Alarm

1 11,100 1.1 2 2 1 1

2 21,700 22.1 4 4 1 1

3 48,200 4.9 9 9 1 1

4 85,650 6.4 16 16 2 1

5† 38,150 43,200.0 7 6 3 2

6 100,200 171.8 18 11 15 11

7 231,600 316.6 43 43 8 6

8† 1,718,450 43,200.0 319 310 69 42

9† 2,192,800 43,200.0 408 386 83 53

Table 6. Objective values, computation times and number of service access points and
access locations of the EPH on the MSMCFLP with κ = 10.

# Access locations # Service access points

Instance Objective Time (s) Intermediate Final Wi-Fi SVC Alarm

1 6,100 1.8 1 1 2 1 1

2 17,050 1.8 4 3 4 2 1

3 23,200 1.7 5 4 9 1 1

4 30,650 1.9 5 5 16 2 1

5 34,100 1.6 7 6 8 4 2

6 131,250 2.2 24 24 11 18 11

7 126,250 2.9 22 22 44 7 4

8 907,800 32.7 167 158 306 61 31

9 1,167,850 38.0 211 204 375 83 42

The benefit of allowing for modular capacities can be seen by comparing
Table 5 with Table 6. The objective values of the EPH are lower than the objec-
tive values of the (non-modular) exact method for almost all instances. This
can be explained by the difference between the number of access locations. Both
methods need a similar number of service access points, but the number of access
locations is lower for the EPH. The high opening costs fj compared to the equip-
ping costs cu

j , result in the significant difference between the objective values.
The exception is instance 6, in which the EPH needs more access locations which
yield in a higher objective value. This is due to the sparseness of the demand in
this instance.
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Table 7. Objective values, computation times and number of service access points and
access locations of the ECH on the MSMCFLP with κ = 10.

# Access locations # Service access points

Instance Objective Time (s) Intermediate Final Wi-Fi SVC Alarm

1 6,100 3.5 1 1 2 1 1

2 17,050 3.2 3 3 4 2 1

3 23,200 4.2 4 4 9 1 1

4 30,650 3.1 5 5 16 2 1

5 38,450 3.0 7 7 7 3 2

6 110,050 3.4 21 20 10 15 12

7 111,900 4.0 19 19 45 8 4

8 804,200 571.2 138 137 309 62 32

9 1,028,900 286.1 180 177 366 79 43

For illustrating purposes, the graphical representation of both solutions on
instance 1 can be found in Figs. 1 and 2. The exact method needs two access
locations for two Wi-Fi service access points to satisfy the demand. This induces
the two Wi-Fi ranges in Fig. 2. On the other hand, the two Wi-Fi access points
are placed on one access location in the EPH. All demand points can be reached
from that location, but two Wi-Fi access points are needed to satisfy the capacity
restriction. The saved access location results in a cost benefit of fj = 5, 000.

To be fair, the comparison between the exact method on the MSCFLP and
the EPH on the MSMCFLP is not consistent, because the problems are not
equivalent. However, it cannot be denied that allowing modular capacities results
in high costs benefits and makes the problem, surprisingly, easier to solve. The
disadvantage of the EPH is that is not known whether it is practically applicable
to equip an access location with multiple service access points of the same service.

Fig. 1. EPH on the MSMCFLP Fig. 2. Exact method on the MSCFLP
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5.3 Comparison of Heuristics

One could easily see that the objective values of the ECH are higher than those
obtained by the EPH, especially for the large instances. On the other hand, the
computation times of these instances are higher for the ECH, which is caused by
the Sequential Set Covering Heuristic in the first phase. Interesting to see is the
difference between the number of access locations after phase 1 (intermediate)
and in the final solution. The ECH almost needs all locations to satisfy the
capacity constraint after the covering in the first phase. The opposite happens
for the EPH, this method starts with a greedy solution which is optimised by an
ILP. Therefore, more access locations are saved in the second phase. Although
the number of access locations is lower for the ECH, approximately the same
number of service access points are used in both methods. This means that the
ECH is better able to choose locations, but the same number of service access
points are needed to serve all demand.

As said before, the advantage of the EPH is that it will always lead to
feasible solutions, regardless of the choice of the κ. The ECH can only produce
feasible solutions for sufficiently high κ. In instance 9, some access locations are
equipped with eight Wi-Fi service access points. Therefore, taking κ < 8 can
result in infeasibility, if the demand points cannot be served by other service
access points. Trial-and-error showed that this is already the case for κ = 6. On
the other hand, the EPH solves instance 9 for κ = 6 with an objective value of
1,177,800. Naturally, this is higher than the objective value in Table 6, but the
difference is only small.

6 Conclusion

In this paper, the MSMCFLP is introduced, which extends the MSCFLP by
allowing for modular capacities. It is shown that this extension can lead to
significant costs benefits in case of a high κ. The benefits are also dependent
on the density of the demand points. Otherwise, there is no reason for placing
multiple service access point on one access location. Two heuristics are proposed
to solve the problem: the EPH and the ECH. The ECH gives lower objective
values, but has higher computation times. Another disadvantage of this method
is its dependency on the choice of κ. To conclude, for sufficient high κ, the ECH
gives the best results. When regarding large instances or low values of κ, the
EPH will be the best method to solve the MSMCFLP.

A suggestion for further research would be to include a restriction on the
combination of service access points of different services on one access location.
An example of this can be seen in Eq. 3.

∑

u∈F
αuxu

j ≤ τjyj ∀j ∈ L (3)

The parameters can be chosen based on practical reasons. For example, either a
large service or two small services can be placed on an access location. In that
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case, the αu for the large service should be twice as large as the one of the small
service. Furthermore, note that for consistency reasons the following should hold.

⌊ τj

αu

⌋
≤ κu

j ∀j ∈ L,∀u ∈ F (4)

By this construction, Constraint 1b becomes redundant and can be removed. A
sensitivity analysis could be performed on the parameters to obtain the effect
on the objective value.
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Abstract. In this position paper we present IT-centered challenges that
lie in designing an architecture for a flexible, open, transferable, and
replicable smart city ecosystem spanning a plethora of suppliers and
systems. The background is the smart city and energy project +Cityx-
Change. Its vision is to enable the co-creation and development of Posi-
tive Energy Blocks in smart sustainable cities. It will include the devel-
opment of a framework and supporting tools to enable a common energy
market, supported by a connected community and city integration. It
will explore influences of the energy transition into city operations and
urban planning, the integration of e-Mobility as a Service (eMaaS) into
positive energy communities, and the growth of local trading markets
and new business models. Digitalization, open architectures, and open
data need to support these processes for open urban innovation in the
ICT-enabled city.
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1 Introduction

Smart Cities are becoming a pervasive topic of research and practice in a number
of disciplines. Smart City itself is in our understanding a strong multidisciplinary
field, combining many different stakeholder views and city-related disciplines
with digitalization and ICT support for more livable and sustainable cities.
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It combines cities, their inhabitants, smart digitalization, and societal aspects
[1,4,14,19,23].

We focus here on the ICT aspects in Smart Cities, and in particular, on how
to define a large-scale smart city IT architecture that spans multiple actors in
an open and collaborative way through an ecosystem approach. This means we
are not just aiming at an architecture for the operation of city systems in a
strict municipal sense, but rather at an open system approach that can include
actors from municipalities, public services, utilities, external companies, societal
groups, academia etc. into an open ecosystem.

The background and motivation for this paper is the EU H2020 funded
+CityxChange project that aims to develop Positive Energy Blocks (PEBs) in
smart cities and communities as part of emission reductions to reach the Paris
Climate Goals. The project background is described in Sect. 2.

We use approaches from the fields of complex systems, large-scale systems,
data platforms, and Enterprise Architecture (EA). Our conceptual approach
acknowledges the inherent complexity of smart cities and is designed to be open
to additional stakeholders in and around a city, and to enable smart city evo-
lution as an ongoing process. This goes hand in hand with an open innovation
approach [7,10] that follows a quadruple helix participation model of collab-
oration between cities and public bodies, industry and business, research and
academia, and citizens and civic society.

In this paper we thus focus on these communities, specifically on professional
stakeholders to enable them to connect and build upon the ecosystem, and on
citizens and private stakeholders to be able to participate in smart city develop-
ment, benefit from open systems and open data, and for all stakeholders to make
it easier to participate in smart city systems with lower entry barriers. We under-
stand the ICT landscape as a complex systems-of-systems, forming an evolving
ecosystem enabling openness and innovation. Based on these considerations, a
decision was made for a loosely coupled, distributed, service-based ecosystem
architecture instead of a monolithic, centralised, closed approach. Through this,
we focus on system integration and data exchange, open standards, and a refer-
ence architecture supported by Enterprise Architecture methods to ensure auton-
omy of individual systems, while providing overall guidance and cohesion for the
important collaboration and coordination aspects.

Open data, standards, IoT, etc. are a part of a smart city’s ICT landscape,
but many individual system specifications and data streams can be the respon-
sibility of individual systems and partners, based on a separation of concerns.
Finding the threshold between individual and overall responsibility and concern
is an interesting challenge. Then the overarching task focuses on the interplay
and orchestration of the different systems, coordination, joint data sources, joint
open standards, overall monitoring and evaluation. Then the ecosystem app-
roach becomes as much a technical challenge as one of stakeholder engagement,
participation, and coordination for a comprehensive smart city project.

The main objective of this paper is to discuss challenges, principles, and
solutions in developing an open ecosystem for Smart Cities that supports open
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innovation through openness, access, and stakeholders’ awareness throughout its
architecture.

The rest of this paper is structured as follows: Sect. 2 provides the background
and describes the +CityxChange project; Sect. 3 describes the technological chal-
lenges of ICT support for smart cities: Sect. 4 describes EA in the project and
provides an overview of its main methods; Sect. 5 describes the +CityxChange
ecosystem-of-services architecture approach. Section 6 provides a conclusion and
an outlook to future work.

2 Project Background

The +CityxChange project1 is developing and deploying Positive Energy Blocks
and Districts (PEB/PED) and scale these out as part of the European Clean
Energy Transition in cities. 32 partners, including 7 cities and industry and
research partners have joined forces to co-create these future energy systems.
It follows an integrative approach with a strong focus on city integration, open
innovation and replication ability. The approach combines:

– Integrated Planning and Design of Cities;
– Creation and Enabling of a Common Energy Market;
– CommunityxChange with all stakeholders of the city to create connected and

engaged communities.

The project is funded by the EU H2020 Smart Cities and Communities topic
SCC-1.2 The call revolves around the sustainable energy transition in cities
that should realize Europe wide deployment of Positive Energy Districts by
2050 through highly integrated and highly efficient innovative energy systems.
Of interest are not only the direct technical solutions, but the interaction and
integration between buildings, users, cities, the larger energy system, and the
implications and impact on city planning, city systems, energy trading, citizen
involvement, regulations, big data, digitalization, and socio-economic issues. A
Positive Energy Blocks is defined by the EU as several buildings that actively
manage their energy consumption and the energy flow between them and the
wider energy system. They achieve an annual positive energy balance through
use, optimization, and integration of advanced materials, energy reduction, local
renewable energy production and storage, smart energy grids, demand-response,
energy management of electricity, heating, and cooling, user involvement, and
ICT. PEBs/PEDs are designed as an integral part of the district energy system.
They should be intrinsically scalable up to positive energy districts and cities
and are well embedded in the spatial, economic, technical, environmental and
social context (see Footnote 2).

1 Positive City exChange http://cityxchange.eu/.
2 Smart Cities and Communities H2020-LC-SC3-2018-2019-2020, https://ec.europa.
eu/info/funding-tenders/opportunities/portal/screen/opportunities/topic-details/
lc-sc3-scc-1-2018-2019-2020.

http://cityxchange.eu/
https://ec.europa.eu/info/funding-tenders/opportunities/portal/screen/opportunities/topic-details/lc-sc3-scc-1-2018-2019-2020
https://ec.europa.eu/info/funding-tenders/opportunities/portal/screen/opportunities/topic-details/lc-sc3-scc-1-2018-2019-2020
https://ec.europa.eu/info/funding-tenders/opportunities/portal/screen/opportunities/topic-details/lc-sc3-scc-1-2018-2019-2020
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Solutions and demonstration projects will be first demonstrated in the Light-
house Cities (Limerick, Ireland and Trondheim, Norway) and will be replicated
in five Follower Cities (Alba Iulia, Romania; Sestao, Spain; Ṕısek, Czech Repub-
lic; Smolyan, Bulgaria and Võru, Estonia).

New forms of integrated spatial, social, political, economic, regulatory, legal,
and technological innovations will deliver citizen observatories, innovation play-
grounds and regulatory sandboxes linked to urban living labs, and Bold City
Visions to engage civil society, local authorities, industry, and RTOs to scale up
from PEBs to Positive Energy Cities, supported by a distributed and modular
energy system architecture.

3 Technology Objectives

The +CityxChange project spans many different objectives, however, in this
paper we focus on the technical objectives. Regulatory issues, citizen-centered
approaches, replication, or business models are out of scope. On the technical
and physical side, the underlying approaches and systems that drive the ICT
view are:

– development and deployment of PEBs,
– integration of local distributed renewable energy sources, and energy storage;
– connection of buildings and building systems to energy communities and mar-

kets;
– optimized energy system operation;
– connection to energy and district heating systems;
– smart metering;
– integration of electric vehicles;
– better mobility solutions by offering eMaaS;
– integrated planning and design; [17]
– digital platforms for community and stakeholder engagement;
– integration with city systems;
– open innovation supported by open data, hackathons, prototyping, etc.;
– monitoring and evaluation of the project through KPI data processing and

analysis;

Out of these arise the objectives for the ICT ecosystem architecture. The
project needs to create an overall ICT architecture and service-based ecosystem
to ensure that service providers of the +CityxChange project will develop, deploy
and test their services through integrated and interconnected approaches that
maintain an open approach.

In addition, the project needs to ensure that data can be transferred in an
open, accessible, interoperable, and secure manner through data integration and
exchange, and will further investigate new and emerging technologies such a
Distributed Ledger Technologies, e.g., IOTA and the generation blockchain as
additions to existing transfer, payment or transaction methods.
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4 Enterprise Architecture

Enterprise Architecture [15] can be a very powerful facilitator for complex
projects by playing an advisory role in the strategic level and a guiding role
in the implementation, and most importantly, helping to bridge between these
two levels in an enterprise or a project.

The Open Group in its EA Framework TOGAF describes EA as an activ-
ity focused on “understanding all of the different components that make up
the enterprise and how those components inter-relate”3. The Gartner Group’s
definition further highlights EA as a process that facilitates change, through
“principles and models that describe the enterprise’s future state and enabling
its evolution and transformation”4. EA is thus more than system architecture.
It’s concern is the overall ICT landscape and aligns the organizational business
strategy and its ICT implementation. That means EA is a full stack of business
architecture, data architecture, application architecture, technology architecture,
and security architecture. Traditional EA frameworks assume that it is possible
to describe in detail all ICT applications since they are usually deployed in-house
[6]. Thus, these frameworks may be challenged when EA is considered as an open
ecosystem which encompass several stakeholders, services, and cities that do not
necessarily have a central or purely hierarchical control.

We take the understanding that also a smart city or a smart city project
suits the enterprise view of EA to benefit from its framework and approach.
Here we model the project with its different actors in smart cities through an
EA approach, which is a viable approach if leaving out certain overly detailed
descriptions [12,16].

In the context of the +CityxChange project, the project-wide enterprise
architecture is then the process of translating the project’s cities’ visions into
demo projects and their development, implementation, and deployment by devel-
oping principles, requirements, models, and guidelines that enable the consis-
tent development of various components of demo projects and ensuring that
project deliveries are in compliance with the project’s and cities’ visions and
needs and contribute to the overall goals. EA can further help bridge between
the overall more strict development model of an H2020 project and the more
agile approaches for individual components and for the engagement of external
stakeholders.

Enterprise architecture can play at least four roles in the project: (1) as a
decision-support tool it can advise the project coordinators and task leaders to
manage the service portfolio of the project more efficiently by conducting realistic
gap analyses and overviews, (2) as an integration and interoperability tool it
can ensure that various stakeholders, service providers and ICT systems are
efficiently communicating with each other (ensuring organizational, semantic and
technical interoperability), (3) as a quality assurance tool it can monitor whether

3 http://pubs.opengroup.org/architecture/togaf8-doc/arch/.
4 https://www.gartner.com/it-glossary/enterprise-architecture-ea/.

http://pubs.opengroup.org/architecture/togaf8-doc/arch/
https://www.gartner.com/it-glossary/enterprise-architecture-ea/
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development of different ICT components in the project are in compliance with
project guidelines and city visions, and (4) as a communication tool it can ensure
the knowledge reusability and replicability within and outside of the project.

Performed thoroughly, EA can produce a huge number of artefacts that all
have their use in a large enterprise. Selecting the right ones for specific projects is
a challenging process. One of the most comprehensive taxonomies for describing
the artefacts from the views of the different stakeholders is provided by the
Zachman Framework5. More recently, TOGAF has become popular as it not
only recommends what to capture and describe, but also a process to conduct
EA projects. The TOGAF project Application Development Process (ADM)
also supports the evolution of the EA and change management process. For
example, care has to be taken to select the ICT solutions and artefacts with the
maximum impact to reduce overhead and deliver the most value in line with the
business objectives. TOGAF considers EA as a continuum and describes how
architectures can continuously evolve. This also aligns well with the smart city
approach, as shown in Fig. 1 and discussed below. It provides a set of foundation
(or reference) architectures (for the Business, Application, Data and Technology
architectures), which provide good starting points for EA.

It is then possible to adapt and refine a generic foundation architecture to
suit the domain or specific needs of the enterprise. An overview and comparison
of the main EA methods are provided in [21].

5 +CityxChange Ecosystem Approach

In this section, we describe our technical concept and framework towards a
reference architecture for the +CityxChange development and implementation.
The overall ecosystem will need to address the technical objectives detailed in
the previous section through a number of principles and challenges discussed
below.

The current situation of many smart city ICT systems is to go for a large
single-vendor solution. We do not find this optimal and not in line with iterative
municipal system approaches and hence, motivated by the city needs and the
project challenges, we propose to not build one centralised urban monolithic
platform, but instead to develop a flexible distributed service-oriented ecosystem.
It will focus on system integration, orchestration, and collaboration, through
open systems, integration of open data, and an Enterprise Architecture and
open ecosystem approach.

5 https://zachman.com/about-the-zachman-framework,
https://www.zachman.com/resources/ea-articles-reference/327-the-framework-for-
enterprise-architecture-background-description-and-utility-by-john-a-zachman.

https://zachman.com/about-the-zachman-framework
https://www.zachman.com/resources/ea-articles-reference/327-the-framework-for-enterprise-architecture-background-description-and-utility-by-john-a-zachman
https://www.zachman.com/resources/ea-articles-reference/327-the-framework-for-enterprise-architecture-background-description-and-utility-by-john-a-zachman
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5.1 Principles and Challenges

In order to reach the objectives set forward in the previous section, we design a
+CityxChange ecosystem that builds on the following principles:

API-driven and distributed service-oriented architecture as architecture
style for the ecosystem.

Loose coupling of components supports the previous point through indepen-
dent components, defined interfaces, encapsulation and information hiding of
internal structures of other components [18]. It offers flexibility and reusability
around adding, replacing, changing, and evolving components and a reduction
in system-wide effects.

Separation of concerns in the same line ensure that there is no need to run
everything on a common platform but allows for distribution of systems and
responsibilities. This also mandates the ability and necessity to use open
standards and interoperability of systems. It also allows for easier replicability
of individual parts of the project. This is a driving force for the project.

Individual system and data responsibility to ensure separation of concerns
and domain-specific systems working independently.

Enterprise architecture view to include the whole city context as discussed
in detail in Sect. 4.

Interoperability through Open standards and open APIs, open documen-
tation, open data models etc.

Replicability As a main objective, replicability means that solutions are generic
enough that they can be deployed in other cities and contexts, that the overall
solutions are sufficiently modularised, and that interfaces are well defined and
open to enable a solution work within a different deployment landscape.

Joint guidelines and data governance to ensure project-wide consistency
and joint understanding of the approach and needs.

Open by default is the approach taken by the project to ensure maximised
transparency and replicability. It should be reflected in all project work.

Open data open city data, open research data, etc. in line with FAIR principles
(making research data findable, accessible, interoperable and re-usable)6.

Enabling and facilitating systems open for everyone to ensure access not
only to data, but also to frameworks and systems as much as possible.

Citizen engagement Engagement of citizens and external stakeholders through
workshops, co-creation activities, early involvement, hackathons, open data,
etc. is an open-ended tasks. Being able to integrate any unexpected results
in an agile manner is a benefit and needs to be enabled properly

Open innovation as a guiding principle to enable meaningful connections and
contributions from city and citizens, industry, academia, and other stakehold-
ers [7,8,10].

6 Guidelines on Data Management in Horizon 2020, http://ec.europa.eu/research/
participants/data/ref/h2020/grants manual/hi/oa pilot/h2020-hi-oa-data-mgt en.
pdf.

http://ec.europa.eu/research/participants/data/ref/h2020/grants_manual/hi/oa_pilot/h2020-hi-oa-data-mgt_en.pdf
http://ec.europa.eu/research/participants/data/ref/h2020/grants_manual/hi/oa_pilot/h2020-hi-oa-data-mgt_en.pdf
http://ec.europa.eu/research/participants/data/ref/h2020/grants_manual/hi/oa_pilot/h2020-hi-oa-data-mgt_en.pdf
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Sustainability in both the ecological use of ICT [2] and the technical sus-
tainability of solutions for long-term use and migration options for after the
project.

Opening up and connecting silos is important since many existing systems
to be used may be rather closed. Making them open and interoperable is a
benefit for the project, but also for future work by others.

Reuse of existing knowledge from other Smart City and ecosystem project,
reusing existing frameworks, standards, etc. See the overview in Sect. 5.2.

Transformation and change, smart city projects as a hub and trigger for
change, as well as using existing transition projects to realise co-benefits [3]

Supporting digitalization and digital transformation.
Migration and integration of relevant parts after the project.

Fig. 1. Smart city co-evolution through city and ICT/EA views. Adapted from [11]

At their core, many smart city initiatives are change projects and part of the
digital transformation. This in turn means that frameworks and architectures
need to address issues of large-scale system evolution and transition [3]. This
also hold true for new smart city projects, as they do not operate on a blank
slate. Figure 1 shows a few key concepts around this, based on [11] and adapted
to this project space. It highlights the importance of including the city needs
and strategies, the internal and external constraints and stakeholders, and the
technological constraints and opportunities towards smart city co-evolution. The
depicted concept is strongly linked to open innovation and stakeholder engage-
ment through quadruple helix approaches, as discussed in Sect. 1.
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5.2 Ecosystem Architecture

Following the definition of an ICT ecosystem from the Open ePolicy Group
[13], the service-oriented ecosystem of +CityxChange encompasses not only the
data, applications and technologies, but also the policies, regulations, processes,
and stakeholders that together constitute the larger technology environment for
implementing +CityxChange solutions in each of the cities.

The overall ecosystem will need to address different scales of granularity
of systems and components ensuring interoperability and operation: individual
partner and city systems (existing and new, posing different interoperability and
integration challenges); individual demo projects; demo areas and sites within
cities; general project within a city; overall project, integrating all cities. In
addition, it needs to address the challenges raised above in Sects. 3 and 5.1.

We choose to follow an architecture style that moves away from central mono-
lithic systems to distributed service-oriented ecosystems in a systems-of-systems
thinking. We see this move in many other places. Foe example, the European
SCC-1 project calls are evolving. As one of the latest changes, there has been
a move away from central project-based systems. In part this is also based on
the expectation that partners are mature enough for the next step in the energy
transition and that smart cities will already have their own data platforms. This
opens the path towards a distributed architecture, which allows all partners to
operate their own systems towards a common project goal by focusing on an
ecosystem approach with suitable interfaces between systems.

Additionally, common architecture styles that follow layered and distributed
structures are being used more often, including for smart cities [22]. The TOGAF
method can be represented as a layered architecture, where the different views
(Business, Applications and Technology) could be considered as a layer. Thus,
it is not surprising that some of the smart city architectures reported in the
literature use a TOGAF-inspired layered approach.

The ESPRESSO Smart City Reference Architecture7 [9] is a major EU-
funded initiative. It is partly based on the TOGAF methodology and has selected
relevant architecture artefacts for Smart Cities, similar to our project. As shown
in Fig. 2, its conceptual reference architecture starts from the consumers of the
services at the top. It then identifies the services provided by the enterprise (busi-
ness services), the applications to support the services, the data services and the
data sources. The bottom layers include physical sensing devices to capture real-
time and survey data and their physical positions. Several cross-cutting services,
such as the security, auditing, communication, and collaboration services, as well
as integration, business intelligence, master data management etc. are linked to
all the layers. We in turn have drawn inspiration from the ESPRESSO layered
architecture and ability for decentralization.

7 ESPRESSO, systEmic Standardization apPRoach to Empower Smart citieS and
cOmmunities, 2016 http://espresso-project.eu/.

http://espresso-project.eu/
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Fig. 2. ESPRESSO smart city reference architecture. (Source: [9])

The ITU meta-architecture [11] follows a similar multi-tier or layered model.
It uses hard and soft infrastructure and surrounding layers defined as Natu-
ral Environment; Hard Infrastructure (Non ICT-based, such as urban infras-
tructure); Hard Infrastructure (ICT-based); Services (smart city services); Soft
Infrastructure (people, governance, software and data).

Closer towards concrete implementation, data models, and exchange formats,
FIWARE8 [20] is an extensive framework and library of a networked architecture
and an extensive list of data models for numerous entities and sensors/actuators
within a smart city and will help to ensure standard-compliance, along with other
relevant standards. It is a European project in line with the Digital Single Market
strategy, and ensures portability, interoperability and openness of services across
Europe.

Both Lighthouse Cities, Limerick and Trondheim, are part of the interna-
tional smart city network Open & Agile Smart Cities (OASC9). OASC has the
goal of creating and shaping the nascent global smart city data and services
market and, as our project, is driven by implementation and focused on open
platforms and citizen engagement. The Minimal Interoperability Mechanisms
(MIMs) approach inspires the replication task in our project, as MIMs are sim-
ple and transparent mechanisms, ready to use in any city, regardless of size or

8 https://www.fiware.org/developers/.
9 https://oascities.org.

https://www.fiware.org/developers/
https://oascities.org
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capacity. In practice, the OASC MIMs are a set of common (realtime) APIs to
access data, context information to structure data, and a common, but optional,
data platform to store and serve data. In addition, a reference architecture and
a reference implementation complete the set of MIMs.

5.3 Proposed Solution

The conceptual view of the service ecosystem high-level architecture for the
+CityxChange project is shown in Fig. 3. Following the ESPRESSO inspiration
and adopting the TOGAF approach, the consumers of the services are described
on the top layer, followed by the business services, which in this case are the
actual demonstration projects around energy, modeling, and citizen engagement.
This is followed by a governance, regulations, economy, and business model layer.
Considering the focus on energy markets and prosumers of energy, this is an
essential part of the service ecosystem of the +CityxChange project. As a side
not, a lot of the resulting business models and value creation are also based on
ICT approaches [5], but will be more than that and arise out of all aspects,
including participation. Below this, the soft ICT services such as models, appli-
cations, data services, storage, and systems are described. The hard ICT com-
ponents such as cloud infrastructure, smart grid, sensors, and other devices are
found below the soft ICT layer. At the bottom, a non-ICT layer is described,
identifying the physical context such as the energy hardware and controllers,
buildings, other infrastructure, or public spaces. Furthermore, components in
the service ecosystem are structured vertically according to the three themes of
the project, ((i) integrated planning and design, (ii) common energy market and

Fig. 3. Conceptual view of the +CityxChange service ecosystem high-level architec-
ture. (Source: +CityxChange project)
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(iii) CommunityxChange). On the side of this, and not pictured, is an EA cross-
cutting concern, comprising data and API repositories, user journeys, overall
interface and architecture guidelines and other resources of use for the overall
project development.

A recent Gartner report10 notes that the digital transformation requires
organizations to choose new modern architecture styles and suggests service-
oriented application architectures (SOA) Different styles of APIs, such as REST,
SOAP, enterprise buses and others such as microservices or miniservices allow
to abstract from individual partner and component details and easier include
other digital services and assets. This forces an agreement on communication
and interface definitions, structures, and workflows between systems, abstracting
from implementation details. This supports our choices, as well as the large-scale
software systems engineering literature that we do not go into detail at this time.

An open data platform will be established, supporting the “open by design”
driver. KPIs stemming from the project will be published in the overall KPI
system and by some cities in open data portals11. Note that the data to be
published there is not limited to the KPIs. Trondheim municipality intends to
open up as much data as possible, within legal boundaries, so third parties can
use this data to develop innovative solutions. Also, it aims to become a good
source of data for the university so students can work with real life data and
real life scenarios rather than textbook examples. The work with the open data
platform will not only be guided by the project, but will also find inspiration
in other distributed open data platforms and aims to combine data from many
different sources, some open, some national, some private. Partly to support
open data, and partly to support the projects decision support, open APIs, with
a clear description of the data models and functionality, will be provided, giving
external parties access through various entry points. This approach is being used
by multiple cities, and gives a chance to combine data nationwide.

6 Conclusion and Future Work

In this position paper we have presented IT-centered challenges that lie in design-
ing an architecture for a flexible, open, transferable, and a replicable smart city
ecosystem integrating a large number of stakeholders and systems. While we are
describing one EU H2020 smart city project, we believe the challenges, prin-
ciples, and initial solutions discussed here can be valuable for other projects,
supporting our replication aim.

The project’s vision is to enable the co-creation and development of Positive
Energy Blocks in smart sustainable cities in a holistic open innovation approach.
This paper has presented an overview of the technological challenges in designing

10 Gartner, Decision Point for API and Service Implementation Architecture, 2018,
ID G00351010, https://www.gartner.com/doc/3879865/decision-point-api-service-
implementation.

11 For example for Trondheim at data.trondheim.kommune.no; the link to the reposi-
tory will become available during 2019.

https://www.gartner.com/doc/3879865/decision-point-api-service-implementation
https://www.gartner.com/doc/3879865/decision-point-api-service-implementation
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an overall ICT architecture and service-based ecosystem to enable this and other
technological challenges and stakeholder integration.

The +CityxChange project is in its first few months and thus the work
described in this paper is being discussed and refined and ideas for the detailed
implementation are reviewed. Some of the main activities in the near future
will be to instantiate the descriptions and ecosystem architecture provided in
this paper, develop and maintain the repository for the lifecycle management
of APIs, data models, vocabularies, etc. to support API discovery and registra-
tion, the identification and mapping of the data, data types and meta data and
indeed the description of services and designing seamless integration of the mul-
tiple applications and data to support the demonstrations and their replication
through architecture and interaction blueprints.
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Abstract. The automotive industry is mainly characterized by shorter product
life cycles, ever-growing competitive pressure, significant technological
advances and massive changes in the political, technological and sociocultural
environment. Therefore, innovation management as an enabler for product,
process and business model innovations is becoming more and more important
in the automotive industry, a statement which is confirmed by massive increase
in innovation expenditure. This paper discusses specific innovation methods
related to three cooperation fields: supplier, customer and in-house. The research
project, presented in this paper, ascertains their particular implementation level
in the automotive industry. One of the findings is the growing significance of the
in-house innovation method Big Data as a result of enormous data volume
increase. Consequently, the Automotive Big Data Platform (ABDP) Reference
Architecture is presented in this paper. Big Data will enable the automotive
industry to cope with the challenges.

Keywords: Innovation management � Open innovation �
Automotive industry � Big Data � Requirements � Architecture concept

1 Current Situation and Motivation

The great and unbroken significance of innovations is particularly confirmed by
increased innovation expenditure. The top 1000 innovators worldwide have almost
doubled their investments in innovation, since 2005 [1]. This development is
remarkable, but not surprising. After all, companies are coming under increasing
pressure due to shorter product life cycles, ever-growing competitive pressure and
significant technological advances [2].

This is particularly true for the automotive industry. Caused by the drive system
electrification, the automobile and the industry are facing the biggest change since the
introduction of mass production. It is expected that the share of diesel and gasoline
engines worldwide will decline from currently 14% and 78% respectively to 5% and
47%, in 2030 [3, 4]. At the same time, the share of electric vehicles will rise from
currently 1% to 14%, and the share of hybrid vehicles from 7% to 34% [3, 4]. In
unison, the production capacity of the battery cell production will more than triple
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between 2017 and 2020 from 93 to 313 gigawatt hours [3]. Advances in information
and communication technologies allow self-driving cars to become a reality, in the near
future. Forecasts show that the number of cars registered and driven by people
themselves will fall by 40% by 2030 [3, 4].

Radical technological change favors the emergence of new market players who do
not have to take existing corporate structures into account and who are driving the
industry change taking great risk. Established car manufacturers are challenged by
companies such as Tesla and BYD, and the fact that 41% of all electric cars were
produced in China in 2017 [3]. The industry needs to rethink its business models in the
course of digitization. Younger generations in urban areas in particular want to use the
automobile, but do not necessarily want to own it [5]. It is expected that the share of
worldwide car sharing users will more than quintuple between 2015 and 2025 from 7 to
36 million users. In the same period, the fleet size of car sharing providers is expected
to increase almost fourfold from 112,000 to 427,000 vehicles [3, 4]. Here, too, new
mobility providers are emerging such as Uber and the Google subsidiary Waymo.

Against this background, innovations and their management are a top priority for
the decision-makers of OEMs and suppliers [6]. The recent positive market environ-
ment creates the financial scope for investments in research and development (R&D).
New passenger car registrations worldwide will reach a new high of 79.23 million
vehicles, in 2019 [3, 4]. At the same time, the ten largest automobile manufacturers,
with one exception, were able to increase their previous year’s sales, when comparing
2016 to 2017 [3, 4]. Nevertheless, maximum efforts and efficient use of resources are
required to master the upcoming change. It is not surprising that of the 20 companies
that invest most in innovation across all sectors, six are from the automotive industry,
and four have increased their innovation expenditure, comparing 2018 to 2017
(Table 1).

To generate new and more efficient ways to innovate, the automotive industry also
relies on innovations from and in cooperation with suppliers [7]. OEMs are increas-
ingly trying to gain access to innovations from their suppliers. This innovation process
is also known as “Open Innovation” and it means to open up to external innovation
sources and users [8]. To this end, strategic partnerships are established such as the

Table 1. Expenditure of Automotive Top R&D spenders [1]

2018 USD Billions % of revenue Difference to 2017

Volkswagen AG USD 15.8 5.7% 14.1%
Toyota USD 10.0 3.9% 2.6%
Ford USD 8.0 5.1% 9.6%
General motors USD 7.3 5.0% −9.9%
Daimler USD 7.1 3.6% −9.2%
Honda USD 7.1 5.4% 8.7%
Average USD 9.2 4.8% 2.7%
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Volkswagen Group’s FAST (Future Automotive Supply Tracks) program. This
approach seems to make sense in particular in the automotive industry. Over the past
decades, the value-added structure has become the shape of a pyramid including
various Tier levels of suppliers and OEMs. It shows 62% of the added value is gen-
erated by suppliers [2]. This suggests that there is enormous potential for innovation.

The idea of this study is to take a closer look at the innovation management tools
that are already applied in the automotive industry to drive transformation and changes
and those which can be transferred from other industries or academia.

2 Research Need

When searching for the two keywords innovation and automotive industry, the EBSCO
host database shows 603 hits for scientific articles in English, published between 2009
and 2019.1 This number is remarkably high, as only 142 hits show up for the aviation
industry ceteris paribus.

Of the 603 hits found for the automotive industry, however, only 50 contributions
additionally refer to methods (Table 2), of which only two articles actually focus on
innovation methods. This result corresponds with Ili et al. statement from 2010 that
research on innovation in the automotive industry is mostly based on explorative case
studies, but rarely on surveys [7].

The automotive industry is an economically important factor in the Triad countries
in general, and in Germany in particular [3, 4]. It is often regarded as a pioneering
industry [9]. The authors of this study are therefore convinced that it is relevant to
specifically analyze the innovation management methods applied in the automotive
industry. From a scientific point of view, it makes sense to fill the research gap that is
emerging here, specifically since surveys are rarely the methodology of choice.

Table 2. Keyword hits for academic journals targeting innovation methods in the automotive
industry between 2009 and 2019

1 EBSCO Host Business Source Premier, selection: Title, Abstract or Keywords
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3 Innovation Methods Evaluation

3.1 Innovation Management Methods

The significance of efficient innovation management as an enabler of product, process
and business model innovations is growing rapidly in the automotive industry. This
paper discusses specific innovation management methods which are related to the
cooperation fields supplier, customer and in-house [10].

There are many ways to innovate and create value. To involve suppliers and enable
collaboration is one of it. We differentiate the supplier related innovation methods: Co-
operation with Universities to initiate knowledge transfer, External Contest for Ideas
e.g. with suppliers, universities and research facilities [11], Start-up Identification and
Co-operation (e.g. start-up scouting, start-up pitching, innovation competition) and co-
operation on various intensity levels, Innovation Scouting implying systematic and
continuous search for innovations and innovative solutions outside the company [12],
Value-added Networks (strategic alliances) consisting of legally independent but
economically dependent companies [13] and Innovation Communities [14] that are
related to a task and are pushing forward certain innovation projects (e.g. open source).

The customer of today is looking for innovative products and services to simplify
and enrich life. To get ideas what customers do need and want is essential. We dif-
ferentiate the customer related innovation methods [10]: Megatrend Studies to identify
the impact of sociocultural, political and technological trends in the long run, Day-in-
Life Visits [15], involving functional teams that visit customers and observe them in
their environment, and Test Markets [16] being simulated in virtual environments or in
laboratories, Field Tests in order to introduce innovations to a chosen local test market
of selected test users (e.g., Berlin, Hamburg), Ideation Workshops with Lead Users [17]
to develop an ideal product design or service, and Insight Clinique [18, 19] used for
direct interaction with the customer to approach the users with prototypes or concepts
of products or services.

Employees have ideas, insights and knowledge, and are another great source for
innovation. We differentiate the in-house related innovation methods [10]: Employee
Suggestion Systems which define and employ internal business processes for the
evaluation of process improvements and product innovations [20], Internal Ideation
Contests inviting staff to provide ideas and suggestions to a specific innovation field
[21], and Internal Ideation Workshops [22] to provide ideas for a new product or
service, Scenario Engineering [23] used to select strategies and to raise awareness
about probable future events, Roadmap Development [24] applied in project man-
agement, especially for projects that take a slightly longer time horizon, and Big Data
[25] to analyze large data sets of structured, semi-structured or unstructured data.

3.2 Evaluation Criteria

This research project “Innovation Management in the Automotive Industry” spotlights
the innovation management methods applied in the automotive industry. It is based on
a questionnaire which is asking the participants to indicate the application level of open
innovation methods in their company on a five-level ordinal scale (very high (5) to very
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low (1)). The findings are mapped in separate innovation radars that focus on the
cooperation fields supplier, customer and in-house [10].

The survey (online questionnaire in German and English) was conducted in
February 2018. 460 companies from the automotive industry took part (respondent rate
4,74%), 358 questionnaires could be evaluated. Most of the participants operate as
OEM, 1st-tier or 2nd-tier suppliers (89%) and generate sales of less than EUR 500
million (59%). The participating companies primarily implement product innovations
(76%), secondary apply process innovations (68%) and finally use business model
innovations (66%). More than half of the respondents classified the maturity rate of
their innovation management as high or very high (60%).

3.3 Analysis of Applied Methods/Innovation Radar

The innovation radars [26, 27] for the cooperation fields supplier, customer and
in-house show the results of this research project.

The innovation radar “supplier” shows that the automotive industry applies the
supplier originated innovation methods (Fig. 1) “Value-added Networks (strategic
alliances)” (3,25) and “Co-operation with universities” (3,23) most frequently. The
supplier originated innovation methods “External Contest for Ideas” (2,36), “Start-up
Identification and Co-operation” (2,61) and “Innovation Communities” (2,75) are less
relevant in the automotive industry.

The innovation radar for “customer” integration (Fig. 2) shows that the automotive
industry predominantly applies the innovation methods “Ideation Workshop with Lead
Users” (3,11) and “Megatrend Study” (2,88), while “Day-in-Life-Visits” (2,05), “Test
Market” (2,34) and “Field Test” (2,50) are applied on a smaller scale.

Fig. 1. Innovation radar: supplier
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The innovation radar for “in-house” integration (Fig. 3) shows that the innovation
sources “Employee Suggestion System” (3,68) and “Roadmap Development” (3,61)
are paramount in the automotive industry. “Big Data” (2,44), “Scenario Engineering”
(2,90) and “Internal Ideation Contest (3,19)” are of minor importance in the automotive
industry.

Fig. 3. Innovation radar: in-house

Fig. 2. Innovation radar: customer
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3.4 Detailed Evaluation of Innovation Methods

Further conclusions can be drawn by a deeper quantitative analysis of the empirical
data sets. The study distinguishes automotive companies according to relevant char-
acteristics such as revenue, value chain, innovation type and number of employees and
divides them into “customer segments”. The study is taking these customer segments
into account to gain deeper understanding of the innovation preferences of the different
automotive companies with the idea of discovering what each customer segment finds
most valuable, to more accurately tailor innovation methods toward that customer
segment:

• The analysis of the customer segments revenue class (less than 50 million, 50–500
million and more than 500 million) focusses on the economic aspect [10],

• the deeper analysis of the customer segments supply chain class (OEM, Tier 1, Tier
2, Tier 3-n) considers the company’s position in the supply chain [10],

• the analysis of the customer segments innovation type class (process, product,
business, hybrid form (process, product and business)) considers the type of
innovation that is mainly applied at the company, and

• the analysis of the customer segments number of employees’ class (1 to 50, 51–500,
501–5000, over 5000) considers the number of employees of the company that
applies certain innovation methods.

Figure 4(a) shows a list of the mean value of all innovation methods for all
investigated customer segments. Figure 4(b) lists the mean value of the customer
segment number of employees’ class (1–50).

Fig. 4. (a) Mean value over all customer segments (b) Mean value of customer segment
“Number of Employees’ Class” (1–50 employees)
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The following findings can be drawn from Fig. 4(a) and (b):

• The innovation method “Day-In-Life Visits” has by far the lowest application level
(rank 1, mean value 2,05) of all innovation methods in all investigated customer
segments. It becomes clear that the following three innovation methods are similarly
applied concluded by their very similar mean value: “Test Market” (2,34), “External
Contest for Ideas” (2,36) and “Big Data” (2,44). Obviously, the innovation methods
“Employee Suggestion System” (3,68), “Roadmap Development” (3,61) and
“Internal Ideation Workshop” (3,47) are most frequently used in all customer
segments.

• The figures show that in the customer segment number of employees’ class 1 to 50,
the innovation method “Big Data” has the lowest application level (rank 1, mean
value 2,06) of all innovation methods in this survey. The method “External Contest
for Ideas” follows on rank 2 (2,12) and “Day-In-Life Visits” on rank 3 (2,21).
Obviously, the innovation methods “Internal Ideation Workshop” (3,23) and
“Co-operation with Universities” (3,20) are currently most frequently used in the
customer segment number of employees’ class 1 to 50.

In Sect. 3.3 the various innovation methods are represented in the innovation radars
for the cooperation fields customer, supplier, and in-house. Interesting conclusions can
also be drawn from a deeper quantitative analysis of the innovation radar in-house
(Fig. 3). The method “Big Data” has by far the lowest application level (mean value
2,44 in all segments, in-house). The results will be presented in detail in Fig. 5 and
Fig. 6 for the customer segments revenue, supply chain, innovation type and number of
employees’ class.

Fig. 5. (a) In-house: mean value of customer segment revenue class (b) In-house: mean value of
customer segment supply chain class
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The following observations can be made from Figs. 5 and 6:

• Featuring the in-house innovations methods across all customer segment classes
(exception customer segment innovation type class (business) in Fig. 6(a)), the
innovation method “Big Data” has by far the lowest application level (mean value).
This is confirmed, for instance, in Fig. 5(b) that shows the low application level in
the customer segment supply chain class (OEM (2,79), Tier1 (2,52), Tier2 (2,15)
and Tier3-n (2,31)).

• The innovation method “Employee Suggestion System” has by far the highest
application level (mean value) across all customer segments. This is confirmed, for
instance, in Fig. 5(a) that shows the high application level in the customer segment
revenue class (less than 50 million (3,27), 50–500 million (3,65) and more than 500
million (4,04).

The findings of this survey bring us to the conclusion that the innovation method
“Big Data” is among all innovation methods valued very low across all costumer
segments. Although “Big Data” is applied very low currently, the innovation method
will be essential for the generation of new innovations in the future [10]. Scientific
studies show that the revenue of “Big Data” solutions worldwide will increase from
2019 to 2026 about 88% [28].

3.5 Customer Segment Evaluation for Big Data

The well-known Minkowski metric can be used for the calculation of the distance
measurements, when a metric structure of variables is given [10, 29]. A lower distance
between the variables represents a higher similarity.

Fig. 6. (a) In-house: mean value of the customer segment innovation type class (b) In-house:
mean value of the customer segment number of employees’ class
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Detailed calculations can be drawn from the distance measurements between the
customer segments in terms of innovation type, revenue, number of employees’ class
and value chain, using the Minkowski metric for the innovation method “Big Data”
(see Table 3(a) for the customer segment revenue class, see Table 3(b) for the customer
segment value chain class, see Table 4(a) for the customer segment innovation type
class, and see Table 4(b) for the customer segment number of employees’ class).

dk;l ¼
XJ

j¼1

xkj � xlj
�� ��r

" #1
r

ð1Þ

dk;l: distance of the objects (customer segments of various segment classes)
xkj; xlj: value of variable j of objects k; l j ¼ 1; . . .; Jð Þ here: J ¼ 1
r� 1: Minkowski constant, here: r = 2

The Minkowski Metric shows the distance measurement of “Big Data” between the
customer segment classes. A lower distance measurement represents a higher similarity
between the customer segment classes. In Table 3 the following conclusions can be
derived regarding the method “Big Data”:

• Table 3(a): The customer segments revenue class less than 50 million and more
than 500 million shows the highest distance (0,62). Referring to the mean value,
they differ significantly. Calculating a high distance level (0,51), the segments
revenue class 50–500 million and more than 500 million vary referring to the level
of usage. The lowest distance level (0,11) can be observed between the customer
segments revenue class less than 50 million and 50–500 million.

Table 3. (a) “Big Data” Distance Analysis Customer Segment “Revenue Class”: Minkowski
Metric (b) “Big Data” Distance Analysis Customer Segment “Supply Chain Class”: Minkowski
Metric

< 50
million

50-500
million

> 500
million

OEM Tier1 Tier2 Tier3-n

< 50
million

0,00 0,11 0,62 OEM 0,00 0,27 0,64 0,48

50-500
million

0,00 0,51 Tier1 0,00 0,37 0,21

> 500
million

0,40 Tier2 0,00 0,16

Tier3-n 0,00
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• Table 3(b): The highest level of distance (0,64) is obtained between the customer
segments supply chain classes OEM and Tier2. Comparing the customer segment of
the supply chain classes Tier2 and Tier3-n, the lowest distance level (0,16) in this
survey is observed.

The following observations can be made concerning the method “Big Data” in
Table 4:

• Table 4(a): The customer segments innovation type class process and business have
the highest level of distance (0,83), followed by the segments innovation type class
process and hybrid with the distance measurement (0,82). It can be observed that
the lowest distance level (0,01) is given between the customer segments innovation
type class business and hybrid.

• Table 4(b): The measurement with the highest distance (0,77) is calculated between
the customer segments number of employees’ class 1 to 50 and over 5000.
Furthermore, the lowest distance measurement (0,04) shows the comparison of the
customer segment number of employees’ classes 51–500 and 501–5000.

According to this study, most of the interviewees valued the “Big Data” innovation
method very low. Nevertheless, the survey also reveals that the valuation of this
innovation method differs significantly in the different customer segments (see Tables 3
and 4 Minkowski Metric). Scientific studies in Germany show that 35% of the com-
panies use “Big Data” technologies, 24% of the companies will apply this method and
18% discuss the use in future [30]. In addition, “Big Data” will be essential for the
generation of new innovations in future [10, 31]. Therefore, this method will be
presented as a tool for the development of new ideas, services and products in the
automotive industry.

Table 4. (a) “Big Data” Distance Analysis Customer Segment “Innovation Type Class”:
Minkowski Metric (b) “Big Data” Distance Analysis Customer Segment “Number of Employees’
Class”: Minkowski Metric

Process Product Business Hybrid 1 to 
50

51-
500

501-
5000

over 
5000

Process 0,00 0,28 0,83 0,82 1 to 
50

0,00 0,22 0,26 0,77

Product 0,00 0,55 0,54 51-
500

0,00 0,04 0,55

Business 0,00 0,01 501-
5000

0,00 0,51

Hybrid 0,00 over 
5000

0,00
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4 Big Data Analytics as an Essential Method for Innovation
Ideas Within the Automotive Industry

4.1 Fundamental Aspects of Big Data

For the automotive industry, the generation of innovations is essential to be continu-
ously successful in the future. Besides the analyzed innovation method, especially Big
Data technologies can help to offer new services and products to attract old and new
customers in the very competitive automotive market [31]. Therefore, Big Data should
be perused more prominently, as means for driving innovations.

Big Data is about processing large amounts of (complex) datasets using new
technologies that have emerged with the growing amount of data being available [32].
The data being processed in Big Data scenarios bears the so-called “5-Vs” character-
istics – namely: volume (growing size of datasets), velocity (high frequency data
production), variety (disparate data formats), veracity (trustworthiness of data), and
value (usage of the data) [32, 33].

As for the automotive industry, it is important to extract information and knowl-
edge from Big Data scenarios for developing new services, getting new insights from
available data sources, and for streamlining product development and operations.

4.2 General Architectural Concerns and Requirements

The usage of Big Data technology can enable the automotive industry to generate new
innovations. In order to do this, the following aspects need to be taken into consid-
eration when developing a Big Data analytics platform [based on 31–34]:

• Scalability: When various players and data sources are involved (e.g. connected
vehicles or smart cities), the overall platform needs to be able to deal with a growing
number of participants.

• Platform resiliency: For the aggregation and processing of data, a high degree of
resilience and robustness is required in order to allow immediate and transparent
processing and provisioning of data without data loses and service interruptions.

• Real-time & batch processing: In order to cover various use cases in the resulting
platform, data processing needs to be adaptive for optimal performance and service
availability.

• Privacy preserving data sharing: As privacy concerns become increasingly
important, the resulting Big Data platform needs to protect personal data in a
compliant and controllable way. Especially the management of the user’s consent is
important. The privacy by design approach needs to be integrated into the platform.

• Security: Tying into privacy aspects, also security aspects need to be proactively
managed, so that the platform’s availability, integrity, and confidentiality can be
guaranteed in a multi-lateral way.

• Data Interoperability: Finally, data exchange between different entities and other
platforms seems to be required to fully develop the potential of Big Data technology
in automotive scenarios.
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Consequently, a general platform architecture needs to fulfill all the aspects stated
above, in order to allow for new innovations and innovative automotive services to
arise. Technologies need to be applied that help to manage the before mentioned “5-Vs”
characteristics of Datasets in Big Data [33].

4.3 Proposed Automotive Big Data Platform (ABDP) Reference
Architecture

The proposed Automotive Big Data Platform (ABDP) reference architecture (see
Fig. 7) should help to aggregate and analyze the collected data, in order to derive new
insights from various data sources being ingested into the platform itself. To this
regard, data can stem from connected vehicles and complete fleets of cars, but also
from smart devices being connected to the car’s infotainment system or from smart
cities. The data itself is either provided as real-time data streams or as data packages,
being send to the ABDP in a deferred manner (e.g. as bulk data when being connected
to a local network). From a content point of view, the provided data can cover all sorts
of purposes such as telemetry data of a car’s engine, vehicle position data, or per-
sonalized usage data of on-board services. However, as data bandwidth for transferring
the different types of data can be limited, appropriate measures need to be taken to only
collect the necessary data [31, 32, 34]. Same applies to the notion of data privacy, as
data collection and usage should be minimal and purposeful, as laid out by the General
Data Protection Regulation (GDPR) [35]. Therefore, the collection and usage of data in
the ABDP must be privacy preserving by design, taking into consideration the user’s
consent to use his/her personal data. Finally, the platform needs to be managed with
regard to the cyber security aspect, so that potential security breaches can be mitigated
in a timely manner (e.g. by using a managed security lifecycle).

Following a capability-based approach, the proposed reference architecture is
segregated into several layers, which provide the necessary services and functionalities
for Big Data analyses in the automotive domain. These layers are:

• Data Ingestion Layer: Data of various sources are (pre-) processed for being used
in the ABDP. Besides the commonly used ETL processes (extract, transform, load)
for standardizing data formats, data is filtered and tagged. This way data can be
reduced in advance, or personal data can be identified more easily in the following
analysis.

• Data Management & Persistence Layer: As data sources differ in the way how
their data is provided to the ABDP, different technologies need to be supported for
storing the data in a meaningful way. To this regard, a data lake helps to offer a
common and structured interface to various technologies such as relational or
NoSQL databases, file storages, or BLOBs, and the data being stored [33]. Finally,
by using standardized storage schemas, an ABDP can offer an interoperable way of
exchanging data with other OEMs or with smart city environments.

• Data Processing Layer: In order to support different types of usage scenarios, real-
time and batch processing capabilities are provided for analyzing the platform’s
data. The platform should allow for an intelligent and flexible combination of
processing methods (hybrid processing), so that a timely data and result delivery
can be achieved.
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F
ig
.
7.

Pr
op

os
ed

A
ut
om

ot
iv
e
B
ig

D
at
a
Pl
at
fo
rm

(A
B
D
P)

R
ef
er
en
ce

A
rc
hi
te
ct
ur
e.

138 K.-H. Lüke et al.



• Analytics Model Management: The necessary analytics models such as individual
or combinations of algorithms (pipelined models) are stored in a separate layer. This
way, data scientists can develop and test new and existing models in a sandbox,
before they are used on productive data of the ABDP.

• Platform Operations: In order to manage the platform in an efficient way, user and
access management to the ABDP, privacy management, and workload management
functionalities need to be provided.

• Service Provisioning Layer: Finally, the service provisioning layer allows for a
standardized access to the data stored in the ABDP. The data itself is distributed via
application interfaces (APIs) or data-marketplaces which ultimately provide it to
end-users or services for consumption.

5 Summary and Outlook

According to their level of application in the automotive industry, eighteen different
innovation management methods are examined in this empirical survey. The innova-
tion methods “Employee Suggestion System”, “Roadmap Development” and “Internal
ideation workshop” have the highest application level overall customer segments. The
innovation method “Big Data” differs in the level of application between the different
customer segments, significantly. Comparing the mean value for in-house innovation
methods for the customer segments value chain, revenue, innovation type and number
of employees’ classes, the empirical data set identifies the “Big Data” method as an
essential tool for the generation of new innovations in future [10].

A proposed automotive Big Data Platform (ABDP) Reference Architecture is
introduced in Sect. 4. The architecture encompasses a platform approach for ingesting,
analyzing, and delivering data and knowledge for new insights and innovative services.
When developing such a Big Data platform, privacy, security, and interoperability are
important aspects, which need to be taken into consideration.
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Abstract. The digital transformation of companies and society is pro-
gressing. The rapid realization of projects or the accelerated implementa-
tion of new “disruptive” technologies endanger aspects of sustainability.
A sustainable aspect can be seen in the knowledge management of com-
panies: The digital transformation, new technologies and the new produc-
tion factor knowledge are putting established models for knowledge man-
agement under pressure. This paper presents the current state of research
on knowledge management in relation to digital transformation. It could
be worked out that knowledge management must gain more importance
in companies. The way in which knowledge management is operated is
changing at the same time, which makes new rules necessary. Due to the
plurality of concepts and models, knowledge management is difficult to
apply holistically for companies. Enterprises experience a technological
upgrading which makes learning of the organization together with tech-
nology and humans possible. New forms of access to knowledge enable
more target-oriented access in each situation.

Keywords: Digital transformation · Knowledge management ·
Literature research

1 Introduction

The digitization of work is continuously progressing in various societies around
the world. Companies are confronted with a multitude of challenges. A special
aspect in the context of a sustainable digital transformation can be seen in the
knowledge management of a company. The rapid realization of projects or the
accelerated implementation of ”disruptive“ technologies can result in the loss of
knowledge. But the importance of knowledge gained in projects is increasing.
Especially if you want to conduct research through project management in the
future and at the same time the profession of the project manager has to con-
stantly expand its knowledge and this is enhanced with individual experience. [1]
Experience knowledge is capital for a company. For example, there is discussion
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of a new production factor “knowledge”. [3] The sustainability of technologies
and processes that have been established in the company in the context of dig-
ital transformation, for example, could disappear with the leaving of project
employees. The company cannot generate value in knowledge, which helps to
quickly adapt business processes in a dynamic market environment. In view of
this, established knowledge models can come under pressure and be modified or
expanded.

In the research project “Healthy work in pioneer industries” (German Fed-
eral Ministry of Education and Research (BMBF), 02L14A073), case studies
were conducted on the introduction of technology related to the digital trans-
formation. Based on these case studies, the question of aspects of a sustainable
digital transformation of companies was asked. One factor came into a special
focus: the management of knowledge in relation to the introduction of technol-
ogy or the modification of business processes as a result of digital transforma-
tion. Increasing complexity and interdependence of IT solutions, coupled with
new technological possibilities, can result in new requirements for the knowledge
management of companies. At this point, we want to focus on the following
questions within this paper: 1. Is the topic of knowledge management to support
the digital transformation of companies in the scientific domain identifiable? 2.
Which methodological approaches are currently present in the research literature
regarding the digital transformation of companies and knowledge management?
3. Which challenges and issues can be derived from the research literature for
future work?

The consideration should not include further terms from other scientific dis-
ciplines, like system theory etc., in the analysis, because this represents a further
theoretical work, which can generate an extra value from the comparison of the
different approaches.

The following Sect. 2 takes a look at the state of the art. Then, various terms
related to knowledge management will be set and classified in Sect. 3. As a result,
queries are made in specific databases in Sect. 4. The research results will be
presented afterwards in Sect. 5. In addition, Sect. 6 discusses the results on the
basis of theses, where there are possibilities for further research for knowledge
management in relation to digital transformation. In the last Sect. 7 a summary
of the work will be given.

2 State of the Art

There is a multitude of different models for knowledge management. One of the
most common models comes from Nonaka and Takeuchi [10]. It is known as
SECI model. Through processes of externalisation, combination, internalisation
and socialisation, knowledge is created that can be transferred from a person to a
group or company. The knowledge should be made available to an organization,
because an organization cannot create knowledge itself, but rather its members.
Therefore, preconditions must be created to enable this in the company.
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Another model for knowledge management is, for example, the model of
“Building Blocks of Knowledge Management”. It is a practical approach that
tries to provide a practical framework for companies based on defined standards
for knowledge management - compatibility, problem orientation, comprehensi-
bility, action orientation and appropriate instruments. The blocks in the cycle
model represent activities that are directly knowledge-based. An internal cycle
consists of identification, acquisition, development, distribution, preservation,
and use of knowledge. An external cycle still has goal-setting and measurement,
which focuses on goal-oriented interventions [11]. In the model, however, the
focus is strongly on management control. But teams are increasingly working
independently.

In addition to models for knowledge management, the current research liter-
ature contains explanations on new technological possibilities in interaction with
a better distribution of knowledge for humans and machines. For example, Ret-
tinger et al. outlines that semantic technologies are the prerequisite for “Knowl-
edge 4.0”. Knowledge graphs can enable value creation by making unstructured
content accessible to machines and people simultaneously [13]. Knowledge is
important as a resource for companies. Therefore, so-called knowledge workers
must be able to analyze and interpret complex phenomena and define suitable
measures. Kohlegger et al. see in this and in the interaction with digital tools
new possibilities for a better creation of value [6]. New technologies such as
data analysis, process mining and text mining open up new possibilities for the
externalisation of knowledge in companies. Experience can be shared more easily
through simpler interfaces. Targeted information can be enabled by IT systems
that know what an employee needs and when [9].

Research on knowledge management is conducted from different perspectives
and there are a number of publications on this. With regard to digital transfor-
mation, which is understood as a process that changes the whole enterprise, it
has been difficult to find generalizing treatises. However, there is a multitude of
models and different concepts for knowledge management.

Technological possibilities and knowledge work, are only partial aspects in
the research literature. For example, cultural factors are also at work in a glob-
alised world, where people can work together in virtual teams. Jelavic et al.
outlines the understanding about eastern and western views of knowledge can
make a significant contribution to efficient knowledge transfer [5]. In this context
it seems necessary to draw attention to different concepts of digital transforma-
tion: Industry 4.0 in Germany and Society 5.0 in Japan.

In addition, digitized companies are becoming more and more dependent on
the software they use. Also here knowledge management is essential, as Maciel
et al. explains. They see knowledge management as a major challenge, especially
for software development companies, as the quality of software products depends
to a large extent on it. The work referenced here has carried out a Systematic
Literature Review in order to get an overview of approaches for the diagnosis of
knowledge management in software companies [8].
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There are different approaches, theories and models that deal with knowledge
management. In view of the digital transformation of companies, there is a lack of
a generalizing view of knowledge management, which combines different theories
and models and takes new technologies into account. This work would like to
contribute to this with its research.

3 Term Search

During an initial term search, it was observed that the topic of knowledge man-
agement is practiced in various scientific disciplines and has a special focus
depending on the subject, as can be seen with some examples in Table 1.

Table 1. Examples for research disciplines and research interests

Research disciplines Research interests

Computer Science Improved data models and their representation in IT
systems

Business Economics Optimization of productivity of the company

Sociology System theory

As the table shows, sciences have different focuses on knowledge manage-
ment, information management or data management. This makes interdisci-
plinary research more difficult. This can be very important in view of the digital
transformation, because knowledge management is subject to several influencing
factors, which are especially technologically determined. However, this variety of
focal points with regard to knowledge management is reflected in various model
and concept terms and the lack of a generalizing model. This paper focuses on
knowledge from the perspectives of computer science and economics: Data and
information that define knowledge in enterprises for value creation.

Since the digital transformation is also changing the input and output devices
for the users in companies, it may also be useful in the future to include ethnologi-
cal aspects, as the handling of knowledge and the behavioral use of employees can
be a special focus. This is only mentioned under the keyword human-technology
interaction.

From the focus and from a first search the following terms could be identified,
which can be considered for a literature search. In addition, it was possible to
classify the terms independently, as can be seen in Table 2.

Due to the large number of model and concept terms relating to the topic of
knowledge management, the present literature research was initially limited to
this terms for the queries.
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Table 2. Terms for research

Basic terms digital
transformation

Concept terms digital
transformation

Basic terms knowledge

Digitalisation Industry 4.0 Data management

Digital transformation Society 5.0 Information management

Knowledge management

4 Data Collection

Two scientific databases were selected for the search, which provide specified
search options and can deliver specialized results. The keywords identified in
the term chapters are queried via the databases. As knowledge management
should refer to digital transformation, the terms of knowledge are always queried
in connection with the terms of digital transformation. The result is limited
knowledge management, which refers to digital transformation.

4.1 IEEE Xplore

The IEEE Xplore is a research database that provides technical knowledge in
the fields of electrical engineering, electronics and computer science. Publications
on knowledge management were requested in relation to Digital Transformation
with the following search query:

(" digitalization" OR "digitalisation" OR "digital
↪→ transformation ") AND (" knowledge management" OR "
↪→ data management" OR "information management ")

A result of 71 database entries was found.1 The emphasis of the publication
focuses especially on the last years. Topics include for example innovation man-
agement, the application of big data technologies, industry 4.0 topics and other
challenges.

4.2 ACM Digital Library

The ACM Digital Library is a research database primarily addressed to
researchers in the field of computer science. Similar to the IEEE Xplore search
query, the following search query was used for the ACM Digital Library:

+(" digitalization" "digitalisation" "digital
↪→ transformation ") +(" knowledge management" "data
↪→ management" "information management ")

1 https://ieeexplore.ieee.org, Access on 9 march 2019.

https://ieeexplore.ieee.org
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A result of 1540 database entries was found.2 Compared to the IEEE Xplore
database, considerably more entries were found. This may be due to the fact that
the ACM Digital Library also recorded data from presentations. In comparison
to IEEE Xplore, more results from the 1990s are also listed. Thematically, for
example, the last entries show publications on social networks, models, neural
networks or challenges for organizations.

5 Evaluation

In Fig. 1 you can view all results from the two research databases. The period
from 1990 to 2018 is shown here. In the period under consideration new contents
on the topics of knowledge management, information management and data
management were published. After 2009 and 2012 highlights were reached, the
publication rate apparently decreased, in order to achieve 2018 almost again a
high publication activity. Apparently, the topic of knowledge management is of
great importance in the current debate.

Fig. 1. Results in the research databases

In Fig. 2 the topics data management, information management and knowl-
edge management are presented. Also here a trend can be found in the period
1990 to 2018 with all three individual topics, which allows conclusions to be

2 https://dl.acm.org, Access on 9 March 2019.

https://dl.acm.org
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Fig. 2. Development of data management, information management and knowledge
management

drawn about an increased research activity in these areas. It is also noticeable
that knowledge management tends to achieve a higher publication rate than data
and information management, which, however, can be justified by the fact that
data and information management can be integrated into knowledge manage-
ment in terms of content. Another conspicuous point is that data management,
in contrast to information management, has experienced a special publication
push in the last two years, whereas information management has not risen as
much in comparison. This may be due to the fact that data science is recognised
as a driving factor for innovation and the economy. In addition, data science is
also developing fast because it integrates seamlessly into life, as Longbing Cao
explains [2].

The concept terms industry 4.0 and society 5.0 could not be queried in the
exported spreadsheet files because the ACM Digital Library did not export the
abstracts also. With a query of the concept terms it should be quantitatively
reviewed whether publications in the context of industry 4.0 and Society 5.0
concern themselves with the knowledge management.

6 Discussion

In the following chapter, the qualitative and quantitative state of research on
knowledge management in relation to digital transformation will be discussed on
the basis of theses and conclusions will be drawn for further research activities
in this field.

In Fig. 3 the discussed theses can be seen in the overview, which influence on
the knowledge management is based on the digital transformation.
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Fig. 3. Changes in knowledge management in relation to digital transformation

1. Digital transformation has an impact on the way knowledge man-
agement is applied in enterprises.
Enterprises established on the market have developed structures. Through
digital transformation, these established enterprises are challenged by new
start-ups in competition, which with flat structures and agility can success-
fully attack value creation models of established enterprises faster than in the
past. Therefore, many established enterprises today try to consolidate hier-
archical levels and work in teams on tasks similar to start-ups [14]. But this
also changes knowledge management: 1. Hierarchies make information move
only slowly and filtered. In flat structures, information moves fast and there
is potentially a lot of redundant information. 2. This results in adjustments to
employee competencies. With hierarchical structures, management and con-
trol of the work are in the focus. With flat structures, continuous learning
and the willingness to adapt as well as the ability to adapt. 3. In the hierar-
chical structure, much depends on individual productivity, which also results
in competition among one another. In the flat structure, the focus is on creat-
ing common value, where the mutual achievement of tasks with differentiated
talents and knowledge focuses. 4. Ultimately, hierarchical structures also have
other knowledge focuses because here assessments must always be made on
known assumptions for advance planning. In flat structures, the focus is on
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trying out and learning, building knowledge from mistakes. 5. One focus is the
transfer of knowledge between teams. This is where experiences are collected
that must be made available to other teams. New technologies must support
this exchange. Previously, information in companies tended to run along the
hierarchies in silos. A consideration of the vertical and horizontal exchange
of knowledge could mean new results for research.

2. The adaptability of knowledge management is limited in practice.
There is a lack of a generalising perspective and a lack of transferability
to practice. Due to the different consideration of knowledge management in
different scientific disciplines, many different concepts, models and concepts
result, which make it difficult to take a comprehensive analytical perspective
on the knowledge management of enterprises in the light of the digital trans-
formation.
Organizational intelligence, Knowledge-based theory of the firm, learning
organization, common knowledge construction or collective intelligence. Dif-
ferent terms which can be found in different scientific disciplines in the context
of knowledge management. Although specific terms and specific modelling in
the respective science sharpen the contour of the respective analytical dimen-
sion of knowledge management, a more interdisciplinary analysis of knowledge
management is often complicated. But this is necessary because digitalization
requires the digital transformation of companies. Not only the use of tech-
nologies, but also the handling of information in the organization is chang-
ing in relation to the knowledge of enterprises and employees. Therefore, it
is essential to take a generalizing look from different scientific disciplines,
because Digital Transformation is a global issue for companies. Individual
perspectives help companies with knowledge management only to a very lim-
ited extent. A comprehensive view of knowledge management in connection
with the changed technological, structural and social aspects in particular is
necessary.

3. Due to the digital transformation, knowledge management in com-
panies is becoming more important.
As seen in Fig. 1, publication on knowledge management has increased in
recent years. The digital transformation increases the share of technolo-
gies and information technology solutions in enterprises [9]. The dependen-
cies between IT systems (system integration) and people (human-technology
interaction) are becoming ever greater and the resulting relationships more
complex. In addition there are new programming languages, artificial intel-
ligence and other new technologies or processes which make more and more
data and information possible in enterprises. (As seen in Fig. 2, publications
on data management are increasing.) In order for this to remain controllable
for employees and the management of companies, measures for understand-
ing complex interrelationships [6] must be increased. One example is the cre-
ation of intersubjectivity, which is necessary if people are to collaborate on
an abstract problem. The increase in the production of intersubjectivity will
have to be done by companies through higher internal communication efforts.
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4. The transfer of previous knowledge models into companies is dif-
ficult for companies due to the size of organisations, the focus of
topics and the abstract character. There are new criteria for knowl-
edge management with regard to practical application.
The application of knowledge models in companies can be difficult due to
the size of the company. Small and medium-sized enterprises have different
information requirements than large enterprises. (analogous to the tendency
of large companies to mature at an advanced stage in industry 4.0 topics [12])
In addition, aspects of diversity and internationality may be more relevant for
large enterprises than for smaller, more local market participants. For exam-
ple, the handling of knowledge can be viewed differently in different cultures.
(as outlined in [5]) For a globally operating company, this results in special
demands on the skills of employees and processes that take these cultural dif-
ferences into account. Small and medium-sized enterprises also tend to rent
or buy information and data services as well as specific technologies from
third-party companies because of the smaller number of employees. In such
a case, the small or medium-sized company also gets rid of the knowledge
management for the technology. On the other hand, market observation and
the company’s own value-added processes, which build on the purchased or
rented technologies, remain relevant. The more technologies are outsourced,
the less knowledge management the company has to operate on its own in
relation to the respective technology. Regardless of the size of the company,
whether large or small, the models of knowledge management are to abstract
from their own problems and complex in day-to-day business for a practical
application that is understood by different target groups.
Knowledge management can only be successful in collaborative networks if
the employees with different talents and competencies are familiar with a
minimum standard for knowledge management. If knowledge management is
operated in a fragmented way and only from specific thematic aspects, there
are knowledge deficits and knowledge imbalances in the organizations. Value
creation that results from the knowledge of employees and management is
thus sometimes not taken into account. This can be solved by general knowl-
edge management concepts that are known to all members of an organization
and are lived in everyday business. This is also a question of corporate culture,
which should enable the exchange of knowledge within the organization.

5. Knowledge management is being upgraded technologically:
Organizations can learn through artificial intelligence.
With the SECI model, the view is that an organization can learn through its
members. The model is also designed to ensure that the knowledge of its mem-
bers is converted into knowledge for the organisation. There are four modes:
socialisation, externalisation, combination and internalisation. (as outlined
[10]) New technologies and their combination with existing technological solu-
tions now enable a company to learn independently. Artificial intelligence,
for example in the form of an API as a service [7] connected to individual
or in future all business processes, can store knowledge in interaction with a
company’s data storage systems of employees and management and expand it
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through machine learning. A company can no longer learn only through mem-
bers, but also independently with artificial intelligence. Initial approaches can
be seen, for example, in automatic information and consulting systems such
as a chatbot or a language assistance system. It is therefore necessary to inte-
grate artificial intelligence in companies into the various business processes
and to allow them to interact with each other.

6. Access to knowledge is improved, as it can be more situation-
oriented and targeted.
New devices enable new forms of interaction and thus new possibilities for
targeted access to knowledge [9]. This has to be considered especially in the
background of collaborative forms of work - for example digital teams or vir-
tual teams. Context-based access to information is particularly important in
the area of wearable computing. Targeted information that is relevant in the
respective business process can be communicated to the users. It also offers
the possibility of inclusion. People who have been overburdened with certain
tasks because they did not have the knowledge, experience or competence
to do so can be equipped with the appropriate devices and the information
and competences necessary for the business process. In interaction with new
devices, knowledge can be purposefully shared in organizations. This can also
increase the willingness to document, as hurdles can be compensated by new
knowledge input and knowledge access. As a result, reworking can be reduced.

7. Knowledge management with digital technologies needs new rules
in organizations.
The potential availability of data and information in enterprises results in a
potential knowledge (for example knowledge acquisition through projects [1]),
which can be available for specific business processes and individual employ-
ees with different competences and talents. Ultimately, wisdom can also be
formed through the interaction of human and machine. (as outlined in the
DIKW pyramid in [4]) The role of knowledge management in digital trans-
formation is: 1. To establish rules for the interaction between humans and
machines, so that enterprises can focus on individual determinants, which
enable the targeted exchange of knowledge, as the topic becomes more com-
plex. 2. From the potential availability of data and information, differentiated
solutions must be researched which take into account enterprises with differ-
ent characteristics and different enterprise purposes as well as value creation
projects, so that the further development of the enterprise and the quality of
the products and services can be optimized as well as the enterprises which
can access differentiated rules of knowledge management. 3. Rules must be
developed on how knowledge of AI systems and humans can be generated
from this data and information. This knowledge should in turn be available
to different people with different requirements and enable a meaningful activ-
ity that increases the value creation of the organisation.
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7 Conclusion

The paper showed that knowledge management is an essential aspect of sustain-
ability in the digital transformation of enterprises and is becoming more and
more important. At this point, the questions from the Sect. 1 will be answered.

Within the 1. question, the introduction asked, is the topic of knowledge
management to support the digital transformation of companies in the scien-
tific domain identifiable. Both qualitative sources and quantitative queries of
databases have shown that knowledge management as a field of research has
been actively practiced in recent years. Even in the present, the topic seems
to be relevant in science, as the increasing publication entries in the databases
demonstrate recently. In addition, qualitative literature research has also shown
that knowledge management is a significant factor in the digital transformation
of enterprises. However, there is a lack of global approaches and publications
that focus on practical application in companies.

Our 2. question asked, which methodological approaches are currently present
in the research literature regarding the digital transformation of companies and
knowledge management. There are individual approaches, but none that view
knowledge management as a global topic in the enterprise. Different results
from different scientific approaches could provide new findings here. The human-
technology interaction, caused by new devices, or questions about the increase
in complexity in enterprises and autonomous programs, through the use of AI
services, as well as the behavior of employees, such as new technologies are used
with which motivation, can enable new conclusions about an optimized knowl-
edge management in the age of digital transformation for enterprises.

Related to 3. question some challenges and issues for knowledge management
in relation to digital transformation can be derived from the research literature
for future work. In the Sect. 6 some theses could be made and discussed on the
basis of the previous research. Thus, the way in which knowledge management is
to be carried out changes in companies in relation to the digital transformation.
The companies have difficulties with the application of knowledge management,
because a generalizing point of view is missing, which is understandable to all
members of an organization. Knowledge management is technologically upgraded
and organizations can learn with artificial intelligence. New technologies provide
new access to knowledge for members of companies. This in turn makes new
rules for handling knowledge in companies necessary.

In order to further optimise quantitative research, it may be recommended to
classify the found sources, whether the publications address models, procedures,
case studies, etc. It may also be useful to include other scientific databases such
as Google Scholar. Furthermore, the multitude of concept and model terms for
knowledge management from different scientific disciplines can be included.

In addition to the processing of some qualitative sources, the work was also
able to realize a quantitative research and to discuss these in the Sect. 6 on the
basis of theses. From this it can be deduced that the models of knowledge man-
agement have to be extended or adapted. Specific requirements of the digital
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transformation should be considered. In this way, a basis for practice could be
created. It has also been found that a generalizing view of the topic can gen-
erate new findings. Furthermore, future research activities can also empirically
research practical approaches to knowledge management in companies.
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Abstract. When exploring a data set, we generally use a distance to
evaluate the similarity or dissimilarity between data. In a multidimen-
sional space, usual distances combine the values of the variables. This
approach has two significant drawbacks. First, the variables have nei-
ther the same unit nor the same scale. That requires standardization of
variables before computing a distance. Second, some variables could be
irrelevant to assess the similarity between data. This paper proposes to
build a new similarity index based on data rankings. The index is called
Rank-Based Similarity Index (RBSI). The goal is to use RBSI instead of
the standard distances to avoid their drawbacks. The build of RBSI is
based on three steps. The first step defines a similarity function for each
data and each variable. Each function is based on the rankings of data.
The second step computes the mean of similarity values to define two
characteristics for each variable. These characteristics are called sensitiv-
ity and specificity which assess the relevance of a variable for evaluating
the similarity. The third step aggregates the values of the similarity func-
tions to define RBSI by an ordered weighted averaging (OWA) [3]. The
weights of the OWA operator then integrate the relevant characteristics
of the variables. Finally, we compare RBSI to the usual distances: RBSI
gives better results to assess the similarity between the data.

Keywords: Dataset analysis · Similarity index ·
Multi-dimensionality · Ranking

1 Introduction

When exploring a dataset, one of the first tasks consists in comparing the data.
For this purpose, we usually use a distance to evaluate the similarity or the dis-
similarity between two data. In a one-dimensional space, the distance is trivially
defined: when data are characterized by a single variable, they are considered
instances of this variable. The distance between a pair of two data is then the
deviation between the two values of the variable. In other words, the distance is
equal to the absolute value of the difference between the values of the variable. In
a multidimensional space, computing distance becomes troublesome. The data
is characterized by several variables, and there are as many deviations between
c© Springer Nature Switzerland AG 2019
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two data as variables in the data set and a distance should aggregate these
deviations. In this context of multidimensional data space, Euclidean distance
is the best-known method of aggregation. It is based on the quadratic mean
of the deviations. More precisely, it is equal to the square root of the sum of
the squares of the differences between the values of each variable. Beyond the
choice of an aggregation method, the approaches using standard distances have
two significant drawbacks: the standardization of variables [1] for aggregating
the deviations, and the relevance of each variable to assess the similarity. When
variables use different units, then the deviations are difficult to aggregate. So
there is a need for standardization of the variables. When the deviation has no
meaning regarding the data, then the variable is irrelevant for computing the
similarity. For instance the deviation of an extremely noisy variable could be
irrelevant to assess the similarity of the data. This paper explains how we build
a similarity index to solve these difficulties. The goal is to evaluate the similarity
between data with this index instead of the usual distances.

In a multidimensional space, we have several variables. Instead of standard-
izing the variables, we propose to assess the deviations by a similarity function
for each variable. With such a function, the similarity value lies between 0 and
1 for each deviation. We obtain as many similarity values as the number of
variables. The similarity index we propose is the weighted mean of the assessed
deviations of each variable. The challenge is to determine the weights. When
computing the similarity using classical distances, each variable has the same
weight. Unfortunately, some variable could be irrelevant to evaluate the sim-
ilarity between instances. For example, let us consider a variable that assess
the color of objects with a red scale from vermilion red to carmine red. If two
objects have a green color, this variable may no longer be relevant to evaluate
their similarity. This paper proposes to assess the relevance of each variable for
determining its weight. Then we can compute the similarity index.

We propose three steps to build a new similarity index. The first step
describes the similarity function we define for each data and each variable. Let X
and v be respectively a data and a variable. The similarity function simv

X asso-
ciates a value simv

X(Y ) to each data Y. In this paper, the similarity between
data is not symmetrical. The observation of Y seen from X is different from
the observation of X seen from Y. Thus the similarity from X to Y could be
different from the similarity from Y to X. The value simv

X(Y ) evaluates the
similarity from X to Y using the variable v. Section 2 explains the build of these
similarity functions based on the rankings of data. Section 3 is devoted to the
second step of our proposal. The goal is to assess the similarity relevance of each
variable when evaluating the similarities. The mean of simv

X(Y ) for all of Y
permits us to assess the relevance of the variable v with respect to X. The third
step aggregates the values of the similarity functions to define a similarity index.
The aggregation uses ordered weighted averaging (OWA) [3]. Section 4 explains
the way we use OWA operator to define the new similarity index. In Sect. 5 we
compare our rank-based similarity index to the most popular distances when
assessing similarity. Finally Sect. 6 proposes a conclusion and some elements of
discussion.
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2 Similarity Functions

Let X and Y be two data in a multidimensional space. The function simv
X is

proposed to evaluate the similarity from X to Y for the variable v. The values
simv

X(Y ) are obtained by comparing v(X) and v(Y ). The function simv
X is

defined by two thresholds: α and β with 0 < α < β. If |v(Y ) − v(X)| < α, then
the deviation between X and Y is considered too small. So X and Y are similar
and simv

X(Y ) = 1 If |v(Y ) − v(X)| > β, then the deviation between X and Y is
considered too large. So X and Y are dissimilar and simv

X(Y ) = 0. Between the
two thresholds, the similarity lies between 0 and 1. Thus the similarity function
simv

X is defined by:

simv
X(Y ) =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

0 if v(Y ) < v(X) − β
v(Y )−(v(X)−β)

β−α if v(X) − β ≤ v(Y ) < v(X) − α

1 if v(X) − α ≤ v(Y ) < v(X) + α
(v(X)+β)−v(Y )

β−α if v(X) + α ≤ v(Y ) < v(X) + β

0 if v(X) + β ≤ v(Y )

(1)

In this paper α and β are based on the ranks relative to the data X. Let A be
the k-th nearest neighbor of X using the variable v with a small value of k. We
propose α = |v(A) − v(X)|. Let B be the k-th nearest neighbor of X using the
variable v with a large value of k. We propose β = |v(B)−v(X)|. In the following
a small value of k is equal to 5 and a large value of k is equal to 100. The values
5 and 100 are evaluated empirically. Then A is considered close to X and B is
considered far from X. This approach allows us to define a similarity function
that does not depend on the unit of the variable v. It is no longer necessary to
standardize the variables.

3 Similarity Relevance of Variable

Let E be the multidimensional dataset. This section defines two characteristics
of the function simv

X within E. The characteristics are called sensitivity and
specificity of the variable v.

Let sensv
X be the mean of simv

X(Y ) when Y ∈ E:

sensv
X =

1
n

∑

Y ∈E

simv
X(Y ) (2)

The value sensv
X lies between 0 and 1. It assesses an average similarity from X

to the whole dataset E in respect with the variable v.
If sensv

X is close to 1, then the similarities simv
X(Y ) are also rather close to

1. The data Y of E are rather similar to X. Then the value simv
X(Y ) becomes

highly symptomatic of a dissimilarity with X when simv
X(Y ) becomes close to 0.

In contrast, if sensv
X is close to 0, the similarities simv

X(Y ) are also rather
close to 0. Then the data Y are rather dissimilar from X. Then the value simv

X(Y )
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becomes highly symptomatic of a similarity with X when simv
X(Y ) becomes

close to 1.
Based on these remarks when evaluating the similarity from X, sensv

X is
called sensitivity of v and 1 − sensv

X is called specificity of v.

4 Ordered Weighted Averaging (OWA)

The similarity from X to Y is equal to simv
X(Y ) for each variable v. These simi-

larity values could change with the variables. Thus we have as many evaluations
of similarity as the number of variables. We aggregate these values simv

X(Y ) by
a weighted mean for obtaining a similarity index from X to Y for all variables.
This section explains the way we determine the weight associated with each
variable v.

Let p be the dimension of the multidimensional data space. Let v1, v2,
v3, ...vp be the variables. The similarity index from X to Y is obtained by
the weighted sum of simv1

X (Y ), simv2
X (Y ), simv3

X (Y ), ...simvp

X (Y ). In this paper
we use the Ordered Weighted Averaging (OWA) that proposed Yager [3]. The
OWA operator needs for ordering the values by increasing order. We obtain
sim

v(1)

X (Y ) ≤ sim
v(2)

X (Y ) ≤ sim
v(3)

X (Y ) ≤ ...sim
v(p)

X (Y ). The OWA-based simi-
larity index from X to Y is defined by:

sim(X,Y ) =
∑

1≤j≤p

wj × sim
v(j)

X (Y ) (3)

where wj is the weight associated with the variable v(j). The weights wj are
defined between 0 and 1 so that

∑
1≤j≤p(wj) = 1. In fact the weights are not

associated with the variables but with the ordered positions of the variables. The
challenge is to determine the weights.

The weight vector is W = [w1, w2, w3, ...wp]. If W = [1, 0, 0, ...0], then OWA
operator corresponds to the minimum operator. If W = [0, 0, 0, ...1], then OWA
operator corresponds to the maximum operator. If W = [1/p, 1/p, 1/p, ...1/p],
then OWA operator corresponds to arithmetic mean. The OWA operator we
propose is a trade-off between the minimum operator and the maximum opera-
tor.

Pérez and Lamata [4] discusses the weights determination by means of linear
functions that we use in this paper. To emphasize the minimum, we use the
decreasing weights wmin defined by using the linear orders of de Borda [5] where
:

wmin(j) =
2(p + 1 − j)

p(p + 1)
(4)

where 1 ≤ j ≤ p. To emphasize the maximum, we use the increasing weights
wmax defined by increasing linear orders with:

wmax(j) =
2j

p(p + 1)
(5)

where 1 ≤ j ≤ p. Note that wmin(j) + wmax(j) = 2/p.
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Our OWA operator is a trade-off between the operator emphasizing the min-
imum and the one emphasizing the maximum. The sensitivity sensv

X argues in
favor of the operator minimum. The specificity 1 − sensv

X argues in favor of the
operator maximum. Then the weights of our OWA operator are defined by:

wj = C
(

(sens
v(j)

X )wmin(j) + (1 − sens
v(j)

X )wmax(j)
)

(6)

where C is the coefficient for obtaining
∑

1≤j≤p(wj) = 1.
Using these weights, the OWA-based similarity index sim(X,Y ) aggregates

the similarities of all the variables. The value sim(X,Y ) lies between 0 and 1.
If sim(X,Y ) = 1, Y is similar from X. If sim(X,Y ) = 0, Y is dissimilar from
X. The higher sim(X,Y ), the higher the similarity from X to Y. In this paper,
sim is called Rank-Based Similarity Index (RBSI).

5 Comparison with Classical Metrics

This section compares RBSI with the most popular metrics: Euclidean distance,
Manhattan distance, Chebyshev distance, Canberra distance, Mahalanobis dis-
tance. Table 1 gives the definition of these distances.

Table 1. Definition of the most popular metrics between quantitative data defined
with p variables

Popular metrics

Euclidean dist(X,Y ) =
√ ∑

1≤k≤p

(vk(X) − vk(Y ))2

Manhattan (city block) dist(X,Y ) =
∑

1≤k≤p

|vk(X) − vk(Y )|

Chebyshev dist(X,Y ) = max
1≤k≤p

|vk(X) − vk(Y )|

Canberra dist(X,Y ) =
∑

1≤k≤p

|vk(X)−vk(Y )|
|vk(X)|+|vk(Y )|

Mahalanobis dist(X,Y ) =
√

(X − Y )TC−1(X − Y )

These classical distances are dissimilarity indices that we transform into sim-
ilarity indices with:

simil(X,Y ) = 1 − dist(X,Y )
max

A,B∈E
dist(A,B)

(7)

where dist is the distance, X and Y are two data in the multidimensional
dataset E.
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For our comparison, the similarity indices are computed using the databases
from Machine Learning Repository of UCI [2]. We use six numerical multivariate
datasets with clusters: iris, wine, ecoli, haberman, glass and seeds. Let us
describe the way we use to compare the similarity indices based on distance
with RBSI.

Let X and Y be two data within the dataset E. If X and Y belong to the same
cluster, then an optimal similarity index from X to Y should be equal to one
(i.e. X and Y are similar). On the contrary, if X and Y belong to two different
clusters, then an optimal similarity index from X to Y should be equal to zero
(i.e. X and Y are dissimilar). Let simil be a similarity index. Thus we define the
intra-cluster similarity of simil with:

intra(simil) =
1
n1

∑

CX=CY

simil(X,Y ) (8)

where n1 is the number of couples (X,Y ) where X and Y belong to the same
cluster. The inter-cluster similarity is defined with:

inter(simil) =
1
n2

∑

CX �=CY

simil(X,Y ) (9)

where n2 is the number of couples (X,Y ) where X and Y belong to two dif-
ferent clusters. The similarity index simil is optimal for the clusters when
intra(simil) = 1 and inter(simil) = 0. Therefore we define a criterion to eval-
uate the similarity index simil with:

crit(simil) = intra(simil) − inter(simil) (10)

The value crit(simil) lies always between 0 and 1. The higher crit(simil), the
more optimal simil with respect to the clusters.

Table 2. Comparison of similarity indices based on popular distances with the Rank-
Based Similarity Index (RBSI) using classical datasets from UCI repository: best results
in bold

Dataset

iris wine ecoli haber. glass seeds

Number of objects 150 178 336 306 214 210

Number of attributes 4 13 7 3 9 7

Number of clusters 3 3 8 2 7 3

Index of similarity

Euclidean 0.336 0.175 0.230 0.020 0.098 0.275

Manhattan 0.331 0.176 0.210 0.026 0.097 0.272

Chebyshev 0.344 0.175 0.211 0.017 0.085 0.258

Canberra 0.422 0.222 0.142 0.048 0.166 0.238

Mahalanobis 0.113 0.047 0.078 0.027 0.064 0.080

RBSI 0.509 0.279 0.284 0.047 0.151 0.452
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This criterion permits us to compare the similarity indices through multi-
dimensional datasets with clusters. Table 2 displays the results we obtain. The
results are discussed in conclusion.

6 Discussion and Conclusion

The rank-based similarity index we propose gives generally better results (i.e.
higher criterion value) than the classical distances. Canberra distance gives
only a very small improvement with the datasets “haberman” and “glass” (see
Table 2). When the classes have a large overlap as for “glass” and “haberman”
the criterion has a low value and it becomes less significant. In the other cases,
the improvement of RBSI is significant. These results are confirmed with simu-
lated datasets.

In a future work we propose to use this new index to analyze multidimen-
sional datasets for applications in medical domain. We propose also to compare
the results of classical algorithms of clustering when we use RBSI instead of
a distance. We also propose to study RBSI to see how RBSI works for high
dimensional spaces especially how it deals with a curse of the dimensionality.
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Abstract. Hybrid radio is an umbrella term for the combination of
classic broadcast radio with online services enabling highly personalized
and interactive content. Hybrid services heavily rely on well-maintained
metadata but currently, a multitude of different data sources and models
exist, each with certain aspects and different levels of quality. We propose
a distributed metadata platform which harmonizes relevant metadata
from a variety of data sources and makes it comfortably searchable. The
distributed and open nature of the platform renders centralized aggrega-
tors obsolete and allows even smaller stations to participate in a search
network which significantly increases their visibility. The capability of the
platform is proven by the implementation and evaluation of a metadata-
based radio station recommender system which is one of the most impor-
tant hybrid radio building blocks. Finally, the platform is evaluated by a
qualitative analysis which juxtaposes requirements based on pre-defined
user scenarios with its technical features.

Keywords: Hybrid radio · Multimedia services ·
Distributed databases · Data models · Interoperability

1 Introduction

Hybrid radio describes the combination of broadcast-based radio with
programme-accompanying internet services. It enriches traditional radio shows
with personalized and interactive multimedia content and functionalities. While
analogue or digital radio is leveraged and fused with specialized online services,
hybrid radio is not bound to specific standards or technologies and is advanced
in terms of content variety and interactivity.

Hybrid radio services have strong requirements on the quality of available
metadata (station descriptions, programme information, etc.) but accessible
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sources are very diverse and not always well-maintained. Furthermore, currently
available radio metadata aggregation platforms are closed-source, commercial
and mostly built upon a centralized architecture which makes it hard for smaller
radio stations to be added or newly appearing metadata sources to be integrated.
As a reaction to the status quo, one of the goals of the HRADIO project is to
develop an open, extensible and distributed metadata platform for hybrid radio
use cases. It should support the integration and harmonization of diverse meta-
data sources and provide a distributed search component which enables smaller
stations to be part of a metadata search network increasing the visibility of
each participant. Of further importance for hybrid radio services is a capable
recommendation engine for radio stations which is also a goal of the HRADIO
project.

In summary, this paper makes the following contributions: It (1) provides
an overview of the constantly evolving hybrid radio metadata landscape with its
technologies and standards, (2) describes a metadata platform for the harmoniza-
tion, enrichment and distributed search of available metadata and (3) proposes
a metadata-based station recommender system that proves the suitability of the
platform for hybrid radio use cases.

2 Background and Related Work

This section provides detailed information concerning hybrid radio metadata
formats and platforms. In addition, the fundamentals of knowledge discovery
needed for metadata integration and station recommendations are discussed.
These insights are later used for the derivation of requirements for the metadata
platform in Sect. 3.

2.1 Metadata in Hybrid Radio Scenarios

The combination of highly diverse radio content requires the consideration of
a multitude of different metadata formats. The following is an overview of the
most important sources of station metadata relevant for this work.

RadioDNS. In order to model radio stations and their descriptive content in a
standardized way, the European Telecommunications Standards Institute (ETSI)
developed the RadioDNS standard [5]. It defines an XML-based model for station
and programme metadata together with a structured process to distribute it in a
way similar to the Domain Name System (DNS) [10]. Currently, it encompasses
more than 80001 radio stations worldwide. The limitations of RadioDNS lie in
its inability to describe content events such as songs or spoken word fragments
that occur during a radio broadcast. Furthermore, each station maintains its
own RadioDNS metadata records, which results in varying metadata quality.

1 RadioDNS Limited (2019): https://radiodns.org/.

https://radiodns.org/
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Accompanying Text. Radio Data System (RDS) and ETSI’s Dynamic Label
standard enable textual information that accompanies programmes within ana-
logue and digital radio broadcasts [15]. For internet broadcasting, the so-called
ICY tag protocol (“I can Yell”), initially developed by SHOUTCast and adapted
by the Icecast2 community project, are used to transport integrated programme
information, e.g. played songs, artists, etc., within compressed audio streams
[17]. Compared to the Dynamic Label standard, only unstructured data can be
transferred via ICY tags, thus complex modeling is not possible. Still, the use of
ICY tag-based technologies is widespread in IP-based broadcasting due to their
easy integration.

Audio Metadata Databases. RadioDNS enables complex station and pro-
gramme modeling while accompanying text technologies deliver programme com-
plementing live content. Nevertheless, metadata often lacks of in-detail informa-
tion related to specific programme events, like artists, release year, genre, etc.,
which is important for an exact characterization of radio programmes (and thus
for the implementation of content-based recommender systems). Table 1 pro-
vides an overview across rich databases targeting the aforementioned use case.
The Discogs service offers the by far largest song metadata database which can
be accessed via an API as well as via a downloadable XML dump file. It is
licensed Creative Commons, which guarantees its free usage.

Table 1. Overview of various audio metadata databases available on the market. We
chose the Discogs database for our system as it provides extensive song metadata and
has a liberal licensing model [16].

Database Tracks Releases Artists Licensing Access

Discogs 151.200.000 10.000.000 5.000.000 PD/CC0 API, XML dump

Gracenote ca. 100.000.000 ca. 8.000.000 n.a. n.a. API

ACRCloud ca. 40.000.000 n.a. n.a. n.a. API

MusicBrainz 25.819.528 2.098.709 1.413.302 GPL/LGPL/PD/

CC-BY-NC-SA

API, XML dump

To sum up, there are various different sources for radio metadata with varying
levels of detail and quality. Therefore, their selection, gathering, and harmoniza-
tion will be a key task in Sect. 3.4.

2.2 Hybrid Radio Metadata Platforms

While open standards for the description of hybrid radio metadata exist, this is
not the case for radio-related processing, storage and search platforms. Existing
technologies in this field are part of commercial metadata aggregator services,

2 Xiph.org (2019): https://icecast.org/.

https://icecast.org/
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like TuneIn3 or Radioplayer4. These follow a centralized client-server paradigm,
are closed source and not available as on-premises software. Although public
service interfaces are provided, the level of control for a single client (e.g. a radio
station that registers itself to be visible for the aggregator’s search functionality)
over its own metadata is restricted. In addition, these platforms are not suited
for the harmonization of different metadata sources but expect input that fits
exactly their defined formats.

We propose a metadata platform that is open source and free to use even
for commercial use cases. It follows a distributed philosophy which allows also
smaller radio stations to run their own deployments while still being visible to a
large group of potential listeners. Additionally, participating radio stations have
full control over their own metadata and can leverage the built-in importer unit
to harmonize their existing metadata landscape.

2.3 Knowledge Discovery in Databases

In order to design modular and extensible components as well as a suitable
data model for the proposed metadata platform, a process chain for dividing
the whole workflow of crawling, aggregation and data analysis into subtasks is
necessary. Therefore, the Knowledge Discovery in Databases (KDD) paradigm
introduced by Fayyad et al. is utilized [6]. It describes the advance as a not trivial
process of identifying valid, new, potentially useful, and finally more understand-
able patterns in big data pools. The advance serves as a guideline for metadata
integration and harmonization as well as for specifying a recommender system.
Figure 1 provides an overview of the process steps.

Fig. 1. The Knowledge Discovery in Databases (KDD) process model as proposed in
[6] and implemented by the metadata platform. The different process steps also serve
as orientation for the description of the platform concepts in Sect. 3.

Within the first task (1) Domain knowledge and vision, the application’s
final objectives and technical circumstances are identified. This is followed by

3 TuneIn Incorporation (2019): https://tunein.com/.
4 Radioplayer Worldwide Limited (2017): http://www.radioplayerworldwide.com.

https://tunein.com/
http://www.radioplayerworldwide.com
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a (2) Selection of promising and rich target data sources. (3) Preprocessing
ensures that the target data is revised and checked for inconsistencies. Addition-
ally, statistical noise or errors, measurement deviations and outliers, which could
affect the data mining process significantly, are removed [13]. Data from external
sources can be aggregated and enriched with additional information, enabling a
more meaningful discovery of knowledge. The input for the (4) Transformation
step is consistent and enriched data ready to be transformed into a readable for-
mat (e.g. feature sets, histograms, dictionaries, etc.) as needed by the (5) Data
Mining procedure applied afterwards. For this purpose, different approaches (e.g.
supervised or unsupervised learning, pattern and distance analysis, etc.) can be
chosen [8]. Finally, an (6) Interpretation and Evaluation of the process model’s
outcomes is conducted which results in knowledge extracted from the underlying
data.

2.4 Taxonomies of Recommender Systems

In order to design a powerful metadata platform capable of crawling, enriching,
organizing and providing expressive radio metadata as needed by recommenda-
tion approaches, the different types of recommender systems need to be under-
stood. For media items, these can be categorized into four different classes, all
with its specific advantages, disadvantages and requirements.

With the publication of a data set containing more than a 100 million movie
ratings from more than 480,000 users, the media-services provider Netflix invited
experts and students around the world to challenge its own recommender sys-
tem Cinematch, which combines Collaborative Filtering (CF) with a You May
Like (YML) approach [1]. The main idea behind this recommender technique is
the fusion of information about movies users watched and how they rated them
(YML) with information about similar user profiles and movies the correspond-
ing users liked (CF).

In contrast to CF and YML concepts, Demographic Filtering (DF) deter-
mines similarity not on basis of user preferences or their behavior, but on basis
of the categorization of demographic attributes, e.g. age or language [2,12].
Thereby, recommendations can be provided by comparing profiles within a user
group as well as by inspecting overlaps. Knowledge Based Filtering (KF) is a
model based on knowledge about how the user can be satisfied by giving a spe-
cific recommendation. The needed input are the interests or necessities of a user
[2,12]. An exemplary implementation of this concept would be the web interface
of the search engine provided by the internet service company Google.

A recommender concept independent of user data is the Content Based Fil-
tering (CBF). Here, a domain-specific measure of content similarity is used to
recommend similar items. The higher the measured similarity between two items’
content features is, the more similar they are.

Despite the fact that all approaches are able to offer good results, they also
show specific disadvantages. One of these is the so-called Cold Start problem,
which describes the inability of a recommender system to function properly
if the amount of existing user data available for creating recommendations is
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small [3]. This typically occurs at an early stage by the time of a system’s initial
deployment and applies for CF, DF and KF approaches. Depending on the exact
implementation, only CBF systems are not susceptible. Another critical point
is the emergence of so-called Filter Bubbles, which occur mainly in CF and DF
approaches. It describes the problem that on the basis of data from profiles
that are always similar, also always the same items are recommended resulting
in a synthetic, closed off filter bubble environment [11]. In addition, privacy
concerns are relevant to CF, DF, and KF approaches as detailed information
on consumer behavior is needed in order to work properly. The metadata-based
station recommender system proposed in this paper is based on the CBF concept.

3 Concept

To develop a sustainable concept for a distributed metadata platform, the initial
step (1) Domain knowledge and vision mentioned in Fig. 1 is applied to focus
on the platform’s goals. Its main goal is the creation of an enriched listening
experience paired with enhanced usability, whereby several studies show that
played songs and music genres are the most important impact factors for a
satisfying radio experience [4,14]. High-quality content recommendations and
descriptive metadata for making radio content discoverable in an easy and usable
way, even within hybrid radio scenarios, are identified as key features. In the
following, the requirements for the platform as well as its specific implementation
are presented in detail.

3.1 Requirements

In order to further specify the requirements for the proposed platform, an addi-
tional study with 47 initial user scenarios clustered into 10 subject areas was
carried out within the HRADIO project5. A key insight was that from a user’s
point of view, the easy discovery and accurate recommendation of new content is
essential for a satisfying radio experience. Together with the basic process model
described in Sect. 2.3, these insights allow the derivation of requirements for the
metadata platform as stated in the following:

Metadata. In order to provide hybrid radio services and rich content to
radio users, detailed metadata must be available. Since radio metadata may
originate from different sources, it needs to be aggregated and harmonized. In
addition, its accuracy and completeness must be ensured. Available sources
need to be selected carefully based on data quality and availability. Retrieved
metadata must contain station and programme descriptions, and detailed
information about specific programme events, e.g. songs, genre etc.
Station Recommendations. Personalized content is important for hybrid
radio services and scenarios. A station recommendation engine is crucial and
must be part of the platform.

5 HRADIO Deliverable D2.1: HRADIO User Scenarios, (2018): https://www.hradio.
eu/outcome.

https://www.hradio.eu/outcome
https://www.hradio.eu/outcome
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Searchability. For the purposeful delivery of metadata and the processing of
complex search requests (e.g. range queries, spatial nearest neighbor queries,
etc.), a publicly available service interface is necessary.
Scalability. Scalability with respect to the amount of stored metadata and
increasing search and recommendation service load must be guaranteed.
Modularity. In order to import a variety of diverse metadata sources as
required, to support an extensible data model and to enable the integration
of different recommendation algorithms, the platform must have a highly
modular architecture.
Availability. The architectural design should guarantee high service avail-
ability. Services should be accessible even if some platform instances fail.
Persistency. All imported metadata needs to be stored in a persistent way
and in a human readable format.
Simplicity. The distributed platform has to ensure a standardized and easy-
to-use deployment routine in order to enable large as well as small radio
stations or privately interested users to participate in the network.
Openness. The platform itself, its usage and all aggregated metadata should
be provisioned free of charge to all stakeholders. Therefore, all data sources
and underlying technologies must be freely available and modifiable.

3.2 Architecture

The following architecture is based on the requirements defined in Sect. 3.1 and
was built from scratch with focus on modularity and extensibility. It consists of
five main building blocks (see Fig. 2 for an overview): (1) The databases module
for metadata search and storage, (2) the importer unit for metadata crawling
and preparation, (3) the radio station recommender engine, (4) the service layer
which provides access to the platform’s functionality and (5) the coordination
module for distributed searches.

Databases. The platform contains two database components: The document
warehouse and the Discogs database. The document warehouse persists prepro-
cessed and transformed metadata and handles the processing of complex queries.
It contains two databases, one with a relational scheme that persists the data
model in all its detail and one document-oriented database that stores a flat and
de-normalized representation of the data model for highly efficient and scalable
query execution. The document database is filled by an indexing component
that crawls the relational database (using the metadata maintenance service) in
configurable intervals, transforms it to an optimized representation and creates
corresponding documents.

The Discogs database contains a complete snapshot of the Discogs data set
and is updated automatically with new versions. The importer unit uses it to
extract programme event information based on song title and artist. The under-
lying storage employs a relational scheme and can be accessed via standard SQL
queries.



A Distributed Metadata Platform for Hybrid Radio Services 173

Fig. 2. Overview of the general architecture of the proposed metadata platform includ-
ing all building blocks, communication routes and interfaces. The importer unit man-
ages metadata crawling and preprocessing. Processed data is stored in the databases
module and used by the recommender engine and the search network coordinator. The
service layer provides public and private access to the platform’s data.

Importer Unit. The importer unit is responsible for the crawling, preprocess-
ing and transformation of service and programme event data. The scheduler
located in the importer component coordinates crawler instances whereas both,
the service and the programme event importer process incoming raw data and
create new service or programme event items (see Sect. 3.4). For the communica-
tion between crawlers and importers, a message bus is employed which increases
decoupling, extensibility (e.g. adding crawlers for new metadata sources) and
scalability (with respect to number of running crawlers and update frequency).
In addition, it offers a multitude of options for handling high-load phenomenons,
like e.g. queue back pressure.

Service Layer. The service layer provides access to the main functionalities
of the platform. All services follow the Representational State Transfer (REST)
paradigm [7] and use a JSON-encoded transfer format. Some services are publicly
available whereas others are restricted to be used in local networks only. All
services are inherently pageable, enabling the incremental processing of large
data sets.

Metadata Maintenance: The metadata maintenance service provides read and
write access to the complete hierarchical data model and is available in the
local network of its infrastructure. It is e.g. used by the importer unit to persist
crawled metadata in the document warehouse.
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Metadata Search: The metadata search service is a publicly available service
for station and programme search. It forwards search requests to the search
network coordinator (see next section) and responds with the search result. A
comprehensive query language allows for data type-aware and arbitrarily nested
queries.

Recommender: The recommender service is the public interface to the station
recommender engine and retrieves a list of recommended stations based on a
given station.

Search Network: The search network service manages the distributed search
functionality (see next section). Its publicly available part provides read-only
access to the search index and token-based search index enlisting. The privately
available endpoint allows for token generation as well as for search index and
description updates.

Search Network Coordinator. Essential for the platform is the distributed
execution of metadata searches across a set of platform deployments (in the fol-
lowing referred to as search nodes). Besides forwarding the incoming query to its
own document warehouse, each search node forwards query requests recursively
to other search nodes selected from a locally maintained list (the search node
index). Local responses are merged with those from selected remote search nodes
and sent back to the requester (see Fig. 3 RESPONSE block).

The query formulation is therefore split in two separate pieces (see Fig. 3
REQUEST block): The Top-Level Query which defines keywords, genre and
region information with which the requested search node can select a suitable set
of search nodes from its search node index and the Local Query which is processed
on the requested search node and recursively sent to selected search nodes. In
addition, the requester can select the maximum depth (search hops) and breadth
(number of selected search nodes per hop) of the query. The resulting query
distribution graph forms a tree, with the root node being the search node that
received the initial request.

The search index is stored in the document warehouse and holds descriptive
properties of a search node (e.g. keywords, genres or regions) together with its
URL. Search node descriptions might change over time. In order to update all
local copies of a search node description (as it is stored in search node indexes),
a Peer-to-Peer (P2P) approach based on the Kademlia protocol [9] was chosen.
Each search node maintains its own mutable description item in the P2P network
which is addressable via a search node-specific globally unique identifier. All
search nodes with this particular node in their search node index are aware of
this identifier and thus are notified if the contained description changes (see
Fig. 3).

Entering the search network as a new search node works as follows: At first,
an existing search node generates and transfers a token manually via a secured
channel (e.g. encrypted email) to the new search node. With that token, the new
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Fig. 3. The distributed search model. Each search node maintains a search index con-
taining descriptions of other search nodes. An incoming search request contains the
Top-Level Query for finding other suitable search nodes as well as the Local Query
which represents the actual search expression. The search request is forwarded to other
search nodes matching the Top-Level Query and the Local Query is executed on all
of them (including the local search node). The combined response is sent back to the
inquirer. Since search node descriptions might change over time, a P2P approach is
used to keep them updated across all participants of the search network.

search node is able to manually enlist itself in the search index of the existing
search node as a new node. This manual process ensures correct search node
identities and is sufficient for the targeted amount of search network members.
The search index of a search node is populated via different mechanisms:

– Search indexes of other search nodes can be accessed and manually added to
the search index.

– Search nodes whose results constantly appear in search results are added to
the search index.

– Search nodes whose empty response frequency exceeds a certain threshold are
deleted from the search index.

– Search nodes whose response time constantly exceeds a certain limit are
deleted from the search index.

The functionality for search network management is provided by the search
network service (see Sect. 3.2).

Recommender Engine. This module is thoroughly described in Sect. 3.5.
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3.3 Metadata Model

The metadata model describes structure, fields and types of the metadata that
is processed and stored within the proposed platform (see Fig. 4). It follows a
relational scheme and is derived from the RadioDNS standard which is extended
with JSON-based programme event and genre descriptions.

Service Provider

Description of a radio 
station provider with a set of
stations.

Service

Description of a radio station with 
a set of schedules.

Schedule

 Set of programmes for a 
 specific day.

Programme

Description of a programme
with start and stop time and
a set of programme events.

ProgrammeEvent

Metadata of a programme
event (e.g. a song) with start
and stop time.

Locale

Geospatial and time zone data describing the
station's region.

Bearer

FM, DAB or IP bearer reveal
how to reach the station. 

MediaDescription

Attached multi-
media content (e.g. logos).

Fig. 4. High-level overview of the metadata model as used by the metadata platform.
The hierarchical model is based on the RadioDNS standard with added expressiveness
for genre and programme event description.

3.4 Metadata Acquisition and Aggregation

As shown in Fig. 2, the steps (2) Selection, (3) Preprocessing and (4) Transfor-
mation as described in Sect. 2.3 are implemented by the importer unit. For addi-
tional data enrichment, the Discogs database is used. Therefore, the scheduler
of the importer unit starts and coordinates the different crawlers which collect
raw metadata from different sources. After transformation and enrichment, the
metadata is stored in the document warehouse which makes it available for steps
(5) Data Mining and (6) Interpretation and Evaluation as well as for complex
search queries.

Metadata Selection. Metadata crawling essentially maps to step (2) Selection.
Currently, metadata crawlers for RadioDNS, Dynamic Label, ICY tags, and
Discogs exist. As described in Sect. 3.2, the underlying architecture is highly
modular and the integration of further metadata sources is straightforward.

Transformation and Preprocessing. The following process is aligned with
steps (3) Preprocessing and (4) Transformation and its output is formatted and
enriched metadata describing radio stations and their content, whereby the basic
data model is based on RadioDNS.

Figure 5(a) depicts the raw metadata initially crawled from a RadioDNS
source. Its structure is already capable of rendering a hierarchical model of a ser-
vice provider, its specific services, their schedules, the encompassed programmes
and a rough description of the current programme events. Still, a more detailed
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(a) Raw RadioDNS data input. (b) Example of preprocessed
and transformed metadata.

Fig. 5. The basic data structure in (a) is derived from the raw RadioDNS data model.
After identifying specific programme events on basis of their ICY tags and the aggrega-
tion with additional detail information from Discogs, the final, revised and transformed
metadata structure visible in (b) is created and stored in the data warehouse.

description of programme events (e.g. artists, genres, topics) is usually miss-
ing, which makes it hard to use raw RadioDNS input as a basis for expressive
metadata-based recommendations.

In this context, several publications and studies state, that played music is
the essential ingredient which makes users prefer a particular radio station or
programme [4,14]. Thus, it is inevitable to extract further information about
basic programme events in order to create a stable foundation for meaningful
recommendations. To achieve this, the proposed metadata platform integrates
ICY tags and Dynamic Label data simultaneously to provide further information
on programme events. In this process, a filtering approach removes doublets and
data not related to songs out of the byte-encoded strings leaving only title and
artist information.

The extracted song data is then used to retrieve further information like
release year or genre from the local Discogs database. Thereby, the most complete
entry for a specific title in terms of duration, release version, genre and data
quality is returned to the importer unit and integrated in the specific programme
event. By associating all schedules to its parent services and all services to their
service providers, it is now possible to create a deep metadata representation as
depicted in Fig. 5(b).

3.5 Metadata-Based Station Recommendations

The preprocessed and transformed metadata described in Sect. 3.4 is the input
for a metadata-based recommender system for radio stations which is essen-
tially an implementation of task (5) Data Mining of the KDD process model
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(see Fig. 1). The recommender system is based on ordered histogram profiles
encompassing programme event genres of particular stations. Figure 6(a) shows
an average distribution of programme event genres in the daily schedule of three
exemplary radio stations A, B and C. For clarity purposes, only the three gen-
res Jazz, Pop, and Rock are depicted. In operation, the full genre spectrum as
available in the metadata platform is used for recommendations which results
in a much higher dimensionality of the feature space. With the genre histogram
based profiles it is now possible to determine distances between different stations
in order to identify those with similar content.

(a) Exemplary profiles
for stations by genres.

(b) Profile vectors of genres
in the Euclidean space.

Fig. 6. (a) shows exemplary station profiles based on ordered histograms for three
radio stations (A, B, C) selected from the evaluation data set introduced in Sect. 4.2
for genres. (b) depicts the representation of genre vectors in the Euclidean space.

As Fig. 6(b) shows, the distance of genre histograms between two different
stations A, B can be determined with the Euclidean distance

ED(A,B) =

√
√
√
√

dim(G)
∑

1

(qi − pi)2 (1)

in a multi-dimensional genre vector space G, where qi and pi describe the aver-
age occurrence of genre i in the schedule of station A and B. The smaller the
determined distance ED(A,B) is, the more similar is the programme schedule
of station A compared to that of station B in terms of played music genres.

4 Evaluation

The evaluation of the platform focuses on two aspects: (1) A qualitative analysis
of the metadata platform and (2) a discussion of a user study conducted for the
evaluation of the proposed station recommender engine.
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4.1 Distributed Metadata Platform

The qualitative analysis of the proposed metadata platform should reveal to
what degree the requirements defined in Sect. 3.1 are met by the platform. For
this purpose, we went through the list of requirements and compared them with
available platform functionalities. Table 2 depicts the results.

Table 2. Comparison of the user requirements defined in Sect. 3.1 with available plat-
form features.

Requirement Metadata platform feature

Metadata Metadata is stored and processed using a comprehensive metadata
model especially suitable for hybrid radio use cases (see Sect. 3.3).
Metadata can be imported from various sources and is processed
and enriched on its way to the storage (see Sect. 3.4)

Station
recommendations

A metadata-based station recommendation engine is part of the
platform (see Sect. 3.5). It is evaluated in Sect. 4.2

Searchability With the metadata search service it is possible to search for
programme and station information using complex queries. The
query format is defined by the underlying search engine
(Elasticsearcha). The proposed search network approach (Sect. 3.2)
allows smaller stations to participate and gives them the
opportunity to be found without any centralized aggregator
instance or high use of resources

Scalability The databases module uses technologies that are known to scale
well with number of requests and amount of stored data
(PostgreSQLb and Elasticsearch). Same goes for the employed
message bus (RabbitMQc). All services in the service layer are
stateless and thus scale well with number of requests. However,
excessive load tests are planned in order to reveal potential
bottlenecks. The proposed recommender engine stores distance
measures for each service to all other services which does not scale
well with the number of services. Solving this problem is part of
future work

Modularity The platform consists of multiple modules (see Fig. 2) that are
separated via Dockerd containers. For inter-module communication
a service bus and direct REST service calls are used. Crawler for
new metadata sources are added by connecting them to the service
bus. The message format is strictly defined and simple to use
(Python and Java-based message APIs). A defined interface exists
for adding new recommendation engines. Extending the metadata
model is possible. Adding new programme event content or genre
schemes comes with low effort since they are less structured (only
JSON-encoded strings). Changing crucial parts of the hierarchical
structure of the metadata model is costly since multiple parts have
to be touched (database schemes, Java API, Python API)
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Table 2. (continued)

Requirement Metadata platform feature

Availability We ran the platform for 3 consecutive months and experienced zero
down-time during the user study. The databases module uses
technologies that provide cluster-based fail-over mechanisms to
increase availability. Platform operators can open their metadata
maintenance service to others, such that metadata can be mirrored
to other platform instances. Even if one instance fails, data can be
accessed via other instances

Persistency Imported metadata is stored in the databases module (see Sect. 3.2)

Simplicity The platform is shipped with a build and deployment script for
Linux distributions. It covers all necessary steps from code
repository cloning to monitoring all started modules

Openness The metadata platform itself is licensed under the MITe open
source license. Employed third-party software components are all
free software. Used metadata sources are publicly available and free
of charge

aElasticsearch B.V., (2019): https://www.elastic.co/
bThe PostgreSQL Global Development Group, (2019): https://www.postgresql.org/
cPivotal Software Inc., (2019): https://www.rabbitmq.com/
dDocker Inc., (2019): https://www.docker.com/
eOpensource.org, (2019): https://opensource.org/licenses/MIT

4.2 Metadata-Based Station Recommendations

In order to evaluate the recommendation capabilities and therefore the value of
the metadata provided by the proposed platform, two experiments for task (6)
Interpretation and Evaluation of the KDD process model were conducted.

The first experiment evaluates recommendations quantitatively and com-
pares the detected genre similarity for radio stations, which are known for having
an overlapping programme schedule. Figure 7 shows the automatically detected
genre occurrences encompassing 4 days of programme schedule and 5 regional
stations belonging to the broadcaster Bayern 1. During this period, more than
650 programme events were detected for each station. The programme of these
regional stations is nearly similar in terms of played music and programme events
with slight differences in the adverts, the news and local reports. Hence, Fig. 7
traces these circumstances and indicates that the metadata provided by the pro-
posed platform provides a solid foundation for metadata-based recommender
systems.

In the second experiment, the goal was to investigate how actual users asses
specific recommendations in terms of perceived versus estimated similarity. A
comprehensive user study encompassing 19 participants between 25 and 59 years
of age was conducted. In the first part of the study, the participants were asked
for their reasons to consume audio media. 90% stated that they listen for enter-
tainment, 60% to relax, 45% as a pastime and 45% want to stay informed. When
asked how often they listen to audio media, 10% stated once monthly or once
weekly, 25% several times a week, 10% daily and 55% several times daily.

https://www.elastic.co/
https://www.postgresql.org/
https://www.rabbitmq.com/
https://www.docker.com/
https://opensource.org/licenses/MIT
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Fig. 7. Estimated similarity of regional radio stations of the same broadcaster on basis
of programme event genres.

In the second part of the study, 47 radio stations were presented to the
participants in a web interface. Subsequently, each participant had to choose
one of the stations and the recommender responded with an ordered list of 10
most similar stations, based on programme event genres (see Sect. 3.5). The
participants now had to assess the quality of the recommendations in a range
from 1 to 10 on the basis of their perception and knowledge about the stations (a
brief description of each station was given as a guide). 1 corresponds to a very bad
recommendation, 10 to a perfect one. In addition to generated recommendations,
50% of the returned suggestions were created randomly in order to verify the
quality of the recommender against the quality of random recommendations
(baseline). The station selection and recommendation assessment was conducted
10 times by each participant.

Figure 8(a) depicts a selection of 22 radio stations, which were selected at
least once by the study participants. When recommendations were provided by
the random recommender, the participants perceived a recommendation qual-
ity of µ = 4.56, while the recommender achieved a quality of µ = 6.67. When
only focusing on the 6 stations which were chosen by the participants at least
more than 10 times, the difference in quality between both becomes even clearer
visible: As Fig. 8(b) illustrates, the random recommender again achieves a com-
parable quality result of µ = 4.59, while the recommender’s quality is assessed
with µ = 7.49.

These results support the hypothesis that the metadata provided by the pro-
posed platform is suitable as a basis for metadata-based recommendations. Even
with a straightforward, distance-based recommendation approach it is possible
to deliver meaningful recommendations with a decent level of quality.
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(a) Perceived recommendation quality for 22 stations
chosen at least once by the participants.

(b) Corresponding perceived
quality for 7 stations chosen at
least 10 times.

Fig. 8. Results of subjectively perceived quality of recommendations for the proposed
station recommender. Red: Proposed recommender, Blue: Recommendations generated
randomly (baseline). (Color figure online)

5 Conclusion

In this paper, we proposed a distributed radio metadata platform especially
designed for hybrid radio use cases. It harmonizes and enriches metadata from
a multitude of sources and provides a distributed search mechanism that allows
also smaller stations to be widely visible for potential listeners. By conduct-
ing a qualitative analysis, we were able to show that it meets the requirements
that have been derived before from pre-defined user scenarios. As an exemplary
hybrid radio use case, a metadata-based station recommendation engine was
described in detail. In its evaluation we could show that it is possible to gen-
erate meaningful station recommendations based on the metadata provided by
the proposed platform. For future work, we would like to investigate the plat-
form’s performance characteristics and integrate audio stream-based enrichment
of metadata using techniques from spoken word and sentiment analysis.
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Abstract. The number and accessibility of published news items have
grown recently. Publishers have developed recommender systems sup-
porting users in finding relevant news. Traditional news recommender
systems focus on collaborative filtering and content-based strategies.
Unlike texts, multimedia content has received little attention. However,
images and other multimedia elements affect how users perceive the
news. In this work, we present a system that aggregates text-based,
image-based, and user interests-based features to foster recommender
systems for news. The system monitors a live stream of news and inter-
actions with them. It applies text analysis and automatic image labeling
methods for enriching the news stream. A web application visualizes
the collected data and statistics. We show that image features are valu-
able for developing news recommender systems. The created feature-rich
dataset constitutes the basis for developing innovative news recommen-
dation approaches.

Online news is ubiquitously available and serves as a vital information source.
Readers struggle to discover exciting stories as publishers release an ever-
increasing amount of news. Frequently, images accompany news articles and sig-
nificantly affect their perception. Traditional content-based news recommender
systems analyze the texts but largely ignore the pictures. Still, images draw
the readers’ attention. They could play a decisive role in understanding readers’
behavior.

How do readers’ actions toward headlines, texts, and images reflect their pref-
erences? To answer this question, we have developed a system designed to collect,
transform, and analyze news-related data. First, the system stores images along
with statistics describing users’ reading behavior. Second, Artificial Intelligence-
based annotators automatically assign descriptive labels to each image. Third,
a web-based user interface displays the images and highlights statistics. Finally,
several multimedia-based recommender algorithms are implemented and eval-
uated. We discuss the challenges and experiences with multimedia-based
recommendations.
c© Springer Nature Switzerland AG 2019
K.-H. Lüke et al. (Eds.): I4CS 2019, CCIS 1041, pp. 184–201, 2019.
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This work contributes to state of the art in the following ways:

– We summarize approaches for analyzing and annotating images.
– We create a multimedia dataset and extend it continuously.
– We evaluate a selection of image labeling frameworks and analyze their

strengths and weaknesses concerning the news recommender scenario.
– We implement a GUI revealing dataset characteristics.
– We release a dataset combining texts, images, and user preferences thus facil-

itating a comprehensive analysis.
– We implement and evaluate recommendation algorithms using multimedia

data.
– We enable researchers to track shifting user interests and investigate

multimedia-based recommendation strategies.

The paper is structured as follows: Sect. 1 describes the scenario and the prob-
lem in detail. Section 2 provides background information and discusses related
work. Section 3 introduces our approach for building a corpus for a multimedia-
based recommender. Section 4 discusses the properties of the created dataset. We
explain baseline recommendation algorithms and discuss their precision on the
newly created dataset in Sect. 5. Finally, Sect. 6 concludes and gives an outlook
on future work.

1 Problem Description

In this section, we analyze the scenario. We discuss the used data sources and
explain the specific challenges.

1.1 The Analyzed Scenario in Detail

Web-based news portals offer users a broad spectrum of the news. News pub-
lishers have added recommendations to their portals to help readers navigate.
This has motivated introducing the NewsREEL challenge1.

Therein, researchers gain access to a collection of authentic recent news
as well as news-user interactions. Participants must develop innovative recom-
mendation algorithms. The Open Recommendation Platform (ORP) enables
researchers to evaluate algorithms in a “living lab” environment. At the
same time, participants obtain a collection of recorded data facilitating offline
experiments.

The NewsREEL data arrive in the form of a stream of events [14]. Events’ fea-
tures describe the news articles as well as readers’ behavior. Specifically, events
refer to the title, teaser, image, and creation date of the news items. Besides,
the system monitors users’ reading and clicking behavior in the form of “impres-
sions” and “clicks.” The NewsREEL data stream describes events in the JSON
message format. On average, the stream amounts to ≈ 5 GB per day. This cor-
responds to ≈ 800 newly published items (“item updates”) and ≈ 3.5 million
impressions. We observe a high variance regarding the frequency of messages
over the day.
1 http://www.newsreelchallenge.org/.

http://www.newsreelchallenge.org/
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1.2 The Challenges

Processing the data stream entails several challenges. The data reveal merely
a limited view of user preferences. Thus, researchers must define models suit-
able for computing high-quality recommendations. Traditional recommender
approaches apply Collaborative Filtering (CF) relying on the user-item inter-
actions but ignoring the item content. Due to the cold start problem of Col-
laborative Recommender algorithms [4] these approaches are ill-suited for news
streams. For freshly published items, sufficient feedback remains unavailable.
Content-based recommenders represent an alternative to CF. These approaches
usually focus on the item descriptions. They tend to ignore accompanying
images. As the images have a substantial impact on the perception of the item,
researchers should consider them when computing the items’ relevance. Diver-
sity as well as ambiguous meanings impede establishing images as the source of
information for recommender systems.

Scalability represents another challenge. Participants must deal with varia-
tions in request frequency while maintaining a maximum response time limit.
During especially demanding hours, systems can receive hundreds of requests
per second. Each request expects a reply within 100 ms. Recommendation algo-
rithms which use image features experience additional requirements. They must
process the images promptly such that they can include recommendations of
newly added articles quickly.

1.3 Discussion

Existing news recommender systems predominantly consider textual represen-
tation and similarities concerning preferences among readers. At the same time,
most news recommender systems appear to ignore the images displayed along-
side articles. On the other hand, the images draw the attention of readers. Thus,
analyzing how images, user preferences, and texts correlate becomes an interest-
ing research question. Thus far, this topic failed to gain attraction and remains
an open question. We want to change this and introduce a system capable of
collecting, analyzing, and presenting information regarding news and news rec-
ommender systems. This work shall foster research on this topic by combining
advanced image analysis and recommendation algorithms. The new dataset can
be used to evaluate new ideas and benchmark existing work.

2 Background Information

This section discusses related work and existing components related to our sce-
nario. We focus on image annotation frameworks, models for annotating images,
and existing systems.
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Systems and Scenarios. The automated analysis of images has become a research
topic relevant to an increasing number of domains. Well-known applications
include annotating photos on Facebook or Flickr [20]. Several research ini-
tiatives and conferences try to foster the research in this domain such as ACM

MultiMedia
2, ImageCLEF

3, and MediaEval
4. Relevant topics range from

traffic analysis [12] to MR brain image classification [10] to interestingness pre-
diction [2,6] and to knowledge extraction from satellite images [3].

Similar Systems. Several recent research prototypes have emerged in the scope
of automatic labeling and data mining from images:

(1) Nogueira et al. [15] present a system that crawls pictures from social media
portals. They use the collected data to train Convolutional Neural Networks
to discover flood events in pictures or texts. The evaluation shows that com-
bining image-based and textual data achieves the highest precision. Their
findings encourage us to analyze how textual and image-based features com-
bine in different domains.

(2) Kumaresan et al. [13] combine textual and visual features to detect spam
e-mails. The conducted experiments show that incorporating visual features
improves classification accuracy: Image-based features complement the text-
based features. Incorporating visual features remains a rather young research
direction; a stronger focus on this topic could improve the results in different
domains.

(3) Corsini et al. [6] have developed a system that investigates the idea, that
the thumbnail provides the most valuable selection criterion for choosing a
news article. The system classifies an image as “interesting” or “not inter-
esting” based on whether or not it detects human faces. The results indicate
that the analysis of images represents a promising approach for computing
the relevance of news items. A more comprehensive analysis appears as a
promising research topic.

Overall, the analysis shows that combining textual and visual features
improves the prediction accuracy in several domains. The methods for incorpo-
rating visual information are rather new—thus different approaches and methods
should be considered in order to define a high-quality solution.

Image Annotation Frameworks. Annotating images represents a complex task.
The system has to convert images to an informative representation in the form
of features. Subsequently, the system has to generate a meaningful classification
model. In recent years, artificial neural networks have become the most popular
tool for this task in the domain of image classification. Designing the network

2 http://www.acmmm.org/.
3 http://www.imageclef.org/.
4 http://www.multimediaeval.org/.

http://www.acmmm.org/
http://www.imageclef.org/
http://www.multimediaeval.org/
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topology represents a difficult challenge. Finally, the system has to infer the
optimal parameters for the model such that the system can automatically anno-
tate unknown images. Various frameworks simplify developing image annotating
systems. The most popular frameworks are Theano/Keras and Tensorflow.

Theano and Keras. Keras is a deep learning library for Python usable on top
of Theano. Theano is a Python library tailored for solving computationally-
intense mathematical problems. Both libraries are open-source and well main-
tained by an active community. Keras enables researchers to start quickly with
neural networks thanks to predefined models. Pre-trained models for several
domains, including image annotation, are available for download. These features
render the Theano/Keras library well-suited for our scenario.

Tensorflow. Tensorflow is an open-source machine learning library which
makes use of data flow graphs for numerical computations. Image and speech
processing represent the main application scopes. Tensorflow can be used
with Python or C++. Pre-trained data models and a large number of extensions
are available thanks to an active community.

Models. At their core, image annotation frameworks rely on pre-trained models.
The most frequently used models (when working with Keras and Tensor-

flow) are trained on the ImageNet datasets [7]. ImageNet collects pictures
for different words or labels fetched from the WordNet dataset5. These pre-
trained models classify images into up to 1000 different labels which have been
chosen from a subset of the WordNet dataset. These labels originate from various
areas and include different animals as well as sports and other topics. Strikingly,
the 1000 labels cannot tell whether images showed humans or not.

Keras is able to use the VGG-16, the VGG-19, as well as the ResNet50 model,
while Tensorflow is able to use the VGG-16, the VGG-19, and the Inception-v3

model. The main difference between these neural network models lays in the
number of layers, the number of neurons as well as how they combine. Details
concerning these neural networks have been described in the literature [11].
Training these models on a large dataset needs much computational power and
therefore time. With limited resources, this work strongly necessitates using pre-
trained models.

Discussion. The analyzed image annotation frameworks and models have shown
considerable precision in the majority of the application scenarios. This promises
adding value to image annotation tasks in different domains. Both analyzed
frameworks have strengths and weaknesses. We have decided to integrate both
frameworks in order to ensure comprehensive annotations.

5 http://www.image-net.org/.

http://www.image-net.org/
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3 Building a Corpus for Multimedia-Based
Recommender Systems

In this section, we introduce our approach to building a corpus for learning and
evaluating multimedia-based recommender. We explain the system architecture
and discuss the implemented components in detail.

3.1 System Architecture

Processing the NewsREEL data stream and building a reusable corpus represent
our main objective. The corpus should keep the raw data enriched with meta-
information describing the texts and images. In addition, we develop a web
application allowing users to explore the corpus visually. The web application
enables users to search, examine, and filter by labels and terms. The application
computes summarizing statistics.

Figure 1 visualizes our system’s architecture. A database stores the data
received from the NewsREEL data stream. Periodically, the system computes
item statistics—e.g., the item popularity—and stores this information in the
database. In addition to the popularity statistics, the system analyzes the item
texts and stores the results as features in the database. Concurrently, the system
collects the image meta-data and downloads the images for the next processing
steps. Selected automatic image annotators assign labels to the stored images.
Simultaneously, the system extracts labels from the texts and stores raw features
of text and images. A web application visualizes the collected data, providing
detailed statistics and different types of diagrams.

Image
Annotator

Image
Meta-Data
Database

Popularity 
sta s cs

Image
Collec on Image

Annotator

Image
Crawling/ 
Valida on

Visualiza on
Sta s cs

Fig. 1. The architecture of the system.
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3.2 Database and Data Management

We have decided to use MySQL as database to store images’ meta-data.

Fig. 2. The database schema.

Figure 2 illustrates the database scheme. We store the meta-data for the news
item (relation article) including the item title, the teaser, publication date,
publisher, and the total number of clicks and impressions. Computing a stemmed
version of the items’ teaser text simplifies later analysis. The system stores image
data in a separate table (relation images). We compute two hashes for each image:
The hash value-Md corresponds to the files MD5 hash and facilitates identifying
duplicates. The hash value-Image allows us to detect resized or cropped versions
of images [17].

Moreover, we record the labels generated by the annotators for each image
along with their confidence estimates (relation labels). The labels refer to an
annotator’s configuration such that we can trace labels’ origins. The configura-
tion involves specifying the back-end, model, and training data—e.g. a triplet
(Tensorflow, VGG-16, ImageNet).

3.3 NewsREEL Connector

NewsREEL enables researchers to connect their news recommender systems to
a selection of publishing services. The recommender systems receive messages
whenever one of a specified set of events has occurred. Message types include
editors changing or adding news articles, readers visiting articles or clicking on
recommendations, and errors. We use the recommender algorithm provided by
the NewsREEL challenge organizers for participating in NewsREEL to get access
to the news message stream. We fork the NewsREEL message stream and use
it as input for our image analysis system.
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3.4 Text-Processing Component

Textual item descriptions represent one of our system’s key aspects. For detailed
text analysis, we preprocess the textual data. First, we remove symbol characters,
such as periods, exclamation points, or question marks. Second, we tokenize the
text obtaining a list of words. Third, we remove frequently occurring terms.
Finally, a stemmer reduces the remaining terms to their word stems—using a
German Snowball stemmer. The system stores the preprocessed text in addition
to the original text in the database.

3.5 Image Tagging Components

A modularly implemented component computes the image annotations. The
component supports several different annotation frameworks and configurations.
Additional annotators can be easily integrated.

The system establishes a preprocessing pipeline for images. It crops images
to a fixed 224 by 224 pixels. Subsequently, the system decodes each pixel’s
RGB-values to obtain a 224 by 224 by 3 tensor. Next, we normalize the tensor
by subtracting each color’s mean value and change the ordering to BGR. The
annotators get this representation as input. We have implemented the annota-
tion components as artificial neural networks. The networks consist of multiple
layers including convolutional, pooling, and fully connected layers. We use four
pre-trained models: (VGG-16, VGG-19, InceptionV3, ResNet50). In case of
the VGG-19 model with Tensorflow, we push a Numpy array representation
of the fourth pooling layer to the database. The arrays enable us to include a
compact representation of images as part of the dataset. The frameworks return
a list of the top ten possible labels selected by the annotators’ confidence score.

3.6 The Visualization Web Application

We have wrapped the database and image collection in a web application allow-
ing users to browse the dataset. Users get access to statistics and graphs.

We have used Flask
6 for that purpose. Flask is a python framework for

building websites implementing the Model-View-Controller (MVC) pattern. The
backend passes the data to a Jinja

7 template engine. Through Flask, we can
query our database as well as to generate statistics about the latest data. Besides,
the app facilitates visiting articles or images.

The GUI is predicated on a Bootstrap SB-Admin template8, jQuery, and
JavaScript libraries. The platform’s main page shows a list of all articles, their
impressions, related images, image labels, dates, and annotation configuration
(Fig. 3). Users can sort the list by each attribute. In addition, the GUI offers three
filter options. The first option eliminates all but the most likely label for each

6 https://flask.pocoo.org/.
7 https://jinja.pocoo.org/.
8 https://startbootstrap.com/template-overviews/sb-admin/.

https://flask.pocoo.org/
https://jinja.pocoo.org/
https://startbootstrap.com/template-overviews/sb-admin/
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image. The second option presents a multi-select dropdown menu. Users may
filter by image name, label, annotator configuration, or date. The third option
shows an input field with auto-completion. Users may search for particular labels.

The GUI includes a statistics overview (Fig. 4): Users can compare images
showing persons with images without persons. Another dynamic figure tracks
the frequency of labels occurring against their probabilities. The third chart
contrasts labels from news texts and their probabilities. Users may filter the
statistics by filtering with the auto-completion input field.

Workflows. The GUI supports three use cases:

(1) A user finds a specific image in the image collection. The search is based on
the most fitting labels. The web application allows the user to filter on the
top-left buttons to select desired images. Subsequently, they can sort the
labels by their confidence scores.

(2) A user has a specific “concept” in mind. The user searches for the most
related articles or images. For this scenario, the auto-completion field at the
top allows selecting the potentially relevant search terms. When the user
starts typing, the database lists possible labels. After the label selection, a
threshold can be set to avoid the platform from showing irrelevant results.

(3) A user can get an overview of the results provided by the different models;
the user can use the various graphs shown on the statistic pages which
provide a general overview of the generated data.

Overall, the web application gives users quick access to the created dataset.
Users can search for specific images or labels as well as explore the dataset
statistics. The web application is open for additional extensions.

3.7 Technical Aspects - Implementation Details

We have implemented the system in Python3. The selected framework and
components enabled us to rapidly prototype and efficiently integrate the image
annotators. Further, we employ python scripts to aggregate user-item interac-
tions and to crawl images.

The web UI has been implemented using Flask; we use a MySQL database
server included in the standard Ubuntu Linux distribution. The python database
connector and SQL query optimizer has been implemented using sqlalchemy

9.
The integrated image analysis libraries support GPUs to speed up the annota-

tion. In our virtualized runtime environment, GPU support has been unavailable.
Thus, image annotation typically needs several hours. Still, the system performs
well overall. We have not observed significant issues with a large amount of data
in our scenario. The pre-trained models help to restrict computational efforts as
learning them would bind considerable resources.

We have measured the time needed by Tensorflow and Keras to label the
images. Keras and Tensorflow annotators used the VGG16 and VGG19 models.
9 https://www.sqlalchemy.org/.

https://www.sqlalchemy.org/
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Fig. 3. The main window shows the images and the key meta-features. Users can define
search criteria and filter as well as sort matching images.

Using the VGG16 model the Keras annotator has spent an average time of 1.18 s
to label one image. With the VGG19 model, the Keras annotator has spent an
average time of 1.37 s for a single image. For the Tensorflow annotator, we have
observed 0.55 s on average with the VGG16 model, and 1.00 s with the VGG19
model. Platform and frameworks represent separate entities. Thereby, annotators
and platform run independently whereby errors cannot affect the other entity.

Fig. 4. The figure show the visualization of the statistics for a selected set of images.
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3.8 Discussion

The developed system combines powerful tools designed to analyze texts and
images. The system runs reliably and handles its tasks efficiently. The news
stream continuously extends the dataset. Users can explore the aggregated infor-
mation and detect recent trends in the web application. Subsequent sections
present a preliminary evaluation and introduce statistics describing the dataset.

4 The Created Corpus

This section introduces the built dataset. We compute the dataset’s key figures
and discuss noticeable features.

4.1 Dataset Statistics

The dataset has been created in the first quarter of 2018–January 1 to March
31, 2018. In total, we have collected 51 291 images: 10 078 images are related to
recent news items; 41 213 images belong to images released in 2010–2017. The
system collects around 800 new images per day. Thereby, the image collection
grows by about 80 MB.

Seven configurations produced image annotations: four use TensorFlow,
three are based on Theano. Each configuration has provided ≈ 10 k annotation.
We consider a maximum of ten labels for each image by a configuration. Table 1
shows the most frequently assigned labels by the VGG-19 model. Therein, we have
considered merely the labels with the highest confidence for each image.

We analyze the best label’s confidence. Figure 5 shows that for a large number
of images, the maximal confidence score ranges between 0.1 and 0.5. Despite the
low confidence scores, the quality of the computed labels is reasonably high.

Table 1. The table lists the most frequently occurring labels.

Rank TensorFlow/VGG-19 Keras/VGG-19

Label Frequency Label Frequency

1 suit, suit of clothes 2471 suit 2590

2 stage 955 stage 957

3 bow tie, bow-tie, bowtie 750 butcher shop 699

4 rugby ball 706 lab coat 679

5 sports car, sport car 624 torch 570

6 lab coat, laboratory coat 587 wig 522

7 wig 515 hair spray 511

8 groom, bridgeroom 505 groom 508

9 web site, website, internet site 485 fountain 497

10 military uniform 484 racer 467
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Fig. 5. The figure shows the distribution of the confidence scores for the labels with
the highest probability.

4.2 Qualitative Analysis

Working on the system and analyzing the computed annotation, we have encoun-
tered the following issues.

(1) Our news dataset is strongly biased towards sports news. We observe this
bias both in the texts and the labels assigned to images. Frequently occurring
labels, such as a suit of clothes, ball, and wig, suggest that many images
show athletes. The particular sports remain hard to detect. The classifiers
tend to confuse European sports with American ones. This indicates that the
used training set is only partially suitable for our scenario. In addition, we
have noticed, that for several images a label has been recognized without
the key object in the picture. For instance, annotators labeled images as
‘basketball,’ despite no basketball being shown in the image. The labeling
seems to rely on features, not directly apparent for humans.
Manually checking the images, we found even human experts struggle to
predict the kind of sport.

(2) Stage represents another frequent label signaling the presence of a celebrity.
In addition, we found images showing the blue lights of emergency service
cars. The blue lights may be perceived as similar to the situation in concerts.

(3) The labeling components often derive labels from one single image element.
For instance, they focus on a person’s coat such as military uniforms or
trench coats. This seems to indicate that the complexity for different “con-
cepts” varies. Thus, the annotators focus on the elements easiest to use for
deriving a label.

(4) Our image collection contains images for which the annotators failed to
assign a reliable label. This means that the probability for the best label
falls below 10%. Such situations indicate that the underlying model lacks
certain concepts. These cases require additional training to improve the
classifier.
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(5) Analyzing the correlation between items’ text and the derived image labels,
we notice that image labels represent appropriate keywords. Typically, the
computed labels describe the central aspect of the news. The labels do not
cover the complete semantics of the news item but could provide useful
information for clustering news.

Discussion. Overall, the automatically computed labels provide useful informa-
tion providing an added value to the textual data. Models trained on domain-
specific data will allow computing more precise and more reliable labels. Nev-
ertheless, the current image annotators provide valuable information and help
us to understand the correlation between texts and images as well as the user
preferences in news items.

5 Recommender Approaches

We have implemented several baseline recommendation algorithms to study the
problem of news recommendation. We have evaluated these algorithms on a
subset of the created dataset.

5.1 Dataset for the Recommender Evaluation

Based on the crawled items, we define a dataset that covers four selected publish-
ers. The dataset consists of the first thirteen weeks in 2018, starting on January
1st, 2018. As user feedback information, we observe for the news items a total
of about 153 million impressions, 397 million recommendations, and 1.1 million
clicks. We partition the dataset into a training set and a test set. The test set
comprises the weeks 4, 10, 11, and 12.

The dataset includes the following features for each item:

– item data (ID, URL, image URL, timestamp of publication).
– text features (headline, snippet; in German).
– image features (up to ten labels per image and a weighting, activation weights

of a standard deep learning network encoding the image). The images have
been annotated by means of different frameworks (Keras [5], TensorFlow [1]
and existing, pre-trained models (VGG16, VGG19 [18]) (see Sect. 3).

– items’ popularity data (numbers of visits, clicks, recommendations). The
image popularity data cover only the training weeks.

As we are interested in computing baseline recommender algorithms, we
refrain from computing additional features. Adding informative features remains
for users of the dataset to do.

5.2 Baselines

NewsREEL Multimedia tasks the participants to find the news items which users
will read most frequently. The participating teams must predict the number of
impressions for each item listed in the test weeks.

We introduce three baseline strategies for predicting the number of impres-
sions: random, document-based, and feature-based.
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5.3 Random

The random baseline assigns each item a random non-negative integer as number
of impressions. This random guessing should be the lower bound for all prediction
strategies.

5.4 Document-Based Approach

The document-based approach centers on the notion of document similarity. The
algorithm employs the basic concept of the k nearest neighbor classifier [8]. First,
we represent each news items as a bag of words. We obtain the words either from
the articles’ texts or image annotations. Next, we determine the ten most similar
news items employing cosine distances amid their term vectors. The computation
exhibits linear complexity in the number of news items. With the NewsREEL
Multimedia dataset, the computation took several minutes. Finally, we estimate
the number of impressions as the sum of the ten neighbors’ impressions.

5.5 Feature-Based Approach

The feature-based approach considers features rather than documents. We derive
features as terms occurring in the news article as well as labels assigned to
images. For each term and label, we compute the average number of impressions
of all articles related to them. We estimate the number of impression for a given
article by averaging the expected impressions of all its features.

The NewsREEL Multimedia dataset contains further information facilitating
variations of this approach. Image labels carry a reference to their annotator’s
configuration. Thus, the baseline can focus on particular annotators’ input or
combinations thereof. In addition, each label entails a confidence score. The score
indicates how confident the annotator is that the label applies to the image. We
can modify the baseline to consider these scores as weights.

5.6 Recommender Evaluation

We have evaluated the implemented algorithms paying attention to the configu-
rations used to annotate the images. In the evaluation, we only report the results
for the three publishers with the highest number of news items. Table 2 shows
that the results differ sharply between the publishers.

The random baseline performs at ≈ 10% for all publishers. In contrast,
the text-based method achieves 34.7% for publisher 13554, 19.2% for publisher
17614, and 22.5% for publisher 39234. The image-based method exhibits notice-
able differences as well. While it scores 19.0% for publisher 13554 with configu-
ration 7, it barely exceeds the random baseline for publisher 17614 and 39234.
The relatively good performance of image-based recommenders for domain 13554
(“cars”) compared with the other domains (“world and local news”) could be
explained by the fact, that articles on 13554 have a longer lifecycle and are less
influenced by breaking news.
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Comparing the text-based predictors with the image-based predictors, we
find that text feature-based methods on average show a better performance.
The approach focusing on selected text features performs significantly better
than the terms-based document similarity method. The document similarity
method which uses images obtains similar results to the image-based feature
methods. For publisher 13554, they score 23.2% with configuration 7, whereas
they remain on the random baseline level for the remaining publishers. Specific
terms appear to affect items’ popularity more than assigned images do. A suit-
able weighting scheme is of significant importance. Comparing word features
with image features, the results indicate that the words are more suitable for
forecasting the popularity of items than the computed images labels. An analy-
sis of the correlation between image labels and text terms should be conducted.
The use of different languages—English for image labels and German for news
texts—introduces an additional difficulty.

We analyze the differences between the feature-based and the document-
based approaches. On average, the feature-based methods outperform the
document-based approaches. This could be explained by considering more robust
data (when using features) instead of merely considering the documents most
similar to the current news item. Top text terms in domain 13554 (domain cars)
are middle-class, unique, mar and grand ; the top image labels are snake (refer-
ring to cables), roof, and folding chair.

Comparing the influence of the image annotator configuration, we find that
the annotator 4 based on the InceptionV3 [19] performs worse than the pre-
dictors using the VGG [9] component. Analyzing the labels computed by the
algorithms, we found, that the annotators typically describe selected objects
in the image, but are not optimized for interestingness prediction. The exam-
ple “stock” images introduce further challenges. Publishers use these for news
articles which currently lack photos.

Overall, the evaluation results show specific differences between the config-
urations and domains. The underlying rules should be researched in detail to
improve the prediction algorithms and to optimize the parameter configurations.

5.7 Recommender Evaluation Discussion

In this section, we have evaluated several baseline algorithms developed to pre-
dict the popularity of news items based on multimedia data. The results sug-
gest that performance strongly depends on the individual publisher. We have
observed that text-based features perform better than image-based features.
This could be due to terms being more closely linked to the events reported
by the articles.

While text-based methods have outperformed the random baseline consis-
tently, image-based approaches merely overcome the random baseline for some
publishers. This indicates that news articles’ popularity may be disconnected
from images for some publishers. Furthermore, we have seen that the quality
of image-based recommendations depends on the annotator used to create the
labels.
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Table 2. Prec@top-10% for the baseline algorithms

Recommender name Labeler configuration Domain (publisher)

13554 17614 39234

doc. similarity using images (2) Tensorflow - VGG16 0.207 0.103 0.110

doc. similarity using images (3) Tensorflow - VGG19 0.223 0.109 0.104

doc. similarity using images (4) Tensorflow - InceptionV3 0.200 0.114 0.104

doc. similarity using images (5) Keras - VGG16 0.224 0.112 0.104

doc. similarity using images (6) Keras - VGG19 0.227 0.109 0.121

doc. similarity using images (7) Keras - ResNet50 0.232 0.109 0.091

doc. similarity using text (–) [none] 0.186 0.100 0.137

image feature-based (2) Tensorflow - VGG16 0.159 0.097 0.123

image feature-based (3) Tensorflow - VGG19 0.137 0.099 0.127

image feature-based (4) Tensorflow - InceptionV3 0.091 0.108 0.113

image feature-based (5) Keras - VGG16 0.108 0.104 0.110

image feature-based (6) Keras - VGG19 0.129 0.109 0.110

image feature-based (7) Keras - ResNet50 0.124 0.106 0.096

text feature-based (–) [none] 0.347 0.192 0.225

random – 0.101 0.102 0.102

The implemented recommender algorithms are an initial baseline for the
multimedia recommender scenario. For improving the recommender algorithms,
we see several ways to extend the recommender algorithms:

(1) Our work has focused exclusively on “high-level” features such as image
labels. Low-level features deserve further attention.

(2) In our experiments, we have analyzed annotators’ configurations and the
token-based methods separately. A weighted combination of both might
yield a performance boost for some publishers. A recommender should con-
sider the context in which a user engages with an item.

(3) Our feature-based approach linearly combines features. More sophisticated
methods—such as neural networks or SVMs—should be tested. They could
capture the underlying distributions more accurately.

6 Conclusion

Analyzing images as part of news recommendations has emerged as a new but
exciting challenge. We have introduced a system designed to create multimedia
datasets featuring news articles, images, and readers’ actions. Users may obtain
the initial data from the NewsREEL challenge. The system iterates a log file
and collects multimedia data as well as statistics. Besides, we have developed a
web application visualizing the data and showing the most relevant statistics.
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The system has run reliably without inconsistencies. We have designed the appli-
cation in a modular fashion facilitating the integration of new components. For
instance, developers may explore additional image annotation libraries.

The user interface facilitates grasping the most important characteristics of
the data. Researchers can use the dataset as a valuable resource as it combines
different types of data. The system will continue to add data over time. Thus,
we will be able to provide data for big data research projects.

As an initial application, we have presented the computation of news rec-
ommendations based on multimedia data. We have presented several algorithms
and have shown that the analysis of image data can help to predict the interest of
news. In this paper, we have discussed rather simple algorithms still offering room
for further improvements and the evaluation of new recommender approaches.

Future Work. Currently, we run our system to grow the dataset. In the future,
we plan to develop more sophisticated news recommendation algorithms using
image data. We expect to gain performance because images draw the attention
of readers noticeably. Also, we plan to use a variety of machine learning algo-
rithms to discover hidden regularities in the data. Modeling how attractive a
particular item is to users represents a vivid research direction. In addition, we
plan to incorporate the image processing pipeline into our search engine frame-
work as well as our automatic press review dashboard [16]. Furthermore, we plan
to evaluate the image-based news recommender online based on the live news
stream.
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Abstract. Microservice architectures should be based on isolated, inde-
pendent and resilient services. In practice, however, that means that dif-
ferent concepts must be taken into account when designing, developing,
and operating services. The WINNER research project is developing an
application, based on such a microservice architecture in the context of
Smart Home, Smart Grid and electromobility in tenant households, as a
measurement and processing infrastructure. About this WINNER soft-
ware, system metrics are calculated and collected, and the potential for
rating software quality in the sense of ISO 25010 is examined. For analy-
sis, a microservice architecture describing model will be designed witches
describes correlations and links in the service network. Its instance in
the context of WINNER, as well as source code and process analyses,
are used to perform the final quality considerations.

Keywords: Microservice architecture · Software quality rating ·
Architectural metrics

1 Introduction

Microservices take the approach of high cohesion, or the concept of single respon-
sibility principle, to independent, isolated, autonomous, scalable, replaceable and
resilient services [10, P. 2–3]. In practice, however, this means that different con-
cepts must be taken into account when designing and developing such services.
The consideration of discovery services for finding other services, configuration
services for central management, gateways for accessing service functionalities
outside the network, as well as monitoring, logging and alert management, to
name a few, is of central importance. Around these concepts, topics for the design
of development processes in the context of DevOps, continuous integration and
deployment approaches as well as concepts from the areas of containerization of
services for packaging applications and isolated operation are essential.

Services are developed and maintained by efficient small teams. Therefore,
positive development status of the services themselves is ensured in theory.
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Projects, with usually more than one team, that implement their application
solution in a microservice architecture, however, face the challenge of adequately
evaluating the achieved qualities of the services, the deployments, or the entire
system from a macro perspective. The question of whether each service meets the
requirements of a microservice is usually quite complex without detailed knowl-
edge. Furthermore, the question includes the ability for automated analysis and
continuous evaluation based on meaningful metrics.

The “Wohnungswirtschaftlich integrierte netzneutrale Elektromobilität in
Quartier und Region” (WINNER) [5] research project is developing a central
application based such a microservice architecture, our so-called WINNER Data-
Lab (WDL). In the context of Smart Home, Smart Grid and electromobility in
tenant households, a measurement and processing infrastructure is realised and
growing. This infrastructure integrates a heterogeneous system setup and its end-
points, enables data processing, allows the forecasting of data series, and thus
supports the optimised control of our local Smart Grid. This community-focused
system allows not only optimised control but also the direct involvement of resi-
dents using information accesses. Electric vehicles are offered to the community
via a car sharing approach. Users can inquire about the operational readiness
of the vehicles via digital house boards, make their vehicle bookings when vehi-
cles are charged, and users can decide on the current charge status whether an
ad-hoc usage is possible.

This paper examines the question of how a software quality assessment based
on the characteristics of ISO/IEC 25010:2011 [9] can be implemented in the
context of microservice architectures, DevOps, CI/CD and containerization. For
this purpose, an application case study based on the microservices in the WDL
will be presented in the following. The aim is to examine feasible metrics in
the context of microservices and to assess their suitability for the use of quality
ratings. These considerations can be realised at various levels: the actual services,
the deployments, which include the service and its direct dependencies, as well
as the overall system level. In this consideration, we focus in particular on the
service level.

The paper proceeds with an insight into metrics from different software areas
in Sect. 2. Afterwards, in Sect. 3, the architectural concept will be taken, review-
ing structures, defining levels for quality rating, and deriving relevant quality
characteristics. The following Sect. 4 deals with these quality characteristics and
derives possible metrics. Finally, Sect. 6 refers to the application case WDL and
measures the current state of development. The results are discussed in Sect. 7.

2 Related Work

Metric-based analyses find their usability in various aspects and viewpoints to
rate software qualities. The basis of most reflections and studies is the ISO/IEC
25010 [9] as standardisation for software qualities, or its predecessor ISO 9126
[1]. These standards describe the essential characteristics for software qual-
ities which include the central categories portability, maintainability, perfor-
mance efficiency, functional suitability, reliability, and usability as well as the
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two new main categories compatibility, and security in ISO 25010. Metrics in
this scope can be found in object-oriented design, testing, operations or project
management.

Regarding object-oriented design metrics, an important publication is related
to “a metrics suite for object oriented design” [6]. This publication develops and
validates a set of metrics for use in object-oriented design. Further, there are
models, like MOOD [2] and QMOOD [4], which map object-oriented metrics on
software qualities. As an example, QMOOD [4] uses the software qualities from
ISO 9126 as attributes, which have to be evaluated, derives influencing proper-
ties and develops the suitability for evaluation of these metrics. As a result, the
created formalised attributes enable a metric-based quality assessment. Metrics
in this context include for example method or attribute hiding and inheritance
factors as well as factors regarding polymorphism, cohesion and coupling. An
overview of object-oriented metrics is provided in [12]. This report goes into
metrics based on MOOD and QMOOD in this context and gives an example.
An evaluation of MOOD is provided in [8], which uses multiple commercial sam-
ples and metrics to prove their qualities. As outlined, if “information hiding,
inheritance, coupling, and dynamic binding are concerned”, then “MOOD met-
rics can be [...] valid measures within the context of this theoretical framework”
[8]. In addition to using metrics to evaluate qualities, [7] shows how they can be
used to identify starting points for the development of software patterns.

Another field of interest, related to evaluations of architectures, are microser-
vice validations. One example in this context is [11], which studies the difficulty
of validating correctness in the context of growing infrastructures. The ucheck
tool is used for this purpose, “which specif[ies] the set of messages a microservice
can send, and how its local state changes in response to receiving a message”
[11]. Another publication in this context is [14], which describes their “model
of validation of microservice systems and its implementation as a prototype”.
Further, in [13], one more “validation methodology and a software support for
microservice testing” is presented. While the approaches do not directly focus
on the evaluation of software qualities, in all three cases software is available for
automated analysis and must be taken into account.

In summary, it can be stated that, as far as we know, no models are currently
available for quality assessment. In addition, there is a multitude of work that
automatically examines the evaluation of software and realises an assessment of
quality by means of the measured values obtained. We use the existing findings
as a starting point to carry out our subsequent investigation.

3 Qualitites in Microservice Architectures

In the first step, we want to deal with the object to be valued – microservices.
This service architecture considered here can be understood as a specific app-
roach for service-oriented architecture (SOA) [10, P. 9]. As outlined, “the dif-
ferences between microservices and [...] service-oriented computing do not con-
cern the architectural style [...], but its concrete realization” [16]. Microservices
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Deployment Level

Service Level

System Level

Service2 Service3 Service4

Deployment2

Fig. 1. Abstract example of services and deployments within a system setup, including
consumed and provided ports on each level. Software quality might be rated for each
level. We assume at this point that each level requires its own rating criteria using a
suitable set of metrics.

target on autonomy, scalability, resilience, technology heterogeneity, ease of
deployment, composability, and easy replaceability as well as a suitable over-
all size of the service itself [10]. While the question of size is not defined directly
but much more by limiting factors, e.g., team sizes, transactions, consistency,
overhead and avoidance of modularization, as well as theories regarding domain
driven design and conway’s law [15, P. 34]; as a result, services emerge that are
small, but bring with them infrastructure requirements that need to be consid-
ered. As we already outlined in [3], to realise a microservice architecture like
this in our infrastructure, requires to take various aspects into account. These
aspects cover the management of configuration, discovery of other services, exter-
nal access to endpoints through gateways and message middlewares, as well as
monitoring, logging and alert management. In addition, the need remains that
the service undergoes a clearly defined build process, and the appropriate infor-
mation (e.g., where to find the configuration, the discovery service, and where
to place logs) has to be provided for the execution of artefacts.

Service, dependencies, and infrastructure components leads to three possible
levels of consideration when implementing and operating services of this kind:
the Service Level (1), Deployment Level (2), system level (3). This levels of con-
sideration are visualised as an abstract example in Fig. 1. As shown, the service
level is characterised as a single executable artefact and may act with required
other services or provide endpoints. The Deployment Level is characterised as a
group of services, including the service itself as well as other services required to
run this deployment. This deployment may provide a subset of endpoints from
services for the whole system. Finally, the System Level is characterised as the
set of all deployments and finally provide the subset of endpoints provided by
the Deployment Level for external usage. In this context, it is important that
qualities can be and has to be assessed at all levels. In this paper, we want to
focus mainly on the service level and the evaluation of its qualities.

The ISO 25010 describes software qualities which include the main cate-
gories portability, maintainability, performance efficiency, functional suitability,
reliability, usability, compatibility, and security. As a (backend-) service is not
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Link Type

+ async : Link Type
+ sync : Link Type

Service Link
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Deployment System
-deployments
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+ simple : Retry Type
+ extended : Retry Type

-failover
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- handlings: Integer

Fig. 2. Metamodel for the description of service contexts in a microservice architecture:
Its deployments using the services describe the system architecture. Each service has
links to other services (communication protocols are not included in this abstraction),
and each link has properties related to synchronicity, failover handling, weighting,
required for initialisation, and linkage via discovery service.

directly user related, and portability already covers adaptabilities, we decided
to not rate usability. Related to this microservice context, the following aspects
have to be rated:

– Portability: This is defined as how well a service can be installed in general
cloud-like infrastructure, how easily it can be replaced and its adaptability to
the specific situation.

– Maintainability: The focus here is on how well a service can be modified,
its testability (or test coverage), its general analyzability (does the service
provides information about its current state), or its reusability. Modularity
is not considered here, as it is undesirable in the context of microservices
beyond the limits of the service and the scope within the service is usually
too small, as if a modularisation consideration is worthwhile.

– Performance Efficiency: The main focus here is on overheads, artefact
sizes, and initialization times, as well as runtime information.

– Functional Suitability: What is the scope of the microservice, especially
in terms of size and the criteria mentioned?

– Reliability: What happens if runtime dependencies are missing, how stable
is the service and how does the availability look like?

– Compatibility: This one is related to interoperability and coexistence.
– Security: How is access to the information provided structured? Are there

any security mechanisms?

In the following, the aim is to evaluate whether the qualities portability,
maintainability, performance efficiency, functional suitability, reliability, com-
patibility, and security can be rated using metrics.

4 Metrics in Microservice Architectures

Measure an implemented service, which for example uses Java as primary pro-
gramming language, Spring as framework, Docker as container format, Docker-
Compose for configuring instances, Eureka as discovery service, Zuul as gateway,
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Gitlab-CI for the building process, Spring Cloud Config for decentralized config-
uration management, ELK Stack for logging, monitoring and alert management,
is application specific and difficult to generalize for an automated task. Following
MOOD and QMOOD, the use of an abstracted representation, which reflects the
connections and enables the measuring, appears helpful. Within this abstracted
representation, we need to differentiate between our already mentioned levels: the
service level (1), the deployment level (2), and the system level (3). The resulting
metamodel is visualised in Fig. 2. The model includes the described setup with
services, deployments, and the system. In addition, the model describes the links
(with entity type Service Link) between them. Properties are assigned to each
link, whether and in which complexity it has error handling (with association
failover and enumeration Retry Type), and whether it is asynchronous or syn-
chronous communication (with association type and enumeration Link Type), as
well as weighting and whether it is only necessary for the initialization phase.

The following are lists of possible metrics in the context of the metamodel
and the implemented services. These serve as a collection of measurable aspects
of a service. These were, e.g., derived from MOOD and QMOOD by counting
links, communication chains and the number of failover handlings in combination
with own considerations. Based on this, we can start with metrics to measure a
service regarding communication:

– Number of Produced Endpoints [NPE] describes the communication
endpoints provided by this service.

– Number of Consumed Endpoints [NCE] describes the communication
endpoints used by this service.

– Number of Synchronous Service Dependencies [NSSD] is the number
of connections to other services that follow a synchronous approach.

– Number of Asynchronous Service Dependencies [NASD] is the num-
ber of connections to other services that follow an asynchronous approach.

– Number of Service Dependencies in Initialisation [NSDI] is the num-
ber of connections to other services that are only used within the initialisation
phase.

– Max Length of Affected Service Chain per Handling [MLASCH] is
the length of the communication chain, starting from the current service, to
process a request, initialization dependencies are not considered.

– Max Affected Services per Handling [MASH] is the amount of services
needed for the treatment (in the deep).

– Number of Dependencies with Simple Failover [NHSF] includes con-
nections that include simple strategies for handling communication errors.
Simple refers, for example, to repeated trying.

– Number of Dependencies with Complex Failover [NHCF] includes
connections that include complex strategies for handling communication
errors. Complex refers, for example, to buffering and caching to compensate
for failing services.

– Part of Communication Cycle [PCC] checks whether the service is in a
cyclic communication path.
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– Number of Communication Handlings [NCH] covers the number of
handlings for events in the context of produced and consumed endpoints.

– Number of Discovered Endpoints [NDE] describes the number of con-
nections explored via a discovery service.

In addition to the communication-related metrics, implementation-related
metrics can also be used. Measured values of this type can be collected by code
analysis.

– Functional Lines of Code [FLC] describes the number of source code
lines that deals with the realisation of the actual functional task. Excludes
comments and blank lines.

– Project Lines of Code [PLC] includes all source code in a project.
Excludes comments and blank lines.

– Percentage of Test Coverage [PTC] describes the amount of source code
checked by the execution of the tests.

– Number of Tools [NT] is the amount of tools used to realise the service.
– Number of Languages [NL] is the amount of configuration and program-

ming languages required to realize the service.
– Rating of Complexity [RC] results from the sum of complexities per tool.

For each tool its complexity is described by a factor times the sum of the
complexities of necessary programming languages; programming languages
used can be evaluated with a complexity factor as well.

– Number of Implementation Dependencies [NID] describes dependen-
cies that arise in the deep.

– Number of Loaded Configurations [NLC] describes the amount of con-
figurations that are obtained from service at runtime.

– Number of Instantiation Configurations [NIC] describes the number
of configurations required for initialization.

Finally, metrics that relate to building, deploying, and operating. Measured
values in this group can be obtained from the deployment and process descrip-
tions as well as the resulting artefacts.

– Size of Container artefact [SCA] describes the size of the baked container.
– Number of Deployment Targets [NDT] describes how many target plat-

forms the service is deployed, e.g. development, staging and production.
– Number of Required Services for Development [NRSD] covers the

amount of services necessary to work on a local setup.
– Number of Local Runnable Services for Development [NLRSD]

includes the number of services that can be operated locally.
– Usage of CI/CD [UCID] results from the process description, in particular,

whether construction, baking, deployment and report steps are included.
– Memory Usage [MU] at runtime for this service.

This list of metrics related to communication, implementation, building, pub-
lishing, and operation serves as a collection of measurement criteria. In the fol-
lowing, this collection will be used for our example, the WDL, and then discussed,
which metrics are suitable for an evaluation of the qualities described in Sect. 3.
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5 The WINNER DataLab

For the case study in the context of the WDL, the involved services are pre-
sented in the following. This section is intended to provide an introduction of
the current state of the implemented microservice architecture, to illustrate ser-
vice links, and most of all to instantiate the model described in Sect. 4. Figure 3
shows all related and currently running services within this architecture and
uses its own notation for this purpose. The flow direction visualises client-server
dependencies, the line the type of communication and the start point indicates
the type of failover handling. Services within one deployment are marked with
a grey background. Otherwise, each service is its own deployment. This repre-
sentation is divided into five areas to increase readability (from left to right):
Databases and tools, management services, adapter services, message middle-
ware and external services.

ActiveMQInterface
DataWriter

KairosDB

Cassandra

MasterdataMongoDB

LDAP

Mosquitto

Cloud
Interface
Charging Provider

ext. Charging Provider

WebDAV

Interface
Weather

ext. Weather
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Interface
Energy Price Market
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ext. Energy Price Market

Prognosis

ext. Booking System
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Carsharing
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ext. Telematic

Databases / Tools Adapters MOM Ext. SystemsManagement

Synchronous Dependency
Initialization Dependency

Asynchronous Dependency

Interface
Energy Prov.

Interface
Telematic

Interface
IoT

Interface
Transform

Git

Simple Failover
Extended Failover

User
Management

Fig. 3. Microservice network, the flow direction visualises client-server dependencies,
the line the type of communication and the start point indicates the type of failover
handling. Groups with a grey background describe joint deployments. Everything else
is deployed as a single service and therefore its own deployment.
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The first area describes services with general tasks that were not realised
by us. These are for example databases like KairosDB and Cassandra (for time
series), MongoDB and LDAP. Furthermore, the Cloud Config is a central con-
figuration service (which gets configurations from a Git repository), Grafana is a
web platform for the visualisation of data and WebDAV for file-based interfaces.
The services are based on open source components and have been instantiated in
the context of the WDL by their own deployment description. This complements
a process description to deploy the service on the necessary systems (e.g. staging
and production).

The second area describes management related services, like our Masterdata,
which is a configurable management system for documents to store context infor-
mation related to installed measuring equipment in WINNER and resulting time
series descriptions. Other services use this Masterdata to ask for information
about how to transform external information for further internal usage. The
user management is a tool to organise users and groups, based on an LDAP
database. Services like the Cross-Calc and Prognosis are examples for active
components, which persists data streams, calculates dynamic metrics (based
on other) or create forecasts on specific metrics. The services are implemented
within the framework of the WDL. Classic tool stacks are used, for example,
NodeJS applications with Angular (or Vue), Express and Mongoose. Each ser-
vice manages dependencies with NPM, can be baked into a container, has its
deployment description and a process to run baking and deployment.

The third area is related to adapters. Their task is to know the external sys-
tems, their data formats, and protocols as well as to transfer the resulting data
streams to a format defined by the event data channel. Usually, the Masterdata
is used to support the transformation through captured knowledge. One special
service is the Interface Transformer, which works as a linkage and transformation
between two different messaging middlewares. Another special one is the Inter-
face DataWriter, which reacts to events and pushes them into the time series
database for persistence. The services are realised with Spring, a Java framework
for efficient development, and Apache Camel, Java framework for data stream
handling. Each service manages dependencies with Maven, can be baked into
a container, and has its deployment description. Building, baking and deploy-
ment is described in individual pipelines. An exception is the Interface Charging
Provider, which is realised with Node-RED, a graphical programming language
to access a webpage like an endpoint. Another exception is the Interface Trans-
former, which is realised with Apache Flink.

The fourth area is related to our used messaging middlewares. For asyn-
chronous communication with external systems, a dedicated MQTT-based mes-
sage middleware, the Mosquitto, is available. An ActiveMQ was used for inter-
nal communication. For ongoing analyses on the data streams, an Apache Kafka
setup was also provided on an outsourced system, which is used for evaluating
events to generate more complex information, for example with complex event
processing strategies. While the division into ActiveMQ and Apache Kafka would
not be necessary, this setup currently offers stability during operation, since test
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setups and prototype analyses are based on the external messaging system. Fur-
ther, some analysis tools can only be used easily with Apache Kafka. In the
future, it would be conceivable to consolidate here. Like the first area, they are
based on open source components. Thus, a deployment descriptors as well as a
process description to deploy the service on the necessary systems (e.g. staging
and production).

The remaining fifth area is related to external services. As they are black-
boxes, we can not go deeper into internal service networks. This is the reason,
why the model described in Sect. 4 contains a weight on service links. No devel-
opment related work to create, build or deploy is necessary here.

This example, based on our WDL is the instantiated metamodel from Sect. 4
and provides a visualisation that supports understanding the entire system,
deployments, and services. While partial aspects of the metamodel could also
be described with tools from the UML, we have decided to use our visualisation
of that model to transport the type of communication and information regarding
failover in the representation. As an alternative a component diagram could have
been used, and stereotypes and properties may provide detailed information.

In the following, this instance will be used for the measurements. While this
is a wide setup of different services, the following analysis requires some limita-
tions. For the detailed measurement hereinafter, we will focus on the following
services in this setup: Interface Weather, Interface Charging Provider, Interface
Transform, Masterdata, Cloud Config, ActiveMQ, and KairosDB.

6 Measure the WINNER DataLab

Table 1 shows the communication-related, implementation-related, and
building-/runtime-related metrics. The services Interface Weather, Interface
Charging Provider, Interface Transform, Masterdata, ActiveMQ, Cloud Config,
and KairosDB were evaluated. These selections currently provide a representa-
tive sample in which various technology stacks are used. While some measured
values were collected directly from the service network, a simple script was cre-
ated for the source code and artefact evaluation of the individual service projects.
Runtime information was taken from the recorded information in the infrastruc-
ture. In addition to metrics listed in Sect. 4, the table lists ratios and deviations
to make the various tools comparable, especially for absolute measurement val-
ues. Deviation of mean values is calculated by dividing this measurement by the
aggregation of all other services.

The first observations refer to communication-related metrics. The analysis of
the measured values shows three basic types of services. The first one, adapters,
take data and push them somewhere else and do not provide any endpoint. The
second one, endpoint provider, provide something and do not consume anything
else. The third one, proxies, help to access information from endpoint providers
and provide them for someone else. Endpoint providers support the infrastruc-
ture to decouple certain services. However, be careful with databases which are
not suitable for decoupling in microservice architectures. Primarily because of
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Table 1. Measured metrics for Interface Weather, Interface Charging Provider, Inter-
face Transform, Masterdata, ActiveMQ, Cloud Config, and KairosDB.
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Weather Charging 
Prov.

Transformer KairosDB ActiveMQ Cloud Masterdata

Communication (Sync. / Async.)

Number of Produced Endpoints NPE 1 1 1 1

Number of Consumed Endpoints NCE 4 4 2 1 1 3

Number of Synchronous Service Dep. NSSD 1 2 1 1 2

Number of Asynchronous Service Dep. NASD 1 1 2

Number of Service Dep. in Initialization NSDI 2 1 1

Max Length of A ected Service Chain / Handling MLASCH 1 3 1 1 1 1

Max A ected Services per Handling MASH 2 5 2 1 1 2

Number of Dependencies with Simple Failover NHSF 1 2 1 1 1 2

Number of Dependencies with Complex Failover NHCF 3 2

Part of Communication Cycle PCC

Ration between Handlings and Failover RHF 100 % 100 % 50 % 100 % 100 % 67 %

Number of Communication Handlings NCH 1 2 1 1 33

Number of Discovered Endpoints NDE

Implementation

Stateless Handling SH Yes Yes Yes Yes Yes Yes Yes

Internal Development ID Yes Yes Yes Yes

Project Lines of Code FLC 1365 3376 840 215 64 156 10736

Functional Lines of Code PLC 449 3045 183 8 9574

Ratio between Functional and Project RFP 32,89 % 90,20 % 21,79 % 5,13 % 89,18 %

Percentage of Test Coverage PTC 82,60 %

Number of Tools NT 10 5 7 4 2 6 7

Number of Languages NL 8 7 7 3 2 6 8

Rating of Complexity RC 9,875 3,5 6 1 0,75 5,125 5,375

Deviation of Mean Complexity DMC 177 % 56 % 100 % 15 % 11 % 84 % 89 %

Number of Implementation Dependencies NID 121 355 111 53 1590

Deviation of Mean Implementation Dep. DMID 40 % 129 % 37 % 17 % 1155 %

NLC 20 7 10

NIC 7 2 7 1 3 6

RLIC 286 % 350 % 167 %

Building, Deploying, Operating

Size of Container Artifact SCA 197 MB 712 MB 146 MB 207 MB 212 MB 159 MB 119 MB

Deviation of Mean Container Artifact Size DCAS 84 % 398 % 60 % 88 % 91 % 66 % 49 %

Number of Deployment Targets NDT 3 3 2 3 3 3 3

Number of Required Services for Development NRSD 9 10 4 1 1 2

Number of Local Runnable Services for Dev. NLSD 8 9 4 1 2

Ratio btw. Local and Required Services for Dev. RLSD 88,89 % 90,00 % 100,00 % 100,00 % 100,00 % 100,00 %

Usage of CI/CD UCID 100 % 75 % 100 % 50 % 25 % 75 % 100 %

Memory Usage MU 476 MB 107 MB 219 MB 575 MB 188 MB 388 MB 167 MB

Deviation of Mean Memory Usage DMU 172 % 34 % 72 % 216 % 61 % 135 % 54 %

the decoupling, the communication chains in the infrastructure are short. Only
in a few cases, due to the regular inclusion of external services in treatments,
do numbers increase due to downstream database queries. This can be compen-
sated by treating the services with failover strategies. The use of failover can
be a powerful indicator, as microservices must be as resilient as possible. For
adapters, e.g., simple strategies are suitable which periodically retries. However,
central services, like our Masterdata, should usually be cached.

The following observations refer to implementation-related metrics. First of
all, the FLC and PLC measurement values indicate small ratios between them.
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This applies in particular to adapters. These usually perform specific, isolated
tasks, but require the complete stack of technologies to guarantee their inde-
pendent development and operation. This ratio is better for applications such
as the Masterdata, with an equally focused task (administration of documents).
However, measurements via FLC and PLC do not help in the case of individual
tool stacks, as with the charging provider, since the numbers are blurred here.
The Node-RED graphical tool is persisted with a JSON-based configuration file,
which itself allows only a little information about the functional complexity. An
interesting observation is achieved regarding languages, tools and complexity in
our measurements. While the exact parameterisation can be decided individu-
ally for each application, it shows trends for a for project related analysis and
comparisons. For the syntaxes used, a differentiation was made between pro-
gramming language, rated 1, and markup/configuration language, rated 0.25.
Afterwards, for each tool used, it was determined which languages are neces-
sary to use them. For example, Apache Camel requires the use of Java, as well
as configurations via XML. Alternatively, using Angular requires knowledge of
TypeScript, HTML, CSS, and JSON configurations. The complexity of a single
tool result from the sum of the language ratings multiplied by an additional
factor that reflects the inner complexity of the tool (also freely selectable). The
total complexity then results from the sum of the tool complexities used. It
can be seen here that the quite simple adapters on Apache Camel and Spring
basis (in relation to the FLC) have a higher complexity compared to more com-
plex services. In general, it can be said that many tools are necessary and a
multitude of hardly avoidable languages are necessary to achieve the goals of
independent, isolated, autonomous, scalable, replaceable and resilient services.
Besides the complexity, the vulnerabilities due to external changes show the
extent of dependencies. NodeJS-based services such as Masterdata and Interface
Charging Providers are usually ahead. These dependencies are smaller and have
been included in the dependency tree in different versions. Maven, on the other
hand, is more concerned with selecting a specific dependency version, and Java
dependencies also tend to provide more functionality in one library. Concerning
configuration, it is noticeable that not all services can be administered decen-
trally at runtime, e.g., by using a cloud configuration service. The services are
particularly difficult to integrate when relying on finished services. Here, the use
of configurations during instantiation is recommended. Usually, it is not possible
to do this without instantiation configuration, since minimum information on
access to central configuration services must be disclosed.

Finally, the third observation refers to building-/runtime-related metrics.
Viewing all services, the sizes of the generated artefacts vary only slightly –
an exception here the artefact of the service which was realised with graphi-
cal tools. If one compares the significant artefact size with the small memory
footprint at runtime, unused resources seem to be dragged along, which could
be a potential hazard for security gaps. It is exciting for the development that
all necessary service dependencies can be reproduced for isolated test environ-
ments. For the considerations, therefore, at least the directly consumed endpoint
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dependencies are necessary, plus services that might be required for testing the
functionality beyond, e.g., message infrastructures. For example, for adapters,
this means that the messaging middleware, the Masterdata, as well as the data
writer and the time series database are helpful for a complete running stack.
This means, however, that if you look at the memory usages, a not insignificant
overhead has to be provided locally for development. Regarding processes, it is
positive to see that all services have at least one, if not multiple, deployment tar-
gets. Besides, there are positive signals when construction processes and reports
can be found again. Memory usage generally appears to be typically distributed,
databases tend to need more, Java-based applications have at least the VM
requirement, and NodeJS applications scale with their load until the maximum
is reached. Finally, other indicators enable simple checks: there are no cyclical
correlations. Currently, there is a lack of test coverage, discovery is not realised
via own services and in certain situations there is no possibility to work with
failovers. Concerning discovery, however, it can be stated that this was realised
and thus compensated for by the name resolution in the cloud infrastructure.

7 Rating Software Qualities

Finally, based on the metrics used and the measured WDL, the question remains
as to how far software qualities can be rated from the corresponding metrics.
For the consideration of the microservice architecture portability, maintainabil-
ity, performance efficiency, functional suitability, reliability, and security were in
focus here.

Our first quality, portability, refers to its easiness for replacement, installa-
bility in different environments, and adaptability to the specific situation. Using
metrics about deployment targets, the ratio between FLC and PLC, loaded
and instance configurations indicate good portability. In particular, high FLCs
indicate that replaceability is at risk and missing configurations indicate bad
adaptability.

The second quality, maintainability, refers to how well a service can be mod-
ified, as well as testability, analyzability and reusability. Good testability can be
guaranteed with high test coverages, as well as the availability of development
setup and maximization of locally providable services. Modifiability is ensured
if the service is developed by itself or if necessary degrees of freedom exist.
Reusability, on the other hand, is ensured if the service provides its functional-
ities via standard interfaces or connects other services via standard interfaces.
Analyzability is currently under-represented in the metrics. As an indicator, the
availability of reports as well as logging and application performance measure-
ment tools can be used. However, high complexities might indicate less good
maintainability or modifiability.

Performance efficiency, the next quality, refers to runtime and artefact infor-
mation. A good quality rating is achieved if the artefact sizes do not deviate sig-
nificantly and the resource use (e.g., storage) is not outside the average. Another
indicator usable to rate this quality is the MASH as well as MLASCH. High val-
ues generate error risks in case of handlings.
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Table 2. Software quality ratings based on metrics.

Functional suitability is related to the scope of the microservice, as well as
domain focus and size aspects. Currently, the use of the ratio between FLC
and PLC, as well as the evaluation of used service dependencies, is suitable for
this quality evaluation. Providing information from external services to internal
resources might indicate good functional suitability. It may be necessary to take
further measurements here. However, the information is provided by the model.

The fifth quality, reliability, focus on failover handling. Our set of metrics
contains metrics of the endpoints used, both asynchronous and synchronous, as
well as information about their failover handling. This quality can be assessed,
for example, by means of the ratio between failover handled and overall used
endpoints.

Compatibility, the sixth quality, focus on interoperability and coexistence.
If services can be used via an automated process and via configurations for a
specific scenario, then their interoperability is not at risk. In general, microser-
vices should only communicate via provided or consumed endpoints, the use of
the respective metrics for endpoint provisioning can be used here as an indica-
tor. The isolation, identifiable by metrics concerning building processes, artefact
availability and at least one deployment target, indicate the characteristic co-
existence and thus the ability of the software to exist next to another.

Finally, the last quality, security, focus on access to information and mecha-
nisms to secure this access. No security-related metrics are currently recorded. It
would be conceivable to capture the links in the model with information indicat-
ing which communication protocol is used and whether credentials are required.

The relationships between qualities and metrics discussed above are pre-
sented and summarised in Table 2. Arrows pointing upwards indicate a positive
effect on quality as the measured value increases, arrows pointing downwards
indicate a positive effect as the measured value decreases in the particular met-
ric. However, this choice as to which metrics could have an influence and which
type of influence, positive or negative, is currently the result of qualitative data
evaluation and the previous discussion.

8 Conclusion

The aim of the paper was the exemplary consideration of the WDL using metrics
to evaluate achieved software qualities. For this, no relation to object-oriented
design, as in the MOOD or QMOOD model, was used. Our focus was, on the one
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hand, the analysis of source code and artefacts, and on the other hand a network
model, which contains information about links between services and allows eval-
uations. For the evaluation, we have limited ourselves to some services in the net-
work since for example the measurements of the Apache Camel/Spring adapters
are very similar, and/or services, which are based on finished components like-
wise comparable measurements with the same field of application produce. The
measured values could then be used to discuss the influences on certain quali-
ties. Currently, some indicators are available for portability, maintainability and
compatibility. Indicators are available for the qualities performance efficiency,
functional suitability and reliability, but from our point of view, further indica-
tors could be useful to make a stable evaluation. For security quality, no metrics
were collected. It is interesting to see how far communication between services
has to be secured, primarily if they work in internal networks. If necessary, an
evaluation at the following levels of consideration may be appropriate. In the
future, the analysis of the already mentioned following levels of consideration in
architecture is crucial, as well as the final formulation of a quality rating model
for microservice architectures as well as the evaluation of architectures other
than the WDL is necessary.
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3. Apel, S., Hertrampf, F., Späthe, S.: Microservice architecture within in-house
infrastructures for enterprise integration and measurement: an experience report.
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Abstract. With the advance in technology and growth in standard of
living, smart homes have become a reality. Smart homes consist of home
appliances and devices that communicate with each other to address the
needs of the residents. These appliances generate, share and consume
lots of data which are private and sometimes safety critical to the resi-
dents. Managing them is a challenging task. The current frameworks for
managing home appliances are centralized in nature. Such frameworks
force smart home residents to trust the service providers or a third party.
These frameworks are also prone to hacking, compromise of data and a
single point of failure. Availability of services can also never be guaran-
teed with such frameworks. Technologies such as blockchain and smart
contracts can help to manage these appliances. In this paper, we study
the scope of blockchain technology in smart homes. We propose, imple-
ment and evaluate a blockchain based approach using Proof-of-Authority
as the consensus mechanism for managing appliances in smart homes. In
addition, we compare the performance of our system with the traditional
Proof-of-Work based system.

1 Introduction

Smart home, a popular use case of Internet-of-Things (IoT) [7] consists of a range
of home appliances of various applications and heterogeneous electronic devices
enabled with computing and communication technologies. These appliances and
devices aim to automate domestic works by harnessing their sensing and com-
putational capabilities, utilizing the resources efficiently by sharing information
with others. A smart home can incorporate appliances such as smartphones,
smart television, smart AC, smart cooker, smart water purifier and other IoT-
enabled devices such as motion sensors, thermal sensors, humidity sensors to
name a few. A combination of these appliances and devices to a particular home
c© Springer Nature Switzerland AG 2019
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use case help bringing out smart services such as the smart kitchen. With the
advancement in information and communication technologies, home appliances
are becoming more smarter. However, these smart devices have always been an
attractive target for the hackers since the data involved in smart homes are
mostly personal such as health and personal interests accessing which a hacker
can obtain crucial information of the residents [8].

Assuring the authenticity and validity of the data exchanged among these
appliances or devices is also a challenge. Moreover, current smart homes depend
upon certain third parties for providing the services. The home data is stored,
processed and managed by the third party cloud which is always prone to a
single point of failure [2,14]. Such architecture for smart homes not only make
the residents dependent upon third parties but also force to believe them. The
home resident has no control over their own data in such architectures.

There exist services and security frameworks for providing fast services and
protecting smart home devices; however, they are highly centralized and have
scalability issues. Decentralized technologies such as blockchain and smart con-
tracts turn out to be strong contenders for addressing such issues. In this work
we propose, implement and evaluate a blockchain based approach for manag-
ing home appliances and devices in smart homes. Our main contribution in this
paper is threefold.

– We study existing works in the domain and the scope of blockchain technology
in Smart Homes.

– We briefly discuss the Proof of Work and Proof of Authority Consensus mech-
anism.

– And, at last, we propose, implement and analyze our proposed Proof-of-
Authority (PoA) blockchain based system with the traditional Proof-of-Work
(PoW ) mechanism.

2 Related Work

The biggest concerns related to the IoT-based solutions for smart homes are
security, privacy, access control, authorization, and management. In [13], the
authors argued that smart homes appliances are vulnerable to various attacks
even from users’ smartphones. In [10], the authors hacked into a variety of IoT-
enabled smart home devices such as a switch, light bulb, and smoke alarm. They
demonstrated how these IoT devices are vulnerable to attacks and lack basic
security features. In the past, numerous centralized solutions have been proposed
from academia and industry to address security and other associated concerns
mentioned above. Most of the solutions from industry deploy their proprietary
solutions and serve as a centralized trusted third party. For example, the EU
projects Connect All IP-Based Smart Objects (CALIPSO) [1], which provides
solutions for IoT devices to adopt a centralized mechanism.

The major challenges associated with the centralized solutions are heavy
communication and processing overheads on centralized server [3], transparency,
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trust and privacy-related issues, access control and single point of failure. Thus,
various researchers [5,6,11,12,17] have turned-out the attention towards dis-
tributed framework and proposed popular blockchain based solutions for various
IoT use cases. Our work mainly emphasizes on smart-home related issues, and
we demonstrate how blockchain can manage home appliances in a distributed
manner. We test the system on an Ethereum private blockchain and show how
smart contracts help better management of home appliances and devices. It not
only makes the smart home secure but also prevents the non-repudiation of
devices. To the best of our knowledge, our work is the first to implement a PoA
based consensus mechanism for blockchain integration in smart homes and to
give a comparative analysis with traditional PoW based systems.

3 Background

In this section, we give an overview of the technologies such as blockchain, smart
contracts, the Ethereum platform, Proof-of-Work (PoW) and Proof-of-Authority
(PoA) the consensus mechanism used in our system.

3.1 Blockchain

Bitcoin [9] was the first application of blockchain technology. The blockchain
is a distributed and decentralized technology where data is stored in blocks in
the form of transactions and each block is chained with its previous one. The
chaining of the blocks is achieved with hashing. A blockchain is maintained by a
number of nodes. Each node maintains a copy of the blockchain which consists
of blocks starting from the beginning of the blockchain to the present. These
nodes form a peer to peer network for sharing of information and forwarding
or receiving the blocks. Each node exchange information with its peer nodes
and the peer nodes further propagate the information with its peers the process
continues until each node in the network has obtained the information. A node
bundles incoming transactions in the form of a block and broadcasts it to the
network. Other nodes receiving the block check for its validity and append it to
their local copy of the blockchain if it is found to be valid.

The serial ordering of the blocks on the chain is achieved with a consensus
mechanism. The forks in the blockchain where a single blockchain splits into two
separate chains are resolved with the longest chain rule. A blockchain with the
longest chain or having the maximum number of valid blocks is considered to be
the main blockchain and the others are discarded. Blockchain relies on Public
Key Infrastructure (PKI) for signing and verification of transactions. Blocks on
the blockchain can only be added on top of the latest block in the chain. This
property makes the blockchain tamper resistant. If a malicious node tampers
any one of the blocks starting from the genesis block the hash of the block will
change and the change will be cascaded further thus making the entire blockchain
invalid. Any peer node receiving the tampered block from the malicious node will
reject the block. Blockchain-based systems provide high availability and security.
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3.2 Smart Contracts

Smart Contracts [15] are lines of code deployed on the blockchain specifying a set
of rules for an application. A smart contract maintains an application state. Each
valid transaction on the blockchain corresponding to the smart contract updates
the state of the smart contract. As a smart contract is deployed on a blockchain,
it provides transparency in the proceedings of the contract. Smart contracts are
immutable in nature that means once deployed the rules in the contract cannot
be changed. This ensures non-repudiation from a malicious party involved in the
contract.

3.3 Proof of Work

Proof of Work (PoW) is a consensus mechanism used for reaching a consensus
in public and permissionless blockchain. PoW is based on a challenge-response
system, where the nodes maintaining the blockchain need to compete with each
other by solving certain resource-intensive complex cryptographic problems to
place their proposed block onto the blockchain. These nodes are also known as
the miner nodes. The difficulty of the problem is adjusted by analyzing the num-
bers of block added over a certain period. PoW provides true decentralization
by allowing any node to participate in the network without any permission. A
node can join and leave the system anytime. Bitcoin blockchain uses PoW as
the consensus mechanism.

3.4 Proof of Authority

Proof of Authority [4] (PoA) is a Byzantine Fault Tolerant (BFT) consensus
algorithm for permission and private blockchains. The algorithm relies on a
set of trusted entities known as validators (i.e., authorities). The validators are
responsible for collecting the transactions from the clients, creating and adding
the blocks onto the chain. The algorithm run in rounds where in each round a
validator is allowed to propose a block. A validator proposes a block in its respec-
tive round. The other validators verify the proposed block and add the block to
their local copy of the blockchain if it is found to be valid. Once a block is added
a global consensus is reached. However, if a validator proposes an invalid block
or proposes more than one block in a round the other validators in the network
calls for voting. And if a majority votes against the validator. Then the validator
is considered to be malicious and is removed from the system; thus, it is no longer
authorized for proposing any more blocks. PoA is an ideal consensus algorithm
for private and permission blockchains where the participants are authenticated
and are limited in numbers. It is often considered as a compromise between truly
decentralized and efficient centralized systems. Unlike, PoW algorithm, PoA is
not resourced intensive. It is lightweight and has higher throughput; hence, an
ideal consensus mechanism for localized IoT blockchain implementation such as
smart homes where power consumption is critical and devices have bounds on
their computational and storage capacity.
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3.5 Ethereum Platform

Ethereum [16] is yet another blockchain platform. It is turing complete and
allows users to deploy and test their decentralized applications. It supports lan-
guages such as Solidity and Serpent. The platform provides two kinds of accounts
external accounts and contract accounts. Contract account is an account which
denotes the address of a deployed contract whereas external account is a user
account using which a user perform transactions on the blockchain. Ethereum’s
working principle is based on the state transition model. Each node in the
ethereum network executes each transaction in the block in the same order.
Currently, ethereum provides main-net blockchain for real user applications and
test-nets with different consensus mechanisms for testing purposes. However,
it also provides the flexibility to deploy one’s private permission instance of
ethereum blockchain.

4 System Architecture

An overview of our proposed system is shown in Fig. 1. The system consists of
home appliances such as smart TV, smart lights and IoT devices such as thermal
sensors and motion sensors. These are the fundamental components of our sys-
tem. Majority of the home appliances are generally power constrained embedded
devices with limited computational and storage capability meant for dedicated
applications. These home appliances are connected to a processing unit. The
processing unit is a small networking device with sufficient computational power
and storage capacity. The processing units are responsible for the processing
of requests and management of the appliances. The blockchain is maintained
by the validator nodes. Validator nodes are responsible for sealing the blocks

Fig. 1. Proposed system model
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and adding it to the blockchain. These nodes maintain an entire copy of the
blockchain and are required to be up most of the time.

It is suggested for the validator nodes to have sufficient storage capacity.
We consider processing units as well as certain home appliances such as PC,
computerized CCTV and alarm systems to be the validator nodes in our system.
These nodes are connected via peer to peer connections. The homeowner deploys
a smart contract containing a set of policies on the private blockchain specifying
how she wants her appliances to operate. Each processing unit is responsible
for managing a number of appliances, and each appliance is associated with
an account on the blockchain. These accounts are maintained at the processing
units. The processing unit constantly polls the smart contract. Depending upon
the data present in the smart contract it instructs the appliances to perform
certain actions. Similarly, the appliances write values onto the blockchain via the
processing unit. A write operation by appliance results in a transaction denoting
a state change and is recorded on the blockchain. However, reading data from
the blockchain does not result in any transaction as the smart contract state is
not modified.

5 Implementation

The homeowner adds a home appliance to the system by creating an external
account for the appliance and deploys a smart contract onto the blockchain for
managing the appliance. She needs to interface the appliance with the processing
unit for enabling its control via the smart contract. The appliance communicates
and shares information with each other through smart contracts. An appliance
may request the processing unit to check the status or the data in the smart con-
tract of other appliance and can obtain the results allowing it to take appropriate
actions. Such information obtained from smart contracts of various appliances
helps to achieve multi-sensor data fusion securely. Thus, a dedicated appliance
having limited capabilities can utilize the sensing and processing capabilities of
other appliances for offering better services. The owner can set access rights for
the appliances specifying which appliance can access the data of other appliances.

For instance, the temperature sensor updates the temperature value in its
smart contract (TP sc) to 40 ◦C as sensed from the environment. Similarly, a
thermal sensor sense presence of a human in the room and updates the smart
contract (THsc) to mark the presence to be true. (ACsc) be the smart contract
managing the smart AC having access rights to access the data of TPsc and
THsc reads the values of temperature and human presence. If the temperature
is above a threshold and there is a human presence in the room the ACsc updates
its state and instructs the smart AC to be turned on. The homeowner and the
residents can interact with the smart contract for controlling the appliances using
a web-based GUI application. As like the appliances each resident is assigned
with an external blockchain account. Similar to the smart appliances each time
a resident modifies the data in the smart contract such as setting the volume
of the smart TV the actions are recorded onto the blockchain in the form of a
transaction.
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6 Experimental Setup

We demonstrate the feasibility of our system with a prototype implementation
using the Ethereum blockchain platform. We use Geth (Go Ethereum) client for
running private and permissioned instance of the blockchain. We perform exper-
iments with both consensus mechanisms separately. We select Clique (a Proof-
of-Authority consensus engine provided by ethereum) and Ethash (Ethereum
Proof-of-Work consensus engine) consensus mechanism using ethereum’s private
network manager. The proposed system consists of three entities (PC, Rasp-
berry Pi 3 and nodeMCU). We run a blockchain instance of two nodes on the
PC. Figure 2 illustrates the setup. We use Raspberry Pi as the processing unit.
The PC and the Raspberry Pi 3 is considered to be the home appliances having
sufficient computational and storage capacity. The nodeMCU is used as a home
IoT device which relies on the data present on the blockchain. This IoT device
only reads data from the blockchain and does not perform any write operation.
The nodes running on the PC are designated as the validators. A block is pro-
posed every 2 s by one of the validators. A validator proposes its block in its
respective round. We model our smart home scenario with the help of 2 LEDs
and an infrared(IR) sensor. These devices can be considered as home appliances
where one senses precepts from the environment and the other performs an
action based upon the sensed precepts of another. We interface the IR sensor
with the processing unit and the LEDs with the nodeMCU. We used D-Link
WiFi for connecting the PC, processing unit maintaining the blockchain and the
IoT device. For writing the smart contract, we use Solidity (a programming lan-
guage for writing smart contracts on Ethereum blockchain). We use the Remix
integrated development environment (IDE), a browser-based IDE for compiling
and testing the smart contract. We write python scripts for processing the data
taken from the IR sensor. Table 1 lists the devices used and their corresponding
roles in our setup.

Table 1. Devices and their role

Device name No. of device Geth version Role

Dell-Vostro (8GB RAM,
i7-7700 CPU, 1 TB HDD)

1 v1.8.17-stable
release

Validator

Raspberry Pi 3 1 geth 1.8.18
ARMv7

Validator
(Processing Unit)

IR Sensor 1 Home IoT device

LED 2 Home appliance

nodeMCU 1 Home IoT device

We perform experiments on our setup blockchain network where the IR sensor
checks for the presence of an obstacle and writes the data onto the blockchain
updating the state of the smart contract for the sensor if an obstacle is detected.
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Fig. 2. Validator nodes and processing unit setup

Fig. 3. IR sensor interfaced with processing unit

The IoT device continuously polls the data in the smart contract of IR sensor
(Fig. 3). We authorized the nodeMCU to read data from the IR sensor smart
contract. If the status of the IR sensor in its smart contract is not detected a red
led glows continuously. As soon as the status of the smart contract changes to
be detected the red led turns off and the green led turns on. We also developed
a simple web-based GUI application as shown in Fig. 4 for managing the LEDs.
The GUI facilitates the home residents to customize the way the LEDs glow
(They can make the settings allowing the green led to glowing when no object
is detected and glow the red led when an obstacle is detected, or they can make
the led blink when an obstacle is detected instead of glowing continuously). For
accessing the GUI application by the home residents, we use a display screen
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Fig. 4. Our developed smart home application

which is connected to the Raspberry Pi 3 acting as the processing unit. The GUI
communicates with the Ethereum blockchain using web3.js API.

7 Evaluation

We evaluate our proposed blockchain based approach by analyzing CPU uti-
lization as the performance parameter. For obtaining the performance plots we
executed a set of 10,000 transactions from the Raspberry Pi 3 processing unit.
All the transactions were of the same type and were executed at a go.

Figures 5, 6 and 7 show the performance of our proposed system under nor-
mal condition, and for consensus mechanisms with PoW and PoA, respectively.
It can be observed from these figures that the CPU is utilized at its maximum
when PoW is used as the consensus mechanism. This demonstrates the resource-
intensive characteristic of the mechanism. Whereas, the CPU utilization is

Fig. 5. Normal system performance with no nodes running
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Fig. 6. Performance with Proof-of-Work

Fig. 7. Performance with Proof-of-Authority

comparatively much lesser when PoA is used as the consensus mechanism. Net-
work performance and memory usage remain more or less the same in both the
experiments. The blockchain characteristics like availability, security, immutabil-
ity, reliability, etc. can be beneficial in the IoT ecosystem only if they are deployed
with an efficient mechanism like PoA. Thus, with this performance, we can say
that PoA as a blockchain consensus mechanism can be one of the potential and
lightweight solutions for IoT use cases such as smart homes.
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8 Conclusion

In this paper, we proposed a blockchain approach for managing home appli-
ances in smart homes. We implemented our proposed system on an Ethereum
private blockchain network. The evaluation result demonstrates the feasibility of
our system. Besides, providing better and reliable services to the residents the
system also provide an efficient way of monitoring and auditing the happenings
in the home. Smart contracts help better management of home appliances and
devices. With the introduction of a blockchain in the system, we make the smart
home secure from cyber attacks and prevent non-repudiation of devices. Com-
promised and malfunctioning devices can easily be traced out and removed from
the system. Our approach eliminates the overhead of third-party cloud as in the
traditional architectures. The selection of a PoA consensus mechanism not only
increase the performance of the system but has also reduced the power consump-
tion level times lower than the traditional PoW based mechanisms. First-time
PoA based consensus mechanism has been tested for blockchain integration in
smart homes and also compared with traditional PoW based systems. Security
and privacy are the major concerns which are blocking the deployment of IoT
based solutions. Thus, how such decentralized solutions like blockchain can be
efficiently applied to the IoT ecosystem to solve these issues is one of the future
research directions.
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