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Foreword

The 21st International Conference on Human-Computer Interaction, HCI International
2019, was held in Orlando, FL, USA, during July 26-31, 2019. The event incorporated
the 18 thematic areas and affiliated conferences listed on the following page.

A total of 5,029 individuals from academia, research institutes, industry, and
governmental agencies from 73 countries submitted contributions, and 1,274 papers
and 209 posters were included in the pre-conference proceedings. These contributions
address the latest research and development efforts and highlight the human aspects of
design and use of computing systems. The contributions thoroughly cover the entire
field of human-computer interaction, addressing major advances in knowledge and
effective use of computers in a variety of application areas. The volumes constituting
the full set of the pre-conference proceedings are listed in the following pages.

This year the HCI International (HCII) conference introduced the new option of
“late-breaking work.” This applies both for papers and posters and the corresponding
volume(s) of the proceedings will be published just after the conference. Full papers
will be included in the HCII 2019 Late-Breaking Work Papers Proceedings volume
of the proceedings to be published in the Springer LNCS series, while poster extended
abstracts will be included as short papers in the HCII 2019 Late-Breaking Work Poster
Extended Abstracts volume to be published in the Springer CCIS series.

I would like to thank the program board chairs and the members of the program
boards of all thematic areas and affiliated conferences for their contribution to the
highest scientific quality and the overall success of the HCI International 2019
conference.

This conference would not have been possible without the continuous and unwa-
vering support and advice of the founder, Conference General Chair Emeritus and
Conference Scientific Advisor Prof. Gavriel Salvendy. For his outstanding efforts,
I would like to express my appreciation to the communications chair and editor of
HCI International News, Dr. Abbas Moallem.

July 2019 Constantine Stephanidis



HCI International 2019 Thematic Areas
and Affiliated Conferences

Thematic areas:

HCI 2019: Human-Computer Interaction
HIMI 2019: Human Interface and the Management of Information

Affiliated conferences:

EPCE 2019: 16th International Conference on Engineering Psychology and
Cognitive Ergonomics

UAHCI 2019: 13th International Conference on Universal Access in
Human-Computer Interaction

VAMR 2019: 11th International Conference on Virtual, Augmented and Mixed
Reality

CCD 2019: 11th International Conference on Cross-Cultural Design

SCSM 2019: 11th International Conference on Social Computing and Social Media
AC 2019: 13th International Conference on Augmented Cognition

DHM 2019: 10th International Conference on Digital Human Modeling and
Applications in Health, Safety, Ergonomics and Risk Management

DUXU 2019: 8th International Conference on Design, User Experience, and
Usability

DAPI 2019: 7th International Conference on Distributed, Ambient and Pervasive
Interactions

HCIBGO 2019: 6th International Conference on HCI in Business, Government and
Organizations

LCT 2019: 6th International Conference on Learning and Collaboration
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Population
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AIS 2019: First International Conference on Adaptive Instructional Systems
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Creating Affording Situations
with Animate Objects

Chris Baber™ , Sara Al-Tunaib, and Ahmed Khattab

University of Birmingham, Birmingham B15 2TT, UK
c. baber@bham. ac. uk

Abstract. In this paper, we report the design, development and initial evalu-
ation of the concept of animate objects (as a form of Tangible User Interface,
TUI) to support the cueing of action sequences. Animate objects support user
actions through the provision of affordances, and developments in actuator
technologies allow those devices to change their physical form. Each object
communicates (in a small-scale ‘Internet of Things’) to cue other objects to act,
and these, in turn, provide cues to the user. The set of cues creates affording
situations which can be understood in terms of Forms of Engagement. A user
trial was conducted in which participants had to either perform a simulated tea-
making task or search for letters hidden under objects to spell words. The first
task involved a familiar sequence (and we also included an unfamiliar
sequence), and the second task involved either real or false words. We show
that, when cues provided by the objects correspond to a ‘logical’ task sequence
(i.e., familiar and/or easily interpretable), they aid performance and when these
cues relate to ‘illogical’ task sequences, performance is impaired. We explain
these results in terms of forms of engagement and suggest applications for
rehabilitation.

Keywords: Tangible User Interface - Animate objects + Affordance

1 Introduction

1.1 Tangible User Interfaces

Tangible User Interfaces (TUIs) employ physical objects to collect data from, or dis-
play information to, users [1-3]. With the decreasing cost of sensors, actuators and
processors, and access to 3D printing, it is easy to design and build all manner of things
that have the appearance of familiar objects combined with the capability to sense and
respond to user activity, and communicate with other objects. The networking of
objects, the recognition of user activity and prediction of user intent, and the use of
intent prediction to cue specific actions create new challenges for Ergonomics. In a
previous paper, we described the underlying concepts relating to activity and intent,
and the use of the Blynk protocol for managing networked communications between
smart objects [4]. We also, in that paper, reported development of an initial set of
objects and conducted a user trial which showed that, when the handle on a jug rose

© Springer Nature Switzerland AG 2019
D. D. Schmorrow and C. M. Fidopiastis (Eds.): HCII 2019, LNAI 11580, pp. 3-13, 2019.
https://doi.org/10.1007/978-3-030-22419-6_1
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automatically, most (22/23 participants in the trial) people would use the hand adjacent
to the handle to pick it up rather than their dominant hand — even if, during interview
after the experiment, they did not notice that they had done this. We believe that this
finding implied that their behaviour was influenced by that of the object, and that the
influence could well be occurring at a pre-conscious level. Encouraged by this, we have
developed more objects and an experimental protocol that allows us to explore such
interactions.

In this paper, familiar objects are fitted with sensors (to support ‘awareness and
monitoring’) and with actuators and other means of display to provide cues to a user.
Of particular interest are questions relating to the interpretation of an appropriate action
in response to the cues presented by the object. So, if one is performing a familiar task,
will the cues be irritating or distracting? If the cues are erroneous (in that they cue a
sequence that is different to the one that you intended), will you continue to respond to
the cues? In order to hypothesize why users might either ignore cues or respond
erroneously, we propose that the interactions between users and smart objects can be
considered in terms of affording situations.

1.2 Affording Situations

Gibson [5] introduced the term affordance into psychology, suggesting that we perceive
the world in terms of opportunities for action. What an object affords is determined by
the physical properties of the objects (e.g., shape, orientation, size), by the action
capabilities of the agent, and by the intention that the use of this object will support.
This means that ‘affordance’ cannot simply be a property of an object (so it does not
make sense to simply state that a ‘cup affords drinking’). Rather, one needs to be situate
the use of the object in the context of an ongoing goal-driven activity being performed
by an individual with sufficient ability to use that object to achieve that goal. Thus, an
affordance is the relationship between an individual’s ability to act and the opportu-
nities provided to that person in the given situation in pursuit of a given goal. That is, a
cup of particular dimensions can be grasped by a person with particular physical
abilities (e.g., hand size, motor skills etc.) in the context of performing a task with a
particular goal: a person laying the table will pick up the cup differently than a person
who intends to drink from it; picking up a cup that is full to the brim will be different
from picking up a half empty cup. These simple observations lead to the proposal that
affordance emerges from the interactions between person and object in a given envi-
ronment and in pursuit of a given goal and this relationship is captured by the idea of
Forms of Engagement, illustrated by Fig. 1 and developed in [6-8].

In Fig. 1, interaction (between person and object) involves several Forms of
Engagement. Responding to the specific features of an object in an environment in
order to perform an action defines the ‘affordance’ (indicated by a dotted line around
Environmental and Motor Engagement). This results in a change of state of the object,
which the person attends to through Perceptual Engagement (i.e., interpreting visual,
tactile, kinaesthetic, auditory etc. information as feedback from the performance of an
action). So, this proposes two forms of perception by the person: in environmental
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engagement the person responds to features of the object that can support actions (i.e.,
perception-action coupling) and in perceptual engagement, the person responds to the
changing state of the object (and environment) as an action is performed. As the object
(and environment) change, so this can produce new opportunities for environmental
engagement. In order to act on an object, there is a need to respond to the ‘information’
(in a Gibsonian sense) that it conveys. In other words, people are able to ‘see’ aspects
of the object, or the environment, in terms of an action that they want, and are able, to
perform in pursuit of a goal. We further separate Motor Engagement (the ability to
perform an action) from Morphological Engagement, the disposition of the person,
e.g., in terms of the size of the hand. We have a two-way link between these because
hand shaping will be influenced by subsequent actions.

PERCEPTUAL
ENGAGEMENT

<uses>

|

|

|

|

| OBJECT IN THE \_:_» ENVIRONMENTAL _ _ MOTOR |
ENVIRONMENTI ENGAGEMENT [ > ENGAGEMENT :
- |

|

|

|

L I
— — |
| SALIENT ) )
! FEATURES ABILITY

e e T - ] —_————

MORPHOLOGICAL
ENGAGEMENT [«

EFFECTIVITY <seeks>

<sets goal> 1]

| CULTURAL CULTURAL | — COGNITIVE
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Fig. 1. Forms of engagement [9]

The role of Cognitive Engagement, in this description, is two-fold. First, it provides
high-level management on ongoing actions (checking for lapses, slips, mistakes etc.)
and second, to manage the actions in terms of an overarching goal (e.g., in terms of the
Anticipative Actions of the Adaptive Control Model). Of particular interest to this
paper, is the extent to which these goals might not be fully-defined prior to performing
an action but might evolve in response to the opportunities presented by the objects.
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Finally, the notion of an ‘acceptable’ goal (or ‘acceptable’ actions to perform on
objects) could relate to the culture in which one is acting and is characterized as
Cultural Engagement.

1.3  Specifying Animate Objects

Having proposed that interaction comprises Forms of Engagement, one can relate these
to the possible inferences that animate objects could make (about user intention) as they
are being interacted with. At the most basic level, sensors on the object could provide
data to characterize the motion, orientation, position, etc. of the object. These data
would define the motor engagement with which the person was interacting with the
object. The object, assuming that it can modify its appearance, could encourage
Environmental Engagement through changes that emphasize specific features. So,
when a handle rises on the side of a cup, people are more likely to use the hand on that
side of the cup to pick it up [9]. Thus, the action that is selected in anticipation of motor
engagement, could be cued by the appearance of the object, and the morphological
engagement that is necessary for the action would correspond to the physical
appearance of the object. Having some knowledge of where the object is being used
could also influence the definition of appropriate actions, through Cultural Engage-
ment, e.g., one might anticipate that drinking from a tea cup in the Savoy Hotel is not
identical to drinking from a tea cup in one’s kitchen at home. Combining inferences
drawn from Motor and Morphological Engagement, the object could infer the most
likely goal of the person, and use this inference to provide additional cues and guidance
of action [10]. A mapping of Forms of Engagement to the cues provided by animate
objects in shown in Table 1.

Table 1. Mapping of forms of engagement to cues from animate objects.

Form of engagement | Cues

Environmental Spatial layout of objects; form of objects
Morphological Grasp permitted by object

Motor Manipulation supported by object
Perceptual State and appearance of object

Cognitive Intention (of user or ‘system’)

Cultural Conventions governing object manipulation

Let us assume that the Animate Object looks like something familiar which has
been fitted with sensors [9]. For example, Fig. 2 shows a jug with its sensor unit
(developed for the CogWatch project').

! https://www.birmingham.ac.uk/research/impact/original/cogwatch.aspx.
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Fig. 2. Jug and sensor unit

On the one hand, a jug is an object that we ‘know’ how to use, but on the other
hand, this is an alien object that is capable to doing things that we do not, necessarily,
fully understand. The jug could, for example, be part of a system that monitors our
daily cream intake and the system could have a ‘intention’ of ensuring that we drink a
specified quantity of liquid, or it might be part of a system that has the ‘intention’ of
reducing our caffeine intake (using the pouring of cream as a proxy for drinking
coffee). One way in which such ‘intentions’ could be communicated to the user would
via the objects themselves (through lights, sounds, movement etc.), providing feedback
and cues to the person. In this way, the form of the objects could display their function
and we can create ‘affording situations’ in which the appropriate action is cued by the
objects that the person needs to use.

Relating this to Forms of Engagement and the cues provided by Animate Objects,
we could suggest that the motion of an object (part or whole) would be compatible with
a movement to be made by the person, e.g., if the handle on the object moved, then one
might expect the person to move their hand to that handle. Alternatively, a light on the
object turned on (or the object made a noise), one would expect the person’s attention
to turn to that object. From this, Cue Compatibility draws on environmental and
perceptual Forms of Engagement, and can influence Morphological and Motor
Engagement. Cognitive Engagement relates to selecting which action to perform, and
Cultural Engagement constrains selection of action in terms of ‘normal’ behavior. From
this one can propose a set of tasks that reflect the relationship between the Task that the
person ought to perform and the State of the Object (Table 2).
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Table 2. Mapping user action to object state
Action | State (object after | Pre-condition (object prior to action)
action)
Pick Raised Jug.Lowered = true ™ Jug.Handle = up "~ Jug.LED = on "
up Jug.Audio = ‘pick_me_up’
Put Lowered Jug.Raised = true
down
Move Location changed | Jug.Raised = true
Pour Object tilted Jug.Raised = true ™ Jug.Location(proximal.cup) = true

1.4 Constructing Animate Objects

The objects used in this study were designed and 3D printed to look like familiar,
everyday objects, e.g., mugs, jugs, kettle, drawer handle, spoon handle. They were
designed to incorporate electronics, i.e., sensors, a microprocessor (Arduino), Wi-Fi
communications. Communications were managed using the Blynk Bridge Application,
which allowed each object to communicate on a network and also allowed an Apple
iPhone to be used to send commands to each object and log their status. Figure 3 shows
some of the objects used in this study. Each object is powered by a rechargeable power
pack and all objects have multi-colour Light Emitting Diode (LED) strips. Commands
(from the iPhone or from other objects via the Blynk Bridge network) can turn the
LEDs on or off, or change the colour of LED on the objects. Some objects had small
motors that could vibrate the object (e.g., the spoon) or lower and raise the handles

(e.g., jug, kettle), and small audio chip to replay recorded voice messages.

Fig. 3. Animate objects arranged for the ‘tea-making’ task
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2 User Trial

The aim of the user trial was to explore the interaction between cues offered by
Animate Objects and actions provided by users. A basic question was whether cueing
from Animate Objects could over-ride participants’ expectations of familiar tasks. So,
participants were asked to perform two tasks. That is, whether the top-down control of
action implied by cognitive engagement could be over-ridden by environmental
engagement. In the first task (‘simulated tea-making’) we assumed that participants
would have a well-learned ‘script’ that defined a sequence of tasks. In this case, the
cues from the Objects should have little impact (other than, perhaps, slowing the
participants as the waited for the next cue). Conversely, if the Objects cued a sequence
that was unfamiliar or illogical, participants would be likely to ignore the cues and rely
on their prior knowledge. In a second task (‘letter finding’), participants could not rely
on prior knowledge. In this case, individual letters were hidden under the Objects and
participants had to lift each Object to find the letter in order to spell a 3-letter word. In
this case, good performance would involve lifting only correct Objects.

2.1 Participants

Twenty participants (Female = 7, Male = 13, age = 26+, 3.2 years) were recruited
from Undergraduate students in the School of Electronic, Electrical and Systems
Engineering. None of those recruited had any previous experience interacting with the
previous project.

2.2 Procedure

The design of evaluation trials was approved by the School of Engineering, University
of Birmingham ethics committee and followed the Declaration of Helsinki. Once they
had signed an informed consent form, each participant was shown a printed copy of
instructions, to be read prior to commencing their experiments. The instructions were
removed from the participants after they had been read and understood. This was done
to create a situation to resemble natural interaction with objects.

Three restrictions were imposed on the participants:

1. There was an upper time limit of one minute

2. Only the use of one hand was permitted.

3. Participants were asked to imagine there was water in the jugs in the tea making
task.

Two sets of tasks were used. The first set relied on participants being able to define a
goal and use this to complete a familiar task sequence. We used simulated tea-making, in
which participants acted out the tasks involved in making tea. In the second set, we
required participants to learn an unfamiliar sequence. In this case, letters were hidden
under each object and participants had to lift the object to find the letters and then spell
out a 3-letter word. In this condition, one sequence of cues resulted in the real word
“TIN’ and another sequence resulted in the false word “TEI’. The order in which par-
ticipants performed these conditions were counter-balanced to minimise learning effects.
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Prior to each task, participants placed both hands on the table in front of the
Objects. In the no cue condition (for ‘simulated tea making’), participants were asked
to interact with the Objects as if they were making a cup of tea. In the cue conditions
(for both tasks), Object states were controlled by the Experimenter according to a
defined script. This allowed motor, audio and LEDs to be turned on or off, so that the
State of the Objects changed to provide cues to the participants. The Dependent
Variable in the experiment was Total Task Time, which began when one or both hands
were lifted and ended when the participant declared that the task was complete.

2.3 Results

The corpus of data is collected from 320 trials, together with 10.5 h of video (which
was analyzed for timing of actions; 2 analysts viewed the video and agreed (r = 0.92)
on timings), and 40 feedback forms completed by participants. The results are orga-
nized by the dependent variables: total time taken and recall of LED colors.

As there were three conditions in which tea-making was performed, a one-way
Analysis of Variance (no cues x familiar x unfamiliar) was run. This showed a sig-
nificant main effect [F (2, 59) = 8.79, p = 0.0005]. Subsequent pairwise comparison,
using paired t-tests, showed a difference between no cues and familiar [t(19) = 2.23,
p < 0.05], between no cues and unfamiliar [t(19) = 3.6, p < 0.005], and between and
familiar and unfamiliar [t(19) = 5.8, p < 0.0001]. This is illustrated by Fig. 4.

0.40 -
0.35 -
0.30 -
0.25 -
0.20 -
0.15 -

Total Task Time (m)

0.10 -
0.05 -
0.00

no cues familiar unfamiliar

Conditions

Fig. 4. Average time to complete tea-making tasks

For the spelling task, there were two conditions (real word and false word).
A paired t-test showed a significant difference [t(19) = 2.65, p = 0.05]. This is illus-
trated by Fig. 5.
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Fig. 5. Average time to complete ‘spelling’ task

3 Discussion

As might be expected, participants took longer to complete the tea-making task when
they were prompted to follow an unfamiliar sequence. More interestingly, participants
were faster when they were prompted (in the tea-making task) than when there were no
cues. This suggests that, even with familiar task sequences, the provision of cues could
be beneficial (at least, in terms of task completion time). For the ‘spelling’ task,
performance on the ‘real word’” was faster than on the ‘false word’ — as if participants
were trying to align the sequence with a goal but struggling to determine what this
might be.

From observation, and discussion with participants during debrief, the use of cues
in the unfamiliar tea-making sequence or for the false word task caused participants to
interrupt the task sequence or led to them becoming confused. They might, for
example, ask for clarification, e.g., ‘is it meant to do that?’ before continuing with the
task. Thus, in the tea-making task, the vibrating spoon was a distraction from the
intended sequence but led to a pause while the participant noticed it and then decided
whether or not to respond.

3.1 Cues for Action

The cues that were employed in the experiment (audio, LED, moving parts) were
attended to and commented upon by participants. Whether or not the cues were
responded to depended on when the cues occurred and how the participant would
incorporate this into the task sequence that was being followed. If the cue accorded
with a logical sequence, it was followed, but if not then it was questioned (or, at least,
responded to more slowly).

In the ‘spelling’ task (in which there might not be so clear a script to define the
logical sequence), the cues were more likely to be followed. However, even in this task,
participants would seek to make sense of what sequence the cues were guiding them
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towards. Further, the LEDs were not the only source of information used. Several
participants mentioned that the position of objects (for the ‘spelling’ task) was felt to be
important (even though the position of the objects was randomized across trials and so
did not provide such information). We infer from this that the association of LED to
object to letter was not made as consistently as we had expected, particularly if par-
ticipants regarded the task as one of managing the spatial arrangement of objects. On
reflection, if the only reliable source of information available is spatial arrangement
(because they are not certain what the LEDs are telling them), then this strategy makes
some sense.

3.2 Forms of Engagement

The role of animate objects in user activity varied across the different tasks. Thus, it is
incorrect to assume that the cues would always provoke a response, but equally wrong
to assume that these are over-ridden by prior knowledge. More interestingly, it appears
that the cues were more beneficial when they support a logical (or familiar) sequence of
tasks, and exacerbated confusion on illogical (or unfamiliar) sequences. According to
the notion of Forms of Engagement, environmental engagement (in terms of the state of
the object) can guide a sequence of actions, with perceptual engagement (as a way of
interpreting the state of objects) being mediated by cognitive engagement (as a way of
defining a logical sequence) but only when the sequence begins to feel wrong.

3.3 Affording Situations

The notion of ‘affording situations’ is intended to highlight the importance of context in
understanding affordance; it is not simply a matter of saying a ‘jug affords lifting or
pouring’. While these actions are, of course, possible with a jug, in order to know that
this particular jug could be lifted or poured at this moment in time, one needs to know
the capabilities of the users. Furthermore, in order to know whether either lifting or
pouring is appropriate, one also needs to know the intention of the person (or the
intention that is plausible for the predicted task sequence). Our aim is to develop
technologies that can recognize and interpret contextual factors (based on the analysis
of data defining the Forms of Engagement) and use these to discern the plausibility of
actions in a given sequence. We can then adapt the animate objects to encourage (or
discourage) specific actions.

3.4 Implications for Medical Aids

While the focus of this paper has been on the design and testing of animate objects, it is
clear that there could be scope for exploring this concept in the medical domain.
Connecting smart objects into a ‘rehabilitation internet of things’ [11] could offer
benefit for monitoring patient activity. Having such objects present cues to guide users
can encourage patients to develop or practice actions, particularly if the cues are
auditory [12]. Prior work, in the CogWatch project, suggests that adapting familiar
objects can reduce anxiety in stroke patients undergoing rehabilitation and also that this
can help recall of previously known sequences (lost as a result of stroke). It is a moot
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point as to whether the type of animate object developed in this project (in which
moving parts are intended to cue specific morphological and motor engagement) will
prove beneficial for rehabilitation and this is a matter for future research.

3.5 Conclusions

In this paper, we continue our exploration of the ways in which everyday objects can be
modified to become animate, and consider how such objects can encourage specific
user actions. We demonstrate that people will respond to cues if these correspond to
their expectation and understanding of the task. This suggests that the response is
mediated by expectation and interpretation. However, relating this mediation to the
notion of forms of engagement, we propose that this implies different levels of control.
That is, ‘affordance’ is not simply a matter of responding to the opportunity to act, but
is contextualized in terms of the definition of the context. When the context is clear,
there appears to be seamless combination of cue response and user activity, such that
the cues actually speed-up performance. When the context is unclear or ambiguous
(i.e., a cue that is not related to the task being performed, or an outcome that is not
clearly understood), response to the cues could be helpful but people expend cognitive
effort in making sense of these.
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Abstract. This paper investigates the use of physio-behavioural detec-
tion of fun to model players’ preferences in real-time in the context of an
adaptive game. To do so, a Physiological and Behavioural Model of Fun
(PBMF), previously trained on 218 players, was used to model players’
preferences based n gameplay events. As a proof-of-concept, we leverged
the PBMF to generate a simple player’s preference profile tailored to
our test-bench game: Assassin’s Creed: Odyssey, an open-world, action-
adventure game. This model associated every player to one of 3 predeter-
mined stereotypical types of player, namely Fight, Stealth and Explore,
which are closely tied to mechanics of the Assassin’s Creed series. Using
the inferred preferences, we compared an adaptive vs a non-adaptive
version of the same game and tested whether the adaptive version was
perceived as more fun than the non-adaptive version by the 39 partic-
ipants of this study. The results point to the creation of an accurate
player’s preference profiles during a baseline mission, with profile match-
ing both a “ground truth” Fun Trace — a continuous, subjective rating
of a player’s fun — and a self-reported profile with an accuracy of 69%
and 72% respectively. This, however, did not translate into a measurable
difference in reported fun between the adaptive version of the game and
the non-adaptive version in neither Fun Trace ratings nor questionnaire
answers. Theses findings support that stereotypical preference modelling
can be achieved successfully through a physio-behavioural model of fun,
but that further investigation on adaptation strategies to those pref-
erences are needed in order to reach the adaptive game’s promise of
maximizing player’s enjoyment.

Keywords: Affective computing + Bio-feedback - Video game -
Physiological signals

1 Introduction

Adaptive video game research aims at creating games that adapt to players in
order to create more enjoyable, engaging gaming experiences. In the line of affec-
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tive computing research, most studies so far have focused on using player’s emo-
tional state, physiologically-inferred using fuzzy or supervised learning models,
as the target of adaptation. Instead of using basic emotions [1] in the adaption
loop, this paper investigates the use of fun levels trough a combined Physio-
logical and Behavioural Model of Fun (PMBF) to model the player’s gameplay
preferences.

In the literature, Ravaja et al. [2] were the first to show that instanta-
neous video game events (e.g., gameplay or story elements) could elicit pha-
sic psychophysiological responses indexing emotional valence and arousal, thus
highlighting the potential of physiological measures for gaining insight into the
player’s experience. Therefore, most affective gaming researches have used phys-
iological data as a means of assessing emotional states of players in relation
to game content. For example, Gilleade and Dix [3] explored frustration in
adaptive games using physiological indicators of emotional arousal. The authors
argued that monitoring (and eventually manipulating) the player’s frustration
level could lead to the development of more complex emotional gaming experi-
ences. Interestingly, other authors later suggested that in-game frustration could
also increase player engagement, possibly resulting in an overall more satisfying
gaming experience [4]. Also, Martinez et al. [5] studied the generality of physi-
ological features of heart rate and skin conductance as predictors of a player’s
affective state. They showed that heat rate (HR) and skin conductance (SC)
features could be used to predict affective states through different game genres
and game mechanics. Finally, Nogueira et al. [6] proposed a model to investigate
relationships between emotions (represented as valence and arousal) and game
events using the fuzzy physiological model of valence and arousal proposed by
Mandryk and Atkins [7].

While some authors have worked on integrating physiological data as direct
inputs to a game (i.e. biofeedback games, e.g. [8]), most research using physiolog-
ical signals have focused on ways of integrating emotions to game design. Those
researches have focused mainly on specific emotional states, such as anxiety or
fear, that could have more or less straightforward applications in adaptive games.
For instance, Liu et al. [9] and Rani et al. [10] used peripheral physiological sig-
nals (ECG, EDA, EMG, etc.) to model the player’s anxiety level. In accordance
with the concept of challenge-skill balance of the flow theory [11-13], they used
anxiety as a tool indicating when dynamic difficulty adjustments were required
in a game. Similar work has been carried out by Chanel et al. [14] who used both
central and peripheral physiological signals for the same purpose. Other authors
have employed physiological (ECG and EEG) and behavioural data in order to
monitor suspense level in an adaptive survival horror game [15].

Although some authors in the affective gaming community have proposed
frameworks to integrate emotions in the design of adaptive games, such as
Hudlicka [16,17] and Tijs et al. [18], more research is required to bring this tech-
nology to industry-ready levels. Indeed, little is known on how emotion-driven
adaptations should be carried out, since different players will most probably react
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in dissimilar ways to a same adaptation. Thus, emotion-driven adaptations also
require player modelling [19], which constitute an ongoing research topic.

Alternatively, recent studies have focused on developing physiological mod-
els of the player’s fun level. Using Assassin’s Creed video game series, it has
been demonstrated in previous phases of the FUNi4 project that fun variations
were detectable through players’ physiological signals and behavioural cues (i.e.
physio-behavioural measures). Using the continuous fun rating (Fun Trace) pro-
posed in [20], Clerico et al. [21] and Fortin-Cote et al. [22] have trained a super-
vised machine learning model that detects player’s fun changes throughout a
game session, making possible the continuous monitoring of the player’s fun. To
train this model, they used the FUNii Database, which contains the physiological
and behavioural data along with subjective Fun Traces of 218 players, totalling
over 400 game sessions.

Monitoring fun using physio-behavioural modalities rather than post-game
questionnaires provides continuous assessment of player experience in real-time,
without disturbing gameplay. Furthermore, modelling player enjoyment directly
from physiology, instead of modelling emotions from physiology, as in most works
in the literature, circumvents the problem of having to provide a model that
maps emotions to player enjoyment afterwards. Finally, monitoring the player’s
fun level gives insight into what game events likely yielded increases or decreases
of a player’s fun during a game session. This kind of information can then be
used to build, in real-time, a model of players’ preferences.

The FUNii project aims at developing an adaptive gaming system that uses
a physio-behavioural model of fun (heart rate, respiratory activity, skin con-
ductance, eye-tracking and head movements) to detect and maximize players’
enjoyment in real-time. The first phase of this project was conducted in [20-22]
and aimed at designing a PBMF and involved training supervised classification
models on over 200 video game players’ physio-behavioural data. This paper
presents the second and third phase of the FUNIii project, which focus on inte-
grating and testing the effectiveness of the system inside an adaptive game.

This paper investigates the use of fun detection to model player’s preferences
in real-time using physio-behavioural modalities in the context of an adaptive
game. The goal of this paper is two-fold. First, we test the reliability of a Physio-
logical and Behavioural Model of Fun (PBMF), trained on 218 players in previous
works, to model player’s preferences using gameplay events and according to a
predetermined stereotypical model of players. Secondly, as a proof-of-concept we
use the inferred preferences to tailor the gaming experience and test which of
two versions of the same game (an adaptive and a non-adaptive one) is perceived
as more fun by the players.

2 Method

Participants were invited to play missions of Assassin’s Creed: Odyssey that
were custom-built by Ubisoft Québec. They first played a baseline mission fol-
lowed by two variants of a second mission, one predicted by the model to be
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the player’s preferred one and the other, the least preferred one among three
possibilities. Their level of fun was measured subjectively afterwards using both
questionnaires and the Fun Trace tool in order to determine whether the player’s
preferred variant of the mission could be correctly identified by the PBMF and
gameplay events.

2.1 Experimental Design

The participants played a baseline mission during which they were exposed to a
mix of three different styles of gameplay, namely Fight, Exploration and Stealth
gameplay styles within the same game (Assassin’s Creed: Odyssey). Each style
respectively implied to: fight one or more enemies (Fight), explore the game
world to discover cues or just wander (Exploration), and sneak around enemies
while trying to remain unseen (Stealth). Those gameplay styles were detected
by the game itself and were based on ingame events such as entering combat,
moving crouched and the like. If the game character was not doing an action
associated to fight or stealth, it was classified within the exploration category.
While playing, fun increases were detected based on physiological signals in real
time using our PBMF previously trained on 218 participants during prior phases
of the project [21,22]. At the end of the baseline mission, the player’s preference
levels for each gameplay styles were compiled by a process further detailed in
Sect. 2.6. Those preferences levels allowed us to infer the most and the least
preferred gameplay style. Following the baseline mission, players were asked to
play two variants of a second mission in a counterbalanced order: one tailored
to their most preferred gameplay style and one tailored to their least preferred
one.

2.2 Participants

A group of 39 (5 women) participants aged between 20 and 28 years old (M:
23, SD: 2.5) were recruited through Université Laval’ student email list as well
as Ubisoft Québec player database. Selected participants reported having no
diagnosed mental illness, cognitive, neurological or nervous system disorder, nor
any uncorrected visual impairment. They also needed to have played the previous
instalment of the Assassin’s Creed series: Origin. This was required so that all
participants would be already familiar with the game controls and new mechanics
introduced in this opus, which are to a great extent the same as in Assassin’s
Creed: Odyssey, and would not have to learn them before the experiment.

2.3 Material

Participants played a custom-built version of the most recent opus of the series
Assassin’s Creed: Odyssey, which was not released to the public at the time of
the experiment. A total of 4 custom missions were developed by Ubisoft Québec
developers: a baseline mission and three variants of a second mission, namely
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Table 1. Missions tested in the experiment along with their descriptions. Each variant
was designed to fit one of the 3 stereotypical preference profiles, while Baseline mission
presented a balanced mix of fight, stealth and exploration game events.

Mission name Description

Baseline In this mission the player is tasked with stealing an object
from a camp somewhere in the game world. To this end,
the player has to explore the environment to find the
camp, sneak around (Stealth) and fight his/her way to the
object. It therefore contains all of the three types of
gameplay studied

Fight variant The player is tasked with finding a spy. Finding direction
to the spy is not difficult and the challenge resides in
defeating groups of enemies, as well a stronger enemy
(“Boss”) guarding the spy

Stealth variant The player is tasked with finding a spy, but his location is
unknown and the player has to sneak into a heavily
guarded fortress to find a map containing the location of
the spy. Fighting is required only if the player is detected

Exploration variant | The player is tasked with finding a spy, but through a trail
of clues that leads to exploration of the player’s
surroundings. Little to no fighting is required

a fight tailored mission, a stealth tailored mission and an exploration tailored
mission. Summary of the mission’s objectives are presented in Table 1.

Physiological and behavioural measures were recorded during every mission
by a Biopac MP150 system at a sampling rate of 100 Hz and the Smart Eye
Pro eye-tracking system at a sampling rate of 60 Hz. Measurements details are
presented in Table 2. Also, a webcam was used to record video of the participant
and the OBS Studio screen capture software was used to record gameplay.

2.4 Fun Assessment

For this experiment, 3 methods allowed to assess subjective fun and gameplay
style preferences during each mission: Fun Trace, fun assessment questionnaire,
and gameplay preference questionnaire. First, Fun Trace, which is a continuous
rating (analogue scale from —100 to 100) of fun throughout the whole game
session, was recorded after a mission playthrough. The Fun Trace homemade
software, which is similar to GTrace [24], shows participants their gameplay
recordings while also presenting a scrolling analogue trace as a visual feedback
of their fun annotation. Participants controlled the Fun Trace through a physical
control knob: the PowerMate USB from Griffin technology. Figure 1 presents the
application as well as the control knob.

One thing to note is that when participants turned the knob to a value
below 0, the scale turns red, while it is green otherwise, making a clear demarca-
tion between positive and negative values. Also, the concept of “fun” itself was
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Table 2. Physiological measures recorded during experiment. ECG, RSP and EDA
were recorded using a Biopac MP150 (with sampling rate of 100 Hz), while a Smart
Eye Pro system (60 Hz) was used for ET and HM.

Physiological signal Details

Cardiac activity (ECG) Recorded using an electrocardiogram in lead
IT configuration

Respiratory activity (RSP) Recorded using a respiration belt transducer
placed around the participant’s chest

Electrodermal activity (EDA) | Recorded on the left thenar and hypothenar
eminences of the left hand using exosomatic
recording with direct current [23]

Eye-tracking (ET) Measurements include pupil size, blinks and
fixations durations and saccades counts
along with onscreen gaze intersections

Head movements (HM) Recorded in six degrees-of-freedom

deliberately left undefined (to gain insight into participants’ own conceptions of
“fun”). During Fun Trace recording, the playback speed of the video is set to
1.5% in order to minimize task boredom, which could affect validity of the Fun
Trace ratings.

Fig. 1. The fun trace application

The second subjective fun assessment was through questionnaires using a six-
point Likert scale. The first fun related question was asked after each mission:

Question 1. How pleasant was this mission?
The second question was asked at the end of the two mission variants:

Question 2. What version of the mission did I prefer?
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The responses ranged from 1 to 6, 1 signifying that the first mission was strongly
preferred and 6 signifying that the second mission was strongly preferred. The
use of a six-point Likert scale forced participants to make a categorical choice
between the two variants.

Finally, to get a self-reported measure of the gameplay style preferences
(fight, stealth and exploration) of the participants, they were asked, at the end
of the study, the following three questions to answer on a six-point Likert scale:

Question 3. I prefer the fighting gameplay style, meaning that I prefer direct
confrontations with the enemy.

Question 4. [ prefer the stealthy gameplay style, meaning that I prefer moving
stealthily while avoiding direct confrontations.

Question 5. [ prefer the exploration gameplay style, meaning that I prefer to
explore the world around to find the best path and hidden treasure.

2.5 Experiment Protocol

The total duration of the experiment ranged between 2h and 30min to 3h
and there was a 20$ compensation for participating in the study. Participants
were first welcomed and invited to sign the required agreements. Electrodes for
the Biopac MP150 system were placed before participants sat at the computer.
They were asked to fill out a profile questionnaire which included questions about
their gaming habits, self-reported skill level and favourite types of game. The
calibration phase of the Smart Eye Pro software was then performed. Afterwards,
baseline physio-behavioural signals were recorded for 30 s and participants were
asked to remain still while looking at a fixation cross. Participants were then
presented with a tutorial that served only as a quick refresher since they were
already familiar with the last instalment of the Assassin’s Creed series, where
controls were very similar. Participants were then presented with a training
mission, where they had to fulfill a set of goals that insure that they possessed the
minimal abilities to succeed in the following missions. A schematic representation
of the following phases of the experiment is shown in Fig.2 to help visualize
the process. Following this mission, participants played the baseline mission,
where they experienced the three types of gameplay. Subsequently, they used
the Fun Trace app to generate a Fun Trace for the baseline mission, which
was used as a “ground truth” to assess the validity of the inference afterwards.
They then played a first variant of the second mission —the variant they prefer
(counterbalanced)—, responded to Question 1 and used the Fun Trace app. They
then played the second variant of the second mission, responded to Question 1
again and used the Fun Trace app for the last time. Finally, they were asked
to fill the gameplay style preferences questionnaire including Questions2-5.
Participants were then debriefed and given monetary compensation.
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Fig. 2. A schematic representation of the experimental procedure.

2.6 Profiles Generation

Participants’ profiles were generated through detection of their fun increases
during the baseline mission using the PBMF. This mission gave players the
opportunity to experiment with each of the three gameplay styles. Figure 3 dis-
plays a summary of the relative amount of time participants experienced each
style. One thing to note is that time spent under the fight style was lower than
exploration and stealth and that is a consequence of the game architecture: fight
sequences are inherently shorter than the two other gameplay style sequences.
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By contrasting the rate of fun increases (amount of fun increases divided by
time in gameplay style) for each gameplay style, the preferred style could be
predicted. The rate of fun increases was used instead of an average of the fun
level because of the inference algorithm, which is better at detecting discrete
increases over absolute level of fun reported with the Fun Trace.
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Fig. 3. Distribution of the ratio of time played under each different gameplay style in
the baseline mission.

The supervised machine learning model used in this study for inferring these
fun increases has been trained to detect Fun Trace increases on 218 previous par-
ticipants who played Assassin’s Creed: Unity (2014) or Assassin’s Creed: Syndi-
cate (2015). The labelling and feature extraction are illustrated in Fig. 4.

For a single mission of the game, the 20 largest increases of Fun Trace were
identified. Two main reasons justified this method. First, using largest increases
alleviates concerns about border effects, which arise when participants hit one of
the two boundaries of Fun Trace (i.e. —100 or 100). Indeed, when this happened,
participants were forced to increase or decrease Fun Trace, which introduced
noise. Second, using increases of Fun Trace instead of the value itself is explained
by the fact that human preferences are arguably more ordinal in nature than
cardinal [25], meaning that relative levels of Fun Trace in a game session (e.g.,
going from low to high Fun Trace value) is more likely to capture relevant infor-
mation about a player’s experience than absolute Fun Trace value. With those
increases identified, a 20s temporal window of the physio-behavioural signals
was extracted around the increases to capture its physio-behavioural signature.
Examples of constant (no changes) Fun Trace and decrease in the Fun Trace
were extracted in a similar fashion. We ended up with 7623 labelled samples,
2496 of which corresponds to Fun Trace increases, while the remaining one were
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examples of constant (2706) or decrease (2421) in the Fun Trace. Temporal and
spectral statistics were extracted from each of the physio-behavioural signal as
to compile a vector of 201 features from each sample. Using inter-participant,
meaning no samples from a single participant was used in the training of the
model used to make prediction on his/her subset of data, K-Fold cross valida-
tion was used to train the model, tune the hyper parameters and select the most
accurate model with the Scikit-learn library [26]. In this case, the most accurate
model, with an F1 score of 656% was an extreme gradient boosting classifiers
(XGBoost implementation [27]) compared to an F1 score of 56% for a Stratified
Dummy Classifier.
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Fig. 4. Examples of the fun trace labelling and corresponding physio-behavioural sig-
nals. A total of 7 significant increases in the Fun Trace are represented by a vertical
dotted line. The 20 s windows extracted around fun increases are represented by shaded
regions in each of the plot. The sample of physio-behavioural signals shown is electro-
dermal activity (EDA), heart rate (HR) and pupil dilatation (PUP).

3 Results

3.1 Validation of the Generated Profile on the Baseline Mission

In order to validate the generated profile, the profile computed by the real-time
algorithm was compared to the one computed using the actual Fun Trace of
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the baseline mission. Using the amount of fun increases in the “ground-truth”
Fun Trace for the preferred and the least preferred variants, as determined by
the model, the observed agreement was 69% (p = 0.03) between the two. This
means that the actual Fun Trace correctly showed more fun increases in the
preferred profile 69% of the time. This is statistically significant under the one-
side binomial test (o = 0.05), where the null hypothesis is that the detected
profile is random (probability of success 0.5). To further consolidate that the
detected profile was a valid one, it was possible to compare it to the self-reported
gameplay style preferences provided by the participant on a six-point Likert scale
at the end of the experiment (Questions 3-5). Results revealed that 76% of the
time, participants rated higher the preferred gameplay style detected by the
model than the least preferred one (p = 0.004) of the time, which was again
statistically significant under the one-side binomial test (o = 0.05).

The participants’ preference level for each played variants were assessed using
Questions 1 and 2. According to the answers to Question 1, participants’ most
pleasant mission variant agreed with the preferred mission as selected by the
PBMF model only 52% of the time. Similar results were observed in answers to
Question 2, which matched the preferred profile identified by the PBMF model
only 48% of the time. Therefore, both metrics did not significantly differ from
a random choice between the mission by the participants. One interesting thing
to note is that participants were not always consistent in their answers. Indeed,
preferred variant (has determined from Question 2) matched the most pleasant
variant (Question 1) only 69% of the time.

4 Discussion

A discrepancy was observed between profile metrics stemming from the base-
line mission and the profiles generated from subjective appreciation question-
naires following both variants of the second mission. There is an indication that
the detected profile stemming from the baseline mission was valid because of a
concordance with self-reported gameplay style preferences. The validity of the
generated preferences profile is also supported by the Fun Trace of the base-
line mission. This suggests valid inference of player’s preference profile from the
baseline mission, and therefore supports that our PBMF can be used to model
players’ preferences in the context of a predetermined stereotypical preferences
model. The discordance with the fun reports of second mission variants could
stem from the adaptation strategy or the measure of the response to the adapta-
tion, similar to those raised by Fuchs [28]. The adaptation strategy could be at
fault in that the categorisation of the variant of each type might be too coarse.
Indeed, while each variant was designed to favour its corresponding style, the
game did not enforce a particular way to play. For example, in the stealth vari-
ant of the second mission a participant might still tried to fight its way through
the level, which is difficult (if not impossible) and prompted the experimenter
to redirect the participant to the more streamlined path.

A failure in the measure of the response to the game’s adaptation could
also be at fault. Fun Traces are subjective, their temporal resolution is higher
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than questionnaires’, and therefore allow for a much more precise inspection of
differences in game experience between each gameplay style, something that was
not reflected by answers to the questionnaire.

Furthermore, the overall improvement of game experience caused by tailoring
a single mission to inferred preferences might not be important enough to be
measurable with a six-point Likert scale, especially considering that participants
rated the mission between 3 or 5 in most cases (85% of the time). Another
possibility is that the 3-class preferences model that we used in this paper, even
though being strongly tied to our test-bench game mechanics, is too simplistic
to properly orient the adaptation process. Indeed, it is not straightforward that
a player’s preferences are fixed throughout the game [29], and it is even less
straightforward that they unfold only in one gameplay dimension (e.g. a player
that enjoys Fight might as well enjoy Stealth, even if it is to a lesser extent).
Thus, a adaptive game using the same PBMF would most likely benefit from
using a game-agnostic model of player types [30].

Finally, there is also the possibility that a single adaptive mission is not
long enough to measure fun increases, but that a sequence of multiple missions
tailored to the evolving player profile might generate an adaptive game that is
perceived as more fun overall. This would necessitate further study, including
multiple, longer, play sessions with the same players as they progress through
several tailored missions.

5 Conclusion

This research is a step towards integrating real-time player modelling, using
objective measurements of players experience through physio-behavioural data,
to the design of an adaptive video game. Using real-time prediction of the fun
level of player can help steer the game towards the player preferences and even
adapt to changing preferences during gameplay. While the real-time generated
profile seems accurate under two different metrics (the “ground truth” Fun Trace
as well as self-reported profile), the adaptation strategy did not provide measur-
able improvements in enjoyment of the subsequent mission. Further work might
include investigation into which types of adaptation strategies might show a mea-
surable improvement in enjoyment. A simpler game that allows easier adaptation
to different styles might provide opportunities to test more real-time adaptation
and leverage further benefits from real-time profile generation. For example,
becoming tired of a particular gameplay style could be detected by the use of a
rolling average of the profiles allowing for varying preferences inside a mission
and more fluid adaptations.
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Abstract. In this study, we focus on an information presentation method to
reduce cognitive load. For example, a typical method of presenting information
in a useful manner is Augmented Reality, which overlays information on the
real world; however, this approach causes high cognitive load because it is too
loud compared to the real world. Thus, we focus on an ambient media approach
proposed by Hiroshi Ishii that works on the background of human consciousness
to reduce the cognitive load. We aim to find expressions that are midway
between information superposition and ambient media. In this study, we focus
on the visual and auditory senses, which are mainly used for information pre-
sentation, and learn the features necessary to design ambient media through our
case studies. We develop two case studies: HoloList and Ambient Table. We
implement and evaluate these systems to learn the features required to design the
ambient media.

Keywords: Augmented reality - Mixed reality - Ambient media -
Notification - Head-mounted display

1 Introduction

A great deal of information is processed by people in their daily lives. In the real world,
physical data such as temperature, humidity, position information, and sound are
available. People use sensory organs to detect these data and process it as information.
In recent years, with the development of digital technology, more information is being
transformed into forms that people can feel; consequently, people live with various
information. For example, by digitizing various information such as weather forecasts
and stock prices, people can analyze a wider range of information. As a result, they can
learn trends and new facts. In addition, sensors are being introduced to various places
using IoT technology, and the range where data can be acquired has also expanded [3].

The method of information presentation using digital technology has been devel-
oped over time. When information presentation using a computer changed from the
character-based interface (CUI) to the graphical user interface (GUI), more people were
able to handle computers; consequently, discussion on information provision using
digital technology has continued. In addition, augmented reality (AR) has been
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developed, and it is now possible to seamlessly present information to the real world.
A typical method of presenting information in AR overlays the information on the real
world. The approach used with AR is primarily visual, but it is also used for audio. For
example, a car navigation system using voice is similar to AR, in that it overlays
sounds. While this approach supplies much information to people, there is a possibility
that the cognitive load will rise beyond ideal levels.

Ambient media has been researched as an information-providing method that is
integrated into the environment while having a low cognitive load. Proposed by Hir-
oshi Ishii, this media works on the background of human consciousness [6]. An
example would be to display information by projecting an abstract image on a wall
[10]. In this study, we focus on the visual and auditory senses, which are mainly used
for information acquisition. For visual ambient media, we focus on mixed reality
(MR) technology to provide information in daily life and we developed a prototype
named HoloList. For auditory ambient media, we developed Ambient Table, which
tells users the positions of objects on a table. Through these case studies, we learn the
features required to design modern ambient media.

2 Related Work: Ambient Media

Ambient Media uses intermediary media such as sound, light, air flow, or water
movement to interact with people’s perception of the background [6]. Ambient Media
research began in the 1990s, and currently, there are several related products. As an
early example, Pinwheel [5] was developed in 1998. It provides digital information
with wind and is a system in which wind turbines spin according to the value of
information. Another example is ambientROOM [7], which extends the real space of
the user’s physical environment with information technology with, e.g., sound, as an
interface of digital contents to provide information passively.

A modern example, Class Beacons [2], is a system in which devices are placed in a
classroom desk and the color of the device changes according to the position of the
teacher. Other Ambient Media on a display include Sideshow [4] and Scope [11].
CityCell [8], which puts emphasis on interactions, has stacked hexagonally shining
objects in public spaces, changed the way they are stacked, and collaborated with
smartphones to change how light is emitted.

3 Visual Case Study: HoloList

3.1 Design and Purpose

The prototype HoloList used in this research is a HoloLens application developed with
the Unity game engine' and C#. In this application, as shown in Fig. 1, the user can
interact with the system with an index finger. The purpose of the case study was to
investigate methods for providing information using visual virtual objects.

! https://unity3d.com/
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Fig. 1. Concept of HoloList

HoloList is an application that manages a task schedule by linking a virtual object
with the task. In HoloList, the task display format can be switched between three
modes. Details of each mode are shown in Fig. 2.

In Mode 1, the display format is a planar object showing the task contents in text, as
shown in Fig. 2a. In this mode, it is assumed that the user places the virtual object on a
flat surface, such as an indoor desk and a wall, and the visual effect on the real space by
the virtual object is small.

In Mode 2, a 3D model is arranged that informs the user of a task, and the task
contents are displayed by text when the user gazes at the model, as shown in Fig. 2b. In
this mode, it is assumed that the user selects 3D models prepared for the task contents
in the application and places them at a position where real objects such as indoor desks
and shelves are present. As a feature of this mode, if the user does not gaze it, the
contents of the task are not displayed, thus reducing the amount of information that is
visible simultaneously. There are four 3D models that can be selected in this appli-
cation: a camera, a book, a medicine bottle, and a laptop computer.

In Mode 3, task contents are displayed in text by gazing at the 3D model that
performs a specific animation, as shown in Fig. 2c. In this mode, it is possible to select
the type of animation to be performed. As a feature of this mode, the 3D model is
animated, so it is easy to distinguish it from the real object.

3.2 Preliminary Evaluation

In this case study, we conducted preliminary experiments on the display type of virtual
objects. The purpose was to obtain knowledge for improving applications of virtual
object provision methods by evaluating each mode of application and comparing them.

User Enactments [9] was adopted as the evaluation method for this project. User
Enactments is a method to evaluate the degree of accomplishment when a subject
performs a task, following a scenario created to evaluate an application using a new
technology. The scenario used in this experiment is shown below.

Alan performed schedule management with HoloList to spend the holidays effectively. Alan set
task contents, 3D model, and corresponding animation as follows.
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Fig. 2. Design of HoloList. (a): Mode 1. (b): Mode 2. (c): Mode 3.

— 10:00: Organize Travel Photo - Camera - Object rotates
— 12:30: Updating Blog - Object size changes

— 19:30: Supplement intake - object color changes

— 22:30: Reading - book - 3D model of display part blinks

The participants were seven males and one female aged 20 to 24 who have experience
using HMD-based AR/VR/MR applications. The participants were instructed to per-
form tasks using HoloList for each mode according to the scenario and to answer a
questionnaire and undergo an interview after the task was finished.

The user browsed the four virtual objects placed in each mode. The user evaluated
through a questionnaire and an interview whether the mode was able to achieve the
scenario. The 3D models handled in Modes 2 and 3 are shown in Fig. 2. Figure 3
shows the results of the questionnaire for evaluating HoloList in each mode.

3.3 Review of Design

3.3.1 Stepwise Display of Information

Regarding the method of displaying information, it was found that displaying the text
via the visualized object is preferred over directly arranging the text, as shown in
Fig. 3b. The reason is that the displayed text has less affinity with the real object, and
the information not focused upon by the user is seen. However, according to comments
from the interviews, the interaction method using gazing should be changed, because
the current gaze-based interaction method causes unintentional action.

3.3.2 Information Presentation by Animation

For the animation of the virtual object in Mode 3, many opinions were obtained from
comments. From the positive opinions, the animation can be used to distinguish
between real objects and virtual objects. From the negative opinions, depending on the
type of animation, the user’s consciousness is always directed towards the object. From
these opinions, it is assumed that verifying whether the degree of attention in the type
of animation of the virtual object can be presented is necessary.

3.3.3 Mode 4: Representing Start Time of the Task by Animation
Mode 4 was created based on the above considerations. In this mode, the contents are
displayed in text while the user gazes at the animated 3D model and gestures to bend an
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Fig. 3. (a): Do you think that this display format is suitable for the presented scenario?
(b): Which mode do you think is most suitable for the scenario?

index finger. The intent of the gesture input is to avoid displaying tasks unintentionally
by setting the user’s conscious behavior to present the information. Additionally,
unlike Mode 3, all 3D objects are animated to rotate, and the rotation speed increases as
the time of the task becomes closer. With this function, the user can understand the
priority of the task from the animation.

3.4 Experiment

The application was improved based on the review and the experiment was conducted
again. The purpose of this experiment was to perform common tasks in the application
before and after the improvement and to verify if the results improved.

In this experiment, the evaluation was performed using the same scenario as in the
preliminary experiment. The subjects were the seven males and one female who par-
ticipated in the preliminary experiment. We evaluated the use of Mode 3 and Mode 4 of
HoloList to verify the change of interaction for displaying information from the 3D object
and the possibility of presenting the information by animation. The task contents were the
same as in the preliminary experiment, and a questionnaire and an interview were con-
ducted after the completion of the task. For the speed of animation in Mode 4, we set the
time of the experiment to perform the task at 7 AM virtually, and the system reflects the
difference between 7 AM and the start time of each task shown in the scenario.

Figures 4 and 5 show the results of the questionnaire for each mode. From Fig. 4b,
Mode 4 is evaluated higher than Mode 3. The participants felt that the presentation of
information in the animation, which is the object of Mode 4, is effective. Indeed, as
shown in Fig. 5a, six participants were impressed by the book object in Mode 3.
However, from the comments, that was regarded as a bad impression, and it seems that
the use of such an animation with a big influence on the perspective of the user should
be avoided.

For the display format, from the interview, we found that many users favorably
evaluated the display information provided by the intentional gesture. However, there
are comments that users are able to change the display format arbitrarily. It is thought
that the display format needs to be designed to be customizable, according to the user’s
preference.
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Fig. 4. Result of the experiment. (a): Which mode do you think is most suitable for the
scenario? (b): Do you think that this display format is suitable for the presented scenario?
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Fig. 5. Result of the question “which object is most impressive?” (a): in Mode 3. (b): in Mode 4.

4 Auditory Case Study: Ambient Media

4.1 Overview

We developed a system called Ambient Table as an information presentation system
using Ambient Music. This system presents the situation on a desk with music and
aims to present information naturally by hearing. Specifically, it uses the following two
scenarios.

Scenario 1: Alice has a 5-year-old daughter, who is compatible with part-time jobs and
housework. Her daughter has recently become interested in drawing. While her daughter is
drawing in the living room, Alice started office work on a dining table. After some time, she
noticed that the music became noisy. The music indicated that her daughter was spreading
crayons and papers in the living room. She stopped working and started to take care of her.

Scenario 2: Bob is a college student who lives in a shared house with five people. Recently they
became his friends and he chatted with them in a shared space. One day, Bob faced an exam, so
he was studying in his room. At night, Bob felt a little hungry, so he decided to make instant
noodles in the kitchen. At that time, he heard the music. It seems that things were scattered on
the table of the shared space. He noticed that everyone went to sleep without cleaning up. The
desk could not be seen because it was dark, but he could recognize the terrible situation by
hearing the music. Finally, he started to clean up the shared desk.
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To create a system that reproduces this scenario, we decided to present the posi-
tional information of the object on the desk as music.

4.2 Implementation

We used OpenCV, which is a Python library, and Sonic Pi to develop this prototype. In
the prototype, users worked on edged paper as a table, as shown in Fig. 6. The system
uses a web camera to capture the situation on the table. The image is binarized using
OpenCV to detect the outline of an object within the edges. From the contours of the
object, the system calculates the size and centroid of the object. Next, the system
considers each object as a musical note and creates music as if it were drawing a
musical score on the table. The vertical position on the table corresponds to the pitch of
a note on the staff (i.e., the sound’s pitch), the horizontal position corresponds to the
timing of a note, and the size of the object corresponds to the duration of the sound. To
express the sound, we use Sonic Pi [1], a tool to perform live coding, which is a new
method of creating music in real time by coding.

4.3 Experiment

When using audio for information presentation, one problem is that it takes time to
present the information. For voice guidance, as the amount of information increases, it
takes more time to present all the information. I the situation on the table changes
constantly, it cannot be reflected in real time if the music speed is slow. On the other
hand, if the music speed is fast, the situation on the table can be reflected and the
change of sounds becomes easier to understand; however it is difficult to produce these
sounds with ambience. Therefore, we evaluated how to balance the speed of presen-
tation of information and the sound’s ambient quality. In the experiment, we also
evaluated the feasibility of the scenario to provide new value, by incorporating music in
daily life.

The experiment was conducted with a total of 16 people, comprising 13 males and
3 females, who read the scenarios and answered a questionnaire. Next, we introduced
the system and confirmed they knew how to use it. They assembled puzzles for 2 min
while listening to the music generated by the system. After performing this task, they
answered a questionnaire. This procedure was one set of the evaluation, and three of
these sets were conducted with different speeds of the music. Finally, we interviewed
them and asked them to comment freely on this system.

4.4 Results

The experimental results are shown in Fig. 7. Additional answers obtained from the
interview are summarized as follows.
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Fig. 6. Concept of Ambient Table system

Regarding the scenario:

It can be used instead of vision, I do not need information where I can see it. I want
it to compensate for information I do not see.

Auditory information is always coming, so it is nonsense to express an unpleasant
state with unpleasant music.

Ambience and alertness cannot coexist. I think I do not listen to music even if I stop
concentrating, or I listen to music and concentrate at the same time. Information
becomes noisy when the information is given as sound.

If you want various types of information, you do not know what information cor-
responds to which element. Mapping is important. The amount of information
decreases if the number of elements decrease, to understand the media more easily.
I think it will be affected by the surrounding sound.

Regarding the system:

Responses were divided into people who felt that the fast tempo was bad because it
felt like being hurried, and people who felt the change was enjoyable.

Many people noticed a change in the number of sounds and the pitch of the sound.
There were a few people who noticed the tone.

The slow tempo music was often not liked, because they felt it was noisy.
Because dissonance was anxious, it may be good to change it so that the music
becomes beautiful when the situation is improved.

4.5 Discussion

From the scenario’s questionnaire, if the necessity for information is low, the system is
not required unless it enhances the aesthetics as music. On the other hand, if the
necessity for information is high and it is necessary to convey information properly, we
believe that the system will be used even if the aesthetic is lost.

From the system’s questionnaire, the same result as the prediction was obtained; the

change on the table is easy to understand as information when it occurred with a fast
playback speed. However, many people can concentrate on the task while listening to
the middle playback speed. We expected that people can concentrate with the slow
playback speed, but they actually feel it is not ambient. According to the interview,
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Did you think that you can use this systemon a
daily basis based on the scenario? Do you think that it is possible to use music
everyday?
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Fig. 7. Results of the evaluation

people may be calm listening to the slow ambient music; however, in reality they feel
that the slow music is redundant and noisy. Because people usually work with low
ambient background music, people can adjust to loud music with concentration. Based
on the results, we think that to the use of ambient music is unnecessary, because it is
often preferred to use music that can indicate the change.
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5 Features of Designing Visual and Auditory Ambient Media

5.1 Similar Features in Visual and Auditory Ambient Media

Notify Users That There Are Information Media. When displaying a virtual object
in MR, the user sometimes does not notice that it is a virtual object. If the user does not
know that the object is presenting information, he/she will overlook the object. This is
also true for sound media; it is important to clearly indicate that sounds provide
meaningful information to users. If someone teaches the output pattern of the media,
then the user can recognize the meaning. However, to be able to interpret the meaning
of media with high abstraction quickly, a learning process is necessary.

Avoid Unpleasant Feedback. Ambient media’s aim is to provide information natu-
rally. The goal of ambient media is to lower the cognitive load by expressing infor-
mation within the environment without strongly attracting the user’s attention.
Disturbances of sound or sight that may be unpleasant to the user contradict the
fundamental idea of ambient media.

Tradeoff Between Ambience and Alertness. When the importance of the information
is high and it is necessary to notify the user, the system must use expressions that are
not ambient. However, making a non-ambient expression when the user needs the
information is not difficult. The result of HoloList also suggests that users are fond of
high urgency notifications.

5.2 Different Features in the Visual and Auditory Senses

Strength of Notification. In visual information provision, the user cannot receive
information unless the user intentionally gazes at the information. For example,
HoloList caused a situation in which it is not understood that the object was an
information media in the first place, unless it was first clarified that it was a virtual
object. By updating, we implemented a visual notification technique of increasing the
rotation speed according to the importance of the notification. On the other hand, visual
notifications on smartphones and displays are standard and the notifications work well
because, if the user concentrates on the display, then he/she will notice it. If a notifi-
cation is incorporated in a part of daily life, such as HoloList, it is necessary to consider
the method of notification appropriately.

In auditory information provision, systems can provide information to the user
semi-forcibly. Therefore, it is necessary to avoid expressions that are particularly
unpleasant when providing information using sound.

Metaphor. Visual metaphors are common in everyday life. There are various forms of
metaphors in daily life, such as pictograms and icons. HoloList provided information
by using media that becomes a metaphor. However, there are few cases of auditory
metaphors. Currently, notifications such as electronic sounds only link notification
sounds and content types and are not metaphors. However, there is a possibility that a
metaphor could be implemented using music, rather than just a sound. For example, it
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might be possible to realize an auditory metaphor by sampling the sound of water
flowing and tying it to content related to water.

6 Conclusion and Future Work

In this study, we reveal features for designing visual and auditory ambient media. To
clarify the features, we developed two case studies: a visual case study and an auditory
case study. In the visual case study, we developed an MR application using HoloLens,
named HoloList, to provide information on tasks related to positions in real space. In
the auditory case study, we developed a system using ambient media, named Ambient
Table. This system indicates the situation on a table using ambient music. From these
case studies, we found that the user forgives that their attention is drawn strongly when
the content is important to him/her. This is a common feature for both visual and
auditory media.

In this study, we found features for designing ambient media. In future work, we
will focus on how to develop new ambient media based on these features we found.
Finally, we hope that a design framework will be developed in the future. By devel-
oping this design framework, we could create new ambient media more easily.
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Abstract. We address the application of machine learning to the modeling of a
specific cognitive behavior that brings two fundamental elements of human
cognition into direct conflict: the purely emotional (referred to here as EMOS),
and the purely rational (referred to here as NOOS).

An extensive development of the machine learning algorithmics for
Knowledge-Based Systems (KBS) used for this work is presented.

Psychologists refer to the mental experience associated with this conflict as
cognitive dissonance.

“Cognitive dissonance refers to a situation involving conflicting attitudes,
beliefs or behaviors. This produces a feeling of mental discomfort leading to an
alteration in one of the attitudes, beliefs or behaviors to reduce the discomfort
and restore balance.”-Saul Mcleod, University of Manchester, Division of
Neuroscience & Experimental Psychology [1] (Fig. 1).

Early development efforts undertaken by Al researchers were necessarily
focused on modeling very limited domains (e.g., Blocks World, Board Games,
etc.) However, the range of possible behaviors in these domains was so narrow
that the models developed were viewed as “toy problems” having little relation
to the modeling of actual human behavior [2].

Modern learning machines have reached a level of maturity allowing the
development of relatively high-fidelity models of group human behavior (e.g.,
social media traffic, collaborative filtering). This success is facilitated by the fact
that group behavior models are actually models of the sampling distribution of
the population of behaviors, rather than the behaviors of individuals.

The next natural step in the development of high-fidelity models of human
behavior is to decrease the size of the groups being modeled, while simulta-
neously maintaining the scope and complexity of the tasks being performed.

As groups become smaller, the mental states and psychology of individual
members play a greater role in the process of adjudicating group behavior.

A “double-minded” rule-based system was developed consisting of the two
components EMOS and NOOS above. These two system components use the
same decision-making algorithm, but different heuristics: to assess and combine
facts, EMOS applies “soft emotional” factors, while NOOS applies “rigid
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principled” factors. Not surprisingly, the decisions they produce, given identical
inputs, can be quite different.

Because the machines’ preferences are numerically specified, the level of
cognitive dissonance that arises in the double-minded machine as a whole can be
quantified using the difference between the components’ “commitments” to their
separate conclusions. Further, for each preference, each machine has a numerical
“psychological inertia” quantifying its reluctance to compromise on each of its
preferences.

We selected a jury in a criminal trial as the domain for experiments with this
system, the task to be performed is to consider facts-in-evidence and apply the
rule bases to produce verdicts of “guilty”, “not guilty”, or “deadlocked”. This
scenario offers a fundamentally binary decision problem that can be easily
understood without special knowledge. To make interpretation of the machine’s
decision processes transparent, EMOS and NOOS were developed with a
conclusion justification capability by which each can express (in natural lan-
guage) how the pieces of evidence affected their decisions.

Results and interpretation of the results of 255 “jury trials” are described.

An architecture for incorporating temporal awareness into the machine is
given.

Keywords: Machine psychology - Cognitive dissonance *+ Al emotion

1 Emotional Machines

1.1 Why Design Emotion into Automated Systems?

Man-made systems exhibiting emotional behaviors intuitively similar to those exhib-
ited by humans occur frequently in popular literature [3]. Such automata provide a
convenient literary device for portraying bald human behaviors that are uninformed by
human experience, and therefore uncomplicated by the checks and balances that
humans acquire as they mature. However, to the extent fiction is successful in distilling
behaviors in this way, its characterizations becomes less authentic avatars for humans.

Fig. 1. In humans, perceptions of cognitive dissonance are correlated with activation of the
Anterior Cingulate Cortex (indicated by arrow).
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Automated systems are not endowed with what most people would regard as
“emotions” unless these are essential to system effectiveness. Using a human voice in
the interface to a query system [4] might not be essential to its proper functioning, but
adding the appearance of emotion is probably a great help to gaining acceptance among
a tech-skittish user base. Adding human-like “emotions” to a launch-control system
makes an interesting movie concept [5], but no engineering sense.

Humans think of emotion as being somewhat spontaneous, presumably because of
its unpredictability. Unpredictability can be emulated in an automated system by the
introduction of random elements into its processes. Interestingly enough, such unpre-
dictability is an essential aspect of “human intelligence”. A system that always answers
the same questions in exactly the same way will certainly not pass the Turing Test [6].

Must “emotions” in automated systems necessarily be of the intuitive “human-like”
variety? Certainly not. To further refine what “emotion” in an automated system is and
does, we consider in the next section the relevant system engineering principles.

1.2 A Model for Emotion in Automated Systems: Functional
and Performance Requirements

System Engineers design systems to satisfy specified user requirements. These
requirements are of two types:

e Functional Requirements: WHAT the system must do
e Performance Requirements: HOW the system must do it

Under a behaviorist model, functional requirements can be thought of as stimulus-
response pairs linking system states to system responses: “When the engine gets hot,
cool it down” might become the pair (H — C), which is a rule informing the action of
the system: when “Engine Hot” is the value of a particular system state variable, set a
particular state variable’s value to “Activate Engine Cooling System”.

Such a rule needs more than just vague concepts like “hot” and “cool” for effective
control (but, consider Fuzzy Logic [7]). Therefore, performance requirements are
introduced to quantify, refine, and condition functional requirements. In the (H — C)
scenario, there would likely be associated performance requirements that call out
specific temperature thresholds, and the specific type and aggressiveness of cooling the
system is to perform.

These two types of requirements provide the basis for our understanding of
“emotion” in automated systems. Hard principles will be likened to functional
requirements specifying unquantified and unrestricted cause-and-effect operational
rules. Emotional principles will be likened to performance requirements, which amend
functional requirements by appending conditions which must be satisfied when the rule
is applied.

Performance requirements can also be thought of as a means of establishing sec-
ondary system goals. For example, an autopilot system has a primary goal of getting an
airplane from A to B, and a secondary goal of maintaining passenger comfort. The
“emotion” here, such as it is, appears in the form of derived requirements like, “Do not
subject passengers to excessive G-forces”. The system is effective in getting passengers
to their destination in a “kind” way (Fig. 2).
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Component Labels

@ <=1 S = Prior State

Filter Selects and
Weights External Data

E | % DIS-RAT detects Dissonance,
8 , m 8 compensates by reweighting

<Z— ADJ = Adiudicator
makes final decision based upon
EMOS and NOOS recommendations

é </ P = Posterior State

EMOS: "Emotional" Knowledge-Based System
NOOS: "Principled" Knowledge-Based System

Fig. 2. A single EMOS/NOOS decision system. It scans the data state S, applies the EMOS and
NOOS Rule Bases independently, then adjudicates the two recommendations. If cognitive
dissonance is present, DISRAT is invoked to negotiate an agreement to produce a final
recommendation to update P.

2 Experiment Concept

A “double-minded” decision system was developed having two Knowledge-Based
System components: the EMOS and NOOS Knowledge-Based Systems described
above. These two system components use the same decision-making algorithm, but
different heuristics: to assess and combine facts, EMOS applies “soft emotional” fac-
tors, while NOOS applies “rigid principled” factors. Not surprisingly, the decisions
they produce, given identical inputs, can be quite different.

Because the machines’ preferences are numerically specified, the level of cognitive
dissonance that arises in the double-minded machine as a whole can be quantified using
the difference between the components’ “commitments” to their separate conclusions.
Further, for each preference, each machine has a numerical “psychological inertia”
quantifying its reluctance to compromise on each of its preferences.

We selected a jury in a criminal trial as the domain for experiments with this
system, the task to be performed is to consider facts-in-evidence and apply the rule
bases to produce verdicts of “guilty”, “not guilty”, or “deadlocked”. This scenario
offers a fundamentally binary decision problem that can be easily understood without
special knowledge. To make interpretation of the machine’s decision processes
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transparent, EMOS and NOOS were developed with a conclusion justification capa-
bility by which each can express (in natural language) how the pieces of evidence
affected their decisions.

Once the double-minded machine produced a verdict, reinforcement learning was
applied to the machines’ preferences to reduce the measured cognitive dissonance to
force a compromise. This was done subject to the condition that the psychological cost
(given by the psychological inertia terms) would be kept small.

Because the case being tried involves 8 possible evidentiary facts, each of which
could be present or absent, there are 2% = 256 possible evidence suites a trial could
present. All 256 cases were presented to the system, and the results tabulated.

3 Knowledge-Based Systems

3.1 Using Rules to Accrue Evidence

For simplicity and definiteness, the reasoning problem will be described here as the use
of evidence to select one or more possible conclusions from a closed, finite list that has
been specified a priori (the “Classifier Problem”).

Expert reasoning is based upon facts (colloquially, “interpretations of the collected
data”). Facts function both as indicators and contra-indicators for conclusions. Positive
facts are those that increase our belief in specified conclusions. Negative facts are those
that increase our disbelief in specified conclusions. Negative facts can also be thought
of as being exculpatory: they impose constraints upon the space of conclusions, mil-
itating against those unlikely to be correct. Facts are salient to the extent that they
increase belief in the “truth”, and/or increase disbelief in “untruth”.

Pieces of evidence are quantified by how they alter beliefs, independent of other
pieces of evidence. That is, by the belief held when that piece of evidence is the only
one known.

A rule is an operator that uses facts to update beliefs by applying biases. In
software, rules are often represented as structured constructs such as IF-THEN-ELSE,
CASE, or SWITCH statements. We use the [F-THEN-ELSE in what follows since they
correspond to familiar colloquial processes.

Rules consist of an antecedent and a multi-part body. The antecedent evaluates a
BOOLEAN expression; depending upon the truth-value of the antecedent, different
parts of the rule body are executed.

The following is a notional example of a rule for classifying animals based upon
their various attributes (features). It is intended to mimic the amount by which a human
expert would alter her beliefs about an unknown animal should she determine whether
or not it is a land-dwelling omnivore:
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If (habitat = land) AND (diet = omnivorous) THEN
INCREASE BELIEF (primates, bugs, birds)
INCREASE DISBELIEF (bacteria, fishes)

ELSE
INCREASE DISBELIEF (primates, bugs, birds)
INCREASE BELIEF (bacteria, fishes)

End Rule

Using an INCREASE BELIEF function, and a DECREASE BELIEF function
(“aggregation functions”, called AGG in Fig. 3 below), many such rules can be effi-
ciently implemented in a looping structure. Such functions can be thought of as “update
methods”, since they specify how existing beliefs are to be updated when new evidence
is obtained.

[Tj(Fi): truth-value of predicate j applied to fact Fi
bias(k,j,1): belief to accrue in conclusion k when predicate j true
bias(k,j,2): disbelief to accrue in conclusion k when predicate j is true
bias(k,j,3): belief to accrue in conclusion k when predicate j false
bias(k,j,4): disbelief to accrue in conclusion k when predicate j is false
Pseudo-Code Explanatory Comments
IF Tj(F)=1 THEN 'if predicate j true for Fi...
FORk=1TOK ‘for conclusion k:
Belief(v,k)=AGG(Belief(v,k), bias(k,j,1)) ‘true: accrue belief bias(k,j,1)
Disbelief(v,k)=AGG(Disbelief(v,k), bias(k,j,2)) ‘true: accrue disbelief bias(k,j,2)
NEXT k
ELSE ‘else if predicate j false for Fi...
FOR k=1 TO K ‘for conclusion k:
Belief(v,k)=AGG(Belief(v,k), bias(k,j,3)) ‘false: accrue belief bias(k,j,3)
Disbelief (v,k)=AGG(Disbelief(v,k), bias(k,j,4)) ‘false: accrue disbelief bias(k,j,4)
NEXT k
END IF

Fig. 3. Multiple rule execution loop to accumulate beliefs and disbeliefs for feature vector v

More generally, define, as demonstrated in Fig. 3:

The process depicted in Fig. 3 creates for each feature vector v an ordered- tuple of
positive class-membership beliefs Belief(k,v) = (b(v,1), b(v,2), ..., b(v,K)), and an
ordered-tuple of negative class-membership beliefs Disbelief(k,v) = (d(v,1), d(v,2), ...,
d(v,K)). These two vectors are then combined (“adjudicated”) for each feature vector to
determine a classification decision. For example, they can be adjudicated by simple
differencing to create the vector of class-wise beliefs, B:

B(v) = (Belief (v, 1)—Disbelief (v, 1), . . ., Belief (v, K)—Disbelief (v, K))

This ordered-tuple of beliefs is the belief vector for the input feature vector v.
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A final classification decision can be chosen by selecting the class having the
largest belief. Confidence factors for the classification in several ways (e.g., the dif-
ference between the two largest beliefs).

Clearly, the inferential power here is not in the rule structure, but in the “knowl-
edge” held numerically as biases. As is typical with heuristic reasoners, BBR allows the
complete separation of knowledge from the inferencing process. This means that the
structure can be retrained, even repurposed to another problem domain, by modifying
only data; the inference engine need not be changed. An additional benefit of this
separability is that the engine can be maintained openly apart from sensitive data.

3.2 Combining Accrued Evidence: Aggregation Methods

We propose a simple aggregation method that has many desirable properties; it can be
modified to handle monotonicity or reasoning under uncertainty. Because it has a
principled basis in probability theory, it can give excellent results as a classifier, and
can be extended in a number of useful ways.

Proper aggregation of belief is essential. In particular, belief is not naively additive.
For example, if I have 20 pieces of very weak evidence, each giving me 5% confidence
in some conclusion, it would be foolish to assert that I am 100% certain of this
conclusion just because 20 x 5% = 100%.

Important in all that follows, it is required that biases be in [0,1].

Illustrative Example of Belief Aggregation. Two rules, r; and r,, having positive
biases b; and b,, respectively, are applied in sequence:

Belief(v,1) = 0.0 ‘the belief vector is initialized to the zero vector
Rule 1:

Belief (v,1) = AGG(Belief(v,1), b;)) ‘accrue belief bias = b,

Rule 2:

Belief (v,1) = AGG(Belief(v,1), b)) ‘accrue belief bias = b,

What will the aggregate belief be after both rules are run? We define the simple
aggregation rule for this two-rule system as the “probability AND”. The aggregate
belief from combining two biases, b; and by, is:

rulesr; and ry both run, AGG = b, +b2(1 — b]) =by+by—b1b
=1—(1=b1)(1 —by)

If b; and b, separately give me 50% belief in a conclusion, after aggregation using
this rule my belief in this conclusion is:

1-(1-0.5)(1 - 0.5) =0.75 = 75%

(If this rule is applied for the case of twenty, 5% beliefs, we arrive at an aggregate
belief of about 64% far from certainty.)

This simple aggregation rule says that we accrue additional belief as a proportion of
the “unused” belief.

If a third rule r; with belief bs fires, we find:
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aggregate belief ((r) and rp) and r3) =
(b1 +b2(1 — bl)) +b3(1 — (bl +b2(1 — bl)) =by+by+bs — bbby — b1b; — bybs + bbyb3
=1—(1=b1)(1 =by)(1 - b3)

In general, firing J rules r; having isolated beliefs b; gives aggregate belief:
aggregate belief (ry ANDry AND .. .ANDr;) = 1 — Hj{l - bj}

The aggregate belief can be accumulated by application of the simple aggregation
rule as rules fire. For, if J—1 rules have fired, giving a current belief of b, and another
rule ry having isolated belief by fires, the simple aggregation rule gives a new belief of
b + by(1-b), which is easily shown to be in agreement with the above.

The simple aggregation rule is clearly independent of the order of rule firings,
assumes values in [0,1], and has partial derivatives of all orders in the biases b;. In fact,
because...

(1 = 11, {1 = b,})/0by = (I1{1 — b })/(1 = by)

... all partials having multi-indices with repeated terms are zero.

Important: biases accrued must be in [0,1]. The aggregation rule defined here will
not work if negative biases are accrued. This is why we accrue positive belief and
positive disbelief, then difference them.

Given a set of data having ground truth tags, an iterative cycle using this (or a
similar) update rule can be used to learn the beliefs and disbeliefs that will cause the
heuristics to give correct answers on the training set (Fig. 4):

Ingest Ground Truth Training
> Algorithm €

. Modify Decision
Parameters

Py sPysiniaPyg)

Use Decision
TN'(fm’fn: -~---fn ) Parameters
\ v % .
l Inferencing
Methodolo
Ingest Feature Vectors 9 Output
Results

Fig. 4. Learning Loop: how trainable systems learn from data tagged with “ground truth.”
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Note that if a belief b; = 1 is accrued, the aggregate belief becomes and remains 1,
no matter what other beliefs might be accrued. Similarly, accruing a belief b; = 0 has
no effect on the aggregate belief. These are both consistent with intuitive expectations.

4 Experimental Data

To establish psychological “engrams” for EMOS and NOOS, researchers filled out a
standard form specifying how each mind-set, EMOS and NOOS, might approach jury
membership (Priors favoring guilt or innocence), and how reluctant they would be to
change these to achieve a compromise verdict (Fig. 5).

KBS’ Prior Beliefs in Conclusion 1 for an unknown Defendant before any evidence is
seen

Conclusion 1: The Defendant is guilty.

0.4=EMOS prior probability that conclusion 1 is true
(EMOS belief that conclusion 1 is true before any evidence has been seen)

IF EMOS>=0.5 THEN

EMOS Reason = “Suspicious people make our streets unsafe
for law-abiding people.”
ELSEIF EMOS<0.5 THEN

EMOS Reason = “The court system is racially biased and un-
fair.”
END IF

RESISTANCE TO INCREASING EMOS’ Conclusion 1 PRIOR PROBABILITY TO
RESOLVE DISSONANCE:

3=EMOS Reluctance to increase prior confidence in conclusion 1

RESISTANCE TO DECREASING EMOS’ Conclusion 1 PRIOR PROBABILITY TO
RESOLVE DISSONANCE:

8=EMOS Reluctance to decrease prior confidence in conclusion 1

0.6=NOOS prior probability that conclusion 1 is true

(NOOS belief that conclusion 1 is true before any evidence has been seen)

IF NOOS>=0.5 THEN

NOOS Reason = “Most people who are indicted for crimes are
guilty.”
ELSEIF NOOS<0.5 THEN

NOOS Reason = “Some laws are unjust and should not be en-
forced.”
END IF
RESISTANCE TO INCREASING NOOS’ Conclusion 1 PRIOR PROBABILITY TO
RESOLVE DISSONANCE:
8=NOOS-up 0-10 Reluctance to increase prior confidence in conclusion 1
RESISTANCE TO DECREASING NOOS’ Conclusion 1 PRIOR PROBABILITY TO
RESOLVE DISSONANCE:
4=NOOS-down 0-10 Reluctance to decrease prior confidence in conclusion 1

Fig. 5. Human experimenter can specify the prior beliefs of EMOS and NOOS, and the level of
their resistance to adjusting them during negotiations to reduce cognitive dissonance.
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In essence, these priors quantify the minds’ assessment of the law enforcement
process. Those with relatively higher priors favoring a guilty verdict would be more
confident that defendants arrested, charged, and brought to trial are actually likely to be
guilty (Fig. 5).

To further fill out the psychological “engrams” for EMOS and NOOS, researchers
filled out a standard form specifying how each mind-set, EMOS and NOOS, might
assess the relative importance and evidentiary significance of particular facts in evi-
dence (Fig. 6).

For this work, eight possible facts in evidence are used. Each fact can be either true
or false. Because of this, it was felt that the term “fact in evidence” could be confusing,
so the term “contingency” was selected to designate each piece of evidence. These
were expressed as statements, known to be either true or false. The eight contingencies
are:

1. TRUE or FALSE: The Defendant has a criminal history.

2. TRUE or FALSE: The Defendant has been identified as the perpetrator by eye
witnesses.

TRUE or FALSE: There is forensic evidence that ties the Defendant to the crime.
TRUE or FALSE: The Defendant had a motive for the crime.

5. TRUE or FALSE: The Defendant is a member of a minority racial or religious

group.

B w

Contingency 6: The Defendant is under 26 years of age.

EMOS Rule:
6=EMOS 0-10 relative importance of this Contingency (piece of evidence)

If EMOS 2 5 then
Young people deserve second chances!
Elseif EMOS < Sthen
If people don't learn to obey the law when youngthey never will.
End if
4=EMOS up 0-10 Reluctance to increase default confidence in contingency
1=EMOS down 0-10 Reluctance to decrease default confidence in contingency

NOOSRule:
5=NOOS 0-10 relative importance of this Contingency (piece of evidence)

If EMOS 2 5 then

The young often act out of foolishness rather than criminal intent.
Else if NOOS < 5 then

Ignorance is no excuse forbad behavior.
End if

8=NOOS up 0-10 Reluctance to increase default confidence in contingency
4=NOOS down 0-10 Reluctance to decrease default confidence in contingency

Fig. 6. Establish the relative evidentiary importance of Contingency 6; set up the justification
statements to be reported by the KBS when considering Contingency 6; and determine the
resistance to changing the Contingency 6 biases in order to reduce cognitive dissonance.
(Experiments are based upon what brains are given as evidence; admissibility is not relevant).
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6. TRUE or FALSE: The Defendant is under 26 years of age.
7. TRUE or FALSE: The Defendant has a history of gang membership.
8. TRUE or FALSE: The Defendant dropped out of high school.

Finally, the amounts by which EMOS and NOOS individually adjust their beliefs in
light of the truth and falsity 9the “biases) of the eight contingencies was specified by
researchers. This had to be done for each brain, for each contingency, for each con-
clusion. Many different specifications were run as experiments, primarily to assess the
sensitivity of the brains to the various factors. To avoid inconsistency, (“schizophrenic”
machines), each set of parameters for an experiment was prepared by one researcher
(Fig. 7).

Affect of TRUTH/FALSITY of contingency 6 on NOOS beliefs (the “bias” values”)

With respect to Conclusion 1: The Defendant is GUILTY

When contingency 6 is true:
0.1=increase NOOS belief in conclusion 1
0.0=decrease NOOS belief in conclusion 1
When contingency 6 false:
0.0=increase NOOS belief in conclusion 1
0.2=decrease NOOS in belief in conclusion 1

With Respect to Conclusion 2: The Defendant is INNOCENT

When contingency 6 is true:
0.2=increase NOOS belief in conclusion 2
0.0=decrease NOOS belief in conclusion 2
When contingency 6 false:
0.0=increase NOOS belief in conclusion 2
0.3=decrease NOOS in belief in conclusion 2

Fig. 7. Establish the “biases” that NOOS will apply when considering Contingency 6.

5 Details for a Specific Case: #155

Figures 8 and 9 below summarize the results for a particular case run: Case #155. The
facts in evidence for this case are:

TRUE: The Defendant has a criminal history.

FALSE: The Defendant has been identified as the perpetrator by eye witnesses.
FALSE: There is forensic evidence that ties the Defendant to the crime.
TRUE: The defendant had a motive for the crime.

TRUE: The Defendant is a member of a minority racial or religious group.
FALSE: The Defendant is under 26 years of age.

TRUE: The Defendant has a history of gang membership.

TRUE: The Defendant dropped out of high school.
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Apply EMOS rules to the evidence.
Each fact (A- H at right) can be TRUE
or FALSE (values in column 1).

The next-to-last column shows new
Aggregate Beliefs as facis are applied.

The last column is the message EMOS
will append to its explanation report.

EMOS ADJUST GUILTY BELIEF
TRUE
FALSE
FALSE
TRUE
TRUE
FALSE
TRUE
TRUE

EMOS ADJUST INNOCENT BELIEF

TRUE

FALSE

FALSE

TRUE

TRUE

FALSE

TRUE

TRUE
ADJUDICATE EMOS
GUILTY belief: 0.4317323
INNOCENT belief: 0.6414371
EMOS DECISION:

EVIDENCE

A - HISTORY
B- WITNESS
C-FORENSICS
D-MOTIVE
E-MINORITY
F-UNDER 26
G-GANG
H-DROPOUT

A - HISTORY
B- WITNESS
C-FORENSICS
D-MOTIVE
E-MINORITY
F-UNDER 26
G-GANG
H-DROPOUT
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0.004

0.014
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0.016
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0.008
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0.028
0.02
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0.032
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© 000 o0 o0 oo

© 0000 0 o0 o
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© 000 o0 o oo

© 000 0 0 o o

GUILTY Disbelief: 0.6265903

INNOCENT Disbelief: 0.4591497

The Defendant is innocent.

iq jo12q-g1Q 2seas0U! ISV H

J91-139 Buynsay

Prior is 0.40

0 04024
0.02 04024
0.024 04024
0 0.4107664

0 0.4166588
0.024 0.4166588
0 0.4259922

0 04317323
Prior is 0.60

0 0.6032
0.03 0.6032
0.036 0.6032
0 0.6143104

0 0.6220242
0.036 0.6220242
0 0.6341195

0 0.6414371

101129-51Q Bunnsay

0.6372759
0.608
0.617408
0.617408
0.617408
0.6265903
0.6265903
0.6265903

0.6265903
0418
0.438952
0.438952
0.438952
0.4591497
0.4591497
0.4591497

The Defendant has a criminal history.

There is forensic evidence that ties the Defendant to the crime.
The Defendant had a motive for the crime.

The Defendant is amember of a minority racial or religious group.
The Defendant is under 26 years of age.

The Defendant has a history of gang membership.

The Defendant dropped out of high school.

T oMM oO O ® P>

jolog ajebBaiBBy Bunynsay

The Defendant has been identified as the perpetrator by eye witnesses.

JUSTIFICATION FOR ADJUSTMENT:
-0.1976 A person's past actions are predictors of their future actions.
-0.2056 Eye witi can make |
-0.215008 Evidence can be faked.
-0.2066416 They wanted to do it.
-0.2007493 Minorities deserve a break in the courts.
-0.2099315 If people don't learn to obey the law when young they never will.
-0.200598 Gangs encourage even d d criminal beh
-0.194858 The Defendant didn't have good employment opportunities.

0.2032 A person's past actions are predictors of their future actions.
0.1852 Eye wit can make L
0.164248 Evidence can be faked.

0.1753584 They wanted to do it.

0.1830722 Minorities deserve a break in the courts.

0.1628745 If people don't learn to obey the law when young they never will.

0.1749697 Gangs encourage even demand criminal behavior.

0.1822873 The Defendant didn't have good employment opportunities.

EMOS GUILTY AGG: -0.194858

EMOS INNOCENT AGG: 0.1822873

Confidence = |0.1822873 -(-0.194858) | = 0.3773453

Fig. 8. Execution trace for Case #155 showing how EMOS used the evidence to arrive at its

belief that the defendant in this case is innocent.
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Apply NOOS rules to the evidence.
Each fact (A- H at right) can be TRUE
or FALSE (values in column 1).

The next-to-last column shows new
Aggregate Beliefs as facts are applied.

The last column is the message NOOS
will append to its explanation report

NOOS ADJUST GUILTY BELIEF
TRUE
FALSE
FALSE
TRUE
TRUE
FALSE
TRUE
TRUE

NOOS ADJUST INNOCENT BELIEF

TRUE

FALSE

FALSE

TRUE

TRUE

FALSE

TRUE

TRUE
ADJUDICATE NOOS
GUILTY belief: 0.6157632
INNOCENT belief: 0.4465892
NOOS DECISION:
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EVIDENCE
A-HISTORY 0014 0 0
B- WITNESS 0 0 o
C-FORENSICS o0 0 o
D-MOTIVE 0012 0 0
E-MINORITY 0004 0 O
F-UNDER 26 0 0 o
G-GANG 0006 0 O
H-DROPOUT 0004 0 O
A-HISTORY 0.028 0 O
B- WITNESS 0o 0 o
C-FORENSICS 0 0 o
D-MOTIVE 0024 0 0
E-MINORITY 0008 0 O
F-UNDER 26 0 0 o
G-GANG 0012 0 0
H-DROPOUT 0008 0 O

GUILTY Disbelief: 0.4331124

INNOCENT Disbelief: 0.6328703

The Defendant is guilty.

iq jo119q-g|(Q 9s€aI0UI ISV JI
391139 Bunynsay

Prior = 0.60

0 0.6056
0.008 0.6056
0.036 0.6056
0 0.6103328

0 0.6118914
0.012 0.6118914
0 0.6142201

0 0.6157632
Prior = 0.40

o 0.4168
0.012 04168
0.054 0.4168
0 0.4307968

0 0.4353504
0.018 0.4353504
0 0.4421262

0 0.4465892

J01199-51Q Buninsey

0.4591497

0.4048
0.4262272
0.4262272
0.4262272
04331124
0.4331124
04331124

0.4331124

0.6048
0.6261408
0.6261408
0.6261408
0.6328703
0.6328703
0.6328703

A The Defendant has a criminal history.

C There s forensic evidence that ties the Defendant to the crime.
D The Defendant had a motive for the crime.

F The Defendant is under 26 years of age.
G The Defendant has a history of gang membership.
H The Defendant dropped out of high school.

jo1og 9jeBaiBBy Bunynsay

B The Defendant has been identified as the perpetrator by eye witnesses.

E The Defendant is amember of a minority racial or religious group.

JUSTIFICATION FOR ADJUSTMENT:

0.2056 If they broke the law before they are likely to break it again.

0.2008 Eye witnesses say what they are told to say.
0.1793728 Police labs are known to be careless and unreliable.
0.1841056 Criminals don't need a good reason to commit a crime.
0.1856643 The Defendant is a product of their environment.

0.178779 Ignorance is no excuse for bad behavior.

0.1811076 Those who choose to join gangs are choosing criminality.
0.1826507 Laziness and poor work ethic are signs of bad character.

-0.1832 If they broke the law before they are likely to break it again.

-0.1880001 Eye witnesses say what they are told to say.
-0.2093408 Police labs are k to be less and liabl

-0.195344 Criminals don't need a good reason to commit a crime.
-0.1907904 The Defendant is a product of their environment.
-0.1975199 Ignorance is no excuse for bad behavior.
-0.1907441 Those who choose to join gangs are choosing criminality.
-0.1862811 Laziness and poor work ethic are signs of bad character.

NOOS GUILTY AGG: 0.1826507

NOOS INNOCENT AGG: -0.1862811

Confidence = |0.1826507 - (-0.1862811)| =0.3689318

Fig. 9. Execution trace for Case #155 showing how NOOS used the evidence to arrive at its

belief that the defendant in this case is guilty.
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EMOS believes that this defendant is innocent, while NOOS believes this defen-
dant is guilty. After adjudication, this defendant was found innocent (Fig. 10).

ADJUDICATE

EMOS GUILTY belief: 0.4317323 GUILTY Disbelief: 0.6265903 EMOS GUILTY AGG: -0.194858

EMOS INNOCENT belief: 0.6414371 INNOCENT Disbelief: 0.4591497 EMOS INNOCENT AGG: 0.1822873

EMOS The Defendant is innocent. Confidence = |0.1822873 -(-0.194858) | =  37.73%
NOOS GUILTY belief: 0.6157632 GUILTY Disbelief: 0.4331124 NOOS GUILTY AGG: 0.1826507

NOOS INNOCENT belief: 0.4465892 INNOCENT Disbelief: 0.6328703 NOOS INNOCENT AGG: -0.1862811

NOOS The Defendant is guilty. Confidence = |0.1826507 - (-0.1862811) | = 36.89%
VERDICT

Dissonance: 0.00036341

The Defendant is innocent. (Dissonance is less than Threshhold (0.2) so high-confidence prevails

Fig. 10. EMOS and NOOS disagree, so the verdict is decided if favor of the most confident
brain.

When EMOS and NOOS are adjudicated, the defendant is found innocent
(Fig. 10):

Each case represents a unique combination of evidence features. As an experiment,
each of these 255 combinations of evidence was tried 30 times, and the proportion of
guilty and innocent verdicts rendered by the double-minded BOT were tabulated. Data
were then sorted (ascending) in the proportion of GUILTY verdicts rendered for that
combination. The proportions of GUILTY and INNOCENT verdicts are plotted above
in this sorted order (Fig. 11).

Proportions of GUILTY and INNOCENT Joint Verdicts Proportion of GUILTY and INNOCENT EMOS Verdicts
1.0 1
0.8 os
Proportion Jointly Found GUILTY 06
0.6 EMOS
04
0.4
Proportion Jointly Found INNOCENT 0.2
0.2 0
0.0 =——EMOS_G ==mEMOS_|
r T T T T 1
0% 20% 40% 60% 80% 100% Proportion of GUILTY and INNOCENT NOOS Verdicts
50% gulty & 50% innocent @ 34.7% 1
Each case a unique ination of evi Each of 08
these 255 combinations of evidence was tried 30 times, and the proportion 06
of guilty and innocent verdicts rendered by the double-minded BOT were NOOS
tabulated. Data were then sorted (ascending) in the proportion of GUILTY 04
verdicts rendered for that combination. The proportions of GUILTY and
INNOCENT verdicts are plotted above in this sorted order. (The symmetry 02
results from the fact that these proportions must sum to 1.0) 0
=——NOOS_G ==——nNoos_|

Fig. 11. Plots are shown sorted in ascending order of proportion of joint GUILTY verdicts.
Plots show results of running each of the 255 combinations of evidence 30 times. On the left are
plotted the proportions of verdicts rendered by EMOS and NOOS jointly, after adjudication.
Proportions of verdicts rendered by EMOS, NOOS before adjudication for 30 runs of the 255
combinations of cases on right.
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The same plot for EMOS and NOOS separately are on the right. With the settings
defining EMOS for this experiment, the emotional reaction to the evidence resulting in
a larger proportion of GUILTY verdicts, while NOOS seems relatively balanced.
Together, EMOS AND NOOS moderated to rendering verdicts of guilty about 1/3 of
the time.

6 Conclusions

This investigation has demonstrated that specifics aspect of unstructured mentation can
be modeled as an efficient KBS. Further, the interplay between these aspects can be
adjusted, and the affects observed.

Additional experiments (not detailed in this paper for the sake of brevity) used the
psychological inertia terms to negotiate compromises between EMOS and NOOS in
such a way that the total psychological cost (sum of inertia terms) could be minimized. It
is an interesting and somewhat surprising fact that the approach taken to resolve cog-
nitive dissonance is both conceptually similar to how humans might behave and is also
an NP-Complete problem. In fact, minimizing the psychological cost during negotiation
by the EMOS and NOOS brains is an instance of the Knapsack Problem [8].

The sensitivity of the EMOS — NOOS combination to small changes in bias settings
was not as significant as had been anticipated, though some care was required in
assigning biases to factors depending upon their specific manner of use.

The software implementation of the EMOS-NOOS KBS was very computationally
efficient, requiring an average of only 13 microseconds to hear a case, adjudicate the
results, and write the findings to disc, (single core INTEL i3 processor). This efficiency
facilitated the execution of a large number of experiments.

The modeling approach here can be made trainable. Given a set of desired adju-
dicated verdicts, machine learning can be used to establish biases and priors that will, to
the extent possible while maintaining model consistency, return those verdicts (and we
have done this).

This also suggests a forensic application for a KBS model of a multi-component
decision system. The internal hidden variables leading to a particular set of decision
outcomes could be estimated by:

— holding known KBS parameters fixed
— training the KBS components so that the target decision are rendered

In this way, plausible estimates for hidden variables are obtained.

7 Future Work

The larger concept is to allow the decision system to move through time (Fig. 11). The
upper track represents state variables sampled periodically from the external world and
coded as the state sequence Pk. The lower track represents the decisions of the system
coded as the state sequence Sk. The decision system also has available to it (through the
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diagonal connections) a history of prior input data and state estimates. This is to facilitate
adjustment of the EMOS and NOOS rules bases, based upon a domain ontology (Fig. 12).

As time passes, the machine
reasoner will have access to a
sequence of measurements and
adjudicated results to use in
tracking and refining its

and

strategies.

Filter = Selects and
Weights External Data

Retrospective Comparator inputs

"Future’

DIS-RAT detects Dissonance,
* Both Reasoners will be Adjudicated State by

&)
intelligent trainable BOTS, (sequence of Internal states) \ ADJ = Adjudicator
with inserted psychologies. e (fuses cognitive inputs)

Fig. 12. Making the system Time-Aware: Time increases from upper-left to lower-right.
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Abstract. A modestly formal systematic representation for “knowledge” is
presented in the context of structured cognition. This representation places
knowledge artifacts (“data”, “facts”, “rules”, etc. to be defined later) into a
hierarchy. This hierarchy aligns naturally with “stages” or “levels” often
observed in intelligent biological and mechanical systems engaged in structured
cognition.

Each level within the knowledge hierarchy consists of knowledge artifacts
that arise as specific relations on the level prior to it. This establishes a recursive
relational algebra by which knowledge at all levels can be specified in terms of
percepts (“data”) at the bottom. This is quintessential essentialism as a ground
for cognition [1].

res est forma eius
The thing is its form.”

For the purposes of this work, an object of thought is regarded as equal to the
assemblage of attributes it manifests. From the standpoint of cognition, nothing
is sacrificed here, since percepts arising from this assemblage constitute the
entirety of material available for structured cognition [2].

This formalizes a structured context for the analysis of cognition and the
knowledge artifacts it uses. The U.S. Intelligence Community and the Depart-
ment of Defense use similar but looser formalisms to support data fusion pro-
cesses [3]. These are briefly described.

A brief case study is presented applying this knowledge representation to the
analysis of an important pattern processing problem: the classification of distant
military vehicles from their Doppler RADAR phase history.

Keywords: Knowledge model - Knowledge hierarchy : Cognitive model

1 Goals and Assumptions

Proposed here is an intuitive formulation, validation, and extension of a mathematical
system within which high-fidelity models of a wide range of decision-support problems
can be developed, assessed, and optimized. This optimization can be carried out on
segments of a problem both individually, and in aggregate. By subjecting models
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derived within this formalism to mathematical analysis (e.g., visualization, modeling)
rational solutions to real problems can be inferred in a principled, systematic way.
The essence of such a program will be a description of the fundamentals of the
formalization to be created. This must include descriptions of representation of domain
entities, methods for automated data preparation/processing, and a mechanism for
automated reasoning. All of these must flow from the formal theory in a natural way.

2 Elements of the Approach

The customary approach to the analytic process is to employ analytic means to rep-
resent and prepare data, and discrete algebraic means for inferencing. This leads to a
number of well-known difficulties:

The frame problem, reasoning that is inherently monotonic, super-polynomial
inferencing time, and discrete inferencing that handles uncertainty as a “tacked on”
afterthought.

We suggest that the representation be algebraic; the processing be
geometric/topological; and, the inferencing be analytic/computational. This explicit
choice of modalities allows principled formalization of the analytic process, and pro-
vides efficient satisficing solutions to these problems.

Representational foundation: an algebraic structure is proposed as the framework
within which disparate domain entities are represented. This representation is applied
so that

1. It makes extensive use of existing formalisms; we are not “starting from scratch”.

2. Flexible abstraction is facilitated; the number and type of entity attributes made
explicitly visible in the representation is adjustable.

3. The scope of entity definitions is labile; the representation allows an entity to be a
signal sample, or a city.

4. It does not inherently limit the types of reasoning that can be applied to domain

entities.

The representation is natural for machine implementation.

6. “Information” is an emergent property that arises through interpretation of entity
relationships, rather than as context-free “magical contents” of individual, isolated
entities. This means that relational structure is the basis of all domain knowledge,
and geometric reasoning is the principal method by which it is derived.

b

Geometric toolkit: An interoperable collection of topological methods implemented in
software is proposed for information extraction and refinement. These support

1. Parametric methods and unsupervised learning for the characterization of latent
patterns.

2. Feature extraction, enhancement, evaluation, and winnowing.

3. User-centric, interactive high-dimensional visualization.
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Inferencing mechanism: An analytic method is proposed as the means by which
inferencing is performed. This allows

1. Linear-time non-monotonic reasoning, rather than the usual NP-Hard process
required by graph-theoretic methods such as belief networks.

2. Declarative inferencing, that is, reasoning by direct computation. This makes
knowledge “numeric”, thereby facilitating the implementation of machine learning,
as well as providing tractable approaches to the Frame Problem. Numeric knowl-
edge is quantifiable, portable, and learnable by analytic methods (e.g., regression).

3. Natural representation, computation, and tracking of uncertainty, data pedigree, and
conclusion confidence.

3 What Is Knowledge? Meta-Meta-Knowledge Models

We begin by defining a representation schema that is adequate to handle “knowledge”
at every level of abstraction. The natural way to do this is to define knowledge
according to a recursive method, so that, at the lowest level of abstraction, “knowl-
edge” is nothing but data: fundamental percepts that are experienced and measured in
the world. At higher levels of abstraction, “knowledge” posits relationships among
entities that are at a lower level.

In this schema, “knowledge” exists at different formal levels. Advancement to the
next level is recursive (from “knowledge” to “meta-knowledge” to “meta-meta...”).

The simple relational algebra is best understood by considering an intuitive
example:

Each level in the hierarchy will have a finite list of relation operators.

Level 0:
Relations: IS-A, ISNT-A (associates a percept with an attribute)

An element of knowledge at level = 0 would be a pair consisting of the null symbol
and an attribute arising from some sensation or other measurement, such as a desig-
nation of time, place, or condition.

Example 1: 64 degrees.
Example 2: Tampa, Florida
Example 3: 2:00 p.m. today

At level 0, these attributes are not predicated of anything... they can be regarded as
abstract properties.

Level 1:
Relations: all lower level relations, and some relational comparators and logical
connectives (e.g., >, logical AND)

An element of knowledge at this level is a relation on data, such as the “ISA”
relation (this datum ISA that datum), or any wff (“well-formed formula”) in some
predicate calculus.
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Example 1: The temperature in Tampa, Florida today at 2:00 p.m. is 64 degrees.
Example 2: The temperature in Orlando, Florida today at 2:00 p.m. is 84 degrees.
Example 3: Power consumption in Florida increases with increasing temperature.
Level 2

Relations: all lower level relations, and Logical IMPLICATION.

An element of knowledge at this level is a relation on level 1 elements (such as a
proof, or “argument”). For example

P1: The temperature in Tampa, Florida today at 2:00 p.m. is 64 degrees.
P2: The temperature in Orlando, Florida today at 2:00 p.m. is 84 degrees.
P3: Power consumption in Florida increases with increasing temperature.

Therefore,

C: The power consumption in Orlando, Florida is higher than the power con-
sumption in Tampa, Florida at 2:00 p.m. today.

Level 3

Relations: all lower level relations, possibly others

This consists of what we normally call meta-mathematics, that is, the theory of
formal systems.

Level k: an element of knowledge at this level is a relation on elements in levels O —
(k=1)

These relations are formal associations among elements. If they are reflexive,
symmetric and transitive, they are called equivalence relations. If they also preserve an
arithmetic, they are called congruences. These can be represented as directed graphs
and/or association matrices.

At levels above 0, it will probably be necessary to define operators that carry out
transformations on elements (e.g., closures, proofs, resolution).

An expert system, for example, is just a collection of level 2 objects (rules)
organized and executed by a level 3 object (an inference engine). In this way, we
explicitly define what it means for a system to “know what it is doing™: it is composed
of level k objects, and has a level k+/ component to support learning.

General machine learning techniques would work naturally within this schema.
There are learning paradigms that are appropriate to different levels. Manual learning
can occur easily at levels 0 and 1, but automated techniques are probably required at
higher levels. However, in a pure sense, each level is a formal relation, so all can be
analyzed and represented using graph-theoretic methods.

As will be seen, black-box regression methods are just sophisticated ways of
building what we will call level 1 ontologies.
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4 The Representation Scheme as an Analogy

There is no such thing as formalism apart from representation. Formal reasoning in any
domain requires an appropriate underlying symbology supported by inferencing
machinery. Establishing a scheme capable of representing domain entities and their
interactions is logically prior to everything else. This is where we begin [4].

The United States Intelligence Community (IC) has shown the way by its prescient
attempts to create frameworks for such a scheme.

Two of these have gained wide acceptance in the IC. One, the NSA Reference
Model, views the analytic process from a data-centric perspective. The other, the JDL
Fusion Model, views the analytic process from a functional perspective. Placed side-
by-side, they are seen to be similar attempts to represent the analytic activity in terms of
a discrete hierarchy.

These hierarchies depict the systematic elevation of processing artifacts from mere
phenomena (pure syntax) to cognitive artifacts (pure semantics). In this way, the
analytic process winnows and refines sense experience, concentrating its latent value to
produce actionable, decision-ready input for the human user [5].

NSA Reference Model JDL Fusion Model
(A "Data-centric" View) (A "Process-centric" View)
Customer Environment
<L51tuatlons\PIans
Al— o
Applied K led . ituatic lan:
pplied Knowledge Intellzgence IP/ans LL_’“ /
Fact Relationships u - Mgmy),
Kno"’ledge Situations l Plans TResour:es
o _ Level2
Facts In fo rmation Situation Assessment /
Bits/Streams Data I — Level 1 l ="
Object Assessment /
Electrical Impulses Signal 1 signals/Features | objects
] Level 0 v
I Sub-Object Assessment
T Measurements l Signals/Features
Physical Environment

Fig. 1. Analysis viz. “data” and “process” according to the IC

These frameworks are notional depictions of what analysis does, but they are not
formalizations. There is, however, one very important ingredient they share that makes
them indispensable to any credible effort to formalize the analytic process: they were
created by humans to describe what analysis conducted by humans is. A formalization
congruent to these schemes will be comprehensible to humans.
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5 Relation Towers

In Fig. 2 is a notional pictorial representation of a knowledge hierarchy.

Level 5

KBES/USER
Level 4 P4
RULES .~ ggm =~ = 7
Level 3 pB
CONCEPTS G oD /
Level 2 PZ
s — € ©g® © g ©
Level 1
P,
DATA Sel o
Level 0 C
PHENOMENA AR Y
Level -1

Fig. 2. Relation tower provides sufficient representation scheme.

We now describe the formalism for the representation scheme; it is depicted in
Fig. 2.

Figure 2 shows a “tower” consisting of multiple layers. At layer -1 is the phe-
nomenology of the real world. This is where waveforms, text, noumenal actors, and the
phenomenology of reality reside.

At the next level above level 0, is data. Data consist of isolated measurements with
no imposed context. They are depicted here as a collection of disconnected dots (a
“sandbox’!). The next layer above that, level I, is the layer of facts. The next layer
above that, layer 2, is the concepts layer. The next higher layer, layer 3, is the rules
layer. Layer 4 is the reasoning layer.

The mathematical model proposed is based upon an established mathematical
formalism.

The “lifting transform™ that elevates entities through the successive layers of the
tower is now described. It must not only accomplish the identifications with data, facts,
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etc., it must do this in the same way for each layer transition. That is, the transform
used to elevate entities from the data level to the fact the level should be mathemati-
cally equivalent to the transform used to elevate facts to concepts, then from concepts
to rules, and finally from rules reasoning (KBES).

This allows the definition of the lifting transform to be varied a single layer at a
time, perhaps with slight customization at certain levels. By recursive application,
entities are elevated from the lowest level of phenomenology (individual data items) to
layer 4 (system having multiple reasoners), within which the reasoning user resides.

The lifting transform that moves phenomena from level -1 to level 0, C, is
conventional-technology data conformation. Conformation recasts disparate data and
places them into a common context for manipulation, correlation, comparison, and
analysis.

Conformation is not just “reformatting”; it must also accommodate variations in
precision, timescale, space-scale, variation in units and representational schemes, and
so on. This is a complex problem. It is assumed that conformation has been performed
at layer -1, and data exist at layer O ready for the application of the formalism.

Moving from a level to the next higher level is a matter of imposing a relation on
entities in the lower level to obtain entities at the next higher level. That is, in moving
from data to facts, a relation is imposed on data.

For example, the isolated datum “72°” has no information content without context.
Similarly, the isolated datum “2 PM”, has no information-content out of context. When
tied together and associated with a third datum, “Paris”, the aggregate becomes a fact
bearing latent information. This fact exists at level 1 as a relation on data items residing
at level 0.

Figure 1 depicts level 1 facts as aggregations of data objects (drawn to suggest that
they are “clusters of data”). In general, the number of entities will decrease at higher
levels in the tower, since each upward motion results from aggregation of lower level
entities [5].

Formally, a binary relation on a set S is a subset of S x S (S x § is the Cartesian
product of S with itself).

Each ordered pair depicts an association from the first item to the second item. This
can be depicted graphically as showing the two items as vertices in a directed graph:
small icons connected by an arrow starting at the first element and terminating at the
second.

Moving from level 1 to level 2 in the relation tower is done by aggregating facts,
that is, by imposing a binary relation on layer 1. These digraphs are referred to as
concepts. Layer 2 is the concept layer, where collections of facts about entities in the
domain of discourse reside.

Moving next from level 2 level 3 is accomplished in the same way: by imposing a
binary relation on the concept layer. Here there is an opportunity to inject some logical
formalism by assigning types to the edges in the digraphs. If the associations are logical
connectives (conjunction, disjunction, and implication), the lifting transform can
generate well-formed formulas in propositional logic. A digraph of ANDed and OR’ed
antecedent concepts followed by an implication is a rule.

Finally, at level 4, collections of rules are aggregated to obtain rule clusters. An
appropriately selected collection of rule clusters constitutes the raw material for a
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reasoner. Such systems are capable of inferencing within a domain, and when sup-
ported by the following

1. An appropriate non-monotonic formalism
2. A means of handling the frame problem
3. An adjudication logic

are able to perform automated cognition in a principled way.

By this process of imposing relations on lower-level objects to elevate entities to a
higher level, the relation tower organizes entities of varying logical complexity within
the domain of discourse in a principled way. Further, the same lifting transform is used
at each level. After four applications of this lifting process, we have moved from the
layer of uninterpreted phenomenology at level O to automated cognition, adaptive
systems, and trainable software at level 4.

The relation tower does not describe how inferencing is conducted; rather, it pro-
vides a representation scheme within which inferencing will occur. There are many
ways in which inferencing can occur in a structure of this sort. Because any mapping
can be represented as a relation, the lifting transform is theoretically sufficient to
support any kind of aggregation or connection one might want to impose on lower-
level objects to obtain higher-level constructs.

5.1 Unification
The relation tower supports several important implementation considerations

1. Separate relation towers can be created for different problem spaces, areas-of-
interest, or other decompositions of the analytic problem. This allows the creation of
customized methods for specific problems; parallelization; and distributed
computing.

2. More importantly, perhaps, is the fact that multiple towers can be unified at any
desired level as a means to implement multi-level fusion.

Figure 3 is a notional diagram depicting the use of a relational tower to unify (fuse)
two other towers at an intermediate level of processing

evel 4 evel 4
e fULES - RUES g BT
evel Tevel 3

eone " HE Wi snerones ST Wi

tever 7

TowerA Unifying Tower TowerB

Fig. 3. Fusion can be implemented without developing additional algorithmics.
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It is hypothesized that animal brains engage in parallel pattern association,
matching percepts with sets of extracted image features previously annealed into plastic
brain structures. Images are perceived to be members of the category which developed
the associations giving the best match.

These plastic structures are emulated here by a collection of associative memories
(AM’s), each corresponding to a particular image category. Incoming percepts are
matched against each AM, giving a matrix of responses. These responses are passed to
areasoning component (described below) responsible for adjudicating them to produce
a classification to category for the image.

Markov Random Fields (MRF’s) are used to implement the AM’s. MRF’s (certain
implementations are referred to as Boltzmann Machines) are regressions that estimate
binary system state variables from binary observables (e.g., condition true/false,
present/absent). MRF’s represent domain knowledge as a weight matrix W = {W;;}
which quantifies the joint-likelihoods that binary state variables s; and s; are simulta-
neously “true”. We use this matrix to impose a “soft” relation on the image features
space to generate image responses and cross-responses for the image categories.

If we insist on exact matches in reasoning as above, the resulting inferencing
scheme will be brittle. MRF’s provide a natural remedy by replacing the crisp relation
r ~ s with a real-valued symmetric association weight matrix W = {W,,/. The asso-
ciation weight W, will have a positive value when r and s usually occur together (are
usually consistent), and will have a negative value when s and r usually do not occur
together (are usually inconsistent). More precisely, when both p(s|r) and p(r|s) are
large, W, will be positive; when both p(not s|r) and p(not r|s) are large, W, will be
negative. Under this new definition, concepts are arbitrary sets of symbols whose
elements generally have pairwise positive association weights, but might also include
some element pairs having negative association weights. In keeping with the notion of
crisp concepts above, it is customary to require W to be symmetric.

Unlike a simple cooccurrence matrix, W captures the relative strength of the
associations of state variables in the context of the values assumed by all other state
variables: it retains “context”.

6 Constructing Markov Random Fields from Percepts

As described above, a MRF is a graph consisting of a finite number of fully inter-
connected vertices (called “units”). The edge from unit s; to s; has an associated real

weight W;;, where it is required that S;; = 0 for all 7, and W;; = W;,. Specifically, there
are M units s;, s,, ..., Sy, and a real, symmetric matrix of interconnection weights
W= {Wy},i,j=1, .., M, having zeros on the major diagonal. The units are binary; a

unit is said to be active or inactive as its value is 1 or O, respectively.
Certain units can be designated as inputs, and others as outputs. Units that are
neither input nor output units are called processing units.
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Inferencing in MRF’s proceeds according to the following update rule

Assign the (binary) values of the input units (“input clamping”)

. Randomly select a non-input unit s;. Sum the connection weights of the active units
connected to s;, and make s; active if the sum exceeds a preselected threshold value
t;, else make it inactive.

Repeat step 2 until the unit values stop changing

4. Read off the (binary) values of the output units

N o=

W

In this scheme, positive weights between units are excitatory, and negative weights
inhibitory: an active unit tends to activate units with which is has a positive connection
weight, and deactivate units with which it has a negative connection weight.

Formal mathematical analysis of the inferencing procedure above is facilitated by
the introduction of an energy function (due to John Hopfield): Let V be a vector of
binary inputs. The energy of the MRF at V = (b, by, ..., b;) is

Ey(V) =—(1/2) Zsisjwij+ + zM:Siti
=1

i i

With this definition of network energy, Hopfield’s updating rule is equivalent to the
following: randomly select an unclamped unit; if toggling its state will lower the
network energy, do so. Repeat until no single state change can lower the energy, then
read the states of the output units.

The values of the input nodes are fixed, but the changes in the states of the
processing and output units under updating cause changes in the energy of the network.
This suggests that a supervised reinforcement learning algorithm called “simulated
annealing” (first applied to Hopfield nets by Hinton and Sejnowski) can be used to train
the network to associate desired outputs with given inputs

Assign the (binary) values of the input units (“input clamping”)

Assign the desired (binary) values of the output units (“output clamping”)
Randomly select a processing unit s;

Set the state of s; to active with a certain one.

Repeat step 3 for many epochs, allowing the network to relax to a local energy
minimum

6. Once an energy minimum has been reached, step around the network, incrementing
the weights between pairs of units that are simultaneously active (encourage future
simultaneity!), and decrementing the weights between pairs having just one active
unit (discourage future simultaneity!)

M

To avoid saturation of the weights, an additional updating sequence having both the
processing and output units unclamped is often included.

Here T is a parameter (the femperature) that is gradually reduced as training pro-
ceeds. At low temperatures, the weight matrix is easily modified; as the temperature is
reduced, the weights “lock™ into their final values.

Simulated annealing develops a weight matrix that gives local minima in energy
when the input pattern is “consistent” with the output pattern: the lower the energy, the
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stronger the consistency. The interconnect weights, then, codify constraints on outputs
the machine is likely to produce when the inputs units are clamped and updating is
applied. Notice that the machine can give different outputs for the same input owing to
the random element in the update rule. It can be shown that the probability of “in-
correct” outputs can be made arbitrarily small (Fig. 4).

¢ Imagine a ball rolling on some bumpy
surface

¢ The position (state, height) of the ball at
any mstant represents the activity of the
nodes in the network

* Minimum energy states give the element
settings that are the networks’ output

11010001011010
The trapping states are called
“basins of attraction” in
dynamical systems theory
® 9 ® o

Fig. 4. The Hopfield Network adjust the strengths (both positive and negative) between related
entities seeking a set of connection weights that willo enable the machine to match news patterns
of activated elements with previsously learned patterns of activation. It does this by “falling into”
a minimum energy configuration when learned patterns are present.

Parameters associated with training include the number of input, processing, and
output units; the initial and final temperatures; how the temperature is to be reduced
(annealing schedule); the number of random updates applied during each relaxation
epoch; the number of relaxation epochs; the values of the thresholds; and the amount
by which to increment/decrement the weights after relaxation is complete. As with
most trainable systems, there are no universally applicable heuristics for these
assignments.

7 Reasoning with Knowledge: An Executable Ontology

The term ontology here refers to information structures which enumerate the entities,
concepts, and relationships that obtain in a domain. We introduce the notion of an
executable ontology, within which these relations are made dynamic and actionable by
being embedded in adaptive algorithms. A natural way to do this is to bind domain
relationships in parameterized rulesets.

By adjusting the parameters based upon experience, the executable component of
the ontology can be made adaptive and trainable. This overcomes the difficult problems
associated with developing conventional knowledge-based systems, Bayesian belief
networks, and the like.
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Human experts typically do a fairly good job of assessing the impact, relevance,
and quality of individual heuristics in isolation. However, when knowledge-based
systems are placed into operation, it is the entire of mix of heuristics in context that
determines the effectiveness of the system.

Even humans having deep domain expertise have difficulty understanding the
complex interactions of a large number of rules. For this reason, the optimization of
existing rules is best done by automation of information theoretic techniques. A gra-
dient-based rule optimization strategy can be used to calibrate existing rulesets to
perform reasoning tasks. This is described in the following.

7.1 Hopfield Networks

The Hopfield Network Architecture was proposed at Caltech in 1982 by physicist John
Hopfield. A Hopfield Net is an artificial neural network that is able to store certain
memories or patterns in a manner that is functionally similar to animal brains.

The nodes in the network are vast simplifications of real neurons - they can only
exist in one of two possible states - firing or not firing (there are no input or output
neurons).

Every node is connected to every other node with some strength (or weight) but not
with itself; connections are symmetrical “association weights”. At any instant of time a
node will change its state (i.e. start or stop firing) depending on the inputs it receives
from the other nodes.

There exists a rather simple way of setting up the connections between nodes in
such a way that any desired set of patterns can be made a stable firing pattern —
minimize its energy. Thus, any desired set of “memories” can be burned into the
network at the beginning using an “annealing” process.

8 Case Study: Learn Patterns in the Phase Structure
of Doppler RADAR Reflections from Military Vehicles

Doppler RADAR operates by computing the way in which the motion of a reflecting
surface affects a stream of incident radio waves. If the earliest wave sent out indicates
the same distance to the surface as subsequent waves, that surface must be stationary
with respect to the RADAR. However, if later waves return earlier or later than earlier
waves, the surface must be respectively, approaching the RADAR, or receding from it.
The amount of this change gives a direct measure of the relative speed of surface and
RADAR.

This is the principle by which Doppler Weather RADAR detects complex atmo-
spheric movements: winds moving in different directions and at different speeds hasten
or delay RADAR waves in a way that allows the detection of tornadic vortices, distance
storms, wind-shear, and micro-bursts.

Suppose now that the RADAR wave are incident upon the body of a military
vehicle. Such vehicles usually have parts that themselves move as the vehicle moves:
wheels, tracks, antennas, guns, hatches, etc. These moving objects add their own
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Fig. 5. The truck in the lower right-hand-corner is a low-value target... generally not of great
concern, and usually not worth deploying expensive munitions to engage. The other three
armored vehicles are high-value targets.

changes into a Doppler RADAR measurement, resulting in complex modulation of the
radio waves incident on the vehicle.

If this modulation varies from vehicle to vehicle in a consistent way, it might be
possible to infer the vehicle model from its Doppler RADAR modulation pattern.
Distinguishing a convoy of trucks and a column of tanks from miles away offers clear
tactical benefits.

When humans look at ragged waveforms, such as those in Fig. 5, they aren’t drawn
to the random-looking, disorganized stubble that constitutes most of the data; they
naturally look for “clumps” that, taken together, tell a story. Humans can make sense of
a few clumps of variable size and arrangement; they rest is inscrutable.

The difficulty with the vehicle classification problem, though, is that the “clumps”
are not where the discriminating information lies.

The two vehicles on the left are both in the class “high-value targets”; yet their
Doppler returns look nothing alike. The two vehicles on the right are in different
classes; one high-value and the other low-value. Yet, their Doppler returns are virtually
identical, “clumpologically” speaking.

The discriminating information, if it is present at all, is scattered across the random-
looking stubble. It is distributed in a way, having cross-correlations of a sort that no
human will ever be able to determine by visual inspection. What is needed is a method
to determine which pieces of the Doppler RADAR trace being present/absent in
combination (clumpy or not) that together indicate the vehicle model.

In other words, what is sought is the clique of energy peaks that is characteristic of
each vehicle class.

This is exactly a relation. At level O, there are bins for the various RADAR
frequencies. Real numbers exist at level O.
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At Level 1, we will have a set of “facts” that link each RADAR bin with real
number giving its relative energy when a vehicle of a given class is scanned.

At Level 2, we would like to have “rules” similar to:

{bin7 energy > 1%, binl2 energy > 1%, binl6 energy < 1%, bin25 energy > 1%}
— HIGH-VALUE-TARGET

This takes us away from manual clumpology into the realm of trainable MRF. It is
not necessary (in fact, not possible) to enter vehicle modulation information into a data
base, because it isn’t known. But an MRF can infer these patterns using simulated
annealing.

A reference set of vehicles is assembled, and scanned with the RADAR, and their
modulation patterns sampled over many trials. Using the relaxation training method
described in section xxx, and MRF has these patterns annealed into it. When a test
pattern is introduced at the machine’s input elements, the output element corresponding
to the vehicle model will become active.

Feature reduction begins by creating a bit string equal to the number of bins into
which frequency has been quantized. Bit positions corresponding to energy levels
above a threshold value are set to “1”; others are set to “0”. This encodes the Dop-
pler RADAR modulation as a vector of zeros and ones.

To enter this data into the Hopfield network, the input nodes corresponding to bit
values of “1” are switched ON; nodes corresponding to bit values of “0” are switched
OFF. The update cycle is then applied until the output bits stop changing, and the total
energy is low. The output node active indicates the networks classification decision
(Fig. 6).

.

T

PEAK DETECTED DATA

Fig. 6. If the energy of a bin exceeds a threshold value, the corresponding input bit is set to “1”;
otherwise it is set to “0”.

When a Hopfield Network having 32 input nodes, 6 input nodes, and 2 output
nodes is trained and run on blind test data, accuracy of classification to a High-
value/Low-value vehicle was 10-percentage points higher than the competing



72 M. Hancock et al.

regression classifier was realized. When a larger topology having 12 output nodes (the
number of specific vehicle models) was trained on a large test set, accuracy improved
again, and the machine was able to classify vehicle to specific model type about 60% of
the time (Fig. 7).

The conventional regression
model got 76% accuracy by
cutting down the middle of
the class overlap, ignoring
the hard part of the problem

The 2-output BAM gained
points over the existing
regression model

Network Architecture: 32,1,6,2

Fig. 7. Final Engine: lower-left is the high-low value MRF classifier architecture; the 32 input
nodes are across the bottom, and the two output nodes are at the top. On the right is the larger 12-
class MRF. In both of these architectures, every node is connected to every other node, and the
input nodes are “clamped” to the input bit-string values.

Finally, since our particular MRF is a Boltzmann Machine, it is a bi-directional
associative memory (BAM). Unlike most classifiers, trained BAMs can be run both
forward and backward. In the usual operation mode, input nodes are clamped, and
relaxation produces activation of the appropriate output node. But it a class output node
is clamped, relaxation causes the relation defining the typical input pattern for that
output class to appear at the input! For the Doppler RADAR vehicle classifier, the
BAM is mathematically tricked into revealing the modulation patterns that correspond
to the vehicle classes. These can then be used as vehicle templates in other classifiers.
Our team has demonstrated that it is possible in this way to create a rule set that
achieves the same performance of a trained BAM (Fig. 8).

NUMBER OF INPUT, PROCESSING, AND OUTPUT NEURONS: 32 6 2
NUMBER OF TRAINING PASSES: 200

LEARNING RATE: 2.999999932344775E-002

ANNEALING CONSTANT: 1.004999995231628

NEURAL ACTIVATION THRESHHOLD: .5

FINAL TEMPERATURE: .300000011920929

CLASS PROTOTYPICAL FEATURE UVECTOR

TRACKS 4538946102195626264857766746134276
WHEELS 161893516700335136577535336859633643

?

Fig. 8. Running the BAM is reverse produces the relative energy levels in each frequency bin
that are the prototypical modulation patterns for both high-value and low-value vehicles.
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Abstract. The purpose of this study is to examine the possibility of improving
a self-epic diagnosis tool by using a gaze processing method in terms of literacy
therapy. In this study, we used an eye-tracker measuring eye-position and eye-
movement to read subjects’ reactions to the critical region in a context. With this
technology, we focused on the fixation and saccade to see what vocabulary
subjects focused and how their gaze was shifted. We also explored to find a
relationship between their eye-movement and their degree of sympathy by
examining their physiological data. This pilot study showed a potential use of a
physiological data in the epic of self-test in literacy therapy.

Keywords: Psychological assessment - Gaze - Eye-tracking - Literacy -
Psychological diagnosis through processing texts

1 Introduction

This study aims to examine the empathy on literary text through the way of gaze
processing, and to explore the possibility of psychological diagnosis using literary text.
The possibility that literary text can be utilized as a measure of psychological diagnosis
has already been already proposed in the field of “literary therapeutics” and is called the
“epic of self-test”. It is based on the premise that literature itself and reaction to literary
works are all holistic reflections of human psychology.

The problem with conducting psychological diagnoses using literary text is that it is
difficult to ascertain whether the degree of response and empathy toward a text con-
sisting of a long narrative is the result of understanding and response to the entire
narrative context, or the result of excessive interpretation or distortion of parts of the
narrative. Even if one understands the whole context and shows an empathetic response
to the text, how to present and evaluate the level of empathy is difficult. Therefore, this
study seeks to find a way to visually measure the human ability to empathize with
literary text. For achieving this goal, this study employs the use of eye-tracker devices.
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With the recent development of a variety of eye movement control models (Engbert
et al. 2002; Engbert et al. 2005; Morrison 1984; O’Regan 1990; Pollatsek et al. 2006;
Reichle et al. 1998), research on reading through eye movement tracking is becoming
more diverse. In addition to dealing with issues such as perceptual range, saccade-
related phenomena, and saccade response times from one fixation, effects of language
characteristics on fixation and saccade in real time has also come to be studied.

In accordance with this prior research, this study focuses on the area of interest
(AOIs) that contains the core of the text and attempts to understand how much the
subject’s eyes are fixed and where they move in the key vocabulary and syllables that
convey the main theme. This study also aims to discover whether there is a difference
in sentences or words between groups with different empathetic abilities. This will help
confirm the subject’s level of empathy for the core of the literary text. If the subject’s
eyes deviate from the core, it can be said that the degree of empathy is low, and in the
inverse case, that the degree of empathy is high.

Thus, this study attempts to ascertain whether the reading area differs from group to
group depending on their empathic abilities (EQ) whether the response to literary text
relates to the whole text or to some part of the text, and this correlates with the subject’s
empathic abilities (EQ).

2 Method

To determine the range of perception, the phenomenon related to saccade, and the time
of the saccade response from one fixation based on the level of empathic ability of the
viewer, twenty-two college students with literacy skills were recruited. All participants
in the experiment have a corrected visual ability of 0.6 or higher and could read the text
on the monitor easily. Using the eye-tracker, the subjects’ eye movements were
recorded as they read 16 narrative stimuli.

After dividing the students into two groups with high EQ scores and low EQ scores,
The data was analyzed through fixation, saccade and the heat-map that appeared as they
read the text. And factorial extraction and regression analysis of the narrative text
survey, which consisted of a five-point Likert scale, was conducted to determine the
correlation between 16 narrative texts and EQ scores.

2.1 Hypotheses

The concept of empathy, which is related to sympathy, is important not only in the field
of literature, but also in the fields of psychoanalysis and psychological counseling.

Empathy is one feels when one experiences other people’s positions or situations and
fully understands them, and many studies have shown that people with good sympathy
have a better understanding and feeling of narrative texts. However, there are few devices
that can scientifically prove where empathy is achieved. In this study, subjects are
expected to be easily aware of and empathize with familiar words or sentences.

Therefore, it is predicted that among familiar words or paragraphs, the areas of eye
fixation or saccade will appear differently between people with higher and lower
degrees of empathy. The following assumptions were derived:
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H1: the cognitive process of reading leads eye movement: Focus on frequency of
use and prediction (linguistic properties of words).

H2: The comprehension of sentences will vary depending on the level of empathy.
H3: Depending on the level of empathy, the level of interpretation of a particular
word or paragraph will vary.

To test the above hypothesis, 16 narrative stimuli and eye-tracker, the epic of self
test were used.

2.2 Stimuli

A 2D flat computer display with Full-HD resolution (1920x1090 pixels) was used for
which participants would read the text. A single literary text was set up to be displayed
on one screen. entirely. After participants finished reading the text on the screen, they
proceeded by pressing the ESC button and writing a questionnaire. Psychological tests
were read by participants to conduct ‘emotional-response-type epic of self-tests’. The
emotional-response-type epic of self-test consists of asking through five Likert scale,
ranging from ‘repulsion’ to ‘touching’. In other words, the emotional-response-type

The first question: <The Liver of Son and Stepmother>

(1) A man raised a son with his wife, but when she died, he got a new wife.
(2) When the new wife gave birth to a son, she said that she was il falsely, and s
he must eat the liver of his ex-wife's son. (3) To save his new wife, the man ord
ered a butcher to kil his ex—wife's son and bring his liver. (4) When the butcher's
wife asked the butcher to catch the dog instead of the child, he let go of the chil
d and brought the dog's liver. (5) The ex-wife's son grew up well and became a
high official. (6) The ex-wife's son punished his stepmother, and lived well with

his father and the butcher and his wife.

= Please check your feelings after reading to the above story.

® repulsion

@ uninterested

® nothing special
@ interested

® touching

mPlease write down the reason why you feel that way.

Fig. 1. An Example of questions: the first question of “The Liver of Son and Stepmother”
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epic of self-tests is designed to measure human beings’ degree of empathy by mea-
suring the degree of empathy for literary text.

The example is as follows (Fig. 1).

Sixteen questions were created by processing and summarizing the oral folktales
from ‘The Collection of Korean Oral Literature’.

In folktales, the process from the problem situation to the solution appears com-
pressive (compressed). Thus, the subjects can identify the contents in a short period of
time and have an immediate response. The 16 questions were divided into four areas
according to the positions of children, the positions of men and women, the positions of
husband and wife, and the positions of parents, centering on human relationships as a
circular form. These four areas are called the realm of son and daughter, the realm of
man and woman, the realm of husband and wife, and the realm of father and mother.
They are designed according to the four levels and patterns of human relations. In other
words, four levels of stories are arranged in order in each of the four areas. If the
subject answers 16 questions, the result will be between 16 and 80 (Table 1).

Table 1. Configuration of clauses and sentences in questions

Question 2 3 4 |5 16 |7 8 |9 10 |11 |12 |13 |14 |15 |16
Sentence 6 |6 6 6 |6 |6 6 6 8 12 |8 15 |11 |10 |13 |10
Clause 82| 131|121 |81 |75|114|184 124 |186|223|145|245|182|176|207 | 164

Ju—

2.3 Tool

In this experiment, the eye tracker device (Gazepoint GP3 eye tracker) was used. The
equipment has a collection rate of 60 Hz and a resolution of 0.5 to 1 degree of visual
angle accuracy.

2.4 Procedure

The experiment was conducted individually and without distinction between groups.
After preparing a consent form for participation in the experiment, the EQ test was
conducted for group propensity analysis. To carry out the experiment in earnest, we
explained the experiment to the participants, and nine points were presented on the
screen in order to calibrate the subjects’ eyes.

The 16 story questions in the emotional-response-type epic of self-test are given to
participants in 16 projects. After the participant has finished reading the literary text,
press the ESC button and select one of the five options in the questionnaire: repulsion,
uninterested, nothing special, interested, or touching. Once the selection is complete,
check that the line of sight is fixed in the center, and put the text of the second question
on the screen so that the subject can re-execute the process that he or she performed in
Question 1. This process is to be carried out through Question 16.

Scores that are converted through options selected by the subject will be used to
analyze the differences in gaze processing between the group with a high level of
empathy and that with a low level of empathy during the analysis phase.
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3 Results and Discussion

3.1 Correlation Between Factors Analysis of Literacy Text and Empathic
Abilities
Five factors were extracted from the experiment. They are “son and daughter epic”,
“father and mother epic”, “man and woman epic”, “husband and wife epic”, and
“personal epic”.
The correlation between each factor was not significant and the “son and daughter
epic” had a slight effect on the EQ score (Table 2).

Table 2. Correlation between factors analysis of literacy text and empathic abilities

Rotated Component Matrix

Component
1 2 3 4 5 6 7
pa02 .824 .033 .038 -.036 .023 .315 .065
Co1 .768 150 .094 129 .304 -.125 -.071
Cco2 .544 -.284 -.473 .025 -.100 -.412 -.154
Co03 .373 .790 -.123 .168 -.061 .005 -.132
G02 -.157 779 .212 .049 -.200 -.157 .035
cu02 -.071 521 =277 —-.434 .130 423 .323
pa03 .315 472 .024 .281 464 .267| .324
G03 107 -.034 .906 -.085 .199 -.010 -.140
GO1 -.073 .069 .648 .186 -.277 103 .469
pal1 .278 .184 -.140 .803 -.086 .005 -.006
cu01 -.107 .091 .227 742 .077 .329 .007
Co4 -.221 -.250 -.359 .568 .313 -.092 -.387
pa04 151 -.104 .227 .043 .867 149 -.011
G04 .055 -.167 -.274 -.077 .655 -.419 172
cu04 128 -.121 .036 173 -.009 .858 .005)
cu03 -.039 -.034 -.019 -.092 128 -.017 951

Extraction Method: Principal Component Analysis.
Rotation Method: Varimax with Kaiser Normalization.

a. Rotation converged in 19 iterations.
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Table 3. Correlation between factors analysis of “Son and Daughter epic”

Correlations

E
T1 T2 T3 t4 g5 EUsCOr
Pearson
Correlation 1 177 -081 101 260 .306
T1 o
Sig. (2 430 720|654 242 167
tailed)
N 22 22 22 22 22| 22
Pearson 177 11 .004 050 .000 .009
Correlation
T2 o
Sig. (2 430 986 .824] 1.000 967
tailed)
N 22 22 22 22 22| 22
Pearson | _ 14 .004 1 -.089 -.030 018
Correlation
T3 o
Sig. (2 720  .986 760,  .896 935
tailed)
N 22 22 22 22 22| 22
Pearson 101 050 -.069 1 064 247
Correlation
t4 o
Sig. (2 654 824 760 777 267
tailed)
N 22 22 22 22 22| 22
Pearson 260 000 -.030] .064 1 089
Correlation
t5 .
Sig. (2 242| 1000 898 .777 693
tailed)
N 22 22 22 22 22| 22
Pearson 306| 009 .018  .247  .089 1
Correlation
EQscore Sig. (o
. 167|967 935 267|693
tailed)
N 00 22 Y 00 20| 22

79
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Model summary®

Model | R R Adjusted | Std. error | Change statistics
square | R square | of the R F df1 | df2 | Sig. Durbin-
estimate | square |change F change | Watson
change
1 A74% 12241042 9.29339 224 1229 |4 |17 |.335 1.817

a. Predictors: (Constant), pa, G, cu, C
b. Dependent Variable: EQscore

The experiment results above show that the case was insufficient to explain the
correlation between the text stimulant and the EQ. However, if sufficient cases are
secured through the pilot test, there is a possibility that there will be a link between
“son and daughter epic” and the EQ (Table 3).

3.2 Experiment Results of Eye-Tracking

As previously explained, the narrative stimulus that demonstrated a correlation with EQ
was the “son and daughter epic” or the story that revolves around the relationship
between a parent and child. To test the hypothesis that the level of empathy will change
the response and understanding of a text, the upper and lower EQ score groups were
established, and the frequency of eye fixation from each group was examined. In order
to help visualize this, a heat map was implemented.

Here, the differences between the two groups in relation to the “son and daughter
epic” are presented, and the survey contents between the two groups are compared.

In the second “son and daughter epic” question, the groups separated by the EQ
score consisted of three participants each, and the frequency of eye fixation was
checked (Table 4).

The results show that the upper group was focused on the word “up” from the
sentence ‘up to the top of the tree in the yard’, and the lower group was concentrated on
the words “child”, and “left children at home” from the sentence ‘mother left little
brother and sister and a child at home and went to work’.

The lower group is focused on the first half of the story. The upper group is focused
on the second half of the story. Furthermore, the lower group is focused on the
characters, while the upper group is focused on the characters’ actions. The point when
the brother and sister went up to the sky, a symbol of their independence from their
parents’ world, is the sentence that determines the ending of the story.

Therefore, the fact that the upper group was focused on the sentence ‘up to the top
of the tree in the yard’ means that the eyes were fixed longer and repeatedly at a story’s
point. One of the upper group participants chose ‘interesting’ for this question and
responded by saying, “the sheer force of the young children, suspicious that the tiger is
different from the mother’s, is funny.” Meanwhile, one of the lower group participants
responded, “the content of a tiger eating a baby was horrifying”, and chose ‘repulsion’.

The higher the score on 5-point scale, the more attention is paid to the process of
children’s self-reliance and overcoming the conflict with the tiger. On the other hand,
the lower the score, the more attention was paid to the element of tiger cruelty.
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Table 4. The second question of “Son and Daughter epic”

QO02_Score high QO02_Score low

fixation map

Heat map

This is to be confirmed through the acquisition and analysis of more participants
(Table 5).

In the case of the third “son and daughter epic” question, the groups separated by
the EQ score consisted of five participants each, and the frequency of eye fixation was
checked.

The results show that the upper group was focused on the word “up” from a
sentence ‘up to the top of the tree in the yard’, and the lower group is concentrated on
the words “child”, and “left children at home” from the sentence ‘mother left little
brother and sister and a child at home and went to work’.

As a result, the upper group is focused on the word ‘her good fortune’ from the
sentence ‘the third daughter said she lives in her good fortune’, and ‘to a charcoal
dealer’ from the sentence ‘father sent the third daughter to a charcoal dealer.” Alter-
natively, the lower group was focused on the phrase ‘proper price’ from the sentence
‘she asked him to sell the stones at a proper price’. Here we can see that while the upper
group was focused on the conflict between the father and daughter, the lower group
was focused on how the daughter became rich. In other words, the upper group is
paying attention to problem situations triggered by relationships, while the lower group
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Table 5. The third question of “Son and Daughter epic”

QO02_Score high QO02_Score low

fixation map

Heat map

is paying attention to wealth. This means that the upper group is focusing on context,
while the lower group is focusing on motif.

One of the upper group participants chose ‘touching’ for this question and
responded by saying, “I’'m impressed by the part where the third daughter serves her
parents who drove her away hard and became beggars.” One of the lower group
participants responded, “I wonder why the smart daughter lives with people who don’t
even have a parent’s qualifications”, and chose ‘repulsion’.

The higher the score on the 5-point scale, the causal context of a rich daughter
having a father is understood, and on the other hand, the lower the score, more sub-
jective feelings are projected. This is to be confirmed through the acquisition and
analysis of more participants.
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Abstract. The quest for optimum computer authentication continues to stim-
ulate resolution toward memorable password design. As human cognitive load
processes the transfer of information from working memory to long-term
memory, intrinsic and extraneous complexities present impedances to cognitive
load. This study applies human cognition to the use of passphrases characterized
as assembled words that are secure and easy to recall [23]. “Passwords and
passphrases, when married with psychology and psycholinguistics, yield an
authentication scheme that is revocable, memorable, and secure” [21, p. 2].
Subsequently, this study examines augmenting cognitive load of passphrase
design to enhance memorability and effectuate authentication performance.

Keywords: Cognitive load - Passphrase - Memorability -
Augmented cognition

1 Introduction

Present day authentication schemes are prone to security attacks and are difficult to use.
In response to memorability struggles, users make slight modifications to their existing
password when prompted to change their password. Consequently, security is not
automatically enhanced by this requirement; therefore, a study proposes imposed
passwords suggesting security and memorability are central to its design [9]. Although
various findings consist of multi-factor verification and multi-modal biometric forms,
cognitive demands remain for the user [1]. Additionally, passphrase or multi-word
combination resolutions seek to improve human computer authentication in security
and usability inquiry [5, 9]. Moreover, reducing cognitive load during authentication
suggests to reduce input errors, improve performance and enhance the authentication
experience [19].

Augmented cognition inquiries involve identifying support systems to current
password and proposed passphrase structures. A study including assistance from
mechanisms like a system shared secret [21] and a four-word system assigned pass-
phrase suggests to increase memorability using reinforcement [10]. Similarly, pass-
phrases using mnemonics implies improvement to security and recall [30].
Accommodating longer passphrase lengths combined with a validation system that
authenticates common typing mistakes alludes to improve security and aids memory to
ultimately minimize input error [17]. The selection and encoding of meaningful words
as random entries suggests to initiate deep processing and increase passphrase length
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and security [31]. Likewise, personalizing passphrases selected from a random word
set alludes to memorability [4]. Although existing studies contribute to relationships
among password construction, recall and meaningfulness, research investigating cog-
nitive psychology and password selection research are scarce [21].

As usability and access to computer systems remain problematic [4], further
passphrase design inquiries, driven by cognitive theories, are expected to address
memorability concerns [31]. Contributions that detail user-centric authentication design
principles include adapting to user behavior and preferences to minimize interruptions
and reduce cognitive load for successful authentication [19]. Inclusive to this study of
advancing memorable passphrase investigation and addressing access to computer
systems is the evaluation of personality traits and memory association influences on
imposed and user created passphrases [14].

2 Theoretical Background

2.1 Cognitive Load

Cognitive load is the amount of mental effort expended by a learner interacting with
instruction and is influenced by and interacts with novel learning instructions kept in
short-term memory [24]. If instructions facilitate learning, cognitive load is germane
otherwise cognitive load is extraneous [11]. A third type of load, intrinsic load, is
distinguished as information difficulty [8]. The combination of germane, extraneous,
and intrinsic cognitive loads suggests to establish learning within the constraints of
working memory [2, 8, 11, 20, 24, 25]. Furthermore, it is implied that germane and
extraneous load are influenced by the design of the learning model as opposed to the
intrinsic nature of the information [20].

Multiple sensory channels are required to increase working memory capacity [8].
Information is processed through working memory prior to storage in long-term
memory where it can be retrieved without temporary constraints. Impedances to cog-
nitive load increase with disruptions that interfere with learning and ultimately with the
transfer process to long-term memory. Complex word or instruction variability as well
as difficulty associating meanings to words may necessitate significant exertion while
cognitive workload could disturb the transport of learning to long-term memory [25].
Learning and recalling computer passphrases depend on the processing of information
for sustained memorability.

Long-term memory enables recall and more importantly provides proficiency in
high level processes such as problem solving [24]. In this study passphrase recall is used
to measure cognitive load with the goal of discovering design outcomes to improve
passphrase learning processes that transform to long-term memory. Unlike long-term
storage of vast assembled information, working memory processes up to three interre-
lating components. These components rely on defined procedures to process interacting
elements that expand its capacity [20]. Study results reported no significant difference in
entropy between 3-word and 4-word passphrases noting that 3-word passphrases
resulted in fewer errors [23]. Additionally, the number of characters in a passphrase
rather than the words negatively affects usability while a sentence like structure that can
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be visualized positively affects usability. Considering the limitations of short-term
memory, clear and concise passphrase instruction is an important design requirement.

2.2 Memory Implications

A study of visually presented words suggests participants tend to recall words from the
beginning and end of the list consisting of four to six words [29]. User created pass-
words are discoverable and system generated passwords are difficult to remember
resulting in preference for passphrases over long passwords comprised of characters.
The study randomly selected short words from a large dictionary which provides
greater security than characters in a password. Implications suggest passphrases are
more memorable than a password composed of characters [9].

Although “it is not known what makes a password memorable” [7, p. 221], findings
include password repetition and importance of the user’s account supports memora-
bility [7]. Therefore, frequent logins into a computer encourages passphrase memo-
rability. Another viewpoint considers the critical management of remembering
multitudes of passwords competing with each other to evoke the associated personal or
professional account [32]. Findings include creating passwords based on a defined
structure associated with the account elicits unique passwords and improves recall.
Furthermore, a working memory study showed that interference such as competing
representations associated with a passphrase interferes with the encoding process and
decays retention unless it is refreshed by rehearsal [18]. Avoiding processing load and
information loss during passphrase design are valid considerations.

Achieving mental efficiency is a result of reducing cognitive load and extending
working memory. Likewise, “cognitive load always needs to be related to perfor-
mance” [15, p. 6]. Discovering collaborative insights between memory and effort of the
login task will further our examination of passphrase development.

3 Initial Cognitive Pilot Study

A repeated measures pilot study was conducted to determine memorability with
imposed and user created passphrases. The imposed passphrases contained a series of
three random words that were visually displayed prior to recall. The participants were
allowed to freely select three words of their choice for their created passphrase. In both
scenarios, a distractor was applied to clear working memory throughout the recall task.
Additionally, the study tested for personality traits using Rotter’s [22] locus of
control personality scale of internal and external measurement. “Applying psycho-
logical variables of locus of control to technology is expected to increase understanding
of personality influences on the selection and construction of computer passwords and
contribute to the design of memorable passwords” [14, p.8]. Internal control is a
personality trait characterized as inhabiting self-reliant behavior whereas external
control attributes circumstances upon encompassing surroundings [22]. Participants
responded to a twenty nine question survey to determine their locus of control.
Moreover, the study consisted of timed memory dynamics tests using Ekstrom’s
et al. [6] associations for cognitive aptitude to determine its effect on passphrase recall.
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Participants were presented with a list of objects and numbers as well as first and last
names. After providing time for working memory to encode the information, they were
evaluated on their ability to match objects with a number and first names with last
names.

The participants were undergraduate university students considered to have prior
knowledge of password construction as passwords were required to login to their
university account. Information was provided using Qualtrics’ anonymized online
survey platform conducted at a university classroom.

3.1 Cognitive Pilot Study Results

Although the majority of the participants were recognized as internally controlled
(Fig. 1), results show these participants were found in both the passphrase imposed and
passphrase created groups.
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Fig. 1. Locus of control internal external personality traits. Maximum score = 23

Memory associations categorized by object number and first name last name recall
tests resulted in the majority of participants scoring high when asked to recall the
imposed and created passphrases (Figs. 2 and 3).
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Fig. 2. Memory associative object number test. Maximum score = 15



88 L. A. Loos et al.

14
12
10

Score 9 |9

ON B~ OO

8l 18] |8
6| |6
-
S11 S1 S5 S4 S9 S3 S13S10 S6 S14 S2 S12S15 S7 S8

Participant

Fig. 3. Memory associative first name last name test. Maximum score = 15

The summary of outcomes listed by participant are presented in Table 1. A par-
ticipant with a lower locus of control score is considered to possess the internal per-
sonality trait whereas a participant with a higher locus of control score is considered to
possess the external personality trait. Results for the imposed passphrase recall test
were bimodal. Therefore, approximately half of the participant population successfully
recalled the imposed passphrase. The majority of these participants possess internal
locus of control and are sufficient at memory associations. Most subjects who failed to
recall the imposed passphrase selected the first and third words. This finding suggests
recollection of random material produces common results among participants [16].
Additionally, all participants successfully recalled their created passphrases.

Table 1. Pilot study cognition results

Personality | Memory Memory Passphrase | Recall Passphrase
Locus of | associative associative | recall recall user
control object First name | imposed created
number Last name

Participant | Maximum | Maximum 15 | Maximum | Maximum | First | Second | Third | Maximum

n=15 23 15 16 word | word word | 16

P1 11 11 12 16 16

P2 19 10 6 16 16

P3 12 8 9 16 16

P4 9 10 10 0 v v 16

P5 15 13 12 0 v v 16

P6 9 8 8 0 v v 16

P7 16 7 4 0 v v 16

P8 9 1 3 0 16

P9 15 5 9 0 v 16

P10 15 6 8 16 16

P11 5 10 13 16 16

P12 6 4 0 v v 16

P13 13 4 8 16 16

P14 12 6 6 16 16

P15 10 6 4 0 v v 16
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Approximately twenty five percent of these students were considered externally
influenced by the locus of control personality trait.

Distractors were presented during the recall of the imposed and user created
passphrase tests. This procedure allowed processing in working memory for repeated
recall [4, 24]. Unlike results from the imposed passphrase recall task, findings from the
participant created passphrase task revealed that distractors provided no interference on
working memory as all participants successfully recalled their created passphrase.
Therefore, the role of distractors did not control participant behavior and was con-
sidered irrelevant to cognitive load [13].

4 Cognitive Pilot Study Modifications

The goal of the pilot study is to gather and analyze preliminary data, test the treatment
and prepare the methods and procedures for a successful main study. It is intended to
guide the planning and optimization of a large-scale investigation [27]. Furthermore, a
pilot study improves validity and reliability of survey instruments [28] and allows the
modification of questions and procedures that did not produce expected answers.
Reporting the pilot study results will contribute to researchers considering similar
inquiries.

The cognitive pilot study identified undesirable data produced by the participant
created passphrase instrument. Although a distractor was presented during the recall
task, all subjects repeatedly remembered their created password throughout the task.
The hundred percent participant recall of user created passphrases is attributed to the
design construction of passphrases. Students were instructed to freely select three
random words of their choice. The new instrument will be modified to prescribe rule
sets governing the revised procedure. The addition of rule sets are expected to increase
intrinsic cognitive load and provide variability for recall. Since additive working
memory is anticipated to affect memorability, the predicted results are anticipated to
create variance toward a normal statistic distribution resembling a bell curve.

Furthermore, the results from the participant imposed passphrase instrument yiel-
ded bimodal data. Therefore, fifty percent of the sample successfully recalled the three
random word passphrase. Modifications to the new instrument will include multiple
schemes corresponding to the participant created tasks to probe passphrase recall. The
new rule sets governing the imposed passphrases are expected to provide improved
results guiding statistical analysis.

“Physiological techniques are based on the assumption that changes in cognitive
functioning are reflected by physiological variables” [25, p. 22]. Future research
involving physiological responses to cognitive load is encouraged to determine infer-
ences of working memory on recall [13]. Additionally, study findings validate physi-
ological instruments for cognitive load measurement [26]. To strengthen our projected
outcomes, this study will conduct multiple physiological quantification techniques to
examine cognitive load during recall of imposed and created passphrases. Study
enhancement will include the following physiological responses to cognition: elec-
troencephalography (EEG) changes in neural activity, electrodermal (EDA) changes to
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skin conductance, electrocardiogram (EKG) variability in heart rate, and electromyo-
graphy (EMG) activity produced by the corrugator muscle [3].

These physiological factors are expected to enrich cognitive load measurements [2,
25] and determine implications to the phenomenon of recall abilities for the design of
memorable passphrases. Similar to Szulewski’s [26] results, this study’s outcomes and
patterns are anticipated to uncover correlation between passphrase recall, personality
factors, and memory associations utilizing multiple physiological instruments. Mea-
surements relative to study variables are projected to be explainable within and across
participant groups.

Since physiological research is essential to advance techniques and their potential
to measure cognitive load [25], we will apply modifications to the study design
dynamics and measure recall using valid and reliable physiology, personality and
memory associative instruments for the main study. These enhancements will focus on
examining changes in cognitive discovery, correlation among the instrument outcomes
and understanding of passphrase development and construction of memorable
authentication.

5 Method

This study will be based on the descriptive quantitative approaches [12] designed with
repeated measures. Therefore, participants will be measured once with surveys,
memory associative tests, and physiological measures. Using a sample population,
cognitive discovery will be made between the independent variables and the outcome
dependent variables.

The dependent variables are the recall measurements from the imposed passphrase
and user created passphrase treatments. These outcomes are the actual recall variables
for both passphrase tasks that will be used in the broad scope of authentication
development. The study results are expected to contribute to the behavioral under-
standing of passphrase selection and memorability.

M Associati Physiological Factos
Locus of Control lemory Associations CEG EOA EKG, ENIG

Imposed Passphrase Recall User Created Passphrase Recall

Fig. 4. Independent and dependent constructs

The independent variables measure extent of the locus of control personality test
[22], memory associative test [6], and multiple physiology responses [3]. These con-
structs represent factors for identifying participant behavior. Measurements will be
examined to discover performance magnitude of passphrase memorability.
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Results are expected to establish associations and convergence between variables

rather than causality. Therefore, results are presumed to produce a range of concepts
explaining the study’s measurement of cognitive load on passphrase recall. The
research study is designed using validated personality and cognitive instruments as well
as physiological measurements and can be replicated given its validity.

References

11.

12.

13.

14.

15.

16.

17.

. Al Abdulwahid, A., Clarke, N., Furnell, S., Stengel, 1., Reich, C.: The current use of

authentication technologies: an investigative review. In: 2015 International Conference on
Cloud Computing ICCC), pp. 1-8. IEEE, April 2015

Antonenko, P.D., Niederhauser, D.S.: The influence of leads on cognitive load and learning
in a hypertext environment. Comput. Hum. Behav. 26(2), 140-150 (2010)

Berntson, G. G., Cacioppo, J. T., Tassinary, L.G. (eds.): Handbook of Psychophysiology.
Cambridge University Press (2017)

Blanchard, N.K., Malaingre, C., Selker, T.: Improving security and usability of passphrases
with guided word choice. In: Proceedings of the 34th Annual Computer Security
Applications Conference, pp. 723-732. ACM, December 2018

Bonneau, J.: Guessing human-chosen secrets (No. UCAM-CL-TR-819). University of
Cambridge, Computer Laboratory (2012)

Ekstrom, R.B., Dermen, D., Harman, H.H.: Manual for Kit of Factor-Referenced Cognitive
Tests, vol. 102. Educational Testing Service, Princeton (1976)

. Gao, X., Yang, Y., Liu, C., Mitropoulos, C., Lindqvist, J., Oulasvirta, A.: Forgetting of

passwords: ecological theory and data. In: 27th {USENIX} Security Symposium
({USENIX} Security 18), pp. 221-238 (2018)

Hollender, N., Hofmann, C., Deneke, M., Schmitz, B.: Integrating cognitive load theory and
concepts of human—computer interaction. Comput. Hum. Behav. 26(6), 1278-1288 (2010)
Jones, M.: Closing the Gap Between Memorable and Secure Passwords (2018)

Joudaki, Z., Thorpe, J., Martin, M.V.: Reinforcing system-assigned passphrases through
implicit learning. In: Proceedings of the 2018 ACM SIGSAC Conference on Computer and
Communications Security, pp. 1533-1548. ACM, October 2018

Kirschner, P.A., Ayres, P., Chandler, P.: Contemporary cognitive load theory research: the
good, the bad and the ugly. Comput. Hum. Behav. 27(1), 99-105 (2011)

Labaree, R.V.: Research Guides: Organizing Your Social Sciences Research Paper: Types of
Research Designs (2009)

Lavie, N.: Attention, distraction, and cognitive control under load. Curr. Dir. Psychol. Sci.
19(3), 143-148 (2010)

Loos, L.A., Crosby, M.E.: Cognition and predictors of password selection and usability. In:
Schmorrow, Dylan D., Fidopiastis, Cali M. (eds.) AC 2018. LNCS (LNAI), vol. 10916,
pp- 117-132. Springer, Cham (2018). https://doi.org/10.1007/978-3-319-91467-1_10
Mavilidi, M.F., Zhong, L.: Exploring the development and research focus of cognitive load
theory, as described by its founders: interviewing John Sweller, Fred Paas, and Jeroen van
Merriénboer. Educ. Psychol. Rev. 1-10 (2019)

Naim, M., Katkov, M., Tsodyks, M.: Fundamental Law of Memory Recall. bioRxiv, 510750
(2019)

Nielsen, G., Vedel, M., Jensen, C.D.: Improving usability of passphrase authentication. In:
2014 Twelfth Annual International Conference on Privacy, Security and Trust, pp. 189-198.
IEEE, July 2014


http://dx.doi.org/10.1007/978-3-319-91467-1_10

92

18.

19.

20.

21.

22.

23.

24,

25.

26.

27.

28.

29.

30.

31.

32.

L. A. Loos et al.

Norris, D., Hall, J., Butterfield, S., Page, M.P.: The effect of processing load on loss of
information from short-term memory. Memory 27(2), 192-197 (2019)

Opviatt, S.: Human-centered design meets cognitive load theory: designing interfaces that
help people think. In: Proceedings of the 14th ACM international conference on Multimedia,
pp. 871-880. ACM, October 2006

Paas, F., Renkl, A., Sweller, J.: Cognitive load theory and instructional design: recent
developments. Educ. Psychol. 38(1), 1-4 (2003)

Pilson, C.S.: Tightly-Held and Ephemeral Psychometrics: Password and Passphrase
Authentication Utilizing User-Supplied Constructs of Self. arXiv preprint arXiv:1509.
01662 (2015)

Rotter, J.B.: Generalized expectancies for internal versus external control of reinforcement.
Psychol. Monogr. Gen. Appl. 80(1), 1 (1966)

Shay, R., et al.: Correct horse battery staple: exploring the usability of system-assigned
passphrases. In: Proceedings of the Eighth Symposium on Usable Privacy and Security, p. 7.
ACM, July 2012

Sweller, J.: Cognitive Load Theory. In: Psychology of Learning and Motivation, vol. 55,
pp- 37-76. Academic Press (2011)

Sweller, J., van Merri€nboer, J.J., Paas, F.: Cognitive architecture and instructional design:
20 years later. Educ. Psychol. Rev. 1-32 (2019)

Szulewski, A., Gegenfurtner, A., Howes, D.W., Sivilotti, M.L., van Merriénboer, J.J.:
Measuring physician cognitive load: validity evidence for a physiologic and a psychometric
tool. Adv. Health Sci. Educ. 22(4), 951-968 (2017)

Thabane, L., et al.: A tutorial on pilot studies: the what, why and how. BMC Med. Res.
Methodol. 10(1), 1 (2010)

Van Teijlingen, E.R., Hundley, V.: The importance of pilot studies. Nurs. Stand. 16, 33-36
(2002)

Ward, G., Tan, L.: Control processes in short-term storage: retrieval strategies in immediate
recall depend upon the number of words to be recalled. Mem. Cogn. 47, 1-25 (2019)
Woo, S.S., Mirkovic, J.: Memorablity and security of different passphrase generation
methods. K. 2.5 83] %], 28(1), 29-35 (2018)

Zhang, X., Clark, J.: Matrix Passwords: A Proposed Methodology of Password Authen-
tication (2012)

Zhang, J., Luo, X., Akkaladevi, S., Ziegelmayer, J.: Improving multiple-password recall: an
empirical study. Eur. J. Inf. Syst. 18(2), 165-176 (2009)


http://arxiv.org/abs/1509.01662
http://arxiv.org/abs/1509.01662

q

Check for
updates

Tokens of Interaction: Psychophysiological
Signals, a Potential Source of Evidence
of Digital Incidents

Nancy Mogirel(m), Randall K. Minas®, and Martha E. Crosby'

! Information and Computer Sciences, University of Hawaii at Manoa,
POST 317 1680 East-West Road, Honolulu, HI 96822, USA
nmogire@hawaii. edu
2 Shidler College of Business, University of Hawaii at Manoa,
2404 Maile Way Suite E601f, Honolulu, HI 96822, USA
rminas@hawaii.edu

Abstract. The human factor is a key component of any computing network just
as are other tools and devices within it. At the same time, human emotion is
highly responsive to the environment and this manifests in psychophysiological
changes even when no physical reaction is observable. Therefore, a digital
record of the state of body and mind can to one degree or another reflect the state
of other components in a given network while the person is a part of it.
Meanwhile, as the digital and physical worlds continue to converge cyberse-
curity is increasingly a day-to-day concern. Many crimes are now committed,
mediated or witnessed through a digital device, and many operational artifacts of
computing systems have later proved useful as evidence in digital investigations.
Psychophysiological signals though unharnessed in this regard, could be a rich
resource—in detecting occurrence, timing and duration of adverse incidents—
owing to high human emotional responsiveness to the environment. Further,
psychophysiological signals are hard to manipulate and so they are likely to
provide a truer reflection of events. This is not only promising for investigations
but as a potential feedback channel for monitoring safety and security in digital
spaces, independent of human decision-making. This paper proceeds a disser-
tation study investigating psychophysiological signals for markers of digital
incidents. Understanding and harnessing psychophysiological markers of digital
incidents can enable designing of safer computing spaces through triggering
appropriate controls to adaptively manage threats—such as cyberbullying and
insiders threats.

Keywords: Psychophysiological markers + Cybersecurity *
Digital investigations - Digital evidence - Threat management

1 Introduction and Related Work

In the digital age, many crimes occur within or around a digital device. These crimes
are witnessed by the digital device. Sometimes incidents are caught on camera, but
many times they are only decipherable by studying the artefacts left behind. In the
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digital space, various artefacts have been utilized as forensic evidence. These include
computer system data such as login credentials, network traffic data and software usage
metadata [1].

Meanwhile, human-computer interaction is fast moving from being an interaction
between two disconnected entities into a more merged and symbiotic computational
connection. More smart devices are being created every day to couple tightly with the
human body. While this approach may increase convenience, the impact of adverse
digital incidents is also likely to increase. This calls for improved methodologies geared
towards safer digital spaces.

Broadly, there are two aspects in which safer digital spaces could be created: one
would involve methods of real-time monitoring and adaptive response to threats, and
the other is availability of digital metadata with evidential value. Such metadata can
assist in solving open questions in forensic investigations to support justice and law
enforcement functions.

There are many forms of forensic methodology, each with its own foci and
applicability spectrum but none has proved perfect for exclusive use [2]. Hence, digital
investigations benefit more with every additional form of acceptable evidence that is
available.

In the past psychophysiological data was not typically available outside of clinical
or specialized settings. Perhaps this explains why this form of data has yet to be widely
explored as a form of digital evidence. Today however, many end user tools are
capable of collecting and storing such data within their regular context of usage.
Examples include fitness monitors, smart eyeglasses, smart clothing and even gaming
headsets among numerous other smart body items. Even smartphones and other non-
wearable devices are now able to collect human-generated artifacts such as motion,
pressure and eye gaze data.

In light of that change, it is no longer far-fetched to study applications of human
psychophysiological signals as a potential source of markers of digital incidents.
Finding and harnessing such markers would yield an additional form of digital evi-
dence of incidents, as well as a potential feedback channel revealing threats in the
digital environment and triggering appropriate responses in a timely manner. Such
threats could include cyberbullying and insider attacks.

There has been some work aimed at securing digital spaces. As an example,
Mondal and Bours [3] define a continuous identification model based on hand swiping
movements to continually verify that the authorized user is the one using the touch
screen of a mobile device. They envision adding a forensic component if the model is
used within a closed system that allows it to attempt to identify any intruder.

From a forensic perspective, an example usage of psychophysiological data
involved the application eye gaze tracking to determine if witnesses recognized evi-
dence that was in front of them [11].

2 Problem and Summary of Research Goal

Despite the potential to be a rich source of evidence data in digital investigations,
psychophysiological signals have remained largely unexplored in this regard.
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The human is a key component of a computing network with high emotional
responsiveness to the environment. This responsiveness manifests as psychophysio-
logical changes occurring even when no physical emotional reaction is observable.
Further, psychophysiological signals are hard to manipulate and so they are likely to
provide a true reflection of digital incidents. Therefore, analyzing recorded signals for
structural changes, could reveal information regarding the state of other components in
the computing network during the same time period. Identifying and harnessing this
information resource can yield evidence towards digital investigations, as well as
enable innovations that support a safer and more secure computing environment.

The goal of this research work is to investigate how various psychophysiological
signals are affected by response-evoking properties of stimuli—such as novelty, sal-
ience, aversiveness, and the element of surprise. This involves investigating the timing
of onset of interaction with a digital event, duration of interaction and timing of the end
of such interaction.

3 Theoretical Background

Recording psychophysiological data allows for circumventing conscious decision-
making through probing involuntary feedback channels [12]. Psychophysiological
change is a manifestation of emotional reaction to events [4]. There are various psy-
chophysiological feedback channels of emotional response. Examples include elec-
trodermal activity - measuring skin conductance responses, electromyographic activity
- facial muscle movements, electrocardiogram activity - heart pumping activity and
electroencephalography - brain electrical activity.

3.1 Emotion in HCI

Emotion is a consequence of human appraisal of a situation and is a reflection of the
resulting affect [4]. There can be various response eliciting properties in a stimuli.
These include novelty, significance, salience, surprise, intensity, arousal [60].

Emotion-based studies have been done under various analysis approaches. One
major dichotomy is between the Discrete vs Dimensional approaches. Discrete
emotion [5] theories analyze emotion through its manifestation in physical expressions
and functions drawn from a discrete and limited set e.g. interpretation of facial or hand
expressions by function. Dimensional theories [6] on the other hand do not evaluate
emotions as discrete and limited but rather as a large range of emotional states within a
defined dimensional space (e.g. a one dimensional model defining motivation towards
action such as approach-avoidance model).

For this study, we apply the dimensional evaluation model and are concerned with
intensity of responses triggered by those emotions rather than categorization of the
specific type of arousal or valence. This would be ideal for analyzing signal when the
source person is not available to be observed or questioned—as would be common in
an investigation context.

In turn, there are various dimensional approaches in studies involving psy-
chophysiological response. These include models such as Valence-Arousal [6],
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Approach-Avoidance [7], and Threat-Challenge [8]. For this work, we apply the
Valence-Arousal model. In the Valence - Arousal model, emotion is considered in
terms of its location within the valence-arousal dimensions quadrant i.e. high arousal
positive, high arousal negative, low arousal positive or low arousal negative e.g. anger
may be evaluated as highly negative and highly aroused. Valence-Arousal can be
calibrated using pictures from the International Affective Picture System (IAPS) which
are standardized and pre-rated for valence-arousal [9]. These dimensions have been
found to show considerable consistency across cultures [10].

3.2 Psychophysiological Feedback Channels: Basis of Markers
of Response to Stimuli

Electromyography in Corrugator Supercilii

Overview of Mechanism

Electromyography (EMG) measures activity of muscles. Muscles are the bodily tissue
that generates and transmits force [13]. The electromyogram (EMG) is an electrical
signal generated following muscle contraction. This signal reflects the electrical and not
the mechanical, events of the contraction [14]. Cardiac and skeletal muscle groups are
striated i.e. they are composed of bundles of thin fibers known as fibrils [15]. Each
striated muscle is innervated by a motor nerve through which neural signals are
delivered. There neural signals—muscle action potentials (MAPS)—are responsible for
all actions of striated muscles [16].

EMG voltage changes as a result of multiple muscle action potentials (MAPSs)
across many muscle fibres within several motor units rather than a direct measure of
muscle tension, contraction or movement. Hence, the signal measured using surface
electrodes is attributed to muscle activity in a given muscle region or site rather
contraction of a specific muscle [13]. Specific location of muscle contraction is difficult
to determine due to the close proximity in the arrangements of striated muscles and the
non-specificity of surface electrodes [13, 17]. EMG is measured using surface elec-
trodes due to their non-invasive nature and because psychophysiological research
questions are concerned with muscle sets rather than motor units within muscles.
Surface EMG measurement detects ongoing muscular contraction in situations where
simple observation by eye is too imprecise [13].

EMG Markers of Response to Stimuli

Subtle psychological processes often cause EMG activation without any accompanying
visually perceptible actions or visceral changes [18, 19]. For example, while muscle
activation will accompany facial expressions, muscle activation can also occur without
the occurrence of any overt facial distortions, such as when activation is weak or
fleeting or suppressed [20].

Negative sensory stimuli and mild negative imagery cause increased activation over
the brow region also known as corrugator supercilii. This upper face site is the muscle
region that draws brows inward and downward, sometimes forming vertical wrinkles
[13]. Activity over the brow region (corrugator supercilii) varies inversely as a function
of affective valence of stimulus i.e. negative affect such as disgust leads to increased
activation over the brow region [13]. Several studies have shown increased EMG
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activity in the corrugator supercilii region when negative imagery or sensory stimuli is
experienced [21]. As an example, when participants with depression were asked to
imagine unpleasant experiences they displayed increased EMG activity in the corru-
gator supercilii region [24]. Non-depressed participants showed similar patterns
although at a lower scale. Other negative emotions that have been found to increase
EMG activity at the brow region include anger, fear, sadness, surprise [22], and disgust
[23]. These studies suggest that the corrugator supercilii may be a suitable EMG
feedback site when testing for high valence and negative affect.

Decrease in activity of the corrugator stimuli has been observed following positive
stimuli such as presenting participants with pictures of smiling faces [26]. Some studies
indicate that corrugator EMG may even suffer from interference when some non-
negative emotion is faked.

In a deception study—using EMG and facial action coding—of individuals who
pleaded for return of their missing relatives in televised recordings, deceptive partici-
pants showed reduced contraction of the corrugator supercilii compared to honest
participants [25]. Faces of these individuals also showed masked smiles while they
tried to put on sad looks. Half the individuals in the study had been eventually con-
victed of murdering the persons prior to pleading with them to return home. This may
be an indication that general EMG activity can be interfered with by feigning an
emotion. or simply that EMG is not a good indicator for deception. However, there is
not much literature studying deception with EMG.

The baseline is used to determine the onset of stimuli-induced affect in EMG
measurements. The true physiological baseline of EMG is zero [13]. In this ideal case,
the lowest empirical baseline would be the level of noise in the recording equipment.
However, muscles are unlikely to be completely at rest, especially in a laboratory
setting, as the participant is never completely relaxed. Therefore, the baseline is con-
sidered to be the EMG activity that exists in the absence of experimental stimuli [13].
Once the baseline has been determined, changes in signal frequency can be interpreted
to be signalling the ongoing response to stimuli.

Signal amplitude is commonly used as the dependent variable in psychophysio-
logical experimentation [13]. Counting or averaging the EMG peaks in amplitude or
tallying directional changes or signal crossings can be used to gauge EMG activity
provided a high sampling rate is used [27]. However, some researchers consider Inte-
grated EMG signal—the total energy of an EMG at a given time—to be a more mean-
ingful way of measuring of overall muscle contraction than by counting or averaging
amplitude peaks [28-30]. There are various techniques used in deriving the integrated
EMG e.g. computing the arithmetic mean of a rectified and smoothed EMG [13].

Electrocardiography (ECG)

Overview of Mechanism

ECG is a measure of heart rate variability assessed using various metrics in the time or
frequency domains. The time and frequency domain methods are complementary ways
of characterizing the same sets of variances [31]. Time domain methods include
measures of variance of heart periods and of their distributions as well as geometric
methods based on heart period distributions [32]. Measures include standard deviation
of the normal beat-to-beat intervals. Frequency domain methods decompose the heart
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period variance into frequency bands [32, 33]. One example method that can be used to
approximate any periodic time-varying waveform is the fast fourier transform, by
which the summation of a finite set of pure sinusoids of differing amplitudes can be
computed [31-33].

High frequency heart rate variability is associated with variations in parasympa-
thetic control in respiration [34, 35]. This variability is widely used as an index of vagal
heart control [34-38]. The basal heart rate variation (Respiratory Sinus Arrhythmia -
RSA) can be influenced by factors such as age, activity and posture. Hence RSA
variability across subjects may not offer valid comparison in vagal control without
controlling for those factors. The within-subject variability may be more valid as a
vagal control measure provided properties such as posture and activity are taken into
account [31]. Low frequency variability is associated with both autonomic branches
and hence not regarded as a pure index of either [31], even though low frequency
variability can be useful in measuring baroreflex action and cognitive workload [39,
40]. This low frequency bands have also been applied in indexing of autonomic bal-
ance which is evaluated along the sympathetic-parasympathetic spectrum [31, 41].

Cardiovascular measures have been used in study of arousal, stress, emotion and
cognitive processes [31]. For example, high frequency heart rate variability has been
found to indicate attentional capacity and performance [45]. Heart rate variability has
also been found to decrease with increased workload [31, 40, 42]. Heart rate changes
have also been found to distinguish between tasks involving external stimuli such as
listening to noise, and internal stimuli such as attention to information processing [46].
RSA/RSA reactivity can account for a third of the variability in a between-subjects
psychomotor vigilance task [31, 50]. Pre-task RSA has been found to predict perfor-
mance in cognitive tasks requiring short-term memory [31, 51]. Baroreflex measures—
reflecting the blood pressure control activity of baroreceptors arising in the arteries—
have also been found to be highly responsive to psychological events such as mental
effort and stress [42—44]. Stress has been found to reduce baroreflex gain.

ECG Markers of Response to Stimuli

Heart rate variability is highly responsive to increased arousal, workload and mental
effort. Reduction in HRYV is associated with increased arousal [31], increased workload
[40, 42], and increased mental effort [45]. High frequency heart rate variability can
predict the level of attentional capacity and performance in a person [45].

The “heart rate” refers to the number of heart beats per minute (bpm). Activity of
the heart occurs in cardiac cycles with each consisting of the events between one
heartbeat and another. In each cardiac cycle, there is a period when the heart does not
pump blood, and one when the heart pumps; These are referred to as the diastole and
systole respectively. The diastole and systole represent the blood pumping activity of
the heart. This pumping action helps maintains the flow of oxygenated blood into the
lungs and the rest of the body [31].

Blood flow is regulated by intrinsic mechanisms arising locally within cardiac
tissue as well as extrinsic ones arising from hormonal or autonomic effects. blood flow
can be altered by local mechanisms which adjust tissue structure to meet the need (e.g.
when a cancerous tumor occurs, blood vessels will increase to meet the increasing need
for additional blood flow). Interactions with extrinsic mechanisms such as the actions
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of autonomic neurons are also able to cause activations that affect aspects of cardiac
function [52-56]. These activations can alter the interval between one heartbeat and the
next and hence change the heart rate. The parasympathetic stimulation is more pre-
dominant than sympathetic stimulation in control of heart rate [34]. Heart rate has a
generally linear relationship with parasympathetic activity while it has some non-linear
relationship with sympathetic activity [31].

The QT interval of the ECG represents the time from ventricular excitation until the
return to resting state ranging between 200-500 ms. The intervals are shorter with
higher heart rates. The QRS peak which lies between the Q and T points corresponds in
particular to the timing of the invasion of the myocardium which is the peak response
to the electrical activation. This segment lasts about 100 ms unless there is a block in
the branches within the conduction system resulting in a prolonged interval [31]. Hence
a change in measured ECG signal, would be observed within 500 ms from the onset of
the stimulus that caused it.

Heart period is the time in msec between adjacent heart beats, measured between
successive R spikes in the ECG and it is a value reciprocal to heart rate. The two values
can therefore be converted into each other and neither is dominant as the primary
metric for cardiac measurement. In spite of that, heart period has been recommended
for circumstances where a strictly linear relationship with autonomic inputs is desired
[31]. A change in activation in either autonomic branch will lead to about the same
change in heart period regardless of the baseline [57, 58]. Due to this mostly linear
relationship, the use of heart period has been recommended as opposed to heart rate as
a metric when changes in heart period are anticipated from autonomic responses as in
psychophysiology experimentation [31, 57].

Heart rate has a non-linear relationship with autonomic events and its measurement
may often suffer the effects of accentuated antagonism between the two autonomics
branches [31, 59]. Heart period appears to be less disturbed by these interactions and
hence is also recommended for studies where cardiac function may vary widely such as
under varied experimental manipulations [31, 57].

Heart period is often converted to and represented as heart rate, although it is
sometimes used on its own [31]. Change in heart period reflects the autonomic effect of
response to a stimulus. This indicates that the disturbance in heart period would
continue to persist while the stimulus continues to elicit responses that may correspond
to the duration of the stimulus.

Electrodermal Activity (EDA)

Overview of Mechanism

EDA measurement reflects the level of electrical resistance generated by the skin.
Resistance has been long known to decrease in response to sensory stimuli [61]. This
means that the skin becomes a better electrical conductor in the moment after receiving
stimuli. EDA can be measured endosomatically or exosomatically—internal or external
measurement respectively [60]. In this section we reference exosomatic EDA mea-
surement which is more suitable for this work. Using this method, the change in
resistance is observed by passing a small current onto surface electrodes on the skin
during the presentation of the stimuli [60].
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The mechanism underlying the changes in skin surface resistance is the eccrine
sweat glands whose primary function is thermoregulation of the body by evaporative
cooling [60]. However, eccrine glands have been found to be responsive to physio-
logically significant stimuli. The eccrine glands on plantar and palmar surfaces in
particular, have been thought to be more responsive to physiological stimuli that to
heat, possibly due to the high gland density in those regions [60, 62, 63].

Innervation in the sweat glands arises predominantly from fibers in the sympathetic
chain [63]. As such, specific conductance response (SCR) has been found to correlate
highly with activation in the sympathetic nervous system [64]. The amygdala in particular
has been found to show high levels of activation when stimuli elicited SCR [65, 66].

As sweat level increases in a given sweat duct—columnar components of the gland
that open onto the surface of the skin and act as variable resistors—resistance in the
sweat duct decreases. Hence, the change in sweat levels and the resulting changes in
resistance lead to the changes in the measured EDA. The measure commonly used for
controlled experiments is the amplitude of skin conductance response (SCR) which is
the amount of increase in conductance from the onset of the response to the peak [60].
This measure is a part of the skin conductance level (SCL) which is the overall tonic
level of conductivity of the skin. In some cases, SCL is a more suitable measure than
SCR. An example is SCL usage in studies of continuous situations without specific
stimuli for which a SCR can be measured [60].

When experimental stimuli is repeated, an average SCR size can be computed—
either magnitude or amplitude—to represent the average response value across trials.
A magnitude average includes trials that returned no responses, while an amplitude
average includes only non-zero trials. The former measure is commonly used but both
have applications where they are suitable [60, 67].

EDA has been found to respond to many types of tasks and it is argued that SCRs
on their own are hard to link to a specific psychological response to stimuli such as
anxiety or anger [68]. However, knowledge of the stimulus conditions coupled with
carefully controlled experimental paradigms enables such inferences to be done.
Another way that SCR to stimuli property relationships have emerged is through
consistencies occurring between concurrently observed brain and skin activations [60].

There are a number of other disadvantages with EDA. First, EDA measures often
suffer interference in the way of superimposed responses [67, 69] (i.e. the size of a
response is a function of time since the previous response and size of that response if
superimposed). Hence, EDA studies typically require long interstimulus intervals of at
least 20-60 s. Another problem is inter-individual variance due to extraneous differ-
ences between individuals [60]. Range correction was initially proposed as a solution,
where each individuals range is computed separately and their response quantified
within that range [70]. This method is however unsuitable for some situations e.g.
comparing individuals in different ranges [71]. A different solution to this problem is
the use of within-subject standardized scores to adjust for individual differences.

Another problem with SCR-based studies are that SCRs can be impacted by
habituation as the stimulus becomes more familiar. This causes decline and gradual
disappearance of the SCRs. Various measures of habituation can be computed
including trials-to-habituation count, decline of SCR across trials as assessed in
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interaction effect in analysis of variance, or regression of SCR magnitude on the log of
trial number [60, 72, 73].

Due to the limitations of EDA, it is recommended to use it as one of multiple
measures in experiments. That approach enables the researcher to tap into EDA’s general
utility as an indicator of arousal and attention, while also being able to get specific about
psychophysiological state via a better differentiator, such as heart rate [60].

EDA Markers of Response to Stimuli

Increased SCRs have been observed when parts of the brain are involved in effortful
activity [60]. As an example, SCR has been found to increase at the decision-making
stage prior to risky or bad decisions in gambling tasks [74]. Thermal pain stimuli also
showed increase in SCR [75] matching with increased responses in the neural regions
that respond to pain including the thalamus and ACC. During rest, SCRs increased in
line with brain activation in the ACC—anterior cingulate cortex which is associated
with consciousness [76].

Other examples of SCR eliciting properties of stimuli include: novelty, unexpect-
edness, aversiveness, salience and emotional significance [60]. For instance, a discrete
stimuli that elicits a response to the significance (salience) property in stimuli is the
guilty knowledge test also referred to as Concealed information Test [77].

SCRs that are elicited by any non-aversive stimuli are initially considered to be an
orienting response (OR) [72]. A minimum amplitude threshold is used to determine
when SCRs can be linked to the properties of the specific stimuli. This minimum is
commonly set between 0.01 and 0.05 uS [60]. Further, a minimum latency window is
also set to prevent counting of spontaneous responses—non-specific skin conductance
responses (NS-SCRs) e.g. as might result from bodily movements—as responses to
experimental stimuli. Typically, SCRs beginning inside 1-3 or 1-4 s windows from the
stimuli onset are considered as elicited by that stimuli [60].

Elicited response is determined against the baseline—set between 0.01 and 0.05.
The size of elicited SCR often ranges between 0.1 and 1.0 microvolts with variations
arising from environment [60], methodology and individual differences [78].

Where stimuli presentation is not discrete such as video games or in situations
continuing over long periods, SCL and frequency of NS-SCR measures are preferred
over SCR because the tonically varying levels of arousal. Both measures will show
change between resting level to anticipation level and then to action level for almost
any task [60].

In continuous tasks, SCL has been found to increase in response to both external
stimuli such as loud sound, and internal stimuli such as information processing tasks
[46]. SCL and frequency of NS-SCR have been found to be responsive to various
continuous psychological stimuli situations including: anticipation and performance of
any task [46], task switching and video gaming [60]. This observation indicates that
tonic EDA is applicable for indexing processes related to energy regulation and it has
been interpreted that the EDA responses are caused by effort of allocating information
resources [60] which increases autonomic activation.

These measures also show an increase during non-task related continuous stimuli
such as fear, anger and suppression of facial emotion display during viewing of a
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movie. Social stimulation through emotions such as stress and anxiety also caused an
increased SCL and frequency of NS-SCR [60].

Electroencephalography (EEG)

Overview of Mechanism
Nunez and Katznelson [89] discuss that EEG signals occur and are recordable without
the need for any deliberate stimuli application. However, changes in EEG signal,
occurring due to response to a specific stimuli are referred to as evoked potentials.
Brain responses to stimuli are quantified by measurement of EEG amplitude or
energy changes [90]. EEG signals can respond to various types of stimuli including
visual stimuli, somatosensory stimuli and motor imagery [91]. Examples of media used
to present visual stimulation include the Snodgrass & Vanderwart picture set [90] which
has been found to induce highly synchronized neural activity in the gamma band [92].
Lists of acronyms have also been used as stimuli for Visual Evoked Potentials [91].
EEG has been utilized for brain-computer interfaces (BCI) in medical and non-
medical settings. Several applications have been derived including: automated diag-
nosis of epileptic EEG using entropies [93]; automated drowsiness detection using
wavelet packet analysis [94]; EEG-based mild depression detection using feature
selection methods and classifiers [95]; neuro-signal based lie detection [96]; authen-
tication [90] and continuous authentication.

EEG/ERP Markers of Response to Stimuli

ERPs represent EEG signals resulting from exposure and response to a particular
stimuli. They run from 0 to several hundred milliseconds [79]. These waveforms are
characterized by sets of positive and negative peaks labelled P and N respectively.
These labels indicate the direction of polarity following a stimuli exposure and usually
have a number specifying the ordinal position or the latency of the peak [79].

ERP Peaks are different from ERP components which are the changes that reflects a
specific neural or psychological process [80]. ERP components arise from electrical
activations in the brain and are then conducted through the skull and onto the scalp
where they are measured using scalp electrodes [81]. The peaks in an ERP waveform
do not directly translate to an underlying ERP component, although early peaks reflect
sensory responses while later peaks represent motor and cognitive responses. To obtain
ERP components, various statistical procedures can be used. Two major methods used
to isolate ERP components are principal component analysis (PCA) and independent
component analysis (ICA). PCA finds the components that individually account for the
largest variation in activation while ICA finds those components that are maximally
independent [79].

Various ERP components can be obtained from EEG depending on the nature of
stimuli. These include the P3 component, Mismatch Negativity (MMN), N2 posterior-
contralateral (N2pc) component and several others. P3 amplitude depends on the
probability of occurrence of the target stimulus—as defined by the task—amongst the
more frequently occurring non-target stimuli [82]. The P3 component can be found by
subtracting the amplitude of the rare stimuli from the frequent one. The onset time of
the resulting difference wave corresponds to the reaction time needed to perceive and
categorize a stimulus [80].
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When participants ignore the stimuli, no P3 wave is elicited by the unexpected [80].
However, surprising sounds typically elicit a negative potential, from 150-250 ms,
even while the stimuli is ignored. This negative potential trend is known as mismatch
negativity (MMN) [79, 83]. MMN is known as pre attentive or automatic potential due
its arising in task-unrelated stimuli [79]. This potential can be calculated as a difference
wave in a similar manner as the P3 component. This potential has been applied for
assessing processing in locked-in individuals, such as preverbal infants [84].

N2 posterior-contralateral (N2pc) component occurs during a participant’s focused
attention to a target while multiple stimuli are presented laterally on each trial. It
appears at the posterior electrode 200-300 ms after onset of each stimuli array [85].
Deflection at the left hemisphere electrode reflects when the target is located in the right
hemisphere and vice versa. [79]. N2pc can be used to infer that an object has elicited a
shift in attention [86]. The timing of N2pc can help to compare how fast attention shifts
for different types of targets [87] and among different participants or groups [88].

4 Research Study Design

4.1 Task Description

Participants will play an on-screen game during a session in which their psy-
chophysiological activity will be recorded. Various sensors will used to measure sig-
nals of this activity. The specific measurements will include electrodermal activity — to
record the skin conductance responses, electromyographic activity to record the facial
muscle movements, electrocardiogram activity to record the heart pumping activity and
electroencephalography to record the brain electrical activity.

The stimuli of interest will consist of unexpected interruptions that we introduce
into the participant’s session. These interruptions are selected for their computer
security implications—participants will be debriefed with full information after the
task. We will be using plain non-security events as a control.

The purpose of this study is to assess if the signals collected by the sensors during
the session contain any information that can be useful as markers of the events that
occured. If these events repeatedly create significant structural changes in physiological
signal, then such signal could be examined for specifics such as onset, duration and
cessation of the event.

This would then open the way to studying how best to harness such markers
towards various applications e.g. as a viable source of digital forensic evidence.

4.2 Selection of Psychophysiological Measures

In selecting physiological measures to base the study on, considerations included ease
of obtaining a signal reading, non-intrusiveness, cost, and the reliability of signal to
reflect the changes in psychophysiological state. In addition, the significance of psy-
chophysiological states have been found to draw from activity across different feedback
channels rather than to reflect a discrete response domain [31, 47-49].
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For this work, ECG, EDA, EMG, EEG were selected. All can be measured with
relative ease and measurements are digitized automatically. A combination rather than
a single one of these methods is often better at closely tracking both sympathetic
nervous system (SNS) and parasympathetic nervous system (PNS) responses.

4.3 Selection of Stimuli

In order to correlate physiological measures to specific emotional states, it is necessary
to select stimuli that create conditions for the participant to be able to reach the
necessary emotional state during the task e.g. to unambiguously elicit disgust or
amusement or anger. At the same time, the stimuli should not cause or allow for
conditions that may hinder response e.g. by eliciting shame when the study is not
concerned with shame or by allowing unusual levels of boredom.

For this study, participant sessions will be interrupted by various unwanted events,
which will constitute the stimuli of interest. It is intended that response to negative
interruptions will mimic the affect caused by events typical as part of cyber incidents.

Between the interruptions, participants will play an on-screen game. Therefore they
will perform a cognitive task as a distractor and in between stimuli. The purpose of the
cognitive task is to ensure that the participant is mentally engaged with the digital
device environment. They study task will require them to interact with the event, and
that will enable us to link physiological responses occurring at the same time to these
events.

However, we are also interested in recording the timing of their response in order to
determine where to find the corresponding markers if any within the recorded signal.
Timing will also help us infer when and how psychophysiological signal reflects
response to the stimuli by comparing the onset of the physiological response markers,
mouse or keyboard response markers and onset of exposure to stimuli.

Therefore, it is important to reduce the amount of extraneous delay between the
onset of the participant’s mouse or keyboard response and the other two pieces of onset
timing information. Engaging the participant in a moderate cognitive task within the
stimuli environment ensures that they are alert and ready to begin interacting with the
stimuli as soon as is natural for them.

The gaming task in particular is an ideal cognitive task because no memorization is
needed. Each gaming component is resolved while it is visible, and nothing is lost
during the interruptions. Hence as soon as the stimuli exposure begins, the participant’s
cognitive resources are released to the stimuli.

4.4 Validating Responses

Even when the stimuli are valid for the task, the responses and their intensities will
differ by participant. In addition, different responses may be combined. Verification and
calibration methods can include coding of facial behavior by automated systems or
cultural informers as well as self-reporting by the participants.

In this study, the task requires a mouse or keyboard response to stimuli, allowing us
to estimate the timing when responses began. This is coupled with a repeated measure
strategy to allow for comparison of signal patterns. Each stimuli will be presented
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multiple times during the course of the study. Further, we do not classify the responses
in discrete emotion terms—e.g. anger, frustration, surprise—but rather as a measure of
intensity of valence or arousal affect.

For comparison, there will be stimuli that will tend towards neutral in nature e.g. a
call to rate the game or sign up to a newsletter about the game and there will be
interruptions of a security nature with implications unknown to the participant during
the task—they will be debriefed with full information at the end of the session. The
study will assess the signals collected at the sensors during the session, for any
structural information corresponding to the interrupting events that occurred during the
session. If there is such information, and responses to neutral events present structural
information that differs from that of responses to non-neutral events, then the latter can
be regarded as psychophysiological markers of those types of events.

These markers can then be utilized to examine for specifics of when and how long
such events occured.

5 Summary and Conclusion

The human factor is a key component of the computing network, and human emotion is
highly responsive to its environment. Hence, psychophysiological signal activity can
hold a lot of information about an individual’s experiences while using a computing
device. This form of metadata while largely unexplored for this purpose, is particularly
promising as it is preconsciously controlled. This makes it less susceptible to human
decision-making errors and deliberate tampering than other forms of computing
metadata.

With cybersecurity becoming a concern in many contexts, psychophysiological
markers of digital incidents can be useful as forensic evidence. Such markers could also
be used in designing of tools that help create safe digital spaces, by triggering
appropriate controls to protect individuals. Further these markers could be used to
manage insider threats also by triggering appropriate controls to secure digital
resources that are in use by a potentially rogue insider.

This work describes the theoretical background and the study aimed to examine the
relationship between digital events with high valence or affect properties, and the
structural properties of recorded psychophysiological signals occurroccurringing
simultaneously.

We seek to determine if the signals recorded during these events contain any
information that can be useful as markers of the events that occured. If these events
repeatedly create significant structural changes in psychophysiological signal, then
such signal could be further examined for specifics such as onset, duration and ces-
sation of the event. This would in turn lead to studying how best to harness such
markers towards various applications (e.g. as a viable source of digital forensic
evidence).
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Abstract. Complex problems often require coordinated actions from
stakeholders. Agreeing on a course of action can be challenging as stake-
holders have different views or ‘mental models’ of how a problem is
shaped by many interacting causes. Participatory modeling allows to
externalize mental models in forms such as causal maps. Participants
can be guided by a trained facilitator (with limitations of costs and avail-
ability) or use a free software (with limited guidance). Neither solution
easily copes with large causal maps, for instance by preventing redundant
concepts. In this paper, we leveraged voice-activated virtual assistants
to create causal models at any time, without costs, and by avoiding
redundant concepts. Our three case studies demonstrated that our arti-
ficial facilitator could create causal maps similar to previous studies.
However, it is limited by current technologies to identify concepts when
the user speaks (i.e. entities), and its design had to follow pre-specified
rules in the absence of sufficient data to generate rules by discriminative
machine-learned methods.

Keywords: Amazon Alexa - Causal maps - Mental models -
Participatory modeling - Virtual assistant

1 Introduction

Problems as diverse as ecological management or obesity are often called com-
plex, or ‘wicked’. While the complexity sciences provide many definitions and
tools to measure complexity', complex problems often share at least two traits
which are central to this paper. First, they are multifactorial. The traditional
reductionist approach trying to fix the ‘root’ cause does not lend itself well to
a complex problem [1], and may even cause harm through unintended conse-
quences [2]. Rather, the emphasis is often on mapping [3] and navigating [4] the
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complex system of interactions between factors that contribute to, and/or are
impacted by, a problem of interest. Second, dissemination and implementation
research emphasizes that solutions to complex problems often require coordinated
actions between stakeholders from multiple sectors (i.e., a multiactor view [5]).
For instance, actions regarding population obesity involve sectors as varied as
food production, the built environment (e.g., to promote walkable cities and
access to fresh food), mental and physical well-being [6]. Coordinated actions
should produce a coherent policy, which implies that stakeholders work together
at least by sharing a mission [7].

It can be challenging to assess whether stakeholders share a mission when
operating in a complex system of interactions. They may have different views
or ‘mental models’ on how the factors interact, which may lead to very different
takes on interventions. In the case of ecological management, one stakeholder
may ignore the pressure of fishing and instead focus on the environment (e.g.,
enough nutrition for the fish, not too many predatory birds) while another may
acknowledge that fishing reduces the fish population but downplay its impor-
tance [8]. Stakeholders may also have the same views but express them differ-
ently, for example by naming factors in different ways depending on their fields,
which can create a communication gap [9,10]. Consequently, complex problems
involving multiple stakeholders often involve participatory modeling, which allows
to externalize [11] and hence compare [8] the mental models of stakeholders.
There are various approaches to participatory modeling, depending on whether
the objective is to be able to simulate a system [12,13] (e.g., to quantitatively
assess how much effect an intervention would have) or only capture its struc-
ture [14] (e.g., to qualitatively assess what an intervention would affect). In the
example of obesity, qualitative approaches may be realized by systems dynamics
or agent-based modelling [15] while qualitative approaches may generate ‘sys-
tems maps’ or ‘diagrams’ [16]. The creation of systems maps is particularly
important either as an endpoint (for qualitative analysis of stakeholders’ men-
tal models), or as a step toward the creation of quantitative models [14] (e.g.,
starting with a Causal Loop Diagram to produce a Systems Dynamics model).
Causal maps are a widely used form of systems maps, in which concepts are
represented as nodes and their causal connections are captured through directed
edges (Fig.1).

Hunger |<—| Medications

Weight stigma ” Body shape dissatisfaction |

Loneliness

+ +

Stress

Fig. 1. Sample causal map where “over-eating” is the problem of interest [17].
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Participants interested in developing causal models have often done it with
the support of a trained facilitator, who elicits concepts and causal relations [18—
22]. Alternatively, tech-savvy participants may receive training and indepen-
dently develop causal models using software such as cMap (common in education
research), MentalModeler (most used in socio-ecological systems), or Vensim
(typical in health and systems engineering). However, both approaches have
limitations. A trained facilitator can provide ample guidance, but may be costly
or unavailable. A software may be free and available anytime, but it does not
guide the participant through the process of building a causal map. In addition,
both approaches rely on a visual inspection of the map as it is built, which does
not easily scale as participants start to have many concepts and/or interrelation-
ships. For example, a participant may add a concept that is actually a synonym
of a concept already present. To notice this redundant concept, the facilitator
and/or participant would need to manually look at all other concepts, which
becomes prohibitive as the number of concepts increases.

There is thus a need for an approach to causal model building that can
be available at any time, without costs, and scales easily. In this paper, we
address this need by leveraging voice-activated virtual assistants (Amazon Alexa)
to design and implement a virtual facilitator. Our solution guides participants
in developing a model through a conversation (like a human facilitator), but is
available at anytime without cost (as a software) and continuously examines the
map to avoid typical issues such as synonymy of concepts.

The remainder of this paper is organized as follows. In Sect.2, we provide
background information on the process to create a causal map, and we briefly
discuss recent uses of conversational agents built on Amazon Alexa, Microsoft’s
Cortana, and Apple Siri. In Sect. 3, we present the process that our artificial
facilitator follows, and we cover its implementation in Sect. 4. Several examples
are offered in Sect. 5, where a participant interacts with our technology to develop
a model. Videos of the interaction are provided as supplementary online material.
Finally, Sect. 5 contextualizes the implications of this work for the development
of causal models and participatory modeling in general.

2 Background

2.1 Why Do We Create Causal Maps?

A causal map is a conceptual model. In Modeling and Simulation (M&S), con-
ceptual models are the first stage of model development before quantifying
nodes and relationships (mathematical model [23]) and possibly implementing
the model as code (computational model). Conceptual models serve multiple
objectives such as identifying key elements and aspects (thus delineating the
boundaries of a system) or externalizing hypotheses through a transparent list
of expected relations [14]. These objectives may be sufficient to warrant the
development of a conceptual model as a final product. In this case, the concep-
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tual map is often analyzed using network theory?. A common type of analysis
is the identification of clusters or communities to divide a complex system into
broad themes, as exemplified by the Foresight Obesity Map [25,26], maps for
the Provincial Health Services Authority [27], or the recent work of Allender,
McGlashan and colleagues [28,29]. Other analyses may include the centrality, to
identify leverage points in a system [30,31]; an inventory of loops, to better char-
acterize and possibly change the dynamics of the system [32-34]; an exploration
of disjoint paths between factors, to capture how a policy impacts an outcome
in multiple ways [4,33]; or a comparison of maps, to understand how different
are the mental models of participants [10,35].

Map-liked artifacts may be constructed solely from data, for instance as
Structured Equation Models (SEM) or Fuzzy Cognitive Maps (FCMs) [36].
Alternatively, traces produced by an analyst in exploring the data can be struc-
tured in a map [37,38], or the literature on a topic can be synthesized into a
map [39]. It would be overly reductive to categorize such data-driven maps as
‘objective’ compared to participant-driven maps being deemed ‘subjective’. Data
can also have “biases, ambiguities, and inaccuracies” [40] and the inference pro-
cess to build a map may not be perfect. Our focus is on participatory modeling
(PM), in which participants drive the development of causal maps. Participatory
modeling serves a different (and sometimes complementary) purpose than data-
driven modeling. As detailed elsewhere [17], data-driven modeling may strive for
accuracy with respect to the data whereas PM aims to be transparent and repre-
sentative of the participants’ mental models. PM can thus be employed in ‘soft’
situations that lack data and rely on human expertise [41], to support decision-
making processes [42], or to understand what actions would be acceptable to
various stakeholders [43].

The elicitation process consists of externalizing the mental model of a par-
ticipant or group into a map. The elicitation process is first and foremost a
facilitation process: we want to support participants in expressing their per-
spectives, rather than judge whether what they think is ‘right’ given our own
ideas. Research in cognitive sciences has long been concerned with how humans
store mental models, or their “conceptualization of the world” [44]. This storage
takes place in semantic memory, which provides functional relationships between
objects. As we previously summarized, “if mental models are published and
shared in the form of maps, it owes to the fact that we seek to capture seman-
tic memory whose structure is network-based” [8]. On one extreme, freeform
approaches such as Rich Pictures pose no constraints on the creation of maps [45],
which simplifies the process for participants but limits the analytical possibili-
ties. At the other extremes, concept maps and mind maps have a very structured
process that lists concepts (e.g., via brainstorming), group them, link them, and

2 A conceptual model is an aggregate model in which factors or concepts are connected.
This is different from a ‘social network’, which is an individual model in which nodes
represent individuals rather than factors. Although the methods are often similar
(e.g., centrality, community detection), the application of network science to social
networks is often presented as ‘social network analysis’ [24].
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label the links. However, this process precludes the presence of some structures
(e.g., mind maps are trees so they cannot contain cycles) which are important
to characterize the dynamics of a system. Causal maps occupy an intermedi-
ate position: the development process is more guided than rich pictures, less
restricted than concept maps and mind maps, and any network structure can be
produced by participants®.

2.2 How Do We Create Good Causal Maps?

The process to produce a map as shown in Fig. 1 is relatively simple: participants
create concept nodes, and link them by indicating the causal relationship to be
an increase (‘4’) or a decrease (‘—’) [48,49]. However, at least three issues may
arise if the facilitator does not provide further guidance*. First, participants
need to choose node labels that have an unambiguous quantification: having
‘more’ or ‘less’ of this concept should be a straightforward notion. For instance,
labeling a concept as ‘weather’ does not work, since having more or less weather
is undefined. However, having more or less rain would be defined. A facilitator
thus regularly ensures that labels are quantifiable, or prompts for clarifications
that would change the label. Second, users may forget about concepts that they
already have, and add one with a similar name. Facilitators thus continuously
monitor the maps to either avoid creating a redundant concept, or merge them
once they are discovered. Given the tremendous potential for (subtle) variations
in language, discovering equivalent concepts is a difficult problem, particularly
as the number of concepts increases [9,10]. Third, case studies have shown that
cognitive limitations make it difficult for participants to think of structures such
as loops and disjoint paths [50,51]. In particular, Ross observed how peculiar it
was that “those who set policy think only acyclically, especially since the cyclical
nature of causal chains in the real world has been amply demonstrated” [52].
Without paying particular attention to loops, participants may produce star dia-
grams with the one central problem at the core, and every other factor directly
connecting to it. Facilitators may thus prompt participants extensively for rela-
tionships, to minimize the risk of missing loops or additional paths [27,33].

3 There are at least two limitations to this representation. First, networks or graphs
only represent binary relationships. However, participants may think of non-binary
relationships, for instance when three concepts are directly involved together. While
we have long been aware that cognitive structures could generally be represented
by relations between any number of concept (e.g. using a hypergraph), it has been
common practice to limit the structure to a graph [46]. Second, the network is only
used to represent what is true (i.e. the existence of a causal connection between two
factors) rather than what is false. As noted by Johnson-Laird, mental models also
include counterexamples, which are important in decision-making processes [47].
Some of these issues are also addressed in our tutorials at https://www.youtube.com/
watch?v=0dKJW8tNDcM and https://www.youtube.com/watch?v=D-2Q2IHclo4.
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2.3 Smart Conversational Agents

The term ‘conversational agent’ may be used loosely for any system that can
carry on a conversation with a human. However, there are significant differences
across systems. Unlike chatbots, smart conversational agents are not limited to
performing simple conversations. And unlike embodied conversational agents,
they do not provide computer-generated characters to mimic the movements or
facial expressions of a virtual interlocutor. Smart conversational agents are at the
confluence of speech processing, natural language processing (NLP), and artifi-
cial intelligence (AI). As detailed by Williams and colleagues [53], voice-activated
devices such as Amazon Alexa or Apple Siri start by converting what a user said
(i.e., an audio utterance) into text using automatic speech recognition. Words
are then processed through spoken language understanding (SLU) and passed
onto a dialog state tracker (DST), which results in identifying an appropriate
response. The words in the response are prepared by natural language generation
(NLG), and turned into audio by text-to-speech (TTS).

Smart conversational agents can be designed in many ways, as shown in
the recent review by Laranjo et al. applied to healthcare [54]. A conversation
may not be oriented toward the completion of a specific task, but takes place
for its own sake. The flow of the discussion may be controlled by the system
and/or the user. Interactions can be via spoken language and/or written lan-
guage. Finally, the dialogue management may take the user through a sequence
of pre-determined steps (i.e., a finite-state system), elicit an input and parse it
using a template to decide the dialogue-flow (i.e., a frame-based system), or take
an agent-based approach to focus on beliefs and desires. In the specific healthcare
context reviewed by Laranjo et al., agent-based approaches were uncommon (1
study) while finite (6 studies) and frame-based systems (7 studies) were equally
common [54]. However, when interactions rely on voice and a task has to be
accomplished, then the frame-based design is so common that the system may
be presented as a slot-based dialog system [55].

3 Process in an Artificial Facilitation

As described in Sect. 2.2, the process needs to (i) obtain concept labels that
are quantifiable and distinct from labels already used, and (ii) help participants
provide relationships to minimize the risk of missing essential structures such as
loops. To help participants track relationships, a map building process can be
conceptualized as a graph traversal: we want to elicit/visit all of the concepts
(i.e. nodes) that pertain to the user’s mental model, and we move from a concept
to another using a relationship. Unlike a graph exploration in which we typically
come back to the first node, the map building process ends on an arbitrary node.
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[
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|
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you could create a map about
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your map to be?

|

1 would like my core concept to be
[concept_variable]

Thank you for your
interest in using Build a
Model. Have a nice day!

"Help me"

|

"Let's build a model" is a skill that
creates causal models out of your
answers.

For example if you wish to make a
causal model of obesity, questions
will be asked such as "what do you
think caues obesity". | will identify
the main factors in your answers,
and build on these to ask more
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Once all the questions are
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and email to the registered email id
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!
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API and fetch all the entities from

the user's response.
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v
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Fig. 2. Process to start a model and provide the first causes.
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Go ahead, name
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The remaining causes for
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say remove followed by the
word, If not say 'proceed' to
continue

Remove
[cause_2]

L

Fig. 3. Continuation of the process, showing how to get additional causes, get another
layer of causes, or removing a causal edge.
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Box 1. Sample conversation between a user and our facilitator using a
depth-first search.

“Let’s discuss obesity. What is one cause of obesity?

- Obesity is caused by unhealthy foods.

- What do you think would be one reason for having unhealthy foods?

- They’re cheaper than healthy ones.

- And why are they cheaper?

- Because of government subsidies for food production.

- What’s one driver of agricultural subsidies?

- I think that’s going off topic.

- Ok. Let’s go back. You said unhealthy foods are cheaper than healthy
ones, because of agricultural subsidies. Any other reason?

- Not that I can think of.

- That’s fine. Let’s go back. You said people have unhealthy foods because

of prices. Any other cause?”

Two typical approaches to a graph traversal are a depth-first search (DFS)
and a breadth-first search (BFS). Starting from a root, a DFS follows one unex-
plored node, and from there visits another unexplored node, thus going as far
as possible. When it cannot go further, it backtracks until it can branch in a
new direction. This approach potentially undesirable in a facilitated process for
at least three reasons. First, it can take participants on tangents, quickly going
away from the main topic until they realize that factors are no longer relevant
to the problem space. As a result, the map may be imbalanced, and a high
cognitive load is placed on the individual who needs to frequently think of the
problem’s boundaries. Second, often going back to a node may feel less natural
than going forward, possibly coming across as ‘jumping’ between ideas. Third,
a DFS requires that the user only provides one new concept each time, and
may thus ask many times about the same node. This is more cumbersome than
providing all known concepts at once, at moving on. These points are illustrated
through an example of a DFS-based conversation in Box 1.

Starting from a root, a BFS asks for all connected nodes. Intuitively, it
acquires the complete layer of connected concepts at distance 1 from the starting
one. Then, it goes through all of these concepts and acquires all of their neigh-
bors, thus completing the layer at distance 2. By going through entire layers at a
time, it avoids taking participants on tangents. By asking whether participants
want to continue when an entire layer is done, it asks for a conscious monitoring
of the problem boundary at specific moments instead of offloading this respon-
sibility onto the user at every question. By going through layers, it only goes
forward (i.e. uses a queue) instead of backward (i.e. using a stack in the DFS).
Finally, by asking for all connected concepts at once, users have the natural
opportunity to share all of their thoughts instead of restricting themselves to a
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single new concept. For these reasons, our artificial facilitator uses a breadth-first
search. The functioning of a BFS is illustrated via a conversation in Box 2.

Box 2. Sample conversation between a user and our facilitator using a
breadth-first search.

“Let’s discuss obesity. Can you share all of the contributors to obesity?

- Eating unhealthy foods, lack of physical activity.

- Alright, these are the direct drivers. Do you want to go further and share
what do you think drives these?

- Sure.

- What do you think would be the reasons for eating unhealthy foods?

- Could be a coping mechanism for stress or depression, an affordability issue
because they’re cheap, or a personal taste preference.

- And what about physical activity?

- Could be obesity itself, because it creates some barriers. Or a lack of access
to facilities, or a fear of engaging in physical activity.

- So we’ve now looked at indirect drivers. Do you think it’d be relevant to
discuss their causes?”

Note that, while the BFS is meant to cover more concepts, the appearance
of previous concepts can create loops. As illustrated in Box 2, we have a loop
from obesity to a lack of physical activity, which itself contributes to obesity.

As shown in Figs. 2 and 3, our process utilizes the layer-by-layer approach of
the BFS. It also closely monitors the names of concepts, as shown in Fig. 2 (inset
A). We actively prevent the creation of similar concepts, informing the user that
they are already present in the map under a possibly different name. We also
attempt to avoid the use of concepts that cannot be quantified, thus promoting
more operational definitions of concepts. The technology used to realize these
objectives is detailed in the next section.

4 Implementation of Our Artificial Facilitator

Our implementation is task-oriented as we seek to guide a participant in exter-
nalizing their mental model. The virtual facilitator controls the flow of the con-
versation by asking questions. Interactions in the deployed version are exclusively
vocal, but developers in Amazon Alexa also have access to a console that takes
written input (for testing only). Dialogue-management uses a frame-based sys-
tem. All of these technical choices were briefly discussed in Sect. 2.3.

Our code is provided at https://github.com/datalab-science/causalMapBui
lder. Our implementation involves several technologies, shown in a high-level
view in Fig. 4 and detailed in Table 1. We use Amazon Alexa as it provides auto-
matic speech recognition and text-to-speech, in addition to working on three out
of four smart speakers [56]. We interact with the Alexa Skills Kit (ASK) through
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Table 1. List of technologies and versions.

Technology Version

Amazon web services Accessed october 2018
Alexa skills kit (ASK)

Dynamo DB

Amazon S3

Google natural language API | 1.2 GA release

Python 3.6
NetworkX 2.2
NLTK 3.3
Ubuntu 18.04.1 LTS

Amazon DynamoDB

— B

Amazon Lambda

.

Participant Amazon S3

Fig. 4. High-level view of the prototype.

a program written in the Python language, stored on Amazon S3 (Amazon Sim-
ple Storage Service), which is invoked by Amazon lambda functions when objects
are created or when intents are triggered through user interactions. The com-
plete conversation log generated during a session with a user is stored in Amazon
Dynamo DB, which is Amazon’s fully-managed solution for NoSQL databases.
The NetworkX library for Python serves to store and visualize the map. When
the discussion ends, the visualization is emailed to the user together with a file
containing a list of edges.

Google Natural Language API is queried extensively to find entities. Consider
that the artificial facilitator asks “what causes obesity?” and the user responds
“I believe that obesity is caused by an excess in eating and not enough exercise”.
Google Natural Language API will extract the entities ‘obesity’, ‘excess’, ‘eating’,
and ‘exercise’. Since an answer often includes a repetition of the subject, we
automatically ignore user-provided entities that were part of the question. In
this example, ‘obesity’ would be ignored, thus there are only three new concepts:
‘eating’, ‘excess’, and ‘exercise’. As detailed in Sect. 3, we must ensure that the
concepts are not already used. When a new concept node is created, we use
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WordNet (accessed via the NLTK library in Python) to retrieve all cognitive
synonyms (i.e., synsets). If the user later mentions an entity that belongs to
these synsets, the artificial facilitator points out that it already exists under a
different name.

A causal map is not supposed to have unquantifiable concepts, but users
may lose track of this requirement. If Google Natural Language API identifies
an entity which is unquantifiable, then our application can use it in nonsensi-
cal questions. For instance, ‘excess’ was identified as an entity although it is
unquantifiable. The application may continue by asking “what causes excess?”.
We tested the application with 8 subjects over two months to identify such prob-
lematic entities. Since we cannot manually identify all such entities, we use the
ones we identified as seeds to automatically fetch all similar entities, thus con-
stituting a large dictionary of entities to ignore. The creation of this dictionary
takes three steps performed using WordNet:

(1) We have a set of entities, identified during testing as both (i) fetched by the
Google Natural Language APT and (ii) unquantifiable. For instance, consider
{lack, bunch}.

(2) For each word, we retrieve all its hypernyms, which are words with a broader
meaning (e.g., color is a hypernym of red). Here, {lack, bunch} is trans-
formed into {need, agglomeration, collection, cluster, gathering}.

(3) For each hypernym, we retrieve all its hyponyms, which are more specific
words (e.g., hyponyms of color would include red, blue, and green). In this
example, {need, agglomeration, collection, cluster} would be expanded into
a large set including {lack, necessity, urge, ..., bunch, pair, trio, hive, crowd,
agglomeration, batch, block, ensemble, ..., population}.

Amazon Alexa development features were altered during the development
of the artificial facilitator. Our initial implementation relied extensively on an
intent (i.e., a template) known as AMAZON.LITERAL, which allowed for free-
form speech input instead of a defined list of possible values. This slot was
deprecated on October 22, 2018. Consequently, the implementation presented
here relies on custom slots.

5 Case Study: Creating Obesity-Related Maps

We used three case studies to test our system. In the first two case studies,
we verified whether a participant could (re)create a previously developed causal
map when using our artificial facilitator (Fig.5). Leveraging the broad vari-
ety of languages and accents supported by Alexa, we set the device to Indian
English for these two cases, as it is the language spoken by our participant. In
the third case, the device was set to American English, and we tested addi-
tional features such as detecting redundant concepts or allowing the user to
correct the map. All case studies were performed using an Amazon Echo Dot
Device version 618571720. We recorded the discussion and the resulting map
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Fig.5. Two previously published causal maps from health behaviors research [17].
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that our artificial facilitator emailed to the participant. To provide full disclo-
sure, our three recordings can be viewed at https://www.youtube.com/playlist?
list=PL7UTR3EL44zrkwrcDkiSwV-7kLONv6fQ5

Our first two case studies demonstrated that the structure of the maps could
correctly be created using our artificial facilitator. We observed three issues due
to the automatic detection of entities. First, it can lead to significantly shorter
concept labels (https://www.youtube.com/watch?v=57tq0w4OEPw&t=324s).
The original map stated that weight discrimination was driven by excess weight,
fatness perceived as negative, and a belief in personal responsibility. Our auto-
matic process resulted in weight discrimination being driven by weight, fatness,
and responsibility. This loses some nuances: it is not fatness in itself that leads
to discrimination, but the societal belief that fatness is an undesirable trait.
The problem is aggravated when concepts that should be different are shortened
such that they are indistinguishable. For instance, ‘cardiovascular diseases’ and
‘metabolic diseases’ are very different medical situations. However, entity recog-
nition sees both as ‘diseases’ and thus conflates them, which results in structural
errors for the map. Second, entity recognition is a bottleneck of the application
in terms of time: users can have to silently wait for several seconds before entities
have been processed. These awkward silences disrupt the flow of the discussion.
Finally, accents can lead to very different performances in terms of entity recog-
nition. Results are not only different between Indian and American participants,
but also among Americans (e.g., from the South or the Midwest). As noted
by Rachael Tatman, the training dataset for smart speakers results in working
“best for white, highly educated, upper-middle-class Americans, probably from
the West Coast, because that’s the group that’s had access to the technology
from the very beginning” [57].

The third case study demonstrated that additional features of our artificial
facilitator worked as specified. For instance, the participant stated that over-
eating was caused by over-indulgence, but these two concepts are considered
interchangeable per WordNet. Consequently, the artificial facilitator informed
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the wuser (https://www.youtube.com/watch?v=U2mYkSLEINE&t=40s). We
also confirmed that users were able to remove causes when they have been
incorrectly captured (https://www.youtube.com/watch?v=U2mYkSLEINE&
t=213s). Finally, we verified that the virtual facilitator did repeat questions when
prompted by the user (https://www.youtube.com/watch?v=U2mYkSLEINE&
t=95s).

6 Discussion

In collaborative modeling, participants externalize their mental models into vari-
ous artifacts such as causal maps. This externalization can be guided by a trained
facilitator, but there may be associated costs, and availability is limited. Alter-
natively, free software can be used at any time to create causal maps but they do
not guide participants. In addition, neither facilitators nor current software can
easily cope with larger causal maps, for instance, to avoid the creation of redun-
dant concepts. To address these limitations, we designed an artificial facilitator
that leverages voice-activated technologies. We implemented the prototype via
Amazon Alexa, and demonstrated its features through three case studies.

As our system constitutes the first use of voice-activated technologies to
build causal maps in participatory modeling, we are at the early stage of a
multi-year process. There are several opportunities to improve the system or
address additional research questions in the short- and medium-term. In the
short-term, our prototype faces two limitations. First, we used hand-crafted
rules, which is more in line with early spoken dialog systems than with current
ones. Other approaches use generative methods (e.g., Bayesian networks) which
often involve hand-crafted parameters, or discriminative methods where param-
eters are inferred by machine learning from the data. As stated by Henderson,
“discriminative machine-learned methods are now the state-of-the-art in dia-
log state tracking” [55]. However, machine learning requires data to learn from.
There is currently no corpus of model building involving a facilitator and one
participant. Such sessions are often conducted with many participants, and the
recordings are not released as the consent forms generally include an anonymity
clause. Designing a better artificial facilitator will thus start by assembling a
large set of recordings between a facilitator and a participant, for instance by
modeling a system in which participants would be comfortable in publicly shar-
ing their perspectives.

Second, our approach extensively relies on Alexa followed by Google Natural
Language API to identify entities. Our prototype struggled with creating causal
maps with specialized terms (e.g., from the medical domain) as Alexa could
not identify them in speech and/or the API would not see them as relevant
entities. The API may improve over time, and it may also be assisted with
ontologies to identify (i) which specialized terms may be used, and (ii) which
term is likely to be used following another one. Similarly, improvements in the
API would reduce the processing time which currently results in many awkward
seconds of silence. We note that improvements in the API or in Alexa Skill Kit
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will automatically benefit the quality of our application, without changes in our
design or implementation.

In the medium-term, research may explore how an artificial facilitator can
provide guidance in aspects that are necessary yet challenging for trained facil-
itators. The structure of causal maps is normally analyzed after they have been
built, for instance by identifying leverage points via centrality [30,31] or inven-
torying loops that drive the dynamics of the map [32-34]. However, a large
map of a complex system that contains no loops may already be identified as
problematic, suggesting that some causal edges are potentially missing. Con-
sequently, the artificial facilitator can leverage network algorithms to analyze
the structure of the map as it is built, thus informing participants of potential
issues and approaches to address them. The artificial facilitator can also build
on natural language processing in many ways that go beyond the identifica-
tion of entities. Causal maps sometimes start with a brainstorming process, in
which many concepts are generated and then grouped. Our artificial facilitator
can use the semantic relatedness of concepts to inform the user about potential
themes, which may result in combining several overly-detailed concepts into a
more abstract category.

7 Conclusion

We successfully used Alexa to develop a voice-activated assistant that guides a
user in creating a causal map. We addressed the challenge of finding appropriate
concept names. In future work, we will automatically inform the user when
concepts related to a theme may be used instead of narrowly defined concepts,
and we will monitor the structure of the map as it is being built to support users
in identifying loops.

Supplementary Material

Our code is available at https://github.com/datalab-science/causalMapBuilder.
Our three case studies (Sect.5) as well as a video overview can be accessed
at https://www.youtube.com/playlist?list=PL7UTR3EL44zrkwrcDkiSwV-7kL
ONV6EQ5
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Abstract. Research into situated and embodied cognition and related investi-
gations have suggested that “cognition” takes place not only in the human brain,
but also in externalities such as the environment (situated cognition) and the
body (embodied and morphological computing). This article explores two
propositions and their implications for “augmented cognition” resulting from
these expanded, systemic views of cognition.
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1 Introduction

Two propositions result from an expanded systems view of cognition:

First proposition, that the externalization of cognition involves recruitment of both
external technology AND external people/institutions into individual processes of
“cognition.” The latter human/social externalities invite consideration of new strategies
for “cognitive augmentation.” We need socio-technical augmentation for socio-
technical cognition.

Second proposition, that augmentation can be viewed as part of a spectrum of
“cognition support” that ranges from leveraging processes for improvement and
enhancement at one end to applying de-risking (e.g., noise reduction, trusted sources of
data, etc.) at the other end. In other words, “augmentation” can be achieved through
both enhancement of function and also through the mitigation of the diminishment of
function — both strategies yield additional cognitive resources.

Some strategies and tactics are effective all along that spectrum. To the extent of
that relationship, and if the first proposition above (i.e., that we need socio-technical
augmentation for socio-technical cognition) is tractable, then future socio-technical
forms of cognitive augmentation might be derived from existing strategies of socio-
technical behavioral de-risking that have applied historically to the behaviors of people
and institutions. Those de-risking strategies emerge in myriad business, legal, technical
and social (BLTS) realms. Existing strategies for supporting reliable socio-technical
systems can help to both augment and de-risk socio-technical cognition.
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1.1 Introduction of Analysis

The notions of cognition have always reflected a combination of individual and social
elements. As the digital revolution has enhanced the ability to capture and measure
ever-more-granular attributes of interactions, the scales have continued to tilt toward
perceiving cognition as migrating from what was an intimate and individual process
toward a more complex system of “socio-technical” processes. As our understanding of
cognition changes, it invites modification in our strategies and operations aimed at
augmenting cognition.

As our ability to clarify the concept and locus of “cognition” continues to migrate
from individual human brains onto complex hybrid socio-technical systems, our
strategies and tactics for augmenting such expanded “cognition” will also change.
Future augmentations of cognition will be most effective if designed, developed and
deployed with intentionality and awareness of the systemic nature and mechanisms of
post-Internet networked cognition.

We suggest that “augmentation” and “de-risking” of systems share a common root
of performance reliability at a given level of performance. From that starting point, we
conclude that future strategies of cognitive augmentation can be gainfully informed by
historical models of socio-technical behavioral de-risking. This statement is supported
by an expanded view of cognition, which sees “situated cognition” as being possible in
both external inanimate objects AND also in other people and in external institutional
interactions. Applying this approach this paper also seeks to anticipate some of the
potential future vectors of augmentation of these expanded systems with reference to
historical structures of de-risking performance and behaviors of existing socio-
technical systems [1].

1.2 Where Does Cognition Take Place?

Thought and cognition have traditionally been understood to reside in the brain of
individual humans, and many long-standing and foundational rules, laws, and customs
(such as culpability for actions under law) are based on that understanding. Increas-
ingly, however, there is evidence that cognition and consciousness is more subtle, and
extended, than that conception. Cognition is amenable to “systems” analysis [2].

Cognition is increasingly recognized, and fruitfully analyzed, as taking place within
and outside human brains in systems of scaled perception and meaning making. In fact,
in the last several decades, the concept of “cognition” has migrated into the external
world, where it is increasingly viewed as being ‘“situated” and/or “embodied” in
external inert physicality. From this perspective, the brain is a virtual “antenna” that is
tuned by formal learning and informal experience into language and culture that foster
the interactions from which the “mind” emerges.

What are the possible analytical and operational insights that might be derived if the
processes of cognition are not just informed by physical environments (e.g., in per-
ceptual consciousness), but also take place in those environments? As an initial matter,
consider that even those who embrace the notion that cognition takes place in the brain
recognize that those patterns of cognition are formed from external inputs. Education,
indoctrination, training, etc. are examples of the formalization and institutionalization
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of that externality. There are also myriad informal external sources of cognitive pat-
terning, for example learned social norms, touching a hot stove, etc.

Consider, for example, an adopted infant from one culture who is raised in a foreign
culture — the grown-up adult’s language, cultural preferences, attitudes and cognitive
patterns will be a product entirely of the adoptive land. In fact, it is relevant that from
this perspective, education and social learning are forms of “augmentation” of cogni-
tion, although the augmentations precede the acts of cognition in preparing individual
infant “minds” to apply patterns of meaning to later perceptions and cognition. Edu-
cation is cognitive augmentation.

That point may initially seem rhetorical and academic, but it forms the basis for our
later assertion that standard education and training in standard policies and rules is a
form of “meaning security” that is necessary for the sustainable reliability of infor-
mation networks. Since situated cognition of all sorts takes place on those networks,
future strategies of “augmented cognition” will include heavy measures of education
(and re-education) into rules and norms from which reliable socio-technical systems are
built. There will be policy-based constraints on individual liberty associated with these
standards, just as red lights and shoplifting rules constrain liberty at present. These
forms of augmentations will have costs like those that arise in the social contract or the
“golden rule” — both of which constrain liberties in exchange for enhanced de-risking
and leverage.

2 Part 1 — The Wandering Concept of “Cognition’

2.1 Cognition in the Brain — Augmentation in the External Environment

Cognition is commonly thought to reside in the mind which in turn resides in the brain.
In the 1960’s, notions of augmented cognition started from the presumption that
cognition is a process that takes place in the human brain. In this early paradigm,
augmented cognition is typically understood to refer to augmentation of human (brain)
cognition by external technologies.

For example, Douglas Engelbart defined augmented human intelligence in similar
terms as “increasing the capability of a man to approach a complex problem situation,
to gain comprehension to suit his particular needs, and to derive solutions to problems
[3].” From the beginning, the source of augmentation was considered an externality to
human cognition. In fact, DARPAs augmented intelligence program originally antic-
ipated human machine dyad pairs [4].

It is notable, however, that these earlier conceptions were based on some significant
assumptions. The Oxford English dictionary defines “cognition” as: “The action or
faculty of knowing, knowledge, consciousness; acquaintance with a subject [5].”
The OED defines “Augment” as: “To make greater in size, number, amount, degree,
etc. To increase, enlarge extend [6].” Notably, neither term is bound to a specific
system, and that contextual ambiguity is typically tolerable in casual conversation
about augmented cognition; however, where the intention is to analyze and enhance
specific systems of “augmented cognition” for future applications, disambiguation is a
necessary first step.
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2.2 Extended Minds —Social Cognition

In the 1960’s, sociologists such as Erving Goffman explored the relationship of the
“self” to interactions, from both expressive and perceptual angles [7]. The result was a
recursive house of mirrors of meaning, with social and technical elements intermixing
to inform frameworks of cognition. Kuhn observed other social components to indi-
vidual cognitive function [8]. In both of these cases, the individual’s cognition and
consciousness (sense of self) are observed to be rectified and valorized by interactions
with other individuals (rather than inert objects) in social interactions.

In both of these analyses, there is no suggestion that cognition resides outside of the
mind of the individual, but rather that the individual’s cognitive patterns (existential
and paradigmatic) are heavily influenced by people and institutions in the external
environment. This has direct impact on the search for future strategies for augmenting
cognition. We can best augment them if we first know what they are.

2.3 Extended Minds —Situated Cognition in Inert Physicality

Various theories of situated cognition and embodied cognition embrace the extension
of the concept of cognition to external environmental elements.' Unlike traditional
notions of “augmentation,” these non-brain sources of cognitive support are not seen as
mere external sources of “augmentation,” but rather as foundational elements of the act
of cognition itself.

At some level, this is an issue of semantics; however, it is not a mere academic
exercise because a more holistic view of the apparatus of cognition (brain, language,
culture, rules, other brains, etc.) combined with consideration of the information pro-
cesses that are advanced through cognition/intelligence (e.g., data plus meaning equals
information) suggests increased solution phase space for nagging challenges of de-
risking broadly distributed and scaled information networks. We cannot fully and
effectively augment cognition if we misapprehend where and how it occurs.

2.4 Socio-Technical Solutions for Socio-Technical Problems

The heterogeneous nature of augmentation in socio-technical systems is such that it
introduces new classes of variables into the analysis of augmentation and performance
integrity of cognitive systems. In fact, this article will observe that cognition results
from hybrid socio-technical systems that are composed of humans in their respective
environments and myriad inter-dependent elements from business, legal, technical and
social (BLTS) domains.

By parsing the concepts, we can expose additional degrees of freedom in networked
information/cognition systems, enabling more highly refined development of such
systems, with downstream benefits of enhanced reliability and predictability of

! This article will not seek to disambiguate these multiple meanings, but will apply a definition that
locates the source of augmentation external to the system of cognition. This assumes that if the
augmentation is internal to that system of cognition, it would not be referred to as augmented
cognition, but rather just “cognition.”
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experience for information seekers and data subjects alike. In fact, the advances in
reliability and predictability of integrity of information systems due to advances in
“meaning integrity” will help dissipate many of the current concerns voiced under the
general categories of “security,” “privacy,” and “liability mitigation” online. This is
because those concerns are just symptoms of underdeveloped integrity in information
channels, all of which can be improved with enhanced “meaning” systems. This
relationship of augmentation and de-risking is further elaborated in the section on
meaning integrity below.

2.5 What Insights Are Derived from These Alternative Conceptions
of Cognition?

The concept of “cognition” has migrated from the brain to physical externality. Con-
cepts such as “social cognition,” “embedded cognition,” “morphological cognition/
computing,” “situated cognition,” etc. all share the characteristic of analyzing the
systems (including systems of systems) that can be said to be involved in “cognition.”

The language and the concepts of these extended mind paradigms are fluid and
frequently overlap due to the intrinsically ambiguous nature of the concepts of cog-
nition and consciousness. While some part of these notions may initially seem like
exercises in semantics,' brief reflection reveals that the parsing of these concepts can
also lead to additional potential phase space for cognitive augmentation solutions.

As an initial matter, consider that their shared recognition of the relevance (and
even necessity) of the external environment in the processes of cognition invites
consideration of what additional strategies of “augmentation” associated with such
external environments might be explored in these forms of extended minds and their
extended systems of cognition. The question takes on added importance with the rise of
socio-technical systems, where hybrid influences of three types of entities — people,
institutions and things on cognition. What analytical construction could help tame the
complexity of these myriad inputs?

ELINT3

3 Part 2 - The “Cognitive Unit” as Reaction Vessel
for Converting Data into Information by Adding Meaning

3.1 What Is a “Cognitive Unit?”

In this paper we assert that - Information can be produced, and cognition can take
place, in any system, at any scale, in which meaning is applied to data to yield
information. We will refer to these virtual information reaction vessels as “cognitive
units.” Following this definition, systems of “augmentation” of these cognitive units are
those which can increase the information yield of a given set of data and/or perceptions
that are introduced to those cognitive units.

That sounds very theoretical, but application of a simple algorithm can help to
make it operational: Data plus meaning equal information (consistent with Claude
Shannon [9]). Therefore, any structure of meaning that can yield more information
from a given set of data offers a potential indication of the presence of a cognitive unit.



138 S. David and B. Endicott-Popovsky

In turn, the identification of the attributes of that “cognitive unit” help to reveal paths to
its cognitive augmentations.

3.2 Socio-Technical Systems that Are Cognitive Units Can Leverage Data
to Enhance Information Yields

A car and a driver are together an example of a socio-technical system. Even a perfectly
tuned car cannot de-risk a reckless (or intentionally criminal) driver. Where the driver
and the car both perform in accordance with expectations (set by technical specification
for the car and rules and norms for the driver), the socio-technical system is de-risked.

Networked information systems are also socio-technical systems. Even a perfectly
engineered Internet cannot de-risk a reckless (or intentionally criminal) online user.
Most cybersecurity work has been focused on engineering the technology and pro-
tecting the data as a way of de-risking the internet. That strategy is necessary but
insufficient to achieve de-risking. In fact, the term “users” is misleading in the case of
socio-technical systems such as the Internet, because people and institutions are not just
external users of a tool, but themselves critical components of the sociotechnical
information system of the Internet. Markets are another example. The internet (and
markets) would be inert if there were no users (participants). They are both examples of
socio-technical systems.

Just as millions of untrained and unaware drivers would cause roadways to be so
dangerous as to be un-usable, so too are information networks negatively affected in the
absence of rules. The car and driver should also be treated as a unit in certain levels of
risk mitigation analysis.

3.2.1 How Does the Analytical Construction of a Socio-Technical System

Aid in the Identification of a Cognitive Unit?

Narratives and paradigms are transferred between and among people and institutions in
socio-technical structures. Examples are students learning in schools, people behaving
in conformity with laws, employees following company policies, companies following
supply chain contracts and industry standards, etc. By spreading “meaning” these
organizations “de-risk” future interactions at cumulatively massive scales.

Humans and human institutions regularly rely on these networks to situate their
cognition, with the result that the augmentations of such situated cognition already
involve systems outside the human brain. Those mental systems that are outside the
human rain invite consideration of separate augmentation pathways that more tradi-
tional “augmented” cognition.

What is new is the simultaneous mutual situated cognition of information reaction
vessels in one another. These are the mechanisms that dynamically create and per-
petuate meaning, much like the waves of synaptic activity (not the synapses them-
selves) are thought to give rise to traditional cognition in the human brain. In
sociotechnical cognitive systems, many of the components are not inert embodiments
of technology, but rather interacting meaning reactors. Data flows through and among
these reactors, feeding the meaning mechanisms. There are many meaning mechanisms
around us. Brains/minds, institutions, markets. Al is an emerging meaning mechanism
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— hence its existential threat to existing meaning making systems of humans and
institutions.

This article uses the concept of augmented cognition (frequently described as
external technical boosts for activities in the human brain) as a starting point to suggest
that a fruitful line of analysis can be supported by revisiting the notions of both
augmentation and cognition with a more systems-oriented approach. This approach is
supported by many lines of inquiry over thousands of years but has been ignored under
the paradigm of individual as the thinking unit. Bottom line is that cognition might be
said to reside in those systems that apply meaning to data thereby creating “informa-
tion”. These are the reaction vessels of information and therefore cognition.

To de-risk a socio-technical system, the hybrid behaviors of the social and technical
elements must be made more reliable and predictable. Many of those same strategies
might prove useful in augmenting the forms of cognition that take place in those socio-
technical cognitive units.

Consider, for example, that in both cases, the quest for reliability and predictability
can be seen to simultaneously de-risk and leverage (augment) the processes of those
socio-technical systems. To the extent that “cognition” is viewed as taking place in
these systems, that cognition can be said to be enhanced by these strategies.

Security from Reliability

Security is performance or operation in accordance with expectations. From this def-
inition, security (and privacy and liability) can be pursued through the path of relia-
bility and predictability. The reliability of socio-technical systems requires reliability of
technology and reliability of people/institutions. Technology is made reliable by
conformity to specifications. People/institutions are made reliable by conformity to
rules and laws.

What is needed for people and institutional reliability? Not specs — but rules,
incentives and penalties. This applies to any entity with discretion, whether human or
organizational. Since, their “reliability” is less predictable as a result of their potential
for the exercise of discretion, need to have penalties, and incentives to draw that
discretion in a more reliable (and secure and private) direction.

4 The Missing Piece — Meaning Standards for Cognitive
Integrity and SI System Integrity

4.1 Data Interoperability Versus Meaning Interoperability

If these mechanisms of supporting technical and data interactions are broadly present,
why aren’t the resulting information systems more interoperable? Data flows across
technical systems are largely interoperable, since data, in its purest form is relatively
inert, and data and technical interoperability have the advantage of being based on the
laws of physics which are, for all present purposes, uniform across the globe.
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4.2 Meaning Security” Has Yet to Be Explicitly Recognized
and Developed

HIPAA, GLB, GDPR apply “data” security to the challenge of information security.
That is necessary, but insufficient for information security. Data plus meaning equals
information. So, information security requires both data security AND meaning
security; however, the term “meaning security” is unfamiliar. In addition, what does it
have to do with augmented cognition?

This paper asserts that the challenge of the current and future period is no longer
data interoperability, but “meaning” interoperability. To accomplish “information
security” a system must apply strategies for both “data security” AND “meaning
security.” The ultimate failing of HIPAA, GLB, GDPR and other Fair Information
Practice Principles (FIPPs)- based “privacy” rules is that they emphasize “data”
security, ignore “meaning security,” and treat all data as equally information laden (i.e,
equally “surprising” in Shannon terms). This relieves plaintiffs of proving harm. Since
data is dual use technology, this is too blunt an instrument.

4.3 Secrecy Is Dead — Manage Risk (and Augment Cognition)
with “Meaning” Reliability/Security Not Data Security

The foregoing should not be interpreted as advocacy for the death of security [10].
Instead, it is based on a realistic assessment of the realities of seeking to maintain
security controls over exponentially increasing interaction systems (and the exponen-
tially increasing risks that they create) [11]. From this perspective, data security is a
losing battle [12]. It is still important to raise the costs of unauthorized access (and the
consequent dissipation of information arbitrage), but is ultimately doomed to fail. That
failure is caused by the billions of people and their trillions of “thumb swipes” per-
formed every day. Those swipes reflect information seeking behavior. The collective
pressure of that behavior will ultimately doom efforts to provide data that feeds the
insights being sought.

4.4 Augmented Cognition and de-Risking Are Linked Because the Both
Depend on the Presence of Meaning to Convert Data into Useful
Information

Data without meaning cannot inform a party. If the party is not informed, cognition
cannot be said to have occurred (or been augmented!), future risks cannot be avoided.

4.5 Pathways to Meaning Augmentation/Security

The meaning making mechanisms of individuals are informed by education, narratives,
priors, etc. The meaning making mechanisms of institutions (business, government,
civil society) are more specifically programmed — set forth in foundational documents
and regulations such as articles, bylaws, contracts, constitutions, etc. Shared meaning
across a population enhances the likelihood that the population will be similarly
informed by a given set of data/perceptions. Similar information supports similar
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behavioral responses, i.e., red means stop ample. The light does not stop traffic, it is the
agreement that red signals the engagement of stopping behavior that stops traffic.

4.6 Augmentation and de-Risking Are Linked Because Both Preserve
Cognitive Resources

The link is made clearer through recognition that security, privacy and liability miti-
gation are all symptoms of the underlying illness of a lack of “integrity” (as variously
measured) of the input and output channels of information that form the myriad
feedback loops (operating at multiple levels) from which cognition emerges. As cog-
nition migrates from the brain to hybrid socio-technical systems, the connections of
these channels become more extended and thereby more vulnerable to intrusions on
integrity. New strategies that augment cognition will include those that can mitigate the
threats and vulnerabilities of these extended channels, and thereby decrease the
resources (including cognitive load) that are associated with maintaining the reliability
of those channels. Those resources can then be re-directed toward more directly cog-
nitive tasks. This is roughly akin to trying to write a novel in a quiet room versus a
noisy room.

5 Conclusions

In this paper, we observe that prior notions of cognition and therefore its augmentation,
should be revisited to account for the emergence of broadly scaled “situated cognition”
in online information networks, and the increasing hybridization of socio-technical
information networks. We also propose that a variety of new vectors are made available
for augmentation as cognition migrates (or is outsourced?) to massively networked and
distributed socio-technical systems, where we each are integrated together with our
institutions as users, and also “augmenters” of an emerging “cognitive commons.”

6 Recommendations

The interaction trends in these disintermediated, distributed information networks has
challenged traditional notions of cognition as a social phenomenon, and also institu-
tional meaning making mechanisms. This undermines institutional power by moving
traditional communications to channels that are not subject to normal regulatory
channels. We need to do a better job of rendering the humans in the system more
reliable. This is a case for developing compensating controls that will meet the security
objectives of the system that remain unmet by existing tools. This includes the business
and legal constraints (rules) that will de-risk systems from a cybersecurity perspective.
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Future Work

It is the intent of the authors to pursue research into these alternate controls, discover
patterns of behavior and activity that will render the human aspects of systems more
reliable and evolve standards for these practices to disseminate to others.
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Abstract. Making a life-or-death decision about the best course of action for a
loved one is emotionally taxing and cognitively complex. Decision aids can help
reduced the burden by providing relevant important information that facilitates
decision making while allowing the decision maker to process the information at
their own pace. Given the intense cognitive effort required to process complex
medical alternatives, it is crucial to provide a decision aid that is easy to
understand and easy to use. We designed a digital decision aid based on a
validated paper-based decision aid targeting proxies making survival or comfort
care decisions for their loved ones suffering traumatic brain injury. In this study,
we focused on the effects of navigation design, which plays an essential role in
helping users consume the provided content. We used eye tracking to study
users’ information processing and navigation behavior throughout the entire
decision making process. Our results showed that one of our navigation designs
reduced the feeling of “lostness” and improved the overall perception of the
usability of the tool. The same navigation design improved the information
processing behavior by increasing engagement with the system and helped
decision makers spend more time processing content rather than searching for
the provided information.

Keywords: User experience - Decision making - Decision support tool -
Eye tracking - Navigation

1 Introduction

Traumatic Brain Injury (TBI) is one of the leading causes of death and disability in
adults in the U.S. [1]. Since severe TBI patients are at best minimally responsive,
surrogate decision-makers — as decision makers of the patient — routinely face the life-
or-death decision about continuation of care (survival) or comfort measures only
(comfort). A loved one of the patient typically serves as the surrogate, and the surrogate
is typically under a great deal of emotional stress. Not only is the surrogate tasked with
making life-changing and/or life-ending decisions quickly on behalf of a patient who
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has been suddenly incapacitated due to TBI, the surrogate may very well lack the
medical knowledge to make informed decisions.

To alleviate some of the psychological pain and burden in making such critical
decisions on someone else’s behalf, surrogates are typically provided with important
information during a meeting with the physicians who are responsible for the care of
the TBI patient. Given the fast paced healthcare environment, the surrogates do not
usually have enough time to absorb the information provided and ask questions that are
important for them as they make this critical decision. To help reduce pressure on
surrogates and prepare them on their own pace for the meeting with the physician,
paper-based decision aids have been developed. [2] These decision-aids provide rele-
vant information to assist surrogates in making an informed decision in cooperation
with a physician.

In a recent project, a paper-based decision aid was developed for addressing the
needs of surrogates of patients suffering from moderate to severe TBI [3]. We trans-
lated this paper-based decision-aid into an web-based digital decision aid to address the
needs of surrogates who would like to access the decision aid online and share the
decision aid with others who are involved in the decision making process. As part of
the design process, we decided to focus on the navigation of the web-based tool to take
better of advantage of its interactive ability. Although there are plenty of other factors
that impact usability, navigation was chosen for this study because of its control over
the content and testing would deliver the greatest impact on utility and presentation in
the shortest period of time. The objectives of this project were to determine the nav-
igation design that can: (a) minimize the strain placed on the surrogate decision maker
and (b) improve surrogate’s ability to find information and to comprehend the infor-
mation presented in the tool. To achieve these objectives, an experimental eye tracking
study was used to gain insight about the possible impact of navigation design on
information processing behavior.

2 Methodology

The experiment required the development of two decision aid tools. One was a control
site, which was the original online tool. A second alternate site was designed using the
same content, but with a hypothetical improvement in the navigation method. Multiple
navigation formats were considered for implementation for the alternate site. Macro-
Navigation, Static Navigation, and Sub-Menus Navigation were the three draft formats
considered. Examples of these formats are shown in Fig. 1. As shown in Fig. 2, the
original online tool utilized horizontal, top-justified, static navigation. Ultimately
vertical, left-justified, static navigation was selected for the final design of the alternate
tool. This design was selected because of its simplicity and because we wanted to
encourage users to view the pages in the order they were listed on the navigation bar.
Previous eye-tracking research suggested that left justified navigation may help to
achieve this design goal [4].
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Horizontal/Vertical Static Navigation Sub-Menu
Macro Navigation Navigation

Images Source: https://agentestudio.com/blog/website-navigation-design

Fig. 1. Selected navigation methods

The next step was to design the content of the navigation bar on the alternate tool.
This required numerous version improvements by trial and error. The first of these
versions derived from the original site, utilizing the same titling of pages and quantity
of links. The second version focused improvement on formatting adjustments and the
hierarchy of pages. As mentioned before, content of pages was not changed from the
original, nor was the order in which pages were presented. Only the way pages were
presented within the navigation bar was changed. For example, in the original version
of the tool, subsections of a page were not represented on the navigation bar. In the new
prototype, each subsection was listed as a separate entry on the navigation bar (Fig. 2).
The third and final version expanded on the number of links available, including links
to each of the 18 available pages to reduce the number of clicks it takes to switch pages
and ultimately maximize the usefulness to the user. Standardizing the format for each
link, and keeping a simple navigation bar layout was expected to minimize cognitive
strain. Additionally, after moving away from each page a checkmark was displayed
next to the item as a visual cue to remind users that the pages with checkmarks were
viewed. As mentioned above, a major navigation design goal in this study was to
provide a navigation overview for users and to encourage them to view the provided
material in the order they were listed on the left navigation bar.

3 Experiment

Sixteen graduate and undergraduate students from Worcester Polytechnic Institute
participated in this study. Participants were randomly assigned to the two groups:
control group (the existing online decision tool with a top navigation bar) and ex-
perimental group (the alternate online decision tool with the new navigation design).
All participants completed the same task, which required them to first read a scenario
and then based on that scenario act as a medical proxy for a “loved one” using their
randomly assigned tool. The example scenario is displayed in Article A: Test Scenario
of the Appendix. Following completion of their assigned tasks users were interviewed
to gather information about their experience.
This same task has been used previously to test the efficacy of the online tool.
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Overview  Mechanical Ventilator ~ The decisiontomake ~ Prognosis ~ Twooptions  Making the decision  Patient Examples  Worksheet

This Decision Aid is Designed to Help You

Your family member has a serious traumatic brain injury (TBI) and has been in the Intensive Care Unit (ICU) for several days. Your
family member can't make decisions about his or her medical care. The doctor needs to know soon the goals that should be considered
when treating your family member.

Your family member needs your help in deciding which goals to pursue during treatment. This is known as the "goals of care"
decision. This is one of the most important decisions to be made in your family member's medical care

Making a decision about your family member's "goals of care” s difficult for most families; that's normal. For that reason, we have
created this tool (decision aid) to help you. It will help you understand what is involved in the decision and the choices available to
you, so that you can make the best decision for your family member. This decision aid was created with input from people like you
who had to make this decision for their loved ones.

This tool will help you when you talk to the doctor about the decision and the choices available. It will help you even if your family
member has a living will; these are usually not specific enough to help you in the case of a brain injury.

Remember: this tool will not replace a meeting with the doctor.
+ Completing this decision aid will take about 30 minutes. You can take breaks if needed
« Please read every page.
+ Please fill out the worksheet. This will help you when you talk with the doctor
+ Submit or print the worksheet and bring it to the meeting with the doctor.

Next >

Original Site using Horizontal, Top-Justified, Static Navigation

@ Goals Of Care
 Decision Aid
Objectives

Mechanical Ventilator This Decision Aid is Designed to Help You

The Decision

The Prognosis Your family member has a serious traumatic brain injury (TBI) and has been in the Intensive Care Unit (ICU) for several
days. Your family member can't make decisions about his or her medical care. The doctor needs to know soon the goals that

Certainty.
should be considered when treating your family member.

The Process
Your family member needs your help in deciding which goals o pursue during treatment This is known as the "goals of care”

Two Goals decision. This is one of the most important decisions to be made in your family member's medical care.

e Making a decision about your family member's "goais of car" is dificult for most familes; that's normal. For that reason, we
Survival have created this tool (decision aid) to help you. It will help you understand what is involved in the decision and the choices
After the ICU available to you, so that you can make the best decision for your family member. This decision aid was created with input
Comparison from people like you who had to make this decision for their oved ones

This tool will help you when you talk to the doctor about the decision and the choices available. It will help you even if your

How to Choose family member has a living will these are usually not specific enough to help you in the case of a brain injury.

Are you unsure?

Examples Remember: this tool will not replace a meeting with the doctor.
Example 1 + Completing this decision aid will take about 30 minutes. You can take breaks if needed
Example 2 + Please read every page.

o This will help you when you tak with the doctor.
Worksheet + Submit or print the worksheet and bring it to the meeting with the doctor.

Alternate Site using Vertical, Left-Justified, Static Navigation

Fig. 2. Implemented navigation comparison

4 Results

We used self-reported measures to compare the navigation experience between the two
groups in our study [5, 6]. These surveys measured the degree to which participants
described feeling “lost” when using the online decision tool (“lostness”). The users’
overall reactions to the usability of the tool was measured using a System Usability
Scale (SUS).
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The result of a two-tailed t-test showed significant differences in “lostness” scores
between the two groups (Meanies; Navbar = 6.5, Meanyy, Navbar = 3.2, t = 4.10, df = 15,
p = 0.005, g = 1.9). The effect size for this phenomenon was large (>0.8) as shown by
the value of Hedge’s g (1.9). These results, which are displayed in Fig. 3, show that
participants rated the navigability of the new design significantly better.

Lostness

After browsing for a while, I had no idea where to go next.
| felt disoriented.

I didn't know how to get to my desired location.
Navigating between pages was a problem.

It was difficult to find a page that | had previously viewed.
| felt like | was going around in circles.

| felt lost.

[N
w
(5}
~

HTop Navbar  ® Left Navbar
Strongly agree Strongly disagree

Fig. 3. Scores for lostness items.

SUS uses 10 items to measure a user’s overall experience with a technology. These
items then are typically converted to a single score ranging from zero to 100. SUS
scores between 71-85 represent a good overall subjective rating for usability, scores
between 85-90 represent an excellent rating, and scores above 90 represent best
imaginable rating [7]. The single SUS score is widely used in industry research to
assess the subjective reactions of users to a technological product or service [8].

The results of a t-test did not show significant differences in the single SUS scores
between the two groups in our study (Meanef; Navbar = 80.95, Mean o, Navbar = 77.50,
t =0.48, df = 15, p = 0.64). Similarly, we did not find significant differences between
individual SUS items between the two groups. Figure 4 displays the scores for indi-
vidual SUS items.

System Usability Scale

| found this website unn arily complex.

I needed to learn a lot of things before I could get going with this website.

1 found this website very cumb

I thought there was too much inconsistency in this website.

I think that | would need support of a technical person to be able to use this website.

to use.

I felt very confident using this website.  EEEEE——
I would imagine that most people would learn to use this website very quickly.  EE———
| found the various functions in this website were well integrated.  E=—

I thought this website was easy to use.

I think that | would like to use this website frequently.

._.
~
w
IS
«

B Top Navbar B Left Navbar

Strongly agree Strongly disagree

Fig. 4. Scores for SUS
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To assess the impact of the navigation on overall usability of the decision tool, we
used the following regression model:

SUS = b0+ b1 * Lostness (1)

Where SUS represents the single SUS scores and “Lostness” the average of indi-
vidual items of the lostness survey. The regression results showed that the navigation
design had a significant positive relationship with how people rated the user experience
of the experimental decision tool. The results show that 31% (adjusted R? = 0.31) of
variation in SUS score was explained by the Lostness score and that navigation
experience had a significant positive effect on the overall reaction to the decision tool
(B =9.50, t =2.89, p=0.01). These results also showed a moderate effect size
(2 = 0.15).

Next we analyzed the eye movements. Fixation, which refer to steady gazes, are a
strong indication of attention. We hold our gaze steady to process visual information.
We use saccades, which are ballistic eye movements, to abruptly change the center of
our attention. Saccades, represent attempts to search for information. Visual informa-
tion is not processed during saccades [9].

The analysis of the eye movement data showed that average fixation duration on
each page was different between the two groups (Fig. 5). The results of t-test showed
that participants in the experimental group (left navigation bar) on average had sig-
nificantly longer glances (fixation durations) on each page (Meanys Navbar = 0-24,
Meanop Navbar = 0.23, t =2.23, df = 34, p = 0.03, g = 0.7). The effect size for this
phenomenon was almost large as shown by the value of Hedge’s g (0.7).

Average Fixation Duration per Page (s)

0.26

0.25
0.24 A
0.23

0.22

0.21

0.2
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

e | oft Navigation e====Top Navigation

Fig. 5. Comparing average fixation duration for each page on the decision tool
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We also looked at the ratio of fixation duration to visit duration on each page
(Fig. 6). Fixation duration in this analysis refers to the total duration of fixations on a
page. Visit duration refers to the total duration of both fixations and saccades on a page.
This metric (fixation-to-visit duration) represents the ratio of information processing to
search on each page [9, 10].

The analysis of the eye movement data showed that the fixation-to-visit ratio on
each page was different between the two groups. The results of t-test showed that
participants in the experimental group (left navigation bar) on average had significantly
larger ratios on each page (Meanieq Navbar = 0.89, Mean,p Navbar = 0.88, t = 3.26,
df = 34, p = 0.0003, d = 0.9). The effect size for this phenomenon was large (Cohen’s
d = 0.9) indicating that people in the left navigation bar group spent significantly less
time searching and more time processing the provided information. Figure 6 visualizes
this difference between the two groups for each page in the decision tool.

Fixation-to-Visit-Duration Ratio per Page (s)
0.91
0.90
0.89
0.88
0.87
0.86
0.85

0.84
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18

e | oft Navigation —e====Top Navigation

Fig. 6. Comparing the ratio of total fixation total visit duration for each page on the decision
tool

4.1 Discussion

In this paper we examined the impact navigation design on perceived lostness and
usability of a medical decision tool. The results showed significantly more favorable
navigability ratings for the new navigation design. These results showed that the new
navigation design significantly improved navigation experience. While we did not find
significant differences in SUS scores between the two treatment groups, the results of a
regression analysis showed that navigability played a significant positive role in the
subjective ratings of the overall usability of the decision tool. This finding is consistent
with prior work that shows a strong positive link between navigability and system
usability scores [11].
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Eye movement supported the above self-report analysis. T-tests showed significant
differences between the two treatments in average fixation duration per page and the
ratio of information processing to search per page. These results along with the sig-
nificantly more favorable results of navigability, indicate that people in the new nav-
igation design group were significantly more engaged with the material and spent more
time absorbing the information rather than searching for it.

4.2 Limitations and Future Research

As in any experiment, the results of this study are limited by the setting, population,
and sample size. This experiment was conducted in a laboratory setting using a student
population. Future research can extend the generalizability of these results by con-
ducting field studies using different populations. Similarly, increasing the sample size is
likely to provide more insight about the impact of navigation design on user reactions
and information processing behavior. Our significant results showed moderate and
large effect sizes for the impact of navigation design on user reactions and viewing
behavior. This in turn suggests that increasing sample sizes is likely to yield to more
significant implications for the factors investigated in our study.

While the system usability scores indicated that the perceived usability of the
system was in a good range (78 for the original design and 81 for the new navigation
design), they also suggested opportunity for improving the tool. As indicated by the
results, subjective ratings were improved from 78 to 81 by the new navigation design,
making the SUS ratings closer to the “excellent range” of 85-90. Future studies,
refining the navigation experience as well as other changes such as changes in visual
hierarchy [12] of the individual pages are likely to improve the subjective usability of
the decision tool.

5 Conclusion

Decisions that deal with the survival or comfort of loved ones naturally put their users
under significant cognitive and emotional strain. It is then of utmost importance to
make these tools as useable as possible to help proxies make critical decisions.

This paper addresses a first step toward improving an online msTBI which helps
medical proxies to decide the best course of action for their loved ones. To achieve this
goal, we focused on improving the navigation experience of the online decision tool
and tested its impact on perceived navigability, and usability as well as information
processing behavior. Our results show that the new navigation design had a significant
positive impact on subjective reactions as well as objective measures of attention and
engagement captured through eye movements. These results confirm the efficacy of the
new navigation design and suggest that this design may be particularly effective in
developing medical decision tools for proxies. Our results also show the value of eye
tracking in user experience design in general and in navigation design in particular. Eye
tracking provides a continuous measure of information processing behavior and as such
is an invaluable tool for providing a more comprehensive view of user experience of a
decision tool.
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Appendix

Article A: Test Scenario

Instructions for usability testing of the decision aid

“Helping families make “goals of care” decisions for their family members with
traumatic brain injury (TBI)”

Imagine that your loved one is sick in a neurologic intensive care unit (neurolCU) after
falling down the stairs and suffering a traumatic brain injury. Your loved one has been
on a life support machine (a mechanical ventilator) for over 10 days—much longer than
average. He/She is 62 years old and remains very sleepy from the brain injury.

Your loved one is so sick that he/she can’'t make decisions for him/herself. He/She
needs you to help make a decision about what to do next.

The computer program you are about to use is called a decision aid. It helps people
think through a difficult decision. Please use the decision aid to make your decision for
your loved one. We will ask you to think aloud while you are using the decision aid. After
you make your decision, we will ask you a few questions about your experience with the
decision aid that you used.

*Remember, this is an imaginary situation. It does not relate directly to any particular
patient. We do not record any personal information. This is confidential!

*Remember, we are testing the decision aid, not you. There are no right or wrong
decisions or answers. As long as you do your best to read and understand the material
to make a decision, your input will be invaluable to us.

Thanks for your timel Your feedback helps us to make better decision aids to help
people in very difficult, stressful situations.
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Abstract. Understanding cybersecurity in an environment is uniquely
challenging due to highly dynamic and potentially-adversarial activity.
At the same time, the stakes are high for performance during these
tasks: failures to reason about the environment and make decisions can
let attacks go unnoticed or worsen the effects of attacks. Opportunities
exist to address these challenges by more tightly integrating computer
agents with human operators. In this paper, we consider implications
for this integration during three stages that contribute to cyber ana-
lysts developing insights and conclusions about their environment: data
organization and interaction, toolsmithing and analytic interaction, and
human-centered assessment that leads to insights and conclusions. In
each area, we discuss current challenges and opportunities for improved
human-machine teaming. Finally, we present a roadmap of research goals
for advanced human-machine teaming in cybersecurity operations.

Keywords: Cybersecurity + Cyber - HCI - Teaming - Interaction -
Sensemaking - Situational awareness - Artificial intelligence

1 Introduction

With ever-increasing reliance on networked information systems, cybersecurity
is a critical component of almost every military, government, and private-sector
organization. As organizations deploy new technologies for their respective mis-
sions, and adversarial capabilities advance, it is clear that the goal of cyberse-
curity must be to maintain a strong defensive posture and effectively resolve
incidents, rather than achieve some level of security and move onto the next
goal. In general, this maintenance process involves mitigating vulnerable sys-
tems (including tools, people, and workflows), as well as continually observing
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and analyzing the environment for activity that might enable—or be evidence
of—exploitation of both known and unknown vulnerabilities.

In the event of a security incident, analysts must determine a benign cause
or understand the extent of malicious activity, identifying any adversary and
their goals, their capabilities, and the intended target effects [4]. The addition
of an intangible, logical cyber environment creates new complexities for ana-
lysts compared to physical security domains. For example, traditional physical
domains have ecological and contextual anchors that play a role in decision-
making processes, helping with validation and verification of events and courses
of actions [24]; however, cyber environments lack easily observable anchors. Envi-
ronments can also change rapidly and signficantly over time with few physical
constraints, and change is typical even under normal conditions. To make mat-
ters worse, adversaries may take steps to hide evidence of their activities. As
a result, it is difficult to design and deploy any “canary in the coal mine” for
security analysts that is reliable, easy to observe and interpret, and suggests a
clear follow-up response.

In fact, analysts’ insights about a current security posture are primarily
guided through interactions with data and mediated by computer systems, mag-
nifying the importance of Human-Computer Interaction (HCI) challenges in this
domain. Security analysts often are responsible for tasks that are very cognitively
demanding: collecting, analyzing, and interpreting large, dynamic volumes of
data to confirm the presence of a threat [11], while at the same time unable
to prove an environment is safe with total certainty. Improved coordination
between humans and machines is a promising approach for addressing these
challenges but is not well understood in the cyber domain, where analyses are
highly exploratory and failure to arrive at clear, justifiable conclusions is costly
(e.g., failure to halt an ongoing attack).

In this paper, we explore ways to apply or enable Human-Machine Teaming
(HMT), where analysts work alongside machines responsible for some duties or
sub-tasks traditionally held by humans, for cyber defense. Specifically, we focus
on analysis and monitoring practices in cyber defense, rather than the secu-
rity of individual systems, which may highly specific to individual environments.
For simplicity, we consider machine teammates in the form of software agents, or
intelligent components within software applications, rather than physical devices
(e.g., robots). Our goal is to understand how current challenges that analysts
face could significantly benefit from using machines for Intelligence Augmen-
tation (IA) of analysts, or as Artificial Intelligence (AI) systems that interact
with analysts after performing tasks autonomously. We explore the following
questions:

— What human-centered challenges exist when performing tasks with existing
tools and analytics for cyber defense?

— What potential benefits can be gained from improved HMT and IA /AT during
these activities?

— What are high-impact research directions that could enable these benefits?
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While HMT has been studied in past systems—notably, where humans have
supervisory control over unmanned vehicles [5,25,28]—it has not been stud-
ied extensively in the cyber domain. One reason could be that past HMT
research assumes humans can act as supervisors who can verify and re-vector
their machine teammates as needed; however, unlike vehicle control or similar
applications, it is non-trivial for an analyst to supervise in a traditional sense—
primarily through observation of another’s activities—and verify the behavior of
an analytic or agent in the cyber domain. As such, we imagine that successful
HMT in cyber is as much about effective bilateral communication of complex
findings as it is about task delegation or instruction.

In order to understand how HMT can improve cyber defense, and how to get
there through novel HCI and security research, we contribute a set of top chal-
lenges that occur during different stages of a data-analysis pipeline for security;
we outline opportunities for HMT in each stage; and we discuss implications and
a research roadmap that will enable these HMT opportunities. We note that the
challenges and opportunities identified are not exhaustive, but reflect key areas
for improvement based on our observations of defensive cyber operations and
analysis activities.

2 Model of Activities for Cybersecurity Sensemaking

In order to understand the state of security analysis challenges and where team-
ing can help, we consider a simple model of stages of human-initiated activi-
ties that support cyber sensemaking. Cybersecurity operations happen within a
sociotechnical system, with strong interplay between humans, technology, and
data. Roughly speaking, raw data must be collected and organized, then trans-
formed by algorithms and user interfaces; then humans discover and synthesize
knowledge and possible narratives that explain the data.

Teams or individuals performing these analysis activities may develop unique
practices over time, but some models have been proposed to describe gener-
ally what steps are involved in cyber analysis. For example, D’Amico et al. [9]
describe these security analysis activities with respect to three stages:

1. threat detection, where analysts collect and analyze primary sources of data;

2. situation assessment, where analysts bring in more data sources, and convert
the analyses into actionable knowledge; and

3. threat assessment, where analysts look across incidents, correlating with intel-
ligence, making predictions, and proposing mitigation strategies.

We note that while threat detection may begin with an alert generated auto-
matically by an analytic in the environment, e.g., from an intrusion-detection
system (IDS) like Bro/Zeek [1], these tasks are primarily driven by people. In
some ways, these tasks mirror steps taken to operationalize data for a particu-
lar use case (here, cybersecurity): from raw data to information to knowledge,
sometimes using analysis products like visualizations as inputs to later analysis
stages [6].
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Fig. 1. Descriptive model of cyber sensemaking activities at three levels: data orga-
nization and interaction, toolsmithing and analytic interaction, and human-centered
assessment.

In the remainder of this paper, we consider a model of cyber sensemaking
based on the one by D’Amico et al., but generalized modestly to underscore the
types of resources, technologies, and interfaces needed in each stage. Analysts
sometimes must pivot across tasks and hypotheses, so have we separated out
goals (which can be nested and held in parallel) from information and HCI affor-
dances. In fact, threat detection and assessment activities are highly iterative,
so analysts doing threat assessment might discover capabilities of an adversary
that cause them to go back to the detection activity. As shown in Fig.1, our
model includes:

1. data organization and interaction, where analysts organize cyber data feeds
and perform data-wrangling activities like filtering and cleaning;

2. toolsmithing and analytic interaction, where analysts use tools like visualiza-
tions to interpret information that has been transformed by algorithms or
analytics; and

3. human-centered assessment, where people work with this information to con-
struct and communicate high-level knowledge about threats or an environ-
ment.

At each stage of this model, there are critical human-centered activities that
make use of machine interfaces and agents, ranging from graphical user interfaces
to alerting tools that run without regular human guidance. We believe many
activities can be improved beyond the current state of the art using machines
that further augment analysts’ performance, enable new analyses, or lighten
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analysts’ workloads. In the following sections, we describe existing challenges
and new opportunities in each of these stages.

3 Considerations for Data Organization and Interaction

Data organization is an early stage in the analysis pipeline that is critical for
downstream activities, like analysts assessing normal or abnormal conditions in
the cyber environment and responding. By “organization”, we refer to analysts’
ability to gather and structure data in a manner that is suitable for further
analysis. This process might also include interaction with data in order to clean,
filter, and otherwise prepare them for analysis. While some tools may be used to
interact with raw data at this stage, we distinguish those from tools developed
for analysts with the goal of extracting actionable information from the data,
which is discussed in Sect. 4.

Typical examples of raw data include event feeds from Security Information
and Event Management (SIEM) tools and databases; records of network flows;
hardware and software inventories on endhosts; and directory services for users,
among others. In order to support effective sensemaking about the security of the
environment, the data must capture the most relevant information about poten-
tial threats, and the data feeds themselves must be protected from compromise
that could poison downstream analysis.

Understanding what data must be collected and ensuring that feeds them-
selves are operational (sometimes using simple analytics or monitoring tools)
are important ongoing security tasks for cyber defenders. Due to the sensitive
nature of data collected, another consideration is that necessary data must be
available to downstream analytics and analysts, and that proper data hygiene,
like archiving and protecting confidentiality, is maintained.

3.1 Challenges

Collecting High-Integrity Data. Planning for effective collection and maintain-
ing data feeds is cognitively intensive. Along with structured information, peo-
ple form mental models of operations in the environment, as well as the needs
or mission of the environment, in order to plan for and understand sensors.
But this model might be incomplete or become inconsistent with changes over
time. Unnecessary or incorrectly-configured sensors can result in an overwhelm-
ing amount of data that is costly to manage or impacts operations—for example,
by disrupting users or reducing the performance of systems like networks or end-
hosts. At the same time, blind spots in the network might also form and result
in incomplete analyses or, worse, lead to misguided conclusions (i.e., incorrectly
“clearing” a potential attack vector that remains vulnerable or exploited).
Maintaining high awareness of operations in order to address sensor issues
cannot easily be solved with off-the-shelf solutions. Resources to acquire (or
develop) and deploy sensors that blanket the environment—and to manage the
potential deluge of data from them—can be prohibitively expensive or result in
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low signal-to-noise for later analysis. Stakeholders for an environment must make
choices about what to observe and when, using previous knowledge and intuition.
This kind of task is important enough that it was featured in the 2016 VAST
Challenge [32] and included determining which one of several data streams to
enable mid-way through the exercise, given observations about the environment
in the time leading up to the choice. It is not obvious how to construct automatic
decision systems for these cyber choices.

Organizing Information. Cleaning and organizing raw data into useful informa-
tion schemas is a critical part of the early stages of data analysis, and is both
time consuming and demands advanced expertise. In some cases, this “data
wrangling” can account for 80% or more of analysts’ time [19] and cannot easily
be outsourced, as it requires both domain knowledge and technical proficiency
akin to programming [16]. Even aligning different time-series data, which might
appear to be an easy task, can be challenging due to how different cyber data
types are reported. For example, vulnerability reports are snapshots at a set
point in time, and streaming data sources operate in real-time. Other activi-
ties require understanding the meaning and utility of data later in its lifecycle;
for example, data might be removed due to resource requirements or hygiene
practices, and one must decide what is safe to purge without impacting ongoing
or future analyses of security incidents. Stakeholders for these data usually rely
on automated approaches using simple heuristics (e.g., log rotation) due to the
volume and rate at which new data are collected, even if there is some chance an
old record might be needed at a later time. Furthermore, conventional ways of
indexing records by time make it difficult to understand potential relationships
of interest between aged-out data and preserved records.

Managing Access. Protecting confidentiality of data is challenging. Providing
too much access to data can threaten security broadly, while providing too little
access can prevent human defenders or analytics from observing and address-
ing potential security issues elsewhere in the environment. Even methods that
aggregate data from multiple source might reveal sensitive information or allow
it to be inferred. Current solutions to these problems usually involve both peo-
ple, policy, and automated systems, where usability at the interface is a critical
concern.

Ensuring that data is available only to those who are authorized and need
it typically involves using access-control mechanisms that rely on curated rules
that map user roles or attributes to needed resources. Methods for authoring
rules that are usable by human operators have been studied in prior work [3,20],
but less understood is how best to inform rule curators about access needs in the
network as they evolve over time. Users requesting additional access may not
understand the access-control system well enough to clearly state their needs.
Others who no longer need access to resources may never proactively request
removing this access if keeping it does not hinder their new objectives. Finally,
in cases where access control is not enforced but sensors can assess risk or detect
violations of confidentiality (e.g., identifying ongoing or completed exfiltration
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from data stores), presenting actionable and timely information can be difficult:
alerts can overwhelm analysts or provide too little precision to be useful.

3.2 Opportunities for HMT

Automatic Assessment of the Data Platform. Machines are particularly well-
suited for workloads that involve monitoring changes in data volume or velocity,
so there may be opportunities to use machines to identify where additional sens-
ing might be desired based on statistical patterns—even if understanding the
nature or intent of these changes must be determined by human teammates.
There is a need for visual analytics that present well-justified recommendations
for data handling and provide what-if analysis capabilities for these recommenda-
tions. Implementing changes to sensors is another area where HMT is important,
because the autonomy of a machine for deploying sensors could be limited by
its physical interface. For example, installing new sensing applications into a
network controller for a software-defined network is currently feasible by a soft-
ware agent, but installing physical proximity card readers would require human
assistance or robotics.

Regular testing of sensors and the data platform in the environment, which
might otherwise be tedious or difficult to repeat without human error, could
be performed routinely by a machine teammate. An example might be reg-
ularly initiating events in the sensed environment, like network flows, that are
expected to be detected and recorded in data storage, then verifying these records
as expected. The machine could escalate alerts about unexpected behaviors to
stakeholders quickly, or maintain a digest of normal test outcomes in order to
avoid alerting human teams without any required action. This process parallels
current approaches for automated testing and building of software tools, among
others; however, determining that an outcome is normal in the environment is
likely to be more involved than running unit or integration tests in controlled
test environments.

Shared Representations of Mental Models and Goals. Research toward devel-
oping comprehensive sets of structured data types, tasks, and goals for cyber
analysis could facilitate closer interaction between machines and humans, for
whom externalizing mentals models is typically very difficult. Heer notes that
shared representations let both parties “contribute to, and adaptively learn from,
solutions to shared problems” [16]. Enabling the analyst to more easily ver-
ify the representations a machine is working with also builds trust. We believe
these representations could also help provide domain-specific ways in which data
feeds might be organized—for example, to more automatically associate incom-
ing observations or removed data with ongoing analysis cases.

Smart Data-Access Monitoring and Control. Another opportunity exists to
leverage machines for fine-grained access-control maintenance. Regularly revis-
iting and verifying resource needs for users or agents (e.g., through interactive
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confirmation) in an environment can be tedious or error-prone for human oper-
ators if permissions are more fine-grained and change periodically, but machines
could perform this ably. Furthermore, machine teammates could integrate ana-
lytics that enable these interactions to be more targeted, like cross-referencing
a user’s current access authorizations against their actual use based on obser-
vations in the environment. This use of HMT might free operators in charge
of access control from performing maintenance tasks (e.g., or enable this prac-
tice) and providing more time for complex access-control strategies, like policy
development or network management and segmentation.

4 Considerations for Toolsmithing and Analytic
Interaction

The next level in our sensemaking pipeline involves people using interactive,
analytic applications like visualizations to analyze the cyber data, as well as the
developers who produce these tools. For some types of analysis, and for analysts
with programming or scripting proficiency, the same person may assume both
roles. In other cases, developers must understand enough about the available
data and how analysts might use it to design effective tools.

Machines play a role here primarily as tools that transform and present
data to human analysts. These tools act more as “teammates” in HMT as they
perform tasks that go beyond what is precisely directed by their user. Some
machines may initiate interactions with humans independently, for example by
identifying patterns that would be difficult for an analyst to notice and escalating
alerts for people to explore and verify. Other machines may be purely reactive,
running analytic routines on data after analyst-driven interactions (e.g., visual
analytics). In both cases, machines must be trusted by their teammates and
communicate or display information effectively; otherwise, the added work or
liability—if findings are not reliable—of using these machines threaten their
long-term adoption by analysts.

4.1 Challenges

Trusting Integrity of Analytic Tools. Tools that operate with integrity in this
stage transform and present information to the analyst in a way that does not
cause a misleading interpretation about what is happening in the environment.
Buggy implementations of tools threaten integrity, as do poor interface designs
or visual encodings of data. Information displays must be legible so analysts can
decode the information, interpret it, and integrate it into a larger narrative.
The ability to trust that a tool has integrity is critical, but it is often impos-
sible or impractical to verify a tool’s correctness based on its source code. Spot-
checking that an analytic produces the expected output is difficult in practice
(outside of testing) where ground truth is expensive to learn and might require
additional tools that must be trusted themselves. As a result, analysts use tools
mindful of the fact that they could be misleading. In fact, visualizations can
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be misleading, unintentionally or even deliberately, by using encoding methods
that subvert an analyst’s ability to draw conclusions from the data [29]. In cases
where the encoded data has high volume or velocity, as in streaming analytics,
an analyst can also be misled if the tool minimizes or hides relevant information
before it is decoded by the analyst.

Anticipating Effective Tool Designs for Humans. Tool developers must under-
stand enough about human capabilities to build tools that are legible and inter-
pretable. This means designing tools that work effectively in consideration of
perceptual and cognitive factors that could affect an analyst’s ability to decode
information from the interface, which could be text-based, a visualization, or use
another output modality like sound.

Some design techniques have been developing as a work-around for percep-
tual limitations. For example, in many use cases of visual analytics, the number
of events in a dataset exceeds the number of pixels available to encode the data.
(In cybersecurity, sensors may collect data over months or years that could
be relevant to a single incident, such as a sophisticated network intrusion.)
Existing visualization approaches for handling this volume on-screen include
Focus+Context techniques [7,21], which combine an overview containing broad
context with user-directed exploration for fine-grained information, and inter-
active views that support Shneiderman’s mantra of “overview first, zoom and
filter, then details-on-demand” [30]. In cases where a subset of data is presented,
it is also important that a tool is clear about what data are excluded.

Model-driven visualization design—by modeling tasks, humans, and data,
and making decisions based on simulations of user performance—is a compelling
idea to account for human factors during toolsmithing. However, there are few
time-tested human performance models that are mature enough to guide design
decisions. Principles like Fitts’ Law [22] and design-evaluation tools that utilize
cognitive modeling (e.g., CogTool [18]) can guide simple UI design decisions (e.g.,
optimizing mark size or position), but generally modeling visualization effec-
tiveness is notoriously difficult, especially for exploratory data analysis (EDA)
tasks [13]. As a result, design practices often rely on gaining intuition about the
application area (i.e., cybersecurity) and iterating with expert users to refine
tools, which can be time consuming if done with proper rigor.

Designing for Partial Analysis and Knowledge Transfer. During security opera-
tions, analysts often must hand off findings to another person (e.g., during shift
changes) for continued exploration and as context for future events. One obstacle
is the difficulty of communicating one’s mental model of a situation or environ-
ment. Tools are needed that go beyond exploratory data analysis (EDA) and help
analysts compose narratives that include hypotheses and findings, estimates of
uncertainty, and an accounting of what data was analyzed or not. Maintaining
rich histories of these analysis records could pose technical challenges. Partial
analysis products may need to be compressed or updated when later information
is available.
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4.2 Opportunities for HMT

Provenance Tracking in Visual Analytics. We believe an important step for
HMT is designing mechanisms for analytic provenance in order to support trust
in machine teammates and their products. Analytic provenance is tradition-
ally about understanding through interactions with analysis tools how humans
arrive at insights [26]. This is very important in order for analysts to establish
trust in others findings. Machine teammates must also endeavor to provide evi-
dence that their analyses have been executed in correct and justified ways, in
order to get buy-in from human teammates or supervisors about conclusions
or recommendations. Ways of building provenance tracking into tools and algo-
rithms to use representations of provenance (i.e., usually large graphs) are rich
areas to explore, especially since complex analytics might involve machine learn-
ing or other approaches that are difficult to explain on a step-by-step basis.
Make machine learning “explainable” to the analysts who depend on them in
HMT—mnot just model developers and toolsmiths, as recent work has focused
on (e.g., [35])—is an important future goal. Part of communicating provenance
also includes effectively describing uncertainty in the analysis [36], which is an
ongoing research area in information visualization.

Living Notebook and Narrative Visualization. Building on provenance, there is
an opportunity to use visual analytics that capture both human inputs and
findings by machine analytics into a narrative that can adapt over time. This
would support ongoing analyses and knowledge transfer between teammates with
less context about previous events. New tools like “living notebooks” [8] that
evolve over time are for potential method handling streaming data, which must
be quickly integrated into existing cases or analyses. Annotations and feedback
provided by humans could be used to refine the narrative, while machines could
learn from this feedback to better handle future data.

User-Performance Modeling for Cyber Tool Design. Modeling how well a visu-
alization or other tool might support an analyst’s cyber task could supplement
existing ways for designing effective tools in this domain, which include design
studies (see [23] for examples) that are valuable but expensive to perform. As we
mentioned earlier, modeling tools can be used to get fast, quantitative predic-
tions on performance indicators like task speed. However, effectively modeling
cyber tasks requires more research because they tend to encompass both rou-
tine interactions (like pulling up and searching logs) that are straight-forward to
model, as well as exploratory or less-structured brainstorming tasks. Reusable
modules that instrument user interfaces, both for downstream model fitting and
other performance monitoring, would be useful for visual analytics and other
HMT interfaces.

5 Considerations for Human-Centered Assessment

While advanced technologies may be responsible for collecting, reducing, and
processing data during initial analyses, human analysts are the primary drivers
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of cybersecurity understanding and sensemaking today. They interact with ana-
lytics and other analysts to produce information and knowledge for the purpose
of situational awareness and decision making in the organization. To be effec-
tive at this stage, analysts must be able to create linkages between information
about the network, the world, and their team [14]. This information must be
correlated with external information on emergent threats and threat actors, as
well as known attack signatures. Finally, analysts must also be able to fuse and
share this information with their local and broad organizational teams to create
a holistic picture of security across the organization [31].

5.1 Challenges

Multi-source Information Fusion. At the individual level, analysts must corre-
late information between multiple sources to produce knowledge, and communi-
cate this knowledge to their superiors. As information and knowledge are passed
up through the organizational hierarchy, findings from multiple analysts must
be translated from discoveries to insights, and eventually into a broader pic-
ture. This process of information fusion lets analysts achieve improved accuracy
and understanding, compared to looking at an individual source of information.
The fusion occurs over five levels: data assessment, object assessment, situation
assessment, impact assessment, and process refinement [34]. At the analyst level,
this is often discussed as “hard” information fusion, in which the focus of data is
from hard sensors collecting objective information. As information is moved up
the organization, the fusion moves to “hard/soft” where the hard information is
fused with subjective information, which might be more uncertain, inaccurate,
or subjective [15]. At all levels, information fusion is a cognitively-demanding
task that requires memory, merging and conflict resolution, and de-confliction
to ensure that final conclusions are accurate and actionable.

Information Sharing Across Organizational Structure. As analysts process infor-
mation and reveal incidents or other status indicators, they are responsible for
communicating this information up the chain for the purpose of awareness and
decision making. Before doing so, the analyst must make a judgement call of
whether or not a piece of information should be shared. If the analyst shares too
much, she may cause information overload to her superiors; on the other hand,
if she does not share enough, this degrades the situational awareness of the orga-
nization. The decision can be stressful or cognitively taxing. Research has shown
that humans are more likely to share commonly-known information, while high-
value, unique information they possess is not communicated [17,33]. At each
level of the organizational hierarchy, information and knowledge is further dis-
tilled, fused with other information, and summarized. Where an analyst may be
responsible for assessing an individual security event, his supervisor will have to
understand the interdependencies across multiple events, look for patterns, and
understand how to allocate resources.
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Performance Measurement. Individual and organizational behavior requires
monitoring and self-regulation of their actions, in order to adjust for emergent
threats or to improve their overall performance. Regulation of behavior based
on performance is a meta-cognitive task, in which an analyst must monitor
her own cognitive behavior for task-specific knowledge, her understanding of
that knowledge, and her affective responses to the activity [10]. Understanding
one’s performance and competencies in a particular area is a critical element
in enabling trust and team dynamics [2], and is useful in assessing performance
of individuals and teams. Additionally, without such information, supervisors
cannot correctly allocate resources or balance the workload across their teams,
which could help increase team performance [12].

5.2 Opportunities for HMT

Intelligent Information and Context Fusion. Information fusion requires pulling
and aggregating findings from multiple sources, both hard (e.g., data) and soft
(e.g., analyst reports) to form a summative understanding of the broader organi-
zational picture. With tools that help create linkages between the information an
analyst receives, the sources of the data and their trustworthiness and constraints,
analysts can build more context around the information they are provided. Cur-
rent workflows for building context like this can be ad hoc and use many tools. Uni-
fied interfaces that help synthesize and share knowledge and hypotheses between
team members could lead to more systematic or streamlined analyses.

We previously discussed the difficulty in sharing information across analysts
and the organizational hierarchy. Without context (like threat or analysis pri-
orities that are communicated top-down by decision makers), it is difficult to
know what information to share upwards; but without more information, it can
be difficult to refine or understand some contexts. Natural language process-
ing could help this issue by helping making it easier for analysts to construct
context. As mentioned earlier, tracking sources of data and analytic provenance
can help a person receiving synthesized information to learn how it was gener-
ated. This could help reduce potential data overload, allowing analysts to better
understand and communicate their needs, and ensuring that information that
needs to be communicated and shared.

Performance Monitoring Capabilities. Current research in neuroergonomics and
physio-behavioral monitoring is making significant advances in developing met-
rics of fatigue, stress, and other state-based metrics that are linked to human
interaction and performance while using technology [27]. Machines can use this
information to augment a supervisor’s intelligence and assist, or automate, tasks
like load scheduling, resource allocation, and workload balancing across the team.
Additionally, performance-measurement outcomes may be used to communicate
information about analysts objectively up the chain; this can aid a supervisor
in composing teams and allocating training. Similarly, there is potential to use
HMT in situations where machines passively observe individual differences and
strengths, and provide suggestions to leadership for how best to deploy teams.
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Table 1. Research roadmap for improved HMT in cybersecurity

When | Research goal D | T | HCA

Near | Methods for guiding data collection; curation assistance for | v |. |.
those with little or no developer experience

Task modeling and representation for cyber defense arar

operations

Organizational Knowledge Management capabilities for e |V

intelligent information sharing

Explainable machine learning (ML) for analytic developers |. |v |.
Mid | Improved visualization and analytics that provide distilled |. | v |V

narratives of multi-dimensional change over time

Accurate models for human performance in cyber defense |. |v |V

Human cognitive and affective state detection eV

Tools for tracking and communicating analytic provenance |. | v |.

Natural language understanding for precise analysis tasks |v |. |V
and wrangling data
Support for externalizing and sharing mental models of an | v |. |V
environment and analysis goals

Far Explainable ML available for analysts using ML-based VY
analytics
Human cognitive augmentation for performance e |V
improvement
Tools for operations that adapt to individual needs and Ve

team composition

6 Roadmap

The purpose of this paper was to present observations about the current state
of cyber sensemaking activities, their associated challenges, and suggest oppor-
tunities for HMT in this domain. We believe the security and HCI communities
can advance toward these opportunities by pursuing a research agenda at that
intersection. In Table 1, we summarize some objectives in line with this agenda.
This table is not meant to be complete or the product of a rigorous research-
space analysis; rather, it describes some milestones related to the challenges
in this paper that we think are achievable within the near (2-5 years), mid
(5-10 years), and far (10-20 years) time frames. Each direction corresponds to
one or more of the sensemaking stages discussed earlier: data organization and
interaction (D), toolsmithing and analytic interaction (T), and human-centered
assessment (HCA).

Future work in this area should not simply focus on the development of novel
tools and technologies; instead we urge researchers to take a problem-based app-
roach to addressing challenges in cyber sensemaking and analysis. Our intuition
is that this will involve more closely-integrated HMT, so we can allow humans to
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focus on tasks that leverage their strengths and improve their decision making.
New capabilities can help support provenance, correlation, and communication
across the different layers of sensemaking—enabling effective and rapid pivoting
from each phase and supporting the analysis missions for which security analysts
are responsible: threat detection, situation assessment and threat assessment. As
more of this roadmap is achieved, it is critical for researchers to maintain aware-
ness of existing and emerging challenges, ensuring that we leverage technologies
like AT/TA and HMT in an effective and strategic manner.

7 Conclusion

In this paper, we considered current challenges involved in human-centered
aspects of cybersecurity operations, focusing primarily on difficulties in ana-
lyzing and communicating findings about complex cyber environments. Many of
these challenges result from information management and sensemaking of highly
dynamic, multi-dimensional data. These activities traditionally have been driven
by humans in the cybersecurity domain, where verifiably-complete understand-
ing of an environment or incident is difficult or impossible to achieve; as such, it
is critical to have clear and justifiable partial findings, which is beyond existing
capabilities of autonomous intelligent agents. Other challenges related to human
factors arise due to the fast-changing and cognitively-demanding work of security
analysts.

To address the challenges, we identified opportunities for improved interac-
tions and teaming between security analysts and machines. These opportunities
exist in each of three stages of a cybersecurity-analysis pipeline model, includ-
ing: (1) data organization and interaction, (2) toolsmithing and analytic inter-
action and (3) human-centered assessment at the level of individuals up through
groups and higher-level stakeholders in an organization. Many of these opportu-
nities must be enabled by new research directions in the security and HCI fields.
Based on this, we outlined several priorities for researchers.
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Abstract. What does it mean for humans and machines to work together
effectively on complex analytic tasks? Is human teaming the right analogue for
this kind of human-machine interaction? In this paper, we consider behaviors
that would allow next-generation machine analytic assistants (MAAs) to provide
context-sensitive, proactive support for human analytic work — e.g., awareness
and understanding of a user’s current goals and activities, the ability to generate
flexible responses to abstractly-formulated needs, and the capacity to learn from
and adapt to changing circumstances. We suggest these behaviors will require
processes of coordination and communication that are similar to but at least
partially distinguishable from those observed in human teams. We also caution
against over-reliance on human teaming constructs and instead advocate for
research that clarifies the functions these processes serve in enabling joint
activity and determines the best way to execute them in specific contexts.

Keywords: Human-machine symbiosis and Human-machine interface -
Human-machine teaming

1 Introduction

The more sophisticated a system’s ability to perform complex tasks in coordination
with its users, the more it seems to function as something more akin to a human work
partner than a mere tool [1]. Such collaboration between humans and technology is
often referred to as human-machine teaming (HMT) (e.g., [2, 3]) because of its
resemblance to human teamwork. HMT has been heralded as the key to transforming
automation-enabled work practices across a number of domains, many of which are of
critical importance to national defense [e.g., 4]. But just how important are human
teamwork behaviors to HMT? Is a more human-like machine teammate necessarily a
better machine teammate? This paper focuses on the potential role of HMT in one
domain — intelligence analysis — and explores the extent to which human teamwork is
an appropriate model for these HMT use cases.

Intelligence analysis comprises a set of interrelated activities that generate
evidence-based information products from collected information, often with the goal of
answering critical questions about adversaries’ attributes, associations, beliefs, inten-
tions, and actions. Many of these activities depend upon a human analyst’s ability to
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find and fuse information acquired across multiple heterogeneous datasets. With the
volume, velocity, and variety of data constantly growing, intelligence professionals
require increasingly sophisticated tools to enable them to keep pace with fast moving
events and the signatures these events generate. Advances in machine learning are
driving the development of new analytic technologies capable of recognizing and
responding to meaningful patterns across these datasets; however, to maximize their
utility to analysts, these technologies must be managed by intelligent software agents
that can deploy analytics in a coordinated fashion on behalf of human analysts who
constrain, shape, and consume the consolidated results of their activities. We refer to
these software agents as machine analytic assistants (MAAs) and envision that they
will facilitate intelligence analysis by collaborating with their human partners on shared
analytic projects.

HMT research often draws on concepts from human teaming to inform and ground
HMT principles [e.g., 1, 3] since there is a wealth of research exploring effective
human teaming processes. We will discuss several such processes and suggest how
they may facilitate joint analytic work by human analysts and MAAs. However, we
will also identify some ways in which human-machine teams may differ from their all-
human counterparts, at least for the intelligence analysis use cases with which our
research is concerned. Based on this assessment, we suggest that HMT research should
not set itself the task of fully emulating human teamwork but should instead just focus
on determining the functions and interaction designs that maximize the overall effi-
ciency and effectiveness of joint human-machine work.

2 Envisioned Characteristics of MAAs

Intelligence analysis typically entails multiple iterative tasks involving searching, fil-
tering, evaluating, and fusing information contained within a large number of sources,
driven initially by broad exploratory goals that evolve into more focused, hypothesis-
driven objectives [5]. Analysts may need to use a variety of tools and methods to find
relevant information, expose associations between entities of interest, and preserve key
results for further analysis or reporting. Moreover, they must often perform many of
these tasks manually, which can severely limit the quantity of data they can consider
and amount of information they can extract and synthesize.

MAAs will support the intelligence process by coordinating activities of data
analytics that help human analysts find and combine information in ways that satisfy
intelligence requirements, similar to software agents that support other forms of
exploratory data analysis [e.g., 6]. Machine analytics operating on text [e.g., 7], images
[e.g., 8], or other media can classify and cluster data, identify important concepts and
relationships, identify anomalies, and reveal and quantify key trends. MAAs will serve
as intelligent gateways to these powerful capabilities, assembling and executing multi-
analytic workflows to generate summarized findings that meet analyst needs, both by
responding to analysts’ explicitly expressed requests and also supplying additional
recommendations based on knowledge of analysts’ mission goals and analytic history.
In these ways, MAAs will help analysts find and organize data for efficient and
effective review and assessment. MAAs will expand their repertoire of behaviors by
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learning new workflows and conditions of use, either through passive observation of
users’ actions or active participation in demonstration/training sessions with users [e.g.,
as in 9, 10].

Note that although MAAs will utilize logical reasoning to support data-driven
inference and other logical functions in pursuit of these activities, they are unlikely to
possess a level of knowledge or cognitive sophistication required for more than rudi-
mentary analysis and reporting tasks; moreover, the nuances of the legal policies that
govern the conduct of intelligence analysts [e.g., 11-14] are too context-dependent, and
the potentially disastrous consequences of automation failure are too severe to allow for
anything beyond this in the foreseeable future, whatever the degree of artificial intel-
ligence achieved. Thus, MA As will not replace human analysts but will instead assume
their more time-consuming and laborious information retrieval and manipulation tasks,
freeing analysts to devote more time to interpretation (although MAAs could poten-
tially also help structure the analysis process itself, as in [15]).

Achieving these modest yet still ambitious goals will require advances in software
agent technologies that afford MAAs the ability to:

e Learn and understand users’ evolving goals and maintain an awareness of available
data and analytics that can satisfy them.

e Orchestrate and execute actions with flexibility, responding appropriately as
requirements and results accumulate and change over time.

e Recognize when results reveal opportunities for useful follow-on analysis and then
program and execute a new set of actions to exploit those opportunities in accor-
dance with existing guidelines and constraints.

e Operate with a reasonable degree of independence to insulate users from an
otherwise constant barrage of requests for input and validation while still making
the most of available data and computational resources. This includes identifying
conflicting goals and resolving lower level conflicts to avoid wasting time and
computational resources on lower priority tasks.

Ideally, MAAs will have the ability to evaluate circumstances and consult policies
that help them determine whether and when to request approval for a given task they
will complete on their own Such an ability would minimize user involvement in routine
tasks while ensuring a human is “in the loop” for more complicated, riskier decision
making (e.g., about tasks that are resource intensive) and deeper, contextually-
dependent analysis (e.g., about results that may have multiple interpretations or
important national security implications). Johnson et al. [16] recommend a “combine
and succeed” approach to allocating work between humans and automation, allowing
for varying degrees of human involvement and multiple ways of achieving a given task
based on circumstances. We believe this approach will be essential to the effective use
of MAAs, which will vary in the level of autonomy with which they identify current
information needs, decide which combination(s) of data and analytics are most likely to
satisfy these needs, configure and execute analytics against appropriate data sources,
and manipulate and interpret results (see [17] for a discussion of varying levels of
autonomy across similar classes of tasks).
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3 Human Teaming Behaviors and MAAs

The degree of interdependence envisioned between human and MAA tasks and the
need for human-machine interactions that coordinate interdependent human-MAA
work will create MAA HMT challenges. Research must address these challenges to
ensure the successful application of MAAs to intelligence analysis. The complexity of
the agents’ behaviors will require that MAAs at times operate with different task sub-
goals than their users currently hold while still working towards common overall
objectives. In turn, the potential for MAAs to operate with different sub-goals than their
users will create a need for users to ensure automation is aligned with their own
situational understanding and mission priorities, in order to regulate use of computa-
tional resources, prevent adverse MAA activities, and maximize the fit and utility of
machine contributions. Achieving these objectives will require the development of
sophisticated teaming functions and human-machine interaction methods that allow
both analysts and MAAs to coordinate their activities efficiently and effectively.

Human teaming seems a natural analogue for joint activity involving multiple
autonomous-yet-interdependent actors. Decades of work in industrial and organiza-
tional psychology and management science have produced a rich literature on human
team processes [e.g., 18—20], and there are many important lessons to be learned from
this research about what makes human teams function effectively. We see a number of
parallels between human-MAA teaming and human teaming, and we believe principles
of human teaming should inspire and inform MAA HMT research and development;
however, we do not feel that all principles of human teaming are equally relevant to
MAA HMT and/or should necessarily be expressed in human-MAA interactions the
same way they are in human teams.

Consider work by Salas and colleagues [18]. They conducted an extensive review
and thematic analysis of two decades of human teaming research and identified five
major factors that appear to affect the success of human teams: team leadership, mutual
performance modeling, backup behavior, adaptability, and team orientation. These
factors, along with the coordinating mechanisms of shared mental models, mutual trust,
and closed-loop communication, all appear to be important for successful human
teamwork involving either collaboration (team members work on a common task) or
coordination (team members work on separate interdependent tasks contributing to a
shared outcome). Tables 1 and 2 discuss Salas et al.’s human teamwork factors
(Table 1) and coordinating mechanisms (Table 2), along with our observations
regarding their applicability to MAA HMT.

As shown, many aspects of Salas et al.’s framework are highly applicable to
MAA HMT use cases. There is solid evidence demonstrating the importance of these
factors and coordinating mechanisms for human teaming, and it seems clear they will
be important for MAA HMT as well. For example, functions that support mutual
performance monitoring will allow analysts and MAAs to detect each other’s errors,
mitigating their impact. Similarly, capabilities that facilitate the development of shared
mental models will enable analysts and MAAs to better understand each other’s
information needs, which should encourage proactive sharing and more efficient
communication.
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Table 1. Salas et al. [18] teamwork factors and applicability to MAA HMT

Factor Description Applicability to MAA HMT
Team Planning, assigning, coordinating, User will direct MAA by providing
leadership and facilitating team activities in goals, constraints, and feedback
accordance with knowledge of based on mission objectives and
evolving objectives and conditions. understanding of context. User will
Also involves evaluating, develop MAA by providing
developing, and encouraging team feedback on correctness/utility of its
personnel work, and teaching it new analytic
procedures. MAA could
plan/assign/coordinate some tasks
and even instruct junior users
**Not applicable: User will not
need to motivate MAA
Mutual Maintaining awareness of teammate | User and MAA will monitor each
performance performance to assess needs and other’s performance to infer
monitoring identify errors teammate’s goals, plans, and needs;
identify disagreements in priorities
or interpretation of data; and detect
errors in teammate’s decisions or
actions
Backup Taking over some of a teammate’s User and MAA will provide
behavior tasking to provide relief during corrective feedback when they
periods of high workload. Also identify errors in each other’s
involves proactively offering performance, and they will
information or support in proactively offer information in
anticipation of a teammate’s anticipation of each other’s needs
needing it, or providing feedback **Not applicable: Workload
when a teammate commits errors or | rebalancing. User will never
has difficulty performing a task perform a task for MAA as long as
MAA knows how to do it, and if
MAA can execute a task for user, it
will always do so
Adaptability Modifying team work plans and User and MAA will tailor analytic
processes based on changing needs methods and MAA’s level of
and circumstances autonomy according to changing
complexity and uncertainty in
requirements, data, and results
Team Considering teammates’ User will need to accept MAA’s
orientation perspectives and needs, effectively help and utilize it effectively, which

leveraging teammates’ contributions
to achieve one’s own tasks, and
valuing team’s success over one’s
own self-interest

could be complicated by fears that
automation is “taking over” analysis
process.

**Not applicable: MAA will not
have interests or goals apart from
those of user; thus, it is not clear
either user or MAA would need to
adopt the kind of collective outlook
human teaming requires
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Table 2. Salas et al. [18] coordinating mechanisms and applicability to MAA HMT

Factor

Description

Applicability to MAA HMT

Shared mental
models

Mutual trust

Closed-loop
communication

Knowledge of a team’s goals and
tasks, as well as the dependencies
that exist between them

Trusting that teammates will
competently and conscientiously
execute assigned tasks, accept and
respect each other’s contributions,
and act in ways that benefit team

Communication in which
communicants confirm they have
received and understood each
other’s messages

Both user and MAA will need to
understand how their tasks affect
each other’s work and contribute to
joint goals; will enable task
coordination and anticipation of
each other’s information needs
User will need to have sufficient
trust in MAA’s competence to
allow it to work independently
**Not applicable: It is not clear
that MAA’s programmed
acceptance of user’s commands
would constitute trust, and it is
also not clear that user’s trust in
MAA would be the same as their
trust in a human teammate. Trust
in a human teammate includes
believing the teammate will not
act in ways that promote their
self-interest at the team’s expense;
MAAs will not have self-interest,
so user should not suspect MAA’s
“motives”

User and MAA will need to engage
in closed-loop communication to
ensure messages are received and
interpreted correctly. MAA will
also need to communicate its
inferences about user’s goals and
needs (user should not need to infer
MAA’s goals and needs, as MAA
will always communicate these
explicitly). Will require
mechanisms for user and MAA to
identify and correct
miscommunications or
misunderstandings

In contrast, the notion of workload-related backup seems less relevant to
MAA HMT. This is partly because we assume MAAs and human analysts will gen-
erally perform different kinds of work, which would preclude their taking over each
other’s excess tasking (i.e., human-MAA teamwork will be more coordination-based
than collaboration-based). However, we also expect MAAs and human analysts to be
differentially affected by analytic workload. Machines do not have the same kinds of
processing limitations as humans, so it is hard to imagine a situation in which a human
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would need to take over tasking from an MAA purely to lighten its workload, or in
which an MAA would not perform a task for its user if it knows how to do it. It is
possible that more collaborative HMT (e.g., humans and robots working together in
urban search and rescue) would allow for workload-related backup, but it would seem
to require that both human and machine teammates experience the same kinds of
processing limitations (e.g., only being able to be in one physical location at a time).
Thus, task rebalancing appears to expose one way in which human and machine
teammates (and their associated teaming styles) may differ.

The more social aspects of team leadership, team orientation, and mutual trust
highlight additional (and arguably more dramatic) differences that will exist between
human and machine teammates. Software does not have an independent sense of its
own interest; thus, factors like mutual trust, which helps ensure human teammates are
willing to cooperate even when cooperation brings additional risks (e.g., the potential
that teammates will act in ways that further their own interest at the expense of others’),
seem inapplicable to machines. Moreover, while an analyst’s willingness to work with
and trust an MAA could be thought of as somewhat akin to team orientation and
mutual trust, it is not clear the underlying constructs are the same. Although users may
interact with machines in ways that resemble their interactions with humans, humans
and machines are fundamentally different types of entities, and users fundamentally
know this; thus, it not clear humans have the same underlying thoughts and feelings
when they interact with machines as they do with humans. For example, humans need
not concern themselves with the social costs of mistreating automation (other than ones
they might experience if other humans observe them) and probably cannot truly
empathize with or expect empathy from machines that do not experience life in the
same way they do.

Our review of Salas et al.’s [18] framework suggests that MAA HMT will resemble
human teaming but differ from it as well, especially when it comes to aspects of
teaming that seem more dependent on teammates’ core natures and the types of rela-
tionships they can form with each other. These kinds of differences need not prevent
researchers from exploring the benefits of partnering humans with automation or from
drawing inspiration from the human teaming literature in developing HMT capabilities;
however, they do suggest the research community might think twice before assuming
HMT need necessarily be the same as human teaming or that the interaction methods
that support HMT need necessarily emulate human teammate interactions.

4 Discussion

We believe the future of intelligence analysis depends on the development of MA As that
can partner with analysts to improve the efficiency and effectiveness with which they
exploit available data; without it, analysts will not realize the full benefits of analytics
that have the potential to save them from extreme information overload. MAAs will be
able to act with a great deal of independence and flexibility, thus eliminating much of the
manual work currently associated with the use of analytic tools. However, commanding
and controlling such technologies will pose challenges that must be addressed if
intelligence analysis is to make the most of these technologies.
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Many HMT researchers have based their recommendations on prior research in
human teaming [e.g., 16, 21], and we are beginning to investigate ways in which
lessons from the human teaming literature may be applied to HMT for MAAs. For
example, we are exploring the kinds of dialogues analysts may need to engage in with
automation to establish common ground and coordinate activity through negotiation.
Note that these are among the top challenges Klein and colleagues [21] discuss with
regard to HMT. We expect MAAs will participate in collaborative planning with their
users as in [22] to establish joint high level goals and agree upon tasks to be performed
separately in support of shared objectives. We also expect MAAs will communicate
with their users about their interpretations of results, offering, defending, and/or
challenging different explanations and hypotheses they or their users propose regarding
the meaning or implications of a piece of data or analytic finding. Foundational work
on dialogues between software agents [e.g., 23] will provide a basis for some of these
dialogues about what actions to take and what results mean, but research from informal
logic and human discourse analysis [e.g., 24] may also provide important background.

Although we have a strong interest in human teaming, we do not assume that all
human teaming behaviors are relevant to HMT, or that the behaviors that are relevant
need necessarily be expressed through styles of interaction that resemble human social
interaction. On the contrary, we feel there is a critical need for research into under-
standing what form these dialogues and the processes that underlie them need to be to
maximize efficiency and effectiveness of joint work in a particular domain. Assuming
the research community should strive to fully emulate human teams imposes a daunting
set of research requirements that may be unnecessary or even counterproductive if the
end goal is optimizing human-machine task performance versus creating synthetic
equivalents of machines’ human counterparts (see discussion by [25]). It may seem
reasonable to assume humans will be most comfortable and effective engaging with
machines in a manner that mimics their interactions with other humans. However,
treating tools like people is a fairly recent phenomenon in our species’ natural history,
and it seems just as reasonable to assume humans will be most comfortable and
effective interacting with machines in ways that satisfy the computational requirements
of joint work while maintaining distinct roles for users and the things they use. These
interactions may not constitute “true” teaming in the human sense, but users may not
need true teaming to work with automation successfully: They may only need some-
thing that accomplishes the teaming functions required for successful use of the
technology.

We do not exclude the possibility that there will be circumstances in which
effective human-machine coordination requires that humans are able to interact with
machines in ways that closely resemble how they would interact with human team-
mates. However, rather than starting with the question of how to emulate human-like
teaming behaviors in human-machine teams, we propose the research community
instead begin by asking what functions are necessary for coordinating the tasks humans
and machines will be performing in support of common goals. It can then explore the
efficacy of different methods of instantiating these functions, clearly distinguishing
computational goals from algorithms and means of implementation [26]. Some
methods may have clear advantages, while others may be roughly equivalent in terms
of efficiency and effectiveness measures, allowing choice of methods to be driven
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largely by development costs, user preference, and fit with operational systems and
settings. We suspect the methods best suited to enabling HMT will vary with the types
of tasks on which humans and machines are collaborating, and we suggest that
understanding the features that cause different types of tasks to require different
methods should be a research priority. Understanding these features will enable the
community to generalize findings from one domain to another.

There may be scientific and practical benefits to more basic HMT research that
seeks to replicate human teaming in human-machine teams in as direct and authentic a
way as is possible, not the least of which would be gaining further insight into the
nature of teamwork itself. However, at this time, we believe a more applied research
agenda that treats HMT as a means to an end rather than an end in itself holds more
promise for delivering solutions that best achieve successful coupling of humans and
machines on a particular set of tasks. If a given HMT approach enables analysts to use
MAAs to perform their work more efficiently and effectively, it will have achieved its

purpose.
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