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Foreword

The 21st International Conference on Human-Computer Interaction, HCI International
2019, was held in Orlando, FL, USA, during July 26–31, 2019. The event incorporated
the 18 thematic areas and affiliated conferences listed on the following page.

A total of 5,029 individuals from academia, research institutes, industry, and
governmental agencies from 73 countries submitted contributions, and 1,274 papers
and 209 posters were included in the pre-conference proceedings. These contributions
address the latest research and development efforts and highlight the human aspects of
design and use of computing systems. The contributions thoroughly cover the entire
field of human-computer interaction, addressing major advances in knowledge and
effective use of computers in a variety of application areas. The volumes constituting
the full set of the pre-conference proceedings are listed in the following pages.

This year the HCI International (HCII) conference introduced the new option of
“late-breaking work.” This applies both for papers and posters and the corresponding
volume(s) of the proceedings will be published just after the conference. Full papers
will be included in the HCII 2019 Late-Breaking Work Papers Proceedings volume
of the proceedings to be published in the Springer LNCS series, while poster extended
abstracts will be included as short papers in the HCII 2019 Late-Breaking Work Poster
Extended Abstracts volume to be published in the Springer CCIS series.

I would like to thank the program board chairs and the members of the program
boards of all thematic areas and affiliated conferences for their contribution to the
highest scientific quality and the overall success of the HCI International 2019
conference.

This conference would not have been possible without the continuous and unwa-
vering support and advice of the founder, Conference General Chair Emeritus and
Conference Scientific Advisor Prof. Gavriel Salvendy. For his outstanding efforts,
I would like to express my appreciation to the communications chair and editor of
HCI International News, Dr. Abbas Moallem.

July 2019 Constantine Stephanidis
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Grid Authentication: A Memorability and User
Sentiment Study

Paul Biocco and Mohd Anwar(&)

North Carolina A&T University, Greensboro, NC, USA
manwar@ncat.edu

Abstract. Despite being one of the most crucial parts of online transactions, the
most used authentication system, the username and password system, has shown
to be weaker than ever. With the increase of processing power within computers,
offline password attacks such as dictionary attacks, rainbow tables, and hash
tables have become more effective against divulging account information from
stolen databases. This has led to alternative solutions being proposed, such as
logging in with a social media account or password managers, which do not
replace the password entirely. Graphical alternatives have previously proposed,
but none of them have become widely used. In a previous paper we proposed
our own alternative called “Grid Authentication”, which would allow users to
authenticate using a sequence of clicks on a colored Grid, shown to be resistant
against offline password attacks. Now we have implemented and tested Grid
Authentication’s memorability and recorded user sentiment data. Participants
logged in using a newly created password, an 8-character password randomly
generated for them, as well as used Grid Authentication scheme for three days
each, once per day. We found that overall, Grid Authentication’s memorability
was like a user chosen password, and far superior to the randomly generated 8-
character password. We also observed that user’s overall sentiment towards Grid
Authentication increased significantly after three days of regular use. Despite
this, while sentiment over the system was overall positive, users perceived that
they remembered the password more easily, perhaps given hints as to why
alternative authentication types have not become widely used.

Keywords: Authentication � Memory � Grid Authentication � Security

1 Introduction

With the expansion of internet usage, verification of a user’s identity has become a
critical process for both privacy and security. The amount of personal information
associated with both social media and business accounts has steadily increased as the
internet has become more critical for daily activities. The most common verification
process used online is the username and password, which allows a user to authenticate
themselves with a public alias and a private string of characters. Unfortunately, this
method has become vulnerable to cyber-attacks.

As technology has expanded and as both computational and processing power has
increased, passwords have become significantly less effective at preventing passwords
breaches. Both password breaches, such as the RockYou [1] and LinkedIn [2] breaches,

© Springer Nature Switzerland AG 2019
A. Moallem (Ed.): HCII 2019, LNCS 11594, pp. 3–18, 2019.
https://doi.org/10.1007/978-3-030-22351-9_1
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and academic research has allowed us to understand human tendencies when creating
passwords [3]. The combination of increased knowledge about password tendencies and
database breaches have made offline password attacks extremely effective. Some rigs
have even been able to crack all keyboard-typeable 8-character passwords within a
single day [4]. Breaching an account can result in first names, last names, phone
numbers, bank account numbers, and even credit card information. The username and
password scheme must either be significantly reinforced or replaced entirely to ensure
future confidentiality of a users’ personal accounts.

Passwords have several critical issues that put users at risk. The primary problem
stems from memory. Passwords commonly have words, phrases, and personal infor-
mation. While this helps users memorize their password, this also gives attackers hints
and tools to breach an account. The use of words and phrases within passwords allow
offline password attacks such as dictionary attacks and hash tables more effective than
if they were made of random characters. Secure passwords often must be long, ran-
domized, contain symbols, and unique. These passwords tend to take a significant time
to remember [5]. When a user creates a complex password, they tend to reuse the
password over multiple accounts [6]. Alternatively, users may write them their pass-
words down and leave them in potentially insecure locations [7].

Companies have attempted to mitigate poor password security by creating security
standards such as forcing users to create complex passwords and have them constantly
change their passwords. At face value, these protocols were thought to help secure the
system. Research has observed otherwise. Instead, these measures have led to written
down passwords and create passwords easily derived from previous passwords, such as
changing a single number [7].

Multiple solutions have been suggested to assist in solving the password crisis.
Some solutions, such as social login and password managers fail to solve the problem.
They create a bottleneck where if one password is breached, then all accounts can be
accessed and pose significant downsides such as privacy issues with social logins [8]
and insecure implementation with password managers [9, 10]. Other mechanisms such
as fingerprint and iris scanning require significant amounts of processing power and
have their own separate privacy issues, requiring companies to store biometric data [11].

Graphical authentication methods may hold a solution. Significant research has
been done within this topic. However, despite multiple variations of this type of sys-
tem, showing users can memorize graphical passwords, these types of alternatives have
yet to be widely implemented. In a paper we proposed a graphical system that would
prevent offline password attacks while without sacrificing memorability, called Grid
Authentication [12]. To understand memorability and user sentiment towards Grid
authentication, we recruited users from both offline and through Mechanical Turk. In
our experiment, users logged into an experimental system using three methods: a
password they chose, a randomly generated password, and Grid authentication. Fifty-
five users entered the initial experiment, and 46 users completed the entire experiment.

This paper’s purpose is to show that our system is as memorable as a user-created
password and gather user sentiment data on such. The rest of this paper is organized as
follows: Sect. 2 covers related works about graphical authentication, Sect. 3 presents
our implementation of Grid Authentication, Sect. 4 describes the memory experiment
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we conducted, Sect. 5 covers the results of the experiment, Sect. 6 offers discussion
and interpretation of the results, and Sect. 6 covers the limitation of our study as well as
concludes the paper.

2 Related Works

In reviewing other graphical authentication systems, we found three primary cate-
gories: locimetric systems, cognometric systems, and drawmetric systems [13]. Cog-
nometric systems primarily focused on users recognizing a preselected target to
authenticate themselves. Locimetric systems focus on identifying a specific point
within a predefined image. Drawmetric systems require the users to write something
freehand or with a guide.

Locimetric authentication systems often was observed to have predictability issues.
When focusing on singular points on an image, users projected their focuses into
predictable areas [14]. When picking a specific area of an image, it was found that users
notice heavily selected brighter areas of a picture, influencing points chosen [15].
Furthermore, users struggled to remember exact locations within the image. Instead,
they were able to remember relative locations. An experiment done with Jiminy
templates, which used a thin plastic square with small holes found that when placed on
a grid of letters, one third of the participants were not able to give exact locations after a
month but remembered general locations [16]. GrIDSure, a one-time pin mechanism
which used a grid of numbers had similar issues. This system would have users login
by entering a pin designated by predetermined locations in a predetermined order.
Research observed that the relative shape of the pattern was memorized, but often the
specific order was incorrect, further reinforcing the conclusions made within the Jiminy
template study. Overall, these systems seem to have both predictability issues and
memorability issues.

Cognometric systems rely primarily on user recognition over memorization. Users
would remember a target image and recognize it later. Passfaces, a technique that uses a
Grid of faces, is a primary example of a Cognometric system. Users would select a
face, then choose it amongst distractors to login. This system was shown to be
memorable but had no clear advantage over traditional authentication systems [13].
Further studies showed that users tended to select faces of their own gender and race,
causing a predictability issue [17]. Another example of this type of system is Déjà Vu
[18]. This system used abstract images over faces, and instead of using a single image,
they used five selections instead of one. Users seemed to like this system more than
passwords after a week of interactions [13], but it was also observed that the results
were not fully substantiated [19]. These types of systems, if properly implemented,
may make a viable password replacement.

Drawmetric systems have considered to have significantly larger password space
than passwords, but fails in both memorability and accuracy. Draw-a-Secret is a clear
example of this. It authenticates a user using a sequence of pen strokes on a blank grid,
accounting for both the order and locations of where lines were crossed [20].

Grid Authentication: A Memorability and User Sentiment Study 5



User evaluation of this method found that this mechanism was less memorable than
traditional authentication systems [21]. Scribble-a-Secret is another system which fore-
goes the grid and uses machine learning to approximate a user’s design instead [22]. The
best accuracy ratings theywere able to achievewas 2.6% false acceptance rate and a 2.8%
false rejection rate. The registration process took significantly longer, requiring a training
period. In conclusion, Drawmetric systems are not viable password replacements.

3 Grid Authentication Experiment Design

We created a three-part experiment that took place over ten days to gain insight on user
sentiment about Grid authentication and to test its memorability. Users registered with
an experimental website that instructed the user to login to their account using various
login methods. They are given instructions on the main area of the site each day as
shown in Fig. 1. Participants created an account with a username and a password they
chose. At this point, they were explicitly instructed to not use passwords and usernames
for other accounts. It was also explicitly mentioned that they should not write down any
authentication information beyond their username.

The first day was an initial day that simply set participants up within the website.
Through this, they would familiarize themselves with how they would get instructions.
We compared Grid Authentication to both passwords that users would regularly use
and randomized passwords that would be harder to break.

A one day waiting period would be initialized before we started them on their first
day of logging in. After waiting the initial period, on days one through three, users
logged into our website using their user-chosen password. On day three, each user was
provided an 8-character password that was randomly generated using all 95-character
symbols on the keyboard. To ensure that the difficulty remained consistent between all
users, each user was given the same 8-character password. On days four through six,
they logged in using this randomized password. On day six, users were introduced to
Grid Authentication, implemented as specified in Sect. 4 of this paper. They reregis-
tered on a different portion of the same website using Grid Authentication’s registration
process. Finally, on day seven through nine, they logged in using Grid Authentication.

Fig. 1. This figure is a screenshot of the instruction area of our website that users were presented
information.

6 P. Biocco and M. Anwar



To gain insight on user sentiment we asked users to partake in a survey both after
their initial registration and after the experiment. We asked questions about user’s
overall opinion on the registration process, the login process, perceived login speed,
and their overall sentiment of Grid Authentication.

Since we wanted to see if users could remember a particular password at all, no
password reset function was provided within the website. Users were instructed to
attempt logging in up until 5 attempts (and were told to contact a support email if they
used more attempts). The system recorded if a user attempted to log in, and how many
times they attempted to log in. Once the count reached 5 attempts, the user was allowed
into the website while being given their displayed password or click sequence in the
instruction area.

4 Grid Authentication Implementation

To display a user’s Grid, we use a modal which is accessed through a “log in” button at
the top right of the website. Visual examples of both the registration page and login
area can be viewed in the Appendix. To implement this system, we created a basic PHP
website supported by a MySQL database.

Our design of Grid Authentication primarily comes from our previous paper [12].
Figure 2 depicts both a technical view and a user view of Grid Authentication’s
interface. From the technical perspective, Grid Authentication consists of a table
structure which contains a set number of characters. Each character is randomly gen-
erated via a predetermined mechanism. The total set of characters used to generate the
Grid will be referred to as the “character set”. To create a user’s “password” which we
will refer to as a “click sequence”, a user would interact with a set of tiles, which would
be concatenated together in the order they were interacted with. In the example below,
three letters are used per box, and there were 6 user interactions resulting in an 18-
character long click sequence. From the user view, we can see that each box is colored,
and the characters are hidden. In this implementation of Grid Authentication scheme,
users were able to choose their own coloration by using JavaScript color chooser. This
allows users to focus on the Grid’s coloration instead of trying to memorize a long
string of characters. The set of colors that were chosen for a particular Grid will be
further referred to as a “color set”. Finally, for storage purposes, the character set, click
sequence, and color set are all associated with an identifier during storage. An example
of how Grid Authentication information was stored in an SQL table and an alternative
implementation using Firebase is shown in Fig. 3.

The registration and login processes for Grid Authentication act similarly to
usernames and passwords. During the registration process, the user creates some set of
information they must memorize and correspond it to a username. Then when the user
logs in, they must repeat the same task. The main differences from the user perspective
is registration adds a level of customization and the users create and enter click
sequences instead of traditional password.

Grid Authentication: A Memorability and User Sentiment Study 7



However, from the server-side perspective, there are some major differences within
the registration process and login process. Figures 4 and 5 explain these processes in
detail. As shown in Fig. 4, during registration, a random generation process must
occur. Then after the user chooses their tiles, the tile locations must be transferred to the
server and the click sequence must be generated and stored. Because of the cus-
tomizability during the registration, this means that a user cannot log in with a single
form. Instead, visitors input their username and are given their corresponding Grid
color set. From here, as shown in Fig. 5, the Grid with the appropriate color set is
given. The creates their pattern. Individual tiles are converted to their click sequence
and is compared to the one within the database. If the converted click sequence is the
same as the one stored within the database, the user can log in.

Fig. 2. A technical and user-view representation of Grid Authentication’s core concept. The
numbers within the user view represent clicked locations and are not usually seen during login.

Fig. 3. On the top is an SQL entry example of Grid Authentication’s database. On the bottom is
a firebase storage example as an alternative to SQL.
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5 Results

Our study protocol was reviewed and approved by our Institutional Review Board
(IRB). In our experiment, we had a total 71 users registered through the website, 49
users registered within the Grid Authentication site, and 46 users completed the entire
study. Seventy percent of our participants were male, and 30% were female. A sig-
nificant percentage of the participants had several of online accounts, over 80% having
seven or more accounts. However, this group also tended to use repeated passwords
when prompted about their password usage. Fifty-six percent of participants held
between 3–6 passwords despite most users having over seven accounts. We asked these
questions to reestablish why a password alternative is needed.

5.1 Memory Experiment

Users were generally able to remember their click sequences and user-chosen pass-
words easily. Randomly generated passwords were harder to remember than the click
sequence and user-chosen passwords. Table 1 shows the number of login-attempts and
the number of login failures. There was a significant spike in users who forgot their
password on day 4 through 6 when the passwords switched to randomly generated, 26
users not able to remember their password on day 4. User chosen passwords and Grid

Fig. 4. Flow chart of Grid Authentication’s Registration process from server/client point of
view.
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Fig. 5. Flow chart of Grid Authentication's Login process from a server/client point of view.

Table 1. The table below shows how many users attempted to log in per day and how many
times they failed. Day 1–3 is user chosen passwords, Day 4–6 is 8-character randomized
password, and Day 7–9 used Grid Authentication.
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Authentication click sequences had only five instances of users not remembering their
passwords throughout the entire experiment. Notably, we observed users of Grid
Authentication were more likely to incorrectly log in at least once in comparison to
traditional passwords, likely due to the new user experience.

When we asked about login performance within the survey, user opinion lined up
with data collected through the website. We asked users how long it took to remember
each login mechanism. As shown in Table 2, users claimed that they were able to
remember Grid Authentication and chosen passwords were both mostly memorized
within one to three hours from choosing their passwords, and most users claimed that
they were not able to remember the randomized password at all.

Despite performance being similar between both mechanisms, when asked to
participants to rate all three systems in memorability, user-chosen passwords clearly
were chosen over Grid Authentication both after registration and after the experiment.
Out of 41 responses, 11 users stated Grid Authentication was easiest to remember, 2
users stated the randomized password was easiest to remember, and 28 users stated that
their chosen password was easiest to remember. Five users found that Grid Authen-
tication was the hardest system to remember, 36 users found the randomized password
was the hardest to remember, and no users found their user-chosen password the
hardest to remember. In the middle, 25 users believed that Grid Authentication was the
second most memorable, 2 users believed that the randomized password was the
second most memorable, and 14 users said that their chosen password was the second
most memorable.

As an additional point, we asked participants if their Grid’s coloration assisted them
in memorizing their click sequence. Out of 46 responses, 28 participants stated that it
significantly helped, 9 users said it somewhat helped, 3 had no opinion, and 6 users
stated that coloration did not help in memorizing their click sequence.

5.2 Sentiment Analysis

We asked several questions about user’s reaction to Grid Authentication. First, we
specifically asked them to rate Grid Authentication’s naturalness from 0 to 10.
As shown in Figs. 6 and 7, initially, most of the 46 users that responded were neutral or

Table 2. User self-reported results of how long it took to remember their Grid Authentication
Click sequence, randomly generated password, and self-chosen password.
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positive. The collective group gave an average of 6.282, giving Grid Authentication’s
initial rating slightly above neutral. However, there were some users who felt Grid
Authentication was completely unnatural. User Sentiment significantly increased post
experiment. With 46 responses, the average user rating increased from 6.282 to 8.0 and
no users rated Grid Authentication below a 4.

In addition to asking users for the overall naturalness of Grid Authentication, we
also asked users specifically about the registration process and login process. First, we
asked users how easy it was to create an account both after their first login and after the
experiment to see if their sentiment changed over time. Out of 48 post-registration
responses, 18 users found registration extremely easy, 22 users found it somewhat easy,
6 users rated it neutral, and 2 users rated it as somewhat difficult. Out of 46 post-
experiment responses, 18 users felt that the registration process was very easy, 17
found it somewhat easy, 6 users rated it neutral, and 5 users rated it as somewhat
difficult. Second, we asked users if the login process felt natural. Out of 48
post-registration responses, 18 stated Grid Authentication’s login process was very
natural, 17 users stated it was somewhat natural, 7 felt neutral, and 5 users felt it

Fig. 6. The blue graph shows user’s initial impression how natural Grid Authentication feels,
which takes place on day 6. The red graph shows user’s impression on Grid Authentication’s
naturalness post experiment, after participants have used Grid Authentication for three days.
(Color figure online)
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somewhat unnatural, and 1 user felt it was very unnatural. Responding to the same
question again post experiment, positive sentiment about the login process significantly
increased over time. Twenty-six users said the login process felt very natural, 15 users
said it felt somewhat natural, 2 users were neutral, and three felt that Grid Authenti-
cation was somewhat unnatural. Overall, users felt the system was more natural after
extended use.

Finally, to see if users felt like their use of Grid Authentication was improving, we
asked users about their impressions of improving their login speeds. In the initial
impressions survey, we asked users how much they agreed with the following state-
ment: “With practice, I could authenticate with Grid Authentication quickly.” Of 48
responses, 32 users strongly agreed, 12 users somewhat agreed, 3 users were neutral, 1
somewhat disagreed, and 1 strongly disagreed. In post survey, we asked if they had
improved their login times. Of 46 responses, 26 believed their speed increased sig-
nificantly, 15 users felt their speed increase slightly, 2 users stayed neutral, and 3 users
said their login times believed their speeds did not improve.

6 Discussion and Conclusion

Overall, we found that users were able to login with Grid Authentication with similar
success rates to passwords. However, users still seemed to favor their own user-chosen
password over Grid Authentications despite their similar performances. Passwords are
already well established, giving users a sense of familiarity. Human nature shows that
users tend to prefer systems they are familiar with [23], which makes viable alternative
authentication system significantly harder to become mainstream. We can see that as
familiarity to us was built up user sentiment regarding the login process increased on
average after extended use.

Fig. 7. Box and whisker plots for the users’ first impression survey and their post experiment
sentiment survey.
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In this experiment, we gave no information to participants on how Grid Authen-
tication functioned internally, so sentiment was only based off visual and functional
appearance only. No information about potential security improvements were given,
nor were telling users how this system translates on the backend may help increase
user’s positive sentiment. For any alternate authentication system to become main-
stream, it must be widely available and well supported, such as the Android pattern
lock, which now is used on a significant number of phones [24]. Not only does it have
to have some advantage over passwords, but it also must be marketed well to get users
to interact with it for an extended period.

To summarize, we created a memorability and sentiment experiment for a graphical
authentication system. We observed that users were able to remember Grid Authen-
tication click sequences just as well their own created passwords. Despite this, users
still felt that Grid Authentication was less memorable than traditional passwords. We
also found that users initially had a wide range of opinions, the average naturalness
rating of Grid Authentication being just above neutral. The overall naturalness rating
increased significantly after three days of interacting with Grid Authentication overall.
Lastly, we conclude that to create a viable authentication alternative, in addition to
having some advantage over a traditional password, it must be implemented and
advertised widely to gain user’s initial interest.

Appendix

See Figs. 8, 9, 10, 11, 12 and 13.

Fig. 8. Grid Authentication website registration
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Fig. 9. Grid Authentication color application.

Fig. 10. Grid Authentication color application (completed).
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Fig. 11. Grid Authentication click selection.

Fig. 12. Grid Authentication website login initial page.

Fig. 13. Grid Authentication grid login modal.
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Abstract. Codes and passwords are the bane of user experiences: even
small mistakes can delay desired activities, causing undue frustration.
Work on codes has focused on security instead of people’s ability to
enter them error-free. Difficulties observed in a security demonstration
motivated this investigation of code transcription difficulty. A pilot study
with 33 subjects and a follow-up study with 267 subjects from 24 coun-
tries measured performance and preference for codes of varying lengths,
patterns, and character sets.

We found that, for users of all languages, long codes with alternat-
ing consonant - vowel patterns were more accurately transcribed and
are preferred over shorter numeric or alphabetic codes. Mixed-case and
alphanumeric character sets both increased transcription errors.

The proposed CVC6 code design composed of six Consonant-Vowel-
Consonant trigrams is faster to enter, more secure, preferred by users,
and more impervious to user error when compared to codes typically
used for security purposes. An extension integrates error detection and
correction, essentially eliminating typos.

Keywords: Usable-security · Error correcting codes · Authentication ·
User study

1 Introduction

People all have different codes for their driver’s license, social security, govern-
ment ID, and bank accounts, and passwords to access email, social media, and
each online transaction or community system they use. These codes are now cen-
tral to protecting our identities. Passwords are codes used in conjunction with
logins to authenticate users.

The most frequent answer to our increasing security needs [17,31] has
been to add more passwords, increase length and character complexity with

c© Springer Nature Switzerland AG 2019
A. Moallem (Ed.): HCII 2019, LNCS 11594, pp. 19–37, 2019.
https://doi.org/10.1007/978-3-030-22351-9_2

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-22351-9_2&domain=pdf
https://doi.org/10.1007/978-3-030-22351-9_2


20 N. K. Blanchard et al.

upper- and lower-case characters and special characters [8], and change them
frequently, counter-productively making them even harder to remember [10].

Biometrics have been considered a candidate solution to those problems for
a long time, but finger prints, iris detection, and face recognition systems have
all been shown to be hackable [9,22,27]. Passwords have the advantage of being
pure information, hence easier to create and share with a trusted party, but they
have become an arms race with no predictable outcome [21].

We are required to come up with and/or enter codes with a variety of pat-
terns, from copying credit card numbers to Wi-Fi codes to account passwords.
Much progress has been presented on usable security, to study the perception
of complexity and counter the failures of user-created passwords [13,24,29,30].
Yan’s paper [32] was an important first exploration into password memorabil-
ity. It showed that mnemonics can help memorability of passwords [3] while
not compromising security strength, leading to additional work in that direction
[14,18,20,26].

But how well do people succeed when using codes and how can their suc-
cess be improved? We all enter codes many times a day, typing our name and
well-practised passwords much faster than new character strings (especially auto-
matically generated ones). Many of us forget or misenter codes while needing to
get access to our resources [7].

Creating codes adapted to their use, whether it is memorability, ease of entry,
or speed can greatly reduce stress and breakage in everyone’s work. Trade-offs
are inherent in privacy and security [1], and a single compromised password can
be catastrophic [15]. Typical systems might require people to use at least 8 char-
acters, upper- and lower-case, numbers, and special characters, although some
have started questioning if people gain actual security with the added complex-
ity [10,11]. In one illustrative example, frustration and confusion with charac-
ter recognition in a code-based voting system caused at least 10% additional
abstention [5].

User-created codes versus single-use or automatically generated codes present
very different challenges for usability. Automatically-generated codes depend on
multiple frequent assumptions that haven’t been extensively questioned. Does
increased character set complexity [25] make better codes? Does separation of a
code into multiple fragments (in this paper called ‘chunking’ a code) with spaces
in between reduce errors? Are nonsense patterns of alphanumerics for security
better than syllabic codes or even words? This paper tests usability and security
together for codes that are not user-created.

Are there trade-offs between length, character sets and structural patterns
that can improve people’s ability to use codes? How do these trade-offs change
when considering the ability to reduce transcription errors for one-time codes?
Can techniques for making codes easier to enter work across cultures or even
languages?

The rest of the paper is organised as follows. After presenting the main
results, we introduce the experimental protocol for the two crowd-sourced tests
of usability and transcribability via a web-based approach. Experimental Results
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presents data from the pilot and main experiments, showing links between length
and type of code trade-offs. The implications of these findings are developed.
Inspired by the results, the paper then introduces CVC6, a 6-trigram code design
for higher-entropy higher-usability codes always composed of 6 consonant-vowel-
consonant trigrams. An extension of CVC6 is also presented that includes error
detection/correction, CVC6++. The paper concludes by showing how more work
could be done to further explore the design of cross-cultural, easy-to-transcribe,
high-entropy codes everyone finds themselves using several times a day.

1.1 Definitions

The experiments included randomly-generated codes composed of sequences of
the following type:

– numeric: numbers from 0 to 9.
– alphabetic: lower-case Latin letters (excluding diacritics).
– alphanumeric: numbers, lower-case, and upper-case alphabetic characters,

containing at least one of each.
– CVCs: consonant-vowel-consonant alphabetic trigrams in lower-case. Vowels

are a, i, e, o, u and y. Consonants go from b to z, excluding y as well as q due
to demonstrated discrimination problems between y, q and g.

2 Main Results

This paper has 4 main experimental observations, and one theoretical
contribution.

– Transcribing codes takes concentration and is highly dependent on the code’s
structure. This work found that, for a given length, code structure can reduce
transcription error rates from 16.9% to 1.9%.

– A majority of code transcription errors can be eliminated by using a set of
unambiguous alphabetic characters (excluding visually ambiguous g/q/y and
i/l), eliminating mixed case to prevent upper-case/lower-case confusions, and
eliminating numbers.

– The relationship between code length and time needed to enter it strongly
depends on the code’s structure; spaces can help for long alphanumeric codes
but can be confusing for others. Using a consonant-vowel-consonant (CVC)
pattern in codes can reduce time to transcribe even with codes twice as long.

– People have a 75% chance of recognising a code they had seen 2 to 5 min
earlier. However, they will correctly reject a novel code they haven’t seen in
87% of cases.

Based on these findings, the protocol, CVC6 is proposed that is easier and faster
to transcribe, with fewer mistakes and increased security. We also introduce
CVC6++, an extension that includes error detection and correction.
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3 Experiment Design

The following experiments have the goal of demonstrating trade-offs between
character sets, number of characters, and patterns of characters to create easy-to-
enter secure codes. A web-based interface was developed in Javascript to sequen-
tially present discrete code transcription problems. It was iteratively tested in a
pilot experiment and then improved and extended for a main experiment. The
goal was to have people type codes in the kinds of places they typically are
when using online services. To understand how codes can be improved in the
wild, experiments were conducted wherever a person was (real-life conditions,
not a laboratory environment). Our analyses generally avoid raw averages and
focus on trimmed averages and medians to eliminate anomalies (such as one
participant taking close to 5 h to answer a single question).

3.1 Pilot Experiment

A protocol was developed that would take no more than a few minutes and test
transcription of code length, character sets, and spaces. Engagement was initially
solicited personally by a docent from 33 random attendants of the science fiction
conference Worldcon 75 in August 2017 for a pilot experiment. The initial design
did not adequately distinguish capitalisation problems and issues around the way
input is entered on smart phones. Unfortunately it also didn’t correctly disable
auto-correct. Despite those setbacks, the data still showed that codes following
syllabic patterns had many advantages and laid the groundwork for changes to
put into the experiment (Fig. 1).

While several of the pilot experiment’s results were statistically significant,
the main experiment corroborates and extends these on a larger and more diverse
sample. The pilot helped validate and improve the Javascript protocol and show
where more data was needed. Results below detail only the main experiment
(data will be available for both studies in a public online repository).

Fig. 1. Screenshots from the experiment’s interface
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3.2 General Protocol

Participants were individuals that responded to an opportunity to volunteer
online. They were told that they could quit the experiment at any time. Their
data was only collected (through FormSpree) if they confirmed submission at
the end. The total time taken generally varied from 3 to 10 min.

For security as well as privacy, all code executed was on the user’s device and
visible to the user, and only recorded their final answers and timestamps.

The study was presented as a sequence of web forms with an introduction and
three main sections, designed to measure transcription performance, preferences
between different kinds of codes, and ability to remember the codes shown in
the first section.

Sections

– Welcome and basic respondent information
– Transcription: Nine codes of different length to transcribe into a prompt
– Choice: Nine pairs of codes varying from 9 to 22 characters in length and type

(alphabetic, alphanumeric, and Consonant-Vowel-Consonant (CVC)) where
the participant was asked to choose and transcribe the easiest.

– Memory: Participants were presented with seven codes and asked if they had
seen this code earlier. They were also asked to give an estimate of the number
of codes they had transcribed.

– Accept: Participants were asked to upload their answers and given the choice
of adding their email to be kept informed.

Introduction and Basic Information. The welcome page presented the
experiment as an opportunity to help research, and informed participants that
they could leave at any time. It took care not to prime them with research goals.
It asked their age, country, main language used, self-rating of their ability to
remember passwords and strings of numbers/letters, as well as whether they
were using a mobile device or a numeric keypad in the experiment. Optionally,
participants could submit their email to receive the experiment results once pub-
lished. Those emails were stored securely and separately from the data that was
analysed. Participants were not asked their gender or other personal character-
istics as they were not pertinent to the research.

Transcription. The codes were grouped by length (9, 12, and 15 characters),
each group presenting three types of code trials in the following order: numeric,
CVC, and alphanumeric. This gave a baseline error rate from which to replicate
standard findings [12,16] such as the prevalence of the g/q/y error. It also gave
rates for other types of errors, allowing the comparison of different code struc-
tures. Participants were not informed of errors they had committed and had a
single try for each code.
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Choice. Each trial included choosing to type in a 10 alphanumeric control
code or a second code. The codes were grouped by character sets used – 3 using
numeric, 3 CVCs, and finally 3 alphabetic. Trials were given in order of increasing
length for each type.

Memory. Every question included a code participants had seen earlier, or a
randomly generated code of the same type and length, with probability 0.5 for
each. The types were numeric of length 9, and CVCs and alphanumeric of length
9, 12, and 15.

Randomisation. A between-subjects approach was used to observe priming
and learning. Half the participants did the Choice section first, and the other
half started with the Transcription. Half the participants also received the Tran-
scription questions in reversed order.

For the Choice section, the order in which the two codes were presented was
also randomised to avoid preference for the one on the left or right. The 9 codes
in the Choice section were presented in order of increasing length. The pilot
experiment seemed to indicate a tipping point close to 18, so we bracketed by
testing codes of length going from 15 to 22. As this phase was already the most
time-consuming for the participant, having one code for each length would have
made the experiment too long. Hence, it was broken up in A/B testing giving
participants two codes of length respectively 15 and 20, and one of random length
between 16 and 22.

Times. Time taken was measured for each question, as well as the time spent
reading the different sets of instructions. As the protocol was self-administered
and self-paced, some people took breaks, ranging from a few minutes to five
hours. Large delays on a single question were observed in around 15% of respon-
dents. Taking breaks or getting distracted is part of life; long breaks alone did not
disqualify all trials from analysis. Data for each question was independently eval-
uated and the abnormally short and abnormally long responses were removed
(top and bottom 10%). Medians were consistently 5–10% under the trimmed
averages and are not shown as they lead to the same conclusions.

Chunking. The Transcription section codes were split into “chunks” of 3, 4, or
5 characters followed by a space. In the Choice section, chunks of 3 were used.
For lengths not divisible by 3, the last chunk had between 2 and 4 characters,
and the 10-character alphanumeric codes avoided a 1-character last chunk by
using a 4-character central chunk.



Consonant-Vowel-Consonants for Error-Free Code Entry 25

3.3 Demographics

The main experiment included 267 respondents, with some skipping a few ques-
tions1. Participants were solicited for the main experiment using three methods,
creating three groups. The web links followed to get to the experiment identified
which group a participant was in. The first group was international in scope,
spread through Facebook and totalled 61 respondents.

The second was mostly French, using a translated form, and was composed
in majority of software developers, as it was spread through a French computer
engineering school’s social network and Internet Relay Chat, with 91 respon-
dents. Members of this group were highly tech-savvy compared to the other two
groups (due to how they were recruited).

The third was overwhelmingly composed of people from the USA, with
115 respondents recruited through a website indexing psychological and social
experiments often used by college students (http://psych.hanover.edu/research/
exponnet.html).

All three groups included a wide range of ages, with the youngest being
19 years old for the pilot and 13 for the main experiment2. The eldest were
respectively 70 and 73 years old, with most participants between 18 and 32.

People from 24 different countries and speaking 14 languages participated,
including a few who were used to scripts written from right to left. English was
the most frequent language indicated (129 people), with French second (114
people), and 34 participants indicating other main languages.

The goal in this recruitment method was to avoid having anomalies coming
from a bias stemming from a single recruitment process. The results shown are
only the ones that are consistent among all groups.

4 Main Experimental Data

4.1 Error Typology

The first section acted as a control to get a transcribing performance baseline,
and allowed different patterns in transcribing behaviour to be observed. The
following Fig. 2 shows the different error types observed in both sections – which
differ as the text to transcribe varies. Underneath are the definitions for the error
types.

– Missing/added char : a single character is either missing or was duplicated,
which changes the length of the code.

– Similarity : confusion due to the similar shape of two characters, most com-
monly where one writes 0 instead of O, g instead of q or y (mostly present in
the pilot), or confuses I with l and 1.

1 This accounts for less than 3% of questions and is generally caused by a double-click
on the “next” button, as timestamps show the participants spending a few hundred
milliseconds on a page.

2 The three participants who were younger than 16 all came through the psychological
study website.

http://psych.hanover.edu/research/exponnet.html
http://psych.hanover.edu/research/exponnet.html
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– Transposition: the order of two characters was reversed.
– Adjacent key : a key next to the target was hit, such as g instead of h. This

mostly happens with horizontally adjacent keys.
– Capitalisation: an upper-case letter is written in lower-case, or vice-versa –

this nearly only happens with alphanumeric codes.
– Autocorrect : despite our disabling of autocorrect via JavaScript, 2% of partic-

ipants showed repeated revealing mistakes where whole words were changed.

4.2 Transcription Trial

Figure 3 shows the error rates for each code (structure/length) couple, for each
group. Figure 4 shows the time taken (trimmed average) for those.

Fig. 2. Proportion of error types in each trial

Fig. 3. Error rate, by code type and length
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Fig. 4. Time taken to transcribe, by code type and length

4.3 Choice Trial

Figure 5 shows the proportion of people who chose to transcribe different code
structures of varying lengths over a 10-character alphanumeric string.

Figure 6 shows the time taken for each structure by length, and the average
time taken by the people who chose the 10-character alphanumeric.

Fig. 5. Percentage of participants preferring alternative codes to 10-character alphanu-
meric ones, by code type and length
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Fig. 6. Time taken by code length for each code type, Choice section

4.4 Strategies

Many people appeared to follow a strategy to choose which code to transcribe.
Across 267 participants we identified 121 different patterns, of which here are
the 5 most common ones (accounting for more than a third of participants):

– 31 people always chose the alphanumeric.
– 24 people chose the alphanumeric for all cases but one (either short or mid-

length CVCs or numeric).
– 18 people only chose the alphanumeric against numeric codes.
– 12 people only chose the alphanumeric in one case.
– 11 people never chose the alphanumeric.

4.5 Memory

The ability to recognise codes that people had seen once in the past few minutes
was 75%. People were also good at discarding codes they had not previously
seen, with 87% success rate. This converts to a false negative rate of 25%, and
false positive rate of 13%. The following table shows the error rate for each type
of memory question:

NUM9 CVC9 CVC12 CVC15 ANUM9 ANUM12 ANUM15
22.5 28.8 8.6 14.4 29.2 12.0 16.7

The answer to the question asking them to estimate the number of codes
they had written was relatively precise when we look at the trimmed average
(18.7 for a true value of 18), but not with a simple average or a median (both
at 20.0–20.1), because of a large variance, a strong tendency to write 20 (more
than a quarter of participants) and the 8% of people who overestimated by a
factor between 2 and 6.
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5 Analysis

Here are the main effects observed:

– CVC codes were less error-prone than alphanumeric ones for all lengths (p <
0.005).

– Participants preferred CVCs of length at most 20 over 10-character alphanu-
meric codes, with rates varying between 72% and 48% in the worst case
(p < 10−4).

– 10-character alphanumeric codes were preferred to alphabetic and numeric
codes of lengths greater than 19 (p < 10−4). Only 7.4% chose the alphabetic
code of length 22 over the alphanumeric alternative. They were preferred or
equivalent for shorter lengths (with at most 53% choosing alphabetic codes
over alphanumeric ones).

– For each length, CVCs were faster to type than numeric. Those were in turn
faster to type than alphanumeric (p < 0.05 to p < 10−4 depending on the cou-
ple). The speed increased by up to 59% for CVCs as opposed to alphanumeric.

– When presented with chunked codes (with spaces between groups of charac-
ters), 91% of participants wrote the spaces in the codes they typed.

– Chunked codes were faster to enter (p < 0.015) by an average of 8% (with a
maximum of 14%).

– Chunking in three-character groups only statistically lowered the error rate
for alphanumeric codes (p = 0.033).

– People were better at rejecting codes they hadn’t seen than at confirming
that they’d seen a specific code, (p < 10−4, the false negative rate was more
than twice the false positive rate).

– The typing speed and the error rate were not statistically correlated (both
when considered by participant and by individual code).

Other significant effects presented themselves as well:

– There was no statistically significant difference on error rates between numeric
and CVC codes.

– A great variability in typing speed was observed, with 20% of people typing
above 1.34 characters per second, and 20% typing below 0.75 c/s (within the
normal bounds for non-professional typists [19]). The top 5% entered codes
more than three times faster than the bottom 5%.

– Recognition ability was correlated with self-rating in the memory section.
Two cohesive clusters appeared, one around 28% error rate for people who
rated their memory 1 or 2, and one between 16% and 18% for those who rated
it higher (p < 10−4).

– A learning effect was observed (p < 10−4), with people reaching up to 18%
higher speeds by the time they finished the transcription section. A/B testing
compensated for this, making its effects negligible in other results.

– There was a recognition peak around length 12 for both CVCs and alphanu-
meric codes, strongly reducing both false positive and false negative rates
(p < 10−4).



30 N. K. Blanchard et al.

6 Discussion

Pronounceable codes such as CVC are faster to type and more accurate than
random alphanumeric ones. The crucial point is that the magnitude of the effect
is such that it renders longer codes a viable alternative, even in contexts where
security is the objective.

11 of the 31 errors present in the transcription phase of CVC were preventable
by checking the length. An additional 4 could be automatically fixed by checking
whether the letter typed was a vowel or a consonant. Among the 106 errors found
in alphanumeric codes, only 7 were preventable in such ways. This motivated
the development of CVC6 below.

Chunking the codes in groups of 3 characters only reduced errors for alphanu-
meric codes (numeric codes seemed to benefit from chunking, although not
enough for statistical significance). This might be explained from people’s
instinctive chunking of CVCs even without spaces. There was some confusion
on whether to add the spaces between the chunks, but despite this and the
added characters, the speed still improved overall for all codes.

Directly analysing error rates and speeds is difficult in the Choice section
as they depended on the participants’ strategies. Depending on the choice they
faced, the average time taken by people who chose the alphanumeric code varied
between 13.5 and 20.8 s. Presenting them with long numeric codes did slow them
by up to 7 s, even for the people who ignored those long codes.

Memory was strongly influenced by length. The structure of the code did not
visibly affect its memorability. Simple considerations of ability to discern two
codes and memorability of long codes seem insufficient to explain a recognition
peak at length 12 as they should differently affect false positive and false negative
rates. When asked to estimate the number of questions, there was a tendency to
answer with multiples of 5, in 76% of participants.

The three groups, with their different demographics and methods of recruit-
ment, showed some variations in their performances. However, all the effects
mentioned so far are observed not only in the general data, but also within each
group, increasing their ecological validity as they do not depend on recruitment
peculiarities. The most salient difference was that group 2 took more time but
made fewer errors than the other groups. This could come from a variety of things
such as their supposedly higher technical expertise (being mostly computer engi-
neering students) or different keyboard layouts. The effect is also observed when
we cluster by language (although the overlap is big between those two clustering
methods).
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7 CVC6

The goal was to design a code that is easier and faster to enter, as well as
more secure. CVC6 codes are composed of 6 CVC trigrams, as in the following
example:

cab dij kap pod myn ret

7.1 Advantages

From a security standpoint (for use as passwords), CVC6 has high entropy, with
1.03×1020 total possibilities, or 66.5 bits of entropy. This is following Kerckhoff’s
principle with the adversary knowing the format of the code used (against a blind
brute-force, it would instead correspond to 2.95 × 1025 possibilities or 86 bits).
Current standards for passwords are between 8 and 10-character alphanumeric
codes, which are not necessarily randomly generated. Those have at most 48 and
59.5 bits of entropy, meaning that CVC6 takes at least 100 times more effort to
brute-force, assuming the adversary already knows which system is used.

Nearly two thirds (66%) of the study’s participants perceived CVC6 as easier
than both equivalent alphanumeric and alphabetic codes.

Despite its length, CVC6 is faster to type than other codes of similar or lower
entropy. In the Choice section, CVC codes demonstrated average and median
speeds higher by 10% to 80% compared to equivalent code structures. This is
despite entropies being as low as 59.5 bits for alphanumeric and 50 bits for
numeric (the trade-off meaning that a lower entropy generally implies a faster
typing speed).

The error rate is already more than a third lower in CVCs than in comparable
codes, but this can be improved even further. CVC6 can get under 5% error by
eliminating the following sources of error:

– Capitalisation errors, as the code isn’t case-sensitive
– Symbol confusions, which would almost entirely disappear, leaving only v/w

(which is very rare)
– Thanks to the alternating consonant and vowel pattern, character deletion

and transposition would be immediately detectable by the system and visible
to the user. This would also apply to 10% of near misses.

This can be additionally improved by handling error correction, shown below
with the improved CVC6++ approach.

8 CVC6++

Getting an error when typing in a code frustrates most users, and not being able
to find its location even drives some to abandon whatever task was at hand.

One improvement of considerable value would then be for the system to
detect an error and point it out, possibly indicating what the error was.
This would eliminate mistakes CVC6 is vulnerable to (mostly near misses and



32 N. K. Blanchard et al.

phonetically similar characters). It would have eliminated all of the 495 errors
in this paper’s experiments. Only double or triple errors wouldn’t be corrected,
and the three double errors observed in the transcribed CVC codes would have
been detected correctly. Error detection, localisation, and/or correction would
reduce user confusion and input time. A natural extension to CVC6 achieves all
of those.

8.1 Protocol

The extended error detection/correction protocol is shown on Fig. 7 and works
as follows:

– To add correction without compromising on entropy, one last chunk “YZ” of
two consonants after the last trigram is added to the code.

– To detect, localise, and correct the error:
• Values from 0 to 18 are assigned to each consonant: b = 0, c = 1, d =

2 etc. Since consonants and vowels are not used in the same position,
numbers can be reused by vowels: a = 0, e = 1, i = 2, o = 3, u = 4.

• Y is computed by summing all the values modulo 19.
• Z is computed by summing all the values, multiplied by their position in

the code, modulo 19.

Suppose that there is an error concerning a single character in position i ≤ 18
(i.e. the error is not on Y or Z). If the value of the entered Y differs from the
sum computed from the input, the error is detected. d× i mod 19 is the differ-
ence between the computed Z and the Z’ entered with an error. The difference d
between the character entered and the correct one is also calculated. The com-
bination of those two directly shows the unique possibility for a single-character
error. This is where having a base 19 system is crucial, as only prime bases
allow this (as the multiplication modulo 19 is bijective). In the case where the
single error concerns Y or Z, the other one is correct, which cannot happen in
normal cases, so the system knows that the error concerns either Y or Z (and
can ignore it).

Fig. 7. Error correction in CVC6++
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8.2 Advantages and Limitations

The obvious advantage of CVC6++ is that it allows the system to automatically
identify/correct the code and avoid wasting the time of a frustrated user. This
automatic correction should not be used where correcting a double error into a
different code would be strongly detrimental, such as voting. Instead, the system
could indicate the location of the error to the user, to allow them to quickly check
and correct it themselves.

The second advantage lies in its use in conjunction with cryptographic elec-
tronic voting, where one person can vote by proxy by giving a code to a trusted
third party. This third party does not have access to the list of valid codes and
would normally have no way to notice if something went wrong during the trans-
mission of the code. As they have an obligation to make a selection, the only
solution to an error would be a system that would allow them to quickly detect
this error. A public website checking valid CVC6++ is available at www.koliaza.
com/CVC.

The main limitation of CVC6++ is that it cannot work as naturally for CVCs
longer than 6 trigrams, as multiple conflicting correction possibilities would
appear. Probabilistic error correction could solve this, or an extension of the
last two letters to a larger character-set.

Its length (for the same level of security) would also make it less popular
than CVC6, although a majority in our experiments would still prefer it to
alphanumeric codes.

9 Conclusion

This paper explores how transcription of codes such as passwords can be affected
by length, character sets, and structure. Results come from an experiment involv-
ing 267 subjects from 24 countries. The online experiments showed how large
improvements to speed, transcription, and memorability can be made without
compromising security for usable codes.

The value of generating passwords in general is discussed in the introduction
but the original motivation behind this paper came from problems in electronic
voting experiments which use automatically generated passwords. The results of
this work are already helping in the ongoing voting technology experiments.

Discrete transcription trials showed that, as they are often found in words,
codes based on CVC trigrams are preferred, faster, and less error-prone than
alphanumeric, alphabetic, or numeric codes.

Most errors came from a few easily identifiable factors. Ambiguous shapes
such as 0 and O, g, y and q, or l, i and 1 account for more than a quarter of errors.
Along with wrong capitalisation, they explain why standard alphanumeric codes
have much higher error rates than ones using simpler character sets. Moreover,
when compared to language-like codes, they are much slower to enter, more than
offsetting their increased security per character.

www.koliaza.com/CVC
www.koliaza.com/CVC
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Although codes with simple syllabic patterns had better performance on all
fronts, care has to be taken to prevent phonetic errors, and to avoid disad-
vantaging certain cultures in which some syllabic patterns are absent. This is
especially important for codes used by diverse groups and in critical activities
such as voting.

As a large majority of errors could be prevented by a simple pattern, a
single length, and unambiguous characters, we propose a protocol, CVC6, that
is easier and faster to transcribe, with fewer mistakes and increased security. We
also introduce CVC6++, an extension that includes error detection/correction.
Such codes could have wide-ranging applications, from voting technology to more
accessible routers.

Finally, the memorability of codes was shown to depend strongly on pattern
and length, albeit not in a trivial way. Subjects had a 75% chance of recognising
a code they had seen 2 to 5 min earlier but correctly rejected a code they hadn’t
seen in 87% of cases.

We are hopeful that the increased reliability and usability of code-creation
methods described here, together with new evaluation metrics for usable security
[10], can help users create much more effective passwords and other codes, for
improved security and usability.

9.1 Future Work

This study raises new questions on transcribing ability and code structure. Inter-
esting follow-up experiments could be motivated by the following questions:

– Fonts have been shown to strongly impact reading ability [4]. What is the
impact of font, spacing, and case on codes?

– Is there a cost associated with not typing spaces? Is the speed increase for
chunking hampered by having to enter an extra space character? Why doesn’t
it increase transcribing ability? How would chunked input zones affect it?

– Other surface features also have important effects on memory and language
learning [28]. How would the colour and texture coding of chunks affect tran-
scribing ability?

– Different syllabic patterns, such as CCVC or CVCC, have higher entropy,
but are less frequent and even absent in certain languages [2,6,23]. Could
they constitute viable alternatives to CVC and would they be less language-
dependent? Even further, could chunks made of real words be used, and would
they be worth the entropy loss for English speakers?

– Some letters (like q or x) being less frequent in many languages, would tran-
scribing ability increase with an even smaller alphabet? Could this compen-
sate the entropy loss?

– The memory performance measured purposefully avoided tricky codes that
were close to ones the subject had seen. What makes codes distinguishable?
For goals of privacy, can easily transcribable but not memorable codes be
formulated?
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– The different error patterns shown are quite predictable, and could potentially
be used for a CAPTCHA system where the error would be human. Could one
game such a system?

– What is the impact of differences in typing ability among people who are used
to a different alphabet (such as Ge’ez, Hiragana, or Cyrillic), non-alphabetic
languages (Mandarin Chinese) or right-to-left writing systems?

This work also shows that new metrics might be needed to correctly analyse
the benefits of code structure, depending on the application. Such metrics would
need to include memorability, error probability and effect in case of error, typing
speed, perceived ease, and cultural dependency.

The authors would like to thank Florentin Waligorski for his help with data
analysis.
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Abstract. Biometric authentication has become popular in modern society. It
takes less time and effort for users when compared to conventional password
authentication. Furthermore, biometric authentication was considered more
secure than password authentication because it was more difficult to steal bio-
metric information when compared to passwords. However, given the devel-
opment of high-spec cameras and image recognition technology, the risk of the
theft of biometric information, such as fingerprints, is increasing. Additionally,
biometric authentication exhibits lower and less stable accuracy than that of
password authentication. To solve the aforementioned issues, we propose two-
factor authentication combining password-input and biometric authentication of
the hand. We adopt Leap Motion to measure physical and behavioral features
related to hands. Subsequently, a random forest classifier determines whether the
hand features belongs to a genuine user. Our authentication system architecture
completes the biometric authentication by using a limited amount of data
obtained within a few seconds when a user enters a password. The advantage of
the proposed method is that it prevents intrusion by biometric authentication
even if a password is stolen. Our experimental results for 21 testers exhibit
94.98% authentication accuracy in a limited duration, 2.52 s on an average
while inputting a password.

Keywords: Hand-based authentication � Multi-factor authentication �
Behavioral biometrics

1 Introduction

Recently, extant studies note the vulnerability of password authentication [1]. Although
there is an increase in incidents caused by password leakage (such as SNS account
hacking), biometric authentication systems are common as a new authentication
method. A few biometric authentication methods are practically used, such as finger-
print authentication, iris authentication, and face authentication, which are implemented
on smartphones. Biometric authentication involves less time and effort for users when
compared with conventional password authentication. Furthermore, biometric
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authentication was considered more secure than password authentication because it was
more difficult to steal biometric information when compared to passwords [2]. How-
ever, the risk of theft of biometric information is increasing with the development of
high-spec cameras and image recognition technology. For example, smartphones that
use fingerprint authentication are unlocked by a fake fingerprint created from finger-
prints that remain on the touch screens [3]. In contrast to passwords, biometric infor-
mation cannot be changed, and thus it is difficult to reuse biometric information as an
authentication key once it is stolen. Another problem is that the authentication accuracy
is lower and less stable than the password authentication because biometric authenti-
cation uses a device such as a camera or an infrared sensor. More specifically, even
with the same authentication device, the authentication accuracy can be affected by
sunlight or dirt on the device [4].

To solve the aforementioned problems, behavioral features are used for biometric
authentication. Chan et al. [5] proposed a biometric authentication system that uses Leap
Motion [6], and the method of [5] adopted the geometric structure and movement of a
user’s hand as physical and behavioral features. Experimental results for 16 testers
indicated 99.97% classification accuracy. Although they achieved a low error rate, it took
more than 25 s for the authentication. Other biometric authentication methods [7–10]
using behavioral features of hand were also examined. They used motion for handwriting
and signatures written in air. However, the studies exhibit less accuracy when compared
to that of [5] and is approximately in the range of 86.57% to 98.82%.

The remaining problem is that extant studies [5, 7, 9] require a long time for
authentication. To shorten the authentication time without decreasing accuracy, we
propose a new method that enables authentication in a limited duration by simulta-
neously extracting both features, i.e., physical and behavioral features of hand. Our
authentication system architecture completes biometric authentication by using a lim-
ited amount of data obtained within a few seconds when a user enters a password, i.e.,
two-factor authentication combining password-input and biometric authentication of
hand. We adopt Leap Motion to measure physical and behavioral data of hands.
Subsequently, random forest classifiers determine whether hand data belongs to a
genuine user. The advantage of the proposed method is that it prevents intrusion via
biometric authentication even if a password is stolen.

The structure of the study is as follows. In Sect. 2, we provide an overview of Leap
Motion. In Sect. 3, we describe biometrics research that uses Leap Motion. In Sect. 4,
we explain the outline of the proposed method. In Sect. 5, we discuss details of
experiments, results of the system evaluation, and results. Finally, the study is sum-
marized in Sect. 6.

2 Overview of Leap Motion

Leap Motion is an optical 3D sensor that tracks the geometric structure of hand and
finger movements. In hand tracking, Leap Motion first irradiates infrared rays to an
object as tracked. Subsequently, Leap Motion acquires the data related to the hand and
fingers by measuring the reflection time of irradiated infrared rays. Leap Motion is
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normally placed vertically upwards in a horizontal place. Leap Motion can recognize
both hands and ten fingers independently in units of 0.01 mm.

In this paper, we used Leap Motion to measure the length of hand bones, width of
fingers, and velocity vectors of each finger based on the tip of a finger. In the study
environment, Leap Motion is performed 60 times per second. Thus, Leap Motion can
measure a user’s hand data 60 times per second and save the measurement result. In the
study, the time taken by Leap Motion to measure hand data once is expressed in units
corresponding to “frame”. Hence, a frame is 1/60 s in the study (Fig. 1).

3 Related Work

In the section, we describe related studies on biometric authentication using Leap
Motion.

3.1 Biometric Authentication Using Gesture

Chan et al. [5] proposed a biometric authentication system using gestures for authen-
tication at login of personal computer and on-line authentication in 2015. Their study
consisted of two parts. The first part involved temporary authentication assuming
scenes where users use Leap Motion for login authentication. The second part dis-
cussed online authentication. The on-line authentication assumes that the user browses
web pages as a situation of practical use.

With respect to temporary authentication at login, a user initially holds his hands
over the Leap Motion for 25 s. Subsequently, the system determines who the user is by
analyzing physical features of his/her hands. When the user is determined as a genuine
user, the user is requested to draw a circle with one finger to obtain behavioral features.
The physical features consist of the width and length of the hands, arms, metacarpals,
and phalanges of each finger. The behavioral features include the radius of the drawn
circle, time taken for the gesture, and acceleration of finger movements. The results for
the experiments with 16 testers indicate that the authentication accuracy (1 – Equal
Error Rate) of static authentication using the random forest algorithm corresponds to
99.97%.

Fig. 1. Leap motion
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In online authentication, a user engages in an application run on a PC to control
both cursors and seek bars via gestures. Both physical and behavioral features related to
the hand are recorded to authenticate. The results of the experiments for 10 testers
indicate that the value of authentication accuracy (1 - EER) corresponds to 98.39% in
online authentication.

3.2 Biometric Authentication Using Handwriting in Air

Tian et al. [7] proposed a challenge-response authentication method using in-air
handwriting in 2017. Their proposed method (hereafter, MoCRA) aims to deal with
insider attacks by combining challenge-response authentication and biometric
authentication. In its authentication phase, MoCRA asks a user to write a randomly
chosen string in air to capture the movements of his/her hand via Leap Motion.
Specifically, the random string corresponds to “challenge” in challenge-response
authentication. After completing the writing part, MoCRA extracts the user’s features
as “response” in challenge-response authentication. By using the behavioral feature of
users as a part of the “response,” MoCRA can prevent imposter’s attacks, while normal
challenge-response authentication is unable to deal with attacks from an individual who
knows the password. Experimental results for 24 testers indicate 98.82% authentication
accuracy although a persistent issue is that it takes an average of 17.5 s to write the
requested string.

In the same year (2017), Kamaishi et al. [8] proposed a biometric authentication
system by adopting handwritten signatures. The biometric authentication combined a
handwritten signature itself and features obtained from the hand when a user signs in
air. The aim involved realizing changeable biometric authentication via adopting a
handwritten password (i.e., signature) and biometric information. In the proposed
method, the trait and speed of fingers measured by Leap Motion was used for
authentication purposes. In [8], they performed experiments to track simple movements
of a finger drawing (i.e., a straight line) as the initial stage of the proposed method. The
results indicate that their system achieved 86.57% authentication accuracy.

Another example of handwritten signature biometrics system corresponded to the
study by Xiao et al. (2016) [9]. They conducted experiments to examine the effect of
user authentication using physical and behavioral features captured via Leap Motion.
They initially constructed a system that authenticates based on biometric data of the
user’s hand structure and behavioral features when a user provided their signature in
front of the sensor. The experimental data was collected from 10 testers, and the
experimental results were evaluated via false rejection rate (FRR), false acceptance rate
(FAR), and equal error rate (EER). Specifically, EER corresponds to the error rate
when FRR and FAR are equal. The result of experiments indicated that they achieved
an average EER of 34.80% by using physical features of the hand and an average EER
of 3.75% by using behavioral data for handwriting. However, in the method, users can
begin to provide their signature only when Leap Motion recognizes a maximum of two
fingers because the method assumes that a user only extends their index finger or
thumb. Hence, [9] may involve a long time period for authentication.

Additionally, Nigam et al. [10] proposed a system that is combined with hand-
written signature and face authentication in 2014. By combining handwritten signature
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and face authentication, they intended to increase the accuracy of authentication
compared to handwritten signature or face authentication only. In their experiments,
they collected data from 60 testers and achieved a genuine acceptance rate (GAR) of
91.43%.

3.3 Summary of Related Work

Figure 2 shows the graph of the classification accuracy (1 - EER) values in previous
studies [5, 7–10]. The result of EER was not described in the study by [10], and thus
value of GAR of [10] was graphed as a reference.

As shown in Fig. 2, Chan et al. [5] achieved the highest accuracy by adopting both
the hand structure recognized by Leap Motion and the random forest classifier. The
results indicated that the hand structure is indispensable for authentication and that the
random forest classifier works well. However, the main three studies exhibit the dis-
advantage wherein the authentication is a time-consuming process.

Fig. 2. Comparison of the authentication accuracy of each study
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4 Proposed Method

4.1 Overview of the Proposed Method

We propose two-factor authentication with Leap Motion and numeric keypad termed as
Hand and Password Combination Authentication (hereafter, HPCA). Specifically, we
assume the environments where a user inputs a numeric password into a system such as
an ATM and door locker keypad. Figure 3 shows the flowchart of HPCA. In HPCA,
Leap Motion simultaneously acquires hand geometry data and hand movement data.
When the password is completely input, the system initially determines whether the
password is correct or not. Subsequently, random forest classifier determines whether
or not a user is an imposter based on the data obtained from Leap Motion.

4.2 Purpose of HPCA

As a scene for the practical use of HPCA, we assume a situation such as unlocking
doors or using an ATM. Although extant studies [5] realize high recognition accuracy
of 99.97%, a potential issue is that authentication takes at least 25 s. Therefore, the aim
involves shortening the time required for authentication and subsequently improving its
practicality. Specifically, we aim to construct a system that can perform biometric
authentication with a limited amount of data that is collected within a short time period
while a user enters a password into a numeric keypad.

To enable authentication in a short time, we only adopt the features that are obtained
during password input (such as within a few seconds) to authenticate. Table 1 shows the
features used for our biometric authentication. While the password is input into a
numeric keypad, it is essential to prevent the invasion of a third party. Therefore, we

Fig. 3. Flowchart of HPCA
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focus on reducing a false acceptance rate (FAR) among authentication errors. The errors
in authentication include false rejection (FR) that falsely recognizes a genuine user as a
third party and false acceptance (FA) that falsely recognizes a third party as a genuine
user. Specifically, the objective involves decreasing the false acceptance rate (FAR) by
allowing classifiers to learn the maximum possible number of other individuals’ data.

4.3 Authentication Method

In this section, we describe how HPCA is performed by using information obtained
from Leap Motion. In HPCA, Leap Motion acquires hand geometry data and hand
movement data when a user enters the password. Next, a random forest classifier
determines whether the user has the right to open a key.

The classification method is as follows: First, a classifier is constructed for each
genuine user. Each classifier outputs 1 iff the given features belong to the genuine user
and 0 iff not. We assume that the user takes n frames to enter the password, Leap
motion measures the same features n times while the user enters password. For each of
the n data sets, the classifier determines whether or not the data set belongs to a genuine
user. Subsequently, only when the number of data sets wherein the user is determined
as a genuine user is equal to or more than the threshold value th, then the classifier
concludes that the user is a genuine user and finally outputs 1. Specifically, the
parameter th is determined based on the data set for parameter adjustment. While
concluding that the user is not a genuine user, the classifier outputs 0.

4.4 Summary of the Proposed Method

In the section, we explain the outline and objective of HPCA. Our proposed method
corresponds to two-factor authentication with Leap Motion and numeric keypad. We
assume that unlocking a door or using an ATM corresponds to a scene where HPCA is
practically used. The purpose of HPCA involves improving safety when compared to
password authentication by itself by combining biometric authentication with password
authentication. To achieve the purpose of the study, we consider a method to realize
short-term authentication and low FAR. To shorten the authentication time, we adopt
the data that is sufficiently obtained in a short time while entering password to
authenticate. Additionally, to achieve low FAR, various individuals’ data are used in
learning as third party data to train the classifier.

Table 1. Features used for authentication (40 features)

Feature Explanation

Length of phalanges and metacarpals
(19 features)

Length (mm) of the distal phalanx, median
phalanx, and basal bone of each finger Length of
metacarpal bone other than thumb (mm)

Width of each finger (5 features) Unit: mm
Maximum, minimum, and average
value of each finger speed (15 features)

Maximum, minimum, and average value (mm/s)
of the speed of the tip of each finger

Duration of password input (1 feature) Unit: second
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5 Experimental Evaluation

5.1 Data Collection

Figure 4 shows the experimental environment to collect biometric data. In the exper-
iment, 21 testers were asked to perform three trials of authentication procedure to input
random four digit numbers displayed on the screen 25 times via a numeric keypad.
Specifically, the random numbers are assumed as the password and they simulate a
random key pad to eliminate any side-effects of input key positions. The three sets of
procedures (i.e., three sets of inputs were considered 25 times wherein each asks a
tester to input random four digit numbers) were prepared to examine the difference
when testers possessed more experience related to inputting the password.

When the testers input passwords, the physical and behavioral data related to their
hands were measured. The physical and behavioral data consist of 40 features as shown
in Table 1. We constructed 21 random forest classifiers wherein each is trained to
determine whether or not the given data belongs to a genuine user.

5.2 Verification of Measurement Error Range of Leap Motion

As a preliminary experiment, we examine the measurement error range of Leap Motion
by using data collected from testers to confirm whether we can adopt the lengths of the
phalanges and metacarpals as features. In the verification, we used input data obtained
from 21 testers 525 times (i.e., 25 inputs per person). Specifically, each input data consists
of 19 features because the total number of phalanges and metacarpals is 19 per hand.
Furthermore, each input data consists of several frames because LeapMotion output data
is observed 60 times per second. Thus, we term each observed data as a frame data.

Fig. 4. Experimental environment

Two-Factor Authentication Using Leap Motion 45



With respect to each set of frame data when inputting a password, we calculate the
difference between the maximum and minimum values of the lengths of the phalanges
and metacarpals. Subsequently, we assume the difference as measurement error. Leap
Motion recognizes hand in units of 0.01 mm based on its specification, and thus we
separate the measurement error less than 0.01 mm and above. Figure 5 shows the result
of the distribution of measurement errors. The verification results indicate that the ratio
above an error of 0.01 mm is 15.09%.

Specifically, we reconsider whether the lengths of the phalanges and metacarpals as
measured by Leap Motion during password input are useful as biometric authentication
features. The results indicate that (1) the length of the phalanges and metacarpals of
adults approximately corresponds to several tens of millimeters, (2) the rate at which
the measurement error in the password input corresponds to 0.01 mm or less is
84.91%, (3) the maximum measurement error is less than 7 mm, and (4) the ratio of the
measurement error of 1 mm or less is 92.09%. Hence, it is determined that the mea-
surement results of Leap Motion with respect to the user’s hand during password input
can be adopted as the features of biometric authentication.

Fig. 5. Relationship between range and measurement error rate
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5.3 Evaluation of HPCA

With respect to the evaluation of HPCA, the classification accuracy of the classifiers is
verified.

Evaluation Criteria. We calculate FRR, FAR, and error rate (ER) as evaluation
indexes of the system. Specifically, nTrue, nFalse, nFR, and nFA are defined as
follows:

nTrue: number of test data of genuine users
nFalse: number of test data of third parties
nFR: number of FRs that occur
nFA: number of FAs that occur

Subsequently, FRR, FAR, and ER are expressed as follows.

FRR ¼ nFR
nTrue ð1Þ

FAR ¼ nFA
nFalse ð2Þ

ER ¼ nFRþnFA
nTrueþnFalse ð3Þ

In the study, classification accuracy is expressed as a percentage (%) of 1 - ER.

Features. We adopt 40 features as shown in Table 1. In the experiment, the cue to
finish the password input is defined as pressing the enter key after inputting a random
four-digit password. It also corresponds to the cue to display the next password on the
display to ask a tester to input the next password. If it takes n frames (where 1 frame is
1/60 s) from the beginning to the end while inputting the password, then the number of
frame data generated for a password input corresponds to n. Each frame data consists of
both the length of the bones of the fingers and the width of each finger. Besides, the
maximum, minimum, and average values of the speed of the finger movement and
duration of password input are calculated after the password input is completed.

Training. We construct 21 random forest classifiers with m decision trees (m = 1, 2,
…, 200). Each classifier is trained by the training data set which consists of a genuine
data and the other 19 users’ data, each of which includes 20 password input data. Here,
in each password input, we use the first five frames as training data to shorten the
training phase. Here, we have confirmed the accuracy stays same even if we increase
the number of flames. During the training, we exclude the remaining one user’s data
because it is used as other user’s test data which is not included in the training data.

Test. We examine the accuracy of 21 random forest classifiers with m decision trees
(m = 1, 2, …, 200). Each classifier is evaluated by the test data set which consists of a
genuine data and other user’s data that were not used for training. Here, each user’s
data includes 5 password input data that exclude 20 password input data already used
for training. In each password input, we use the first 70 flames, because the minimum
value of time for testers to enter a 4-digit password was 1.22 s (>73 frames) in the
experiment. Then, the accuracy was averaged by whole test.

Two-Factor Authentication Using Leap Motion 47



Effectiveness of Each Feature. We examine the effectiveness of each feature used on
classification. First, we exclude the i (1 � i � 40) th feature from the data set used in
evaluation experiment. Subsequently, both training and test are performed in the same
procedure as the evaluation experiment in the case of 40 features. Let A be the max-
imum value of the classification accuracy with 40 features and let Ai [%] be the
classification accuracy in the case where the i-th feature is excluded. Specifically, the
effectiveness of the i-th feature is defined as follows:

A� Ai %½ � ð4Þ

As shown in Eq. (4), it is considered that the feature with larger effectiveness more
contributes to improving classification accuracy.

5.4 Experimental Result

In the section, we first discuss the evaluation results of the classification accuracy of
HPCA with 40 features and without features having negative effectiveness value.
Subsequently, we detail the evaluation results of effectiveness of each feature.

Classification Accuracy. Table 2 summarizes the classification accuracy with all
features and without features with a negative effectiveness value. As shown in Table 2,
FAR worsens although FRR and total accuracy improve if negative features are
excluded.

Analysis of the Effectiveness of Each Feature. Figures 6 and 7 show the effective-
ness of each feature. Generally, physical features are more effective than behavioral
features. Specifically, behavioral features are effective when users get used to the
password input, i.e., at the third trial, three out of 11 behavioral features contribute to
increase the total accuracy.

5.5 Discussion

As mentioned in Sect. 4.2, the study focuses on preventing invasion of third parties. In
the section, we consider practicality and safety of HPCA based on the experimental
results.

Table 2. Classification accuracy

Experiments All features (P) w/o negative features (Q) Diff. of
Acc. Q-P
[%]

Accuracy
[%]

FAR
[%]

FRR
[%]

Accuracy
[%]

FAR
[%]

FRR
[%]

First trial 90.19 1.78 17.84 90.37 5.4 13.87 0.18
Second trial 89.65 2.32 18.38 91.02 5.61 12.34 1.38
Third trial 93.98 1.49 10.54 94.98 1.93 8.11 1.00
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As shown in Table 2, FRR worsens (18.38%) when we use the dataset in the
second trial with all features. However, the probability that false rejection occurs
n consecutive times is represented as follows:

0:1838ð Þn ð5Þ

Thus, the probability of being rejected twice consecutively corresponds to 3.38%,
and the probability of being rejected three consecutive times corresponds to 0.62%.
Thus, even when FRR is 18.38%, it is sufficiently possible to unlock by reentering the
password several times.

Conversely, the optimal value of FAR corresponds to 1.49% and the worst value of
FAR corresponds to 5.61%. If the probability that a third party is accepted by a one-
time input is p%, then the probability that a third party is rejected n consecutive times
when the third party inputs the correct password n times is as follows:

1� pð Þn ð6Þ

Figure 8 shows the relationship between the number of inputs and the rejection rate
of others.

As shown in Fig. 8, when a third party enters the correct password 50 times, the
probability of breaking through the key is 52.79% in the case of the optimal FAR and
94.42% in the case of the worst FAR. However, in the case of the optimal FAR, the
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probability of preventing a third party from breaking through the key from 10 to 50
times is superior to that in the case of the worst FAR by 41.01% on an average.

6 Conclusion

In the study, we first described a previous study on biometric authentication using Leap
Motion. In the case of biometric authentication using Leap Motion, previous studies
realized recognition accuracy exceeding 99%, and this shows that Leap Motion can be
used for biometric authentication. However, increases in the accuracy required increase
in the time necessary to perform authentication.

The aim of the study is to perform biometric authentication using limited data
obtained from Leap Motion while entering the password. In the experiment, we con-
firmed whether authentication can be performed with data obtained in a short time.
Thus, the results indicated that our proposed method can perform biometric authenti-
cation with an accuracy of 94.98% by using the data obtained within the limited time
while entering the password.

A future study will further investigate biometric authentication using Leap Motion
and improve the authentication method so that it is more useful.
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Abstract. Concern over the decline in Japan’s manufacturing competitiveness
has increased in recent years. In particular, falsification of inspection data is a
social problem that could undermine Japan’s manufacturing industry, which is
founded on a dedication to high quality. Falsification could be prevented by
ensuring transparency of the inspection process by visualizing the process. End-
to-end visualization facilitates early detection and prevention of various law
infractions. In the workplace, visualization requires an efficient low-cost
identity-verification method that ensures ease of visual confirmability for pro-
duct traceability. We previously developed AI-forms, i.e., artificial-intelligence
electronic forms, that provides a speech interface as a means of improving the
standard work process in workplaces by making operations more efficient and
visualizing processes. AI-forms improves production efficiency and visualizes
the collected operation records by enhancing the readability and writability of
records and handover operations that are not sufficiently supported by traditional
electronic forms. To prevent falsification of inspections, it is necessary to use a
widely deployed device and verification method in the workplace. We propose
an identity-verification method for applying face recognition to AI-forms and
developed a smartphone app for AI-forms. Preliminary feasibility testing
involving 11 workers in an actual workplace confirmed that identity verification
is possible when face recognition is carried out with frontal images of workers
who are not wearing face masks. The face-recognition process completed within
0.4 s, enabling workers to seamlessly begin work with AI-forms. Recording
both collation photos and worker names during identity verification also made it
possible for a human to visually confirm a worker’s identity. Discussion with
workers and supervisors after the feasibility tests provided findings for
improving our face-recognition app for closer integration of AI-forms and our
identity-verification method at arbitrary times.
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1 Introduction

Concern over the decline in Japan’s manufacturing competitiveness has increased in
recent years. In particular, falsification of inspection data is a social problem that could
undermine Japan’s manufacturing industry, which is founded on a dedication to high
quality [1]. Product quality ensures safety and customer satisfaction with products and
services, so a decline in quality reduces trust in producers and distributors, causing
great economic loss. As the complexity of products and services and awareness of
personal safety increase, the importance of inspection also increases. Inspection is an
essential process in the certification of product quality and prevention of quality
decline, so the data obtained from inspection must be appropriate and accurate. The
four types of inspection dishonesty are listed below [2]:

(1) The specified inspection is not carried out or some of the required inspection items
are omitted.

(2) The inspection results are changed or fabricated.
(3) The inspection conditions are changed to produce a passing result.
(4) The inspection is repeated until a passing result is obtained.

To prevent such fraudulent inspection practices, transparency in the inspection
process is necessary, that is, the process must be “made visible”. Thorough “visual-
ization” facilitates the early detection and prevention of various dishonest practices and
may provide a solution that is highly effective in preventing such practices. We pre-
viously developed AI-forms, i.e., artificial-intelligence electronic forms, that interacts
through speech as a solution for improving the standard work process in workplaces
[3]. AI-forms is intended to increase efficiency and visibility in the inspection process
and has brought about improvement at production-site workplaces with Internet of
Things management systems. AI-forms improves both productivity (efficiency) and
collection of operation records (visibility) by using speech interaction to achieve “ease
of reading and writing”, “ease of operations such as work handover”, etc., which are
often problems with conventional electronic forms. AI-forms improves the efficiency of
the procedures for checking task descriptions and inputting task results based on the
concept of a natural user interface (NUI). An NUI enables a person to operate a
machine using his/her senses and perform actions naturally [4]. The NUI of AI-forms
increases productivity by enabling hands- and eyes-free operation through speaking
and listening via a light-weight intercom device that can be used for long periods
without fatigue. The results of an evaluation conducted in a telecom equipment factory
over a period of about two years verified a 2/3 reduction in training cost, 20% increase
in productivity, and shortening of the worker skill-improvement cycle by a factor of
about 40 [3]. For “visibility”, the effectiveness of AI-forms in enabling real-time
collective management of inspection results was also demonstrated. For example, the
starting and ending times of the task results input by speech are automatically appended
to the inspection data as “when” data. This makes it possible to visualize the variance in
task time that is latent in the standard work procedures and enables rapid understanding
of what should be improved to increase efficiency. To further improve efficiency and
reduce dishonesty, we previously proposed an identity-verification method that uses a
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hearable device (terminal that integrates earphones and a microphone) for AI-forms to
enable natural acquisition of “by who” information [5]. Using the hearable device as an
inter-com makes it possible to verify personal identity with an ear-authentication
technique, which measures the unique acoustic characteristics of a person’s ear canal
when sound from the headphone is reflected and picked up by the microphone. This
technique makes it possible to capture “by who” information in addition to “when”
information, which enables visualization of the work time for each worker and provides
a means of increasing efficiency. It also prevents impersonation and provides a measure
against inspection being carried out by unqualified workers, which has recently become
a problem [5]. Clarifying the responsibility for inspection data makes it possible to
prevent failure in performing inspection or omission of inspection items due to dis-
honesty. Although the hearable device is an excellent NUI, the technology is at the
prototype stage and is not yet widely available on the market. Because the prevention
of dishonest inspection is an urgent issue that requires immediate response in the
workplace, it is necessary to use other devices and means that are widely available.
Sound reflected within the ear canal can be recorded and saved for use in validating the
ear-authentication results. For use in confirming inspection results and traceability, the
recorded data should be easy to check by humans. To meet these requirements, we
propose an identity-verification method with face recognition to be used with AI-forms.
The face-recognition function of our method can be implemented with the camera of a
smartphone. AI-forms can also be implemented with a smartphone. Because the image
of a worker’s face can be recorded for confirmation, the authentication result can easily
be visually checked by a human, providing excellent confirmability for product
traceability.

The proposed method involves integrating face recognition into a worker’s
workflow, i.e., introducing a security mechanism to human computer interaction.
Though our method should be compared with a conventional method that does not
include face recognition, the testing methodology and conditions are not self-evident.
Therefore, we plan to evaluate the proposed method with the following testing steps:
(1) feasibility tests for identity verification of workers, (2) large-scale tests for identity
verification of workers, and (3) large-scale tests for comparing our method with a
conventional method.

The remainder of the paper is as follows. In Sect. 2, we introduce current identity-
verification methods that include face recognition. In Sect. 3, we present our proposed
identity-verification method for applying face recognition to AI-forms after describing
issues concerning identity verification in the workplace, objectives of identity verifi-
cation through face recognition, and an outline of our smartphone app that integrates
our identity-verification method with AI-forms. We also explain the three testing steps
of our evaluation plan. In Sect. 4, we report on the results of conducting preliminary
feasibility tests for the first step of our evaluation plan regarding the face-recognition
accuracy of 99 photos taken under various conditions. In Sect. 5, we discuss the
feasibility and problems with our proposed method. In Sect. 6, we consider future
issues. We conclude the paper in Sect. 6.
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2 Related Work

Legally verifying a person’s identity requires verifying two points: that “the person
actually exists (reality)” and “the person is who he/she claims to be (identity)” [6]. In
Japan, the foundation of reality is the family registry. There are limited situations in
which “reality” needs to be strictly confirmed, but there are many situations in which
“identity” needs to be verified. This personal-authentication confirmation is called
“identity” and is often used in the same sense as verification. Current personal
authentication can be done using three methods: (1) knowledge certification using
information only the person in question knows, such as a password or personal
identification number, (2) possession of certification, i.e., such as an ID card or driver’s
license, and (3) biometric authentication by confirming a person’s fingerprints, face,
etc. Although knowledge certification and possession of certification are widely used,
such as at ATMs and in e-commerce, identity can be transferrable with both methods
when the knowledge and certification are lent out or stolen. Therefore, neither can be
effective in preventing individuals from impersonating others. Many anticipate that
biometric authentication can be a means of solving these problems [7, 8]. One
advantage of biometric authentication is that there is no risk of biological information
being lost or forgotten. Also, biometric authentication can be considered a means to
prevent individuals from impersonating others because it involves using person-
specific biological information. Biometric authentication verifies identity by matching
preregistered biometric information and collation information obtained through a
sensor. For example, both vein authentication used in financial institutions [9] and
fingerprint authentication used in national and local governments [10] require dedicated
biometric-information sensors. For identity verification in the workplace, it is necessary
for workers to register biometric information and be able to verify it at various loca-
tions, indoors and outdoors. It is therefore desirable to use a sensor that is as highly
portable and widely available as possible. Additional requirements are ease of con-
firmation in the workplace and traceability for stored recorded data. Face recognition
can be accomplished using the camera of a smartphone or other such devices that can
be easily handled by workers. Practicality of operation [11] and verification testing [12]
regarding accuracy have been reported, and many face-recognition software and
application programs have been developed [13].

We previously developed a system of verifying the identity of ticket holders at
large-scale events using face recognition, which is called the Ticket ID System [17]. Its
effectiveness was demonstrated at over 100 concerts [18]. The face-recognition soft-
ware that the Ticket ID System uses is the high-speed and high-precision commercial
product NeoFace [15]. NeoFace exhibited the highest performance evaluation in the
Face Recognition Vendor Test 2014 conducted by the U.S. National Institute of
Standards and Technology (NIST) [14]. NeoFace achieved the lowest false reject rate
(FRR) of 0.3% in processing the passport/visa photo image database at a false accept
rate (FAR) of 0.1% for the NIST personal identity searches [16]. The face-recognition
process is outlined in Fig. 1. In this process, registration photos are compared with
collation photos to determine whether they show the same person [16]. The Ticket ID
System compares registered photos of applicants with collation photos of individuals
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entering the event venue. First, face detection is executed by detecting and processing
the facial areas for each photo. Next the facial-feature points of the detected areas, e.g.,
the eyes, nose, and mouth edges, are processed to carry out facial-point detection.
Finally, the obtained facial-point positions are used to normalize the size and positions
of the facial areas and measure their similarity between a registered and collation photo
during the collation process. When the similarity measure exceeds a certain threshold,
the face recognition is regarded as successful. When NeoFace is implemented in a
commercially available tablet terminal, the recognition result is displayed with regard
to the facial-photo information of 100,000 people within about 0.5 s [17]. We devel-
oped a prototype system that uses attendees’ selfies as input photos for face recogni-
tion, which succeeded in simplifying ID equipment by only requiring smartphone
cameras [19]. Face recognition is also expected to be effective for identity verification
in the workplace.

3 Methods

3.1 Verification of Worker’s Identity in Workplaces

Figure 2 shows a conventional verification method of worker’s identity and operation-
record visualization that are used in the workplace. Initial identity verification is per-
sonal identification conducted by a supervisor or other responsible individuals by
visually checking a worker’s photograph on a certificate of qualification or ID card.
On-demand identity verification is the same type of personal identification conducted
when workers are working. The verification is required during shift changes. After the
verification, workers input their names to AI-forms by tapping their names on the
panel, as shown in Fig. 3. The verification should be carefully conducted because a
worker may erroneously tap the name of another person.

Operation-record visualization is provided with AI-forms, which makes it possible
for a supervisor or productivity analyst to verify operation-records, such as product
IDs, working process and time, and workers’ names, for checking the productivity of
workers and confirmability for product traceability [3]. AI-forms provides a speech

Fig. 1. Outline of face-recognition process
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interface as a means of improving the standard work process in workplaces by making
operations more efficient and visualizing processes. AI-forms improves production
efficiency and visualizes the collected operation records by enhancing the readability
and writability of records and handover operations that are not sufficiently supported by
traditional electronic forms.

The initial and on-demand verification method is effective against impersonation
and work being done by an unqualified person, but it is not efficient because of the time
needed to confirm each person. In workplaces where many workers cooperate in
performing a task, work efficiency declines when the time required for worker iden-
tification is long. If more people are assigned to carry out worker identification, cost
becomes a problem. An identity-verification method that effectively and efficiently
prevents impersonation while suppressing cost is needed. The use of an ID card reader
or a device for inputting at identification number can be considered an efficient identity-
verification method to prevent work being started unless a person has been identified as
qualified. As noted in Sect. 2, however, identification by certification of knowledge or
possession may not effectively prevent impersonation because either can be passed on
to other people. Other identity-verification methods that are highly effective in pre-
venting impersonation are required. Biometric authentication is effective against
impersonation, but the cost of registering authentication data and installing special
sensors and devices at all work sites are implementation problems. Biometric
authentication using fingerprints, iris patterns, blood vessel patterns, etc. requires
special sensors, and the registered data and comparison data cannot be easily confirmed
by humans, so ease of confirmation is another problem. As mentioned above, we
previously developed an identity-verification method that uses a hearable device to
enable ear authentication [5]. However, this method has problems concerning currently
low adoption rate as a device and ease of confirming ear authentication, so its intro-
duction to the workplace will have to wait. As also noted above, the main issue for
identity verification in the workplace is to efficiently and effectively prevent imper-
sonation at low cost and in a way that can be easily confirmed by humans.

Fig. 2. Conventional verification method of worker’s identity and operation-record visualization
with AI-form
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3.2 Identity Verification by Face Recognition

To improve verification of worker identity and operation-record visualization in
workplaces, we propose an identity-verification method that includes face recognition
to be used with AI-forms, as shown in Fig. 4. Face recognition is used for initial and
on-demand identity verification of workers instead of a supervisor or other responsible
individuals, which is integrated with AI-forms [3]. AI-forms stores workers’ facial
images for operation-record visualization and confirmability for product traceability.

Specifically, we aim at achieving the functions listed below using NeoFace for
selecting worker names in AI-forms.

(1) Efficient identity verification
With NeoFace running on a smartphone, face recognition processing can be
completed within 0.4 s [17]. Replacing the worker selection of a name with face
recognition enables efficient identity verification while maintaining the func-
tionality of AI-forms.

(2) Effective prevention of impersonation
Face recognition is effective protection against impersonation because lending,
transferring, or misplacing is extremely unlikely. NeoFace provides highly
accurate recognition and has a long track record of practical use [15, 16]; thus, it is
a highly effective means of preventing impersonation.

(3) Low cost and ease of visual confirmation
Face recognition is carried out using a photo of a worker’s face taken with a
smartphone camera as a collation photo by using a smartphone app. Because AI-
forms is also implemented as a smartphone app, it is not necessary to introduce
new equipment at the worksite, so this function can be implemented at low cost.
Traceability is also excellent because facial images can be confirmed visually.
Even if a worker falsifies a name, the facial image can be checked against the
registered photo, so a high deterrence can be expected. The workplace identity-
verification methods described in the previous section are compared in Table 1.

Fig. 3. Worker name
selection for AI forms

Fig. 4. Proposed identity-verification method of workers iden-
tity and operation-record visualization
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3.3 AI-Forms

The concept of AI-forms is illustrated in Fig. 5 [3]. AI-forms is an interactive appli-
cation composed of an AI-form class, virtual tray, and speech-interaction controller. The
worker starts AI-forms in the workplace, as shown in Fig. 6, selects a name on the
screen, as shown in Fig. 3, and creates or modifies the form. The AI-form class is an
object definition that implements the reading and writing of form data by speech
interaction with the worker, controls the workflow, including work handover, pausing,
and restarting of work, and measures the duration of each work procedure according to a
standard task definition. The AI-form class stores the form data and work status in
internal states and has functions for dialog-scenario control and time measurement. An
AI-form instance corresponds to the execution state of a standard task, which is to say a
single form. The user creates an AI-form class by registering a work procedure and
dialog scenario described in the specified Excel® format in the system. The virtual tray
provides the user with a visualization of the AI-form class, AI-form instance of the
uncompleted task, and AI-form instance of the completed task. By visualizing the task
status, the virtual tray displays a list of the names of the registered forms (classes) of the
AI-form class and displays the uncompleted and completed task trays. By managing the
AI-form instance, the virtual tray also manages a “current tray” for each AI-form
instance and changes the “current tray” to the uncompleted task tray if the task is
interrupted or to the completed task tray if the task is completed. If an AI-form instance
in the uncompleted task tray is specified by speech interaction or a touch operation when
restarting a task, the task status is changed to in-progress and the task is restarted. Also,
AI-form instance management involves managing combinations of AI-form instances
and workers or items (product components), so the handing of a task over to other
workers or order-memos attached to such items is implemented by a combination-
change operation. The speech-interaction controller implements task-flow control by
speech interaction such as the creation of AI-form instances, reading and writing of form
data for AI-form instances that have been saved, and task handover, pausing, and
restarting. In speech-interaction control, the user creates an AI-form instance by
speaking an AI-form class name and sets the AI-form instance to the execution state. In
the execution state, the AI-form instance controls speech synthesis for reading of the
task procedure, automatically records the task results by speech recognition, repeats the
recognition result, and measures the working time based on the AI-form class definition.

Table 1. Comparison of identity-verification methods

Deterrent
effect

Verification
efficiency

Visual
confirmability

Cost

Visual check by supervisors High Low Low High
Authentication with knowledge
or possession

Low High Low High

Authentication with fingerprint,
iris, veins, or ear

High High Low High

Face recognition High High High Low
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The workflow can also be controlled by speaking control words such as ‘pause’ and
‘restart’, and an AI-form instance can be placed in or removed from a virtual tray.

3.4 Identity Verification by Face Recognition in AI-Forms

Our proposed identity-verification method works together with AI-forms through the
installation of the NeoFace face recognition software on a smartphone on which AI-
forms is installed. As described in Sect. 3.3, AI-forms enables form-data reading and
writing by speech interaction with a worker as well as task-flow control such as work
handover, task interruption, and task restarting, and total time accounting for each work
procedure. Identity verification is carried out at the time of work handover and task
restarting as well as just at the beginning of the task. The process of identity verification
is shown in Fig. 7. A worker opens the identity-verification app, which takes a photo of
his or her face and collates the photo with the registered photo. The acquired image of
the worker’s face is recorded in AI-forms regardless of the recognition results. The
identity-verification screen is shown on the left of Fig. 8. If the identification is suc-
cessful, the screen shown on the right of Fig. 8 is displayed. The worker is then
authenticated as being qualified for the task and begins the task using AI-forms.

Fig. 5. Conceptual model of artificial-intelligence electronic forms (AI-forms) with speech
interaction

Fig. 6. Workers using AI-forms at manufacturing workplace
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The name of the authenticated worker is recorded in AI-forms. If the identification fails,
the worker can select his/her name from the conventional list of workers. The name of
the worker that is selected is also recorded. The worker’s name can be visually checked
with his/her facial photos by a supervisor, as shown in Fig. 4.

3.5 Evaluation Plan

The proposed method should be evaluated through comparison with a conventional
method that does not include face recognition from the view-points of identity veri-
fication and visual confirmability. The main issue for identity verification in the
workplace is to efficiently and effectively prevent impersonation at low cost and in a
way that can be easily confirmed by humans. The following testing steps are planned
for such an evaluation:

Step 1: Feasibility tests for identity verification of workers
There are no findings on applying recognition technology for identity-verification of
workers in actual workplace environments. First, it is necessary to clarify parameters
of face recognition for this purpose through feasibility tests before applying the
proposed method for large-scale tests. It is also necessary to examine what type of
facial photos can be acquired for face recognition in certain environments. Feasibility
check for visual confirmability, i.e., whether a supervisor or other responsible indi-
viduals can recognize workers’ faces with their facial photos is required for product
traceability.

Step 2: Large-scale tests for identity verification of workers
NeoFace achieved the lowest FRR of 0.3% in processing the passport/visa photo
image database at a FAR of 0.1% for the NIST personal identity searches [16].
However, FRR and FAR should be evaluated in workplace environments because
they are completely different from those of NIST searches. It is also necessary to
evaluate the total time necessary for worker verification because supervisors should
visually check workers’ names and their facial photos when the workers selected their
names for themselves.

Colla on
result
is OK?

Start iden ty-
verifica on app

Yes

No

Fig. 7. Flowchart of verification process Fig. 8. Screenshots of face recognition
(left) and AI-forms (right)
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Step 3: Large-scale tests for comparing our method with a conventional method
The proposed method should be compared with a conventional verification method
regarding workers identity and operation-record visualization with AI-forms, as
shown in Fig. 2. Specifically, we measure productivity change in the same way as
conducted in a telecom equipment factory [3]. We will investigate the burdens on
workers and supervisors where security and service quality assurance must be ensured
as well as for preventing fraudulent acts.

4 Tests

4.1 Identity Verification and Visual Confirmability

We are currently conducting the first step of our evaluation plan. The accuracy of the
recognition results must be verified before the proposed method can be introduced to
actual workplaces. The control parameters for identity verification include internal and
external parameters related to face recognition and operating parameters [17]. The
internal parameters are physical properties of the face and are independent of the
observer. Examples include caps, facial expressions, hair, eyeglasses, and makeup. The
external parameters relate to how the face is seen and the situation, including face
direction, lighting, background, and image resolution. The operating parameters relate
to the operations performed for face recognition in the workplace. Examples include
whether the camera is installed in a fixed location, whether the worker performs the
operation manually, whether the worker is stationary or moving, and how many times
face recognition is carried out.

Our method will be used at a factory workplace where AI-forms has been intro-
duced. Workers may be required to wear caps, glasses, or face masks in the workplace,
so whether such items are being worn is considered an internal parameter. External
parameters, such as those related to changes in illumination and background, may have
practical importance [19]. If the level of illumination is low, face detection may not be
possible, and the faces of other workers that appear in the background may be detected
[19]. Because the workplace that we considered for this study is indoors, the lighting is
fully adequate for face recognition. Although there are various types of equipment and
facilities at the site, a workspace for each worker is ensured, so the possibility of other
workers’ faces appearing in the recognition image is low. Therefore, deviation in a
worker’s face direction to the left or right or up or down from looking straight at the
camera is considered an external parameter. Concerning the operating parameters, the
worker remains stationary facing a smartphone camera, and the face-recognition pro-
cess is carried out once. Facial images acquired for face recognition are confirmed
whether they are useful for a supervisor or other responsible individuals who visually
check workers’ photos and names.

4.2 Test Method

Preliminary testing was conducted with the proposed identity-verification method
integrated with AI-forms at the NEC Platforms Fukushima Plant. In this workplace,
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tasks are performed by up to ten qualified workers. For testing, facial images were
registered for 11 workers as qualified workers and the method was evaluated for
accurate recognition of those workers. The workers first confirmed that the images of
their faces appeared on the screen of a smartphone placed within their reach beside
their work tables. The workers then tapped a button on the screen to photograph their
faces, and face recognition was carried out.

First, 44 facial images were acquired by photographing 11 workers under four
conditions: bare face (wearing no cap, glasses, or face mask), wearing a cap, wearing
glasses, and wearing a face mask. Workers may be required to wear both a cap and
glasses in the workplace, so an additional 11 images in which the 11 workers were
wearing both cap and glasses were acquired, making a total of 55 images for the
recognition testing. In some workplaces, it may be difficult to acquire images in which
the worker is facing straight toward the camera. For example, it may not be possible to
position the smartphone directly in front of a worker, so the camera may be offset
upward or downward or to the left or right to some extent. We therefore acquired an
additional 44 images in which the faces of the 11 workers were photographed from four
directions at about a 45° angle (within the range in which both eyes are included) to
serve as non-frontal evaluation images. The grand total of images used in the evalu-
ation was therefore 99.

4.3 Test Results

(1) Efficiency of identity verification
Beginning from when the worker opened the app, face recognition was completed
within 0.4 s for each of the 99 evaluation images. When recognition was suc-
cessful, the worker was able to use AI-forms with speech interaction seamlessly.
When recognition failed, it was possible to use AI-forms by selecting the worker’s
name from a list in a conventional manner. Regardless of the recognition result,
the facial image acquired during identity verification was recorded correctly
together with the name in AI-forms.

(2) Accuracy of identity verification
The face-recognition accuracies for the 55 images in which the workers were
wearing certain items are presented in Table 2. There were no cases of recognition
failure due to insufficient illumination or faces of other workers appearing in the
background. For recognition using front-facing images, identity was verified for
all workers except for the images in which the worker was wearing a face mask;
thus, recognition was not possible when a face mask was being worn because the
face-recognition software uses features associated with the mouth. Because a
worker begins a task using AI-forms after identity verification, we plan to address
this problem with a work rule, such as face masks should be put on after identity
verification. The recognition accuracies for the 44 non-frontal images are pre-
sented in Table 3. All workers were identified from the images of upward and
downward face directions. The recognition accuracy was 18% for leftward and
27% for rightward. For vertical changes in facial direction, facial symmetry was
maintained, but the loss of left-right symmetry with changes in the horizontal
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direction may have affected the recognition results. We consider two solutions to
address the low recognition accuracy regarding deviations from the frontal
direction when the face is photographed from the left or right. The first is
addressing the camera operation by considering installation positions where it is
not a burden on the worker to turn to face the camera directly. In cases in which it
is not possible to properly position the camera and non-frontal facial images
cannot be avoided, identity verification is carried out with additional non-frontal
registered photos. Multiple registered photos including left and right deviations
can improve the recognition accuracy of identity verification.

(3) Visual confirmability
Images acquired for identity verification were recorded in AI-forms together with
worker names, including cases in which recognition failed. It was confirmed that
all acquired images were recorded when discrimination by human visual exami-
nation was possible. However, visual confirmation could not be easy when a
worker wear a face mask. This problem could be addressed with a work rule, such
as face masks should be put on after identity verification.

5 Discussion

These preliminary tests showed the initial feasibility of our identity-verification method
using frontal facial images of workers who are not wearing face masks in the factory
workplace where use of the method is planned. The following improvement issues
were clarified through discussion with workers and supervisors after the tests:

(1) Closer integration of AI-forms and identity-verification
There was a request from workers to reduce as much movement regarding the line
of sight from the work location as possible for the identity-verification process
during task handover or restarting a work task. Thus, the objective is to enable
continuous concentration on a task in a nearly eyes-free state. To achieve this
objective, it is necessary to consider placement of the camera used for identity
verification in the same line of sight as the task. This will be taken into consid-
ering during the large-scale tests of the second step of our evaluation plan.

Table 2. Accuracy of faces with cap, glasses, and face mask [%]

No cap, glasses, or face mask Cap Glasses Face mask Cap and glasses

100 100 100 0 100

Table 3. Accuracy of non-frontal faces [%]

Leftward Rightward Downward Upward

18 27 100 100
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(2) Identity-verification at arbitrary times
There was a request from supervisors that the identity-verification process be
carried out at arbitrary times in the work process and without workers being
aware. Thus, the objectives are thoroughness in preventing impersonation and not
hindering concentration on the task. Currently, facial images for identification are
acquired at the beginning of a task and during work handover or restarting, but we
are considering arbitrarily acquiring photographs when a task is being carried out
and recording them together with the identification results. When workers are not
aware of being photographed, they may have their eyes closed. Closed eyes cause
face recognition to fail [18]. To avoid such failure, the face-recognition app will
be improved to take two photos of workers after an interval of about 0.5 s to
obtain facial photos with their eyes open. Few people spontaneously keep their
eyes closed longer than 0.5 s because human blink duration is on average between
0.1 and 0.4 s [20]. Few people spontaneously blink twice in 0.5 s because human
blink rate is between 7 and 17 per minute [21]. Either photo can be properly
collated with their registered photos. The improvement will be taken into con-
sideration during the large-scale tests of the second step of our evaluation plan.

(3) Preventing impersonation
Supervisors require thoroughness in preventing impersonation. Our proposed
method principally trusts workers to self-assert as the correct worker if the
smartphone app does not recognize them properly though a supervisor visually
verifies workers’ names and facial photos. For verification, the most important
defense against this is when an adversary inserts an image of someone who is not
one of the qualified workers, he/she is identified as a non-match.\

6 Conclusion

We proposed an identity-verification method for applying face recognition to AI-forms
and developed a smartphone app for AI-forms. Preliminary feasibility testing involving
11 workers in an actual workplace confirmed that identity verification is possible when
face recognition is carried out with frontal images of workers who are not wearing face
masks. The face-recognition process completed within 0.4 s, enabling workers to
seamlessly begin work with AI-forms. Recording both collation photos and worker
names during identity verification also made it possible for a human to visually confirm
a worker’s identity. Discussion with workers and supervisors after the feasibility tests
provided findings for improving our face-recognition app and evaluation plan. For
future work, we will improve our face-recognition app for closer integration of AI-
forms and our identity-verification method at arbitrary times.
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Abstract. In our digital world, we have become well acquainted with
the login form—username shown in plaintext, password shown in aster-
isks or dots. This design dates back to the early days of terminal com-
puting, and despite huge changes in nearly every other area, the humble
login form remains largely untouched. When coupled with the ubiquity of
smartphones, this means we often find ourselves entering complex pass-
words on a tiny touchscreen keyboard with little or no visual feedback
on what is being typed. This paper explores how password masking on
mobile devices affects the error rate for password entry. We created an
app where users entered selected passwords into masked and unmasked
password fields, measuring various metrics such as typing speed, error
rate, and number of backspaces. We then did an exploratory analysis
of the data. Our findings show that, perhaps unexpectedly, there is no
significant difference between masked and unmasked passwords for any
of these metrics.

Keywords: Security · Passwords · Data entry errors ·
Mobile security · Mobile usability

1 Introduction

The average person logs into 7–25 accounts every day [4], and the vast majority
of people memorize their passwords, meaning reuse of identical or similar pass-
words is common [13]. This stands in opposition to traditional security advice,
which dictates that passwords should be long, random strings full of complex
characters, changed regularly, and never reused across accounts. This can really
only be done by using a password manager, which only 3% of Americans use
consistently [13]. What is more, in the smartphone era, tiny keyboards with sep-
arate screens for letters and special characters can turn a strong password into
a usability nightmare: mobile users mistype their passwords twice as often as
desktop users, and mobile password entry also takes 20% longer [12].

Password unmasking is the practice of displaying passwords rather than
masking them with asterisks or dots. Is this a viable alternative? Usability
experts claim that masking passwords is an unnecessary complication that causes
confusion and frustration. But some security experts warn against the dangers
of shoulder surfing (stealing passwords by looking over people’s shoulders as
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they type). While there are a number of articles and blog posts espousing one
view or the other, there is little evidence on how much password masking actu-
ally hinders usability. This paper aims to take on a small part of this overlying
issue: how does the error rate for password entry compare between masked and
unmasked passwords, specifically for smartphone users?

1.1 The Origins of Password Masking

Password masking comes from terminal computing, when every command was
printed out on paper [9]. In those days, it made sense not to echo passwords at
all, or at least to replace them with asterisks. Without it, anyone with access to
the computer printouts could easily harvest someone else’s login info. However,
the days of such paper trails are long gone, and this rationale no longer applies.
This begs the question: does password masking still serve a purpose, or is it
simply there because it always has been?

1.2 Contributions

Despite having been pronounced dead many times [9], passwords are the most
used authentication mechanism on the Internet today [10]. Similarly, mobile
phones are ubiquitous, so gaining a deeper understanding of entering a password
on a mobile device is a relevant issue. For as long as passwords have been around,
we are still in a “data poor” research state [1,10], so this study contributes to
password research as well as the growing intersection between usability and
security research. We specifically make the following contributions:

– We compare the error rates of different types of passwords on mobile phones.
– We tested two different types of password fields: masked and unmasked.
– Additionally, we tested these logins with different types of passwords to see

what role the password length and density of special characters play in this.

2 Related Work

2.1 Usability and Security of Password Masking

In the early days of computers, password masking helped communicate that a
password was sensitive information [19], but this is now common knowledge,
and not necessarily an argument for its continued use. From a modern usability
perspective, the lack of visual feedback makes it difficult to find and correct mis-
takes in masked passwords, leading to unnecessary frustration. Usability expert
Jakob Nielsen [15] and security expert Schneier [19] have argued that masking
passwords causes users to choose easier (and therefore less secure) passwords,
reuse passwords across accounts, or even copy and paste them from a file.

That said, password masking is also what the user has come to expect. A
small-scale user study showed that unmasking passwords undermined the user’s
trust—even though masking is a purely cosmetic fix, 60% of participants became
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suspicious of a site when their passwords were displayed in plaintext [11]. There’s
also a perceived security threat of unmasking passwords. What if someone looks
over your shoulder without your knowing? Additionally, how do you navigate the
trust dynamics of entering a password with someone else present? Is it alright
to ask your boss, your partner, or your child to avert their eyes from your login
form [19]?

The most common security threat associated with plaintext passwords is
shoulder surfing. Both Schneier and Nielsen have downplayed this risk, a point
which many of the commenters on these articles disagreed with [15,19]. It is
much harder to snoop a password typed onto a smartphone screen, and with
mobile internet usage recently overtaking desktop traffic [4], the threat of shoul-
der surfing is becoming less common compared to the nuisance of repeatedly
typing a password [20]. However, dissenters argue that there are still plenty of
scenarios where password masking provides a necessary layer of security. Using a
computer in a public setting like a coffee shop, for example, as well as needing to
enter a password during a presentation, are legitimate use cases where plaintext
passwords fall short.

Despite the considerable debate, we were unable to find research directly
comparing the error rate between masked and unmasked password fields.

2.2 Usability and Security of Different Types of Logins

There is a fair amount of research into alternatives for the username and pass-
word combination, such as the usability of click-based graphical passwords [2]
and password managers [3]. One study generated a “profile” of how the user
types their password, based off of the time a key is held down and the time
between key presses [17]. When the profiles of valid users were compared against
those of impostors entering the same password, this additional metric helped fil-
ter out unauthorized users. However, typos and the subsequent use of backspace
interfere with this metric, making it infeasible for large-scale adoption. Another
study explored an alternative to password masking, the TransparentMask [8].
This combines the typical black dots with symbols that represent a hash of
the last n characters of a password. The idea is that since humans can eas-
ily recognize sequences of symbols, it would provide a way to alert the user to
typos without providing as much of a security risk as a fully unmasked password
(Fig. 1).

While these ideas are fascinating, the likelihood for their widespread adoption
is unlikely, and may also lead to user confusion. According to one survey of web
tools [14], login forms are among the least standardized website components.
Introducing new paradigms, however well-intentioned, may only serve to muddy
the waters. Additionally, while the typical login form is not as interesting, its
persistence in our digital world demands more research than has currently been
done on the subject [1,10].
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Fig. 1. Transparent Mask example inspired by Gruschka and Iacono’s paper [8]. The
colorful symbols (blue star, green diamond) represent a hash of the previous characters
in a password. A typo in the preceding characters would result in a different symbol
appearing, as shown when the “w” is mistyped as a “v”. (Color figure online)

2.3 Mobile Password Entry

As mobile phone usage continues to increase [4], passwords are increasingly being
entered on mobile devices. And while mobile devices are often cited as a reason
why password unmasking is important (tiny keyboards leading to an increased
likelihood of typos, for example), we did not find studies measuring how much
masked password fields affect usability on mobile devices. One dissertation pro-
vides an in-depth analysis of password entry on mobile devices—what influences
the user typing speed (such as switching keyboards to find special characters),
and the most commonly made mistakes [5]. Prior research also explored the error
rate of typing passwords on mobile phones compared to desktops [12], as well
as an analysis of the “number and nature of errors committed during password
entry” and whether the user notices these errors before submitting the pass-
word [7]. Our work provides another facet to the question of mobile password
entry by studying the error rates for both masked and unmasked login prompts.

From a security perspective, Schaub et al. [18] examined how the design
of different smartphone keyboards (iOS, Windows, Android, and others) can
make shoulder surfing easier or more difficult. There has also been research into
how the platform (mobile, tablet, desktop) affects the makeup of the password
created [21], but not whether certain types of passwords are more or less error-
prone in daily mobile use.

3 Methodology

This study aims to answer two questions: how password masking affects the error
rate of password entry on mobile devices, and how the makeup of a password
influences the aforementioned error rate.
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3.1 Effects of Password Masking

We tested two different login forms—one with typical mobile password masking
(where the password is masked except for the most recently typed character), and
a fully unmasked password, displayed in plaintext. We also considered testing a
third option where the user has the choice to mask or unmask their password
with a checkbox, but we ultimately decided that this was better tested in a
separate study concerned with whether users will choose to change the default
masking of a password.

3.2 Effects of Password Makeup

There is a lot of variation in passwords, but we have identified four main cate-
gories:

– Pass phrases: multiple words separated by spaces (“cats are fantastic
friends”)

– Typical passwords: a single (in our case, English) word with letters replaced
by numbers and special characters (“C@terp!11ar2018”).

– Randomized: a fully randomized string of characters, such as those used by
password managers (“nBqzEcP2A}Q8,jG”)

– Bad passwords: passwords often seen in password leaks (“password123”)

Of these four types, we are not interested in “bad passwords” because they
have already been shown to be a security threat. For the 3 more secure alter-
natives, we generated a list of 10 passwords at equivalent password strength (as
measured by our chosen software, 1Password). Our hypothesis is that the error
rate for password entry varies both by type of password and by whether the
password field is masked.

3.3 Study Structure

Our study measures the error rate of password entry using a custom-built app,
PasswordResearcher1. This app is built in Unity and deployed to both iPhone
and Android, and is available with either English or German keyboards depend-
ing on the preferences of the user. This is to mitigate any errors that could arise
from using an unfamiliar keyboard layout.

Each session has two parts: one half where the passwords are masked and
the other with passwords unmasked. We alternate whether the participant starts
with the masked or unmasked task each time. To ensure there is no overlap of
passwords between these two portions, the app randomly chooses four passwords
from each of the three categories and splits them into two groups of six pass-
words (two from each category). For each half of the study, the participant sees
each given password three times with all passwords shuffled in a random order.
Entering the password multiple times is intended to elicit a learning response

1 https://github.com/catiejo/PasswordResearcher.

https://github.com/catiejo/PasswordResearcher
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since participants learn to type their passwords more quickly and consistently
over time. Additionally, the random shuffling allows us to test all three pass-
word types under similar conditions—it controls for participants getting bored
and therefore less careful over time, or alternatively, getting more used to typing
and getting better.

The passwords are displayed on the screen as an image so it is not possible
to copy-paste the on-screen password, and also so the user does not need to
memorize the password. We were careful not to mention that we were interested
in the error rate of password entry since this could change their natural behavior
and skew our results.

3.4 Data Collected

We used a recruiting agency, TestingTime2, to recruit ten participants. For each
password attempt, we recorded:

– Expected password
– Actual (typed) password
– Entry time
– Password type (phrase, random, or typical)
– Participant ID
– Overall attempt number (1 to 18 for each half)
– Password attempt number (1 to 3)
– Operating system (Android or iOS)

We also collected qualitative exit questions from each participant:

– Do you remember any of the passwords you typed?
– Which of the password types, if any, did you feel were quicker to type?
– Which of the password types, if any, did you feel were easier or more difficult

to type?

It is worth noting that this study is only concerned with whether a login
attempt would be successful or not, so we are measuring errors on submission
rather than incremental errors made while typing. The latter has potential for
a follow-up study, but is outside the scope of the present one.

4 Results and Analysis

We defined an incorrect password attempt as one where the actual password
entered by the user does not match the expected password. We used the Leven-
shtein edit distance to further quantify the correctness of a password and to give
a lower bound on the actual number of mistakes that were made by the user.

After collecting the data, we removed any attempts that took more than 100 s.
This happened occasionally when participants set down the phone to come ask
2 https://www.testingtime.com/en/.

https://www.testingtime.com/en/
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a question. Similarly, we removed any attempts with more than ten mistakes,
which sometimes happened when participants accidentally pressed the enter key
too soon.

Using this data, we calculated the error rates, which we defined as the total
number of incorrect attempts (where the expected and actual passwords are not
the same) divided by the total number of attempts for each of the following
metrics:

– Masked error rate: 18%
– Unmasked error rate: 15%
– Phrase password error rate: 15%
– Typical password error rate: 22%
– Random password error rate: 12%
– Overall error rate: 16%

While there are differences in these error rates (especially between random
and typical passwords), the pseudoreplication and small sample size of this study
prevent them from being statistically significant. We therefore opted to explore
and visualize results without trying to prove statistical significance (see Sect. 6).
The conclusions below are our subjective interpretation of the data.

4.1 Password Masking Versus Error Rate

Going into this study, we expected to see a lower error rate on unmasked pass-
words. This made sense logically—participants can visually inspect an unmasked
password for errors, whereas masked passwords seem more prone to “fat finger”
mistakes (touching an adjacent key without realizing it). Unmasked passwords
did indeed have a lower error rate, but not nearly as dramatically as we would
have expected–a 3% difference between masked and unmasked for a sample size
of n = 10.

We plotted the data, looking for a difference between masked and unmasked
passwords. There was definitely a pretty broad range in the time it took to
enter a password, but masked and unmasked data points are nearly perfectly
interleaved. We also compared the overall entry time for masked and unmasked
passwords (Fig. 3, below), and while there was a difference, it was very small.

4.2 Device Type Versus Error Rate

It seemed clear that the difference between the error rates for masked and
unmasked passwords was very small, so we started looking for other interest-
ing features of the data. We had participants using both iPhone and Android
devices—was one platform less prone to mistakes? (See Fig. 4).

Visually inspecting the plots, it was hard to see a difference between the
Android and iOS columns.
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Fig. 2. Time to enter a password versus the number of differences between the expected
and actual password. Jitter is added to the points in order to show the clustering of
the data, but all differences are integer-valued.
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Fig. 3. Boxplot of the time it took to enter passwords with each password masking.
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Fig. 4. Number of mistakes versus entry time, split by OS and password type. Points
are jittered, y values are integers.

4.3 Password Type Versus Error Rate

Neither password masking nor device type affected the error rate more than is
expected by chance. We were also curious about each of the password types—
since a random password is much shorter than a multi-word password, we decided
to compare the masked and unmasked entry times per password type. Given that
all the passwords chosen for the study were equivalently secure, was a certain
type of password more error prone? We plotted the same graph as shown in
Fig. 2, this time coloring the points by the password type instead of whether it
was masked or unmasked (See Fig. 5).

Visual inspection showed, once again, that there was no real difference, so
we turned ourselves towards one last metric: was a certain password type faster
to type than the others? (See Fig. 6).

Answer: not really. Even comparing each participant’s typing speeds, the
graphs for each password were more or less the same. This is actually interest-
ing, given the difference in length between an 11-character random password and
an upwards-of- 20-character multi-word password. This also aligns with similar
research, which shows random passwords with special characters took consider-
ably longer to type than standard text of the same length [5]. As for why this
occurs, our qualitative results were in agreement with the previous work: users
have to spend considerable time hunting for special characters.
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Fig. 5. Number of mistakes versus entry time, split by password type. Points are jit-
tered, y values are integers.
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Fig. 6. Entry time versus password type.
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4.4 Qualitative Analysis

Following each user session, we asked the same three exit questions.

Do you remember any of the passwords you typed? One participant could name
nearly half the passwords, even some random ones, letter for letter. Another
could not name a single thing they typed. The random passwords were defi-
nitely the least remembered, and while people could usually remember parts of
the other two types, there were frequent mistakes. For example, they would con-
fuse the order of words in a multiword password, or mix the words up between
multiword passwords. For more typical passwords, they often remembered words,
but would make mistakes on the exact placement of special characters, such as
confusing “Cr@ck3rJacked” as “Cr@ckerJack3d”.

Which of the password types, if any, did you feel were quicker to type? Nearly
everyone said that the multiword passwords were easiest to type. We were sur-
prised, however, that several participants also added, unprompted, that they
would not choose such passwords since the lack of special characters and num-
bers made them less secure.

Which of these password types, if any, did you feel were easier or more difficult to
type? For this question, we showed them a list of the passwords they had typed
for the study, and asked them to point out any passwords that were particularly
easy or difficult, and why. There was one password that was significantly longer
than the other passwords, “jubilant wineshop sceptic cadenza”, which was
nearly always pointed out as difficult when participants encountered it. They
would also point out characters they found ambiguous (such as a lower case ‘l’
and the upper case vowel, ‘I’).

5 Discussion

We observed a 3% higher error rate when passwords are masked versus
unmasked. Based on the study size, we do not claim that this difference is real.
We also could not find any groups or subgroups that had different error rates.
If our data is at all typical, it seems that users are simply too good at entering
passwords for it to matter whether or not they can see what they are typing, and
thus we cannot reject the null hypothesis that masking or unmasking passwords
makes no difference to the entry error rate.

6 Threats to Validity

This study was carried out as a small academic project, and as such, does not
have a large time or financial budget. So while this project is intended to serve as
a proof-of-concept for later work, it is not an exhaustive answer to the questions
at hand.
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6.1 Participants

The first threat is our sampling and number of participants. Our user study used
a recruitment agency rather than surveying random students, which was done
expressly to limit selection bias. While we had a good variety of ages, genders,
and smartphone experience, candidates from this agency are often unemployed
(which makes sense, given that the study took place on a weekday morning and
afternoon). We also excluded UI/UX experts from our selection. Neither of these
factors were a problem for the purposes of our work, but it does mean that the
selection was not truly random. And even if selection were indeed random, the
small number of participants (n = 10) limits the extensibility of our results.

It is also important to note only one participant was an English native
speaker. While everyone was fluent enough to converse and they could use their
keyboard of choice, both the “typical” and “multiword” passwords were based
off of english words. This easily could have affected the entry time and error
rate—unknown words take longer to visually parse, and are much easier to make
mistakes when re-typing due to this lack of familiarity. This also could have made
them more difficult to remember, thus hindering the learning response.

6.2 App

The app used for the study had some issues. One participant found a bug where
pressing the back button would cause the keyboard to flicker on and off for
several seconds, preventing the user from entering text. This did not happen a
lot, but it still affected the password entry times. The font choice also proved to
be problematic. We chose a monospace font with the goal that it would be easily
readable, but one participant had considerable trouble with the glyph for the
zero digit, and ended up looking for a special symbol that was an exact match to
the font choice. Others asked about ambiguous characters, and still others just
made their best guess and moved on.

The app was built specifically for this study. Therefore, it was not feasible to
place the app directly onto participants’ phones. Participants therefore had to
use phones that were potentially unfamiliar to them. Typing on an unfamiliar
device may lead to both more typing time and errors, and while we hoped to
prevent this as much as possible, we could not completely remove the problem.

There is also the problem of the password selection used in the app. The ran-
dom and multiword passwords used for the study were all generated by 1Pass-
word, and the typical passwords were generated by hand. The 1Password pass-
word strength metric was used to measure all three password types (to make
sure they were roughly equivalent security-wise). However, 1Password is very
clear that a strength metric can only test the strength of passwords for which it
understands the underlying system that created them [6], meaning it could not
accurately assess the security of our typical passwords.
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6.3 Analysis

With n = 10, this study is clearly underpowered. Additionally, the number of
ways we have looked at the data makes it very difficult to draw interesting conclu-
sions, especially given the small sample size. Even if we did find a few interesting
trends, we did so many other comparisons that the necessary corrections to any
p-values would, in our opinion, render any hypothesis test dubious.

7 Conclusions

After all the debate over the tradeoff between the usability of unmasking pass-
words and the security of keeping them hidden, it seems that password entry is
mostly working as-intended. There were slight differences in the error rates of
masked passwords and their unmasked counterparts, but this difference was not
statistically significant, nor were any of the other ways we sliced and diced the
data. People are simply too good at typing passwords for it to matter whether
they can see all the characters.

To replicate the research and the figures, download the raw data file
(with participant names anonymised) and the R [16] scripts used to pro-
duce the figures from https://github.com/sten13/password-masking-data. The
PasswordResearcher app is also available from https://github.com/catiejo/
PasswordResearcher.
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Abstract. Graphical authentication has been a proposed solution to the
usability and memorability issues seen with traditional alphanumeric passwords.
However, graphical authentication schemes are often criticized for their sus-
ceptibility to Over-the-Shoulder Attacks (OSAs). This research proposes and
evaluates Explore-a-Nation (EaN), a unique hybrid authentication scheme that
attempts to bridge the gap between graphical authentication passcodes and
strong alphanumeric passwords. EaN takes advantage of the known security and
efficiency associated with passwords along with the enhanced recognition
benefit of graphical schemes. The EaN scheme provides users with a static
image consisting of a map wherein an icon passcode path is hidden amongst
other distractor icons. Following the icon path allows users to generate their
strong password. This study compared our EaN prototype to alphanumeric
password standards and to Use Your Illusion (UYI) across the dimensions of
efficiency, accuracy, OSA resistance, and subjective usability. User login times
for both EaN and UYI met the efficiency usability standards established by
alphanumeric passwords. Results for UYI (99%) login accuracy were signifi-
cantly better than EaN (91%). And, UYI obtained a significantly higher Sub-
jective Usability Survey score than EaN, with both schemes exceeding our
usability requirement. Notably, EaN was shown to be resistant to OSAs while
UYI was not. We suggest EaN might prove to be an effective next-generation
authentication scheme for both frequent and intermittent users.

Keywords: Cybersecurity � Graphical authentication �
Alphanumeric authentication � Over-the-Shoulder Attack

1 Introduction

Authentication is performed by a computing system in an attempt to verify a user’s
identity. The intent is to protect a user’s valuable information (e.g., banking infor-
mation, medical records). The most common form of authentication is the knowledge-
based alphanumeric password [1]. However, to be effective, passwords must meet an
array of requirements. Strong passwords ought to be long, contain numbers and
symbols, and not use common dictionary words. Further, they should be different for
every account, changed often, and not written down [2]. However, security require-
ments often make passwords hard to remember. This often leads to users employing
workarounds and creating weak passwords. It has been suggested that the competition
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between usability and security can be resolved by using innovate authentication
schemes [3]. For example, graphical authentication passcodes are easy to remember by
taking advantage of humans’ affinity for encoding and recognizing visual objects
(e.g., picture superiority effect). Unlike letters and numbers, images are encoded both
visually and semantically into long-term memory [4]. Research has shown that pictures
are easier to encode into long-term memory than an alphanumeric string [5]. Graphical
authentication takes advantage of the fact that the user can make more meaningful
associations with novel images compared with novel character strings. Graphical
encoding allows the user to formulate context around the image and the richer this
contextual information, the more strongly the image will be encoded in long term
memory [6]. The increased strength of encoding images leads to a decrease in the decay
of memory over time when compared to a less meaningful alphanumeric password.
Clearly, the graphical authentication literature has demonstrated the memorability
benefits of employing visual objects over alphanumeric characters. Though, developers
are still searching for ways to overcome security concerns like Over-the-Shoulder
Attacks (OSAs).

Cyber attacks are an issue for any authentication system. Alphanumeric passwords
must beware of brute force attacks, which occur when an attacker inputs multiple
password combinations until they gain access [7]. Conversely, graphical authentication
schemes have often been criticized for their vulnerability to OSAs. This occurs when a
casual attacker looks over the shoulder of someone employing a graphical authenti-
cation scheme in a shared space. And, both alphanumeric and graphical passcodes are
vulnerable to a social engineering attack. If users create their own passcode, an attacker
could produce an educated guess by learning more about a user (e.g., exploring social
media posts to determine a pet’s name or visual appearance). But, clearly, the most
common criticism of graphical authentication schemes is their susceptibility to OSAs.

To defend against OSAs, researchers tend to use one of four strategies: grouping
targets among distractors, disguising targets, using gaze-based input, or translating
targets to another location [8]. For instance, the graphical authentication scheme,
Passpoints, implements a grouping targets among distractors OSA defense strategy by
allowing users to click on specific points within a picture [9]. The Use Your Illusion
(UYI) graphical scheme, involves users recognizing a distorted target image from a set
of distorted distractor images; this disguising targets technique interferes with the
attacker’s perception of the passcode [8, 10]. Other graphical schemes use gazed based
input requiring users to select passcode targets using their eyes, thus making passcode
observation difficult [11]. To further bolster security, some graphical schemes require
users to translate target information to another location after the passcode target is
recognized (WYSWYE) [12].

Again, graphical authentication employment of visual objects increases a user’s
ability to easily remember a passcode. Beyond the picture superiority effect, users only
have to recognize their graphical passcode amongst a set of icons (c.f., multiple choice
question) and not produce them like in an alphanumeric scheme (c.f., essay exam
question). But, this benefit for easy memory retrieval comes at the cost of login effi-
ciency. Visually searching for icons amongst distractors takes time. However, entering a
well-practiced alphanumeric password is effortless and only takes a couple of seconds.
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Uniquely, we attempt to take advantage of the memorability of graphical authen-
tication schemes and the known efficiency of alphanumeric passwords. We proposed a
new graphical authentication scheme Explore-a-Nation (EaN) that bridges the gap
between graphical authentication passcodes and alphanumeric passwords. The EaN
scheme uses the translating targets to another location OSA defense strategy. EaN
provides users with a static image consisting of a map with context themed icons
wherein an icon passcode path is hidden amongst other distractor icons. To improve
memorability, the information provided by the passcode path icons is leveraged as
clues that translate to a strong alphanumeric password. The user types the password
that corresponds to the icons along their passcode path. The typed alphanumeric
password consists of the first two letters of the target icon waypoints along the user’s

Fig. 1. (A) Blaze Map Passcode: treasure, feet, airplane, wheel, coconut, ? (Password:
trfeaiwhco?). (B) Martian Map Passcode: gas, telescope, boot, !, rocket, home (Password:
gatebo!roho). (C) Serendipity Map Passcode: @, pig, flower, sheep, umbrella, tent (Password:
@piflshumte). (D) School Extravaganza Map Passcode: broom, eraser, ruler, dumbbell, camera,
$ (Password: brerruduca$).

Explore-a-Nation: Combining Graphical and Alphanumeric Authentication 83



passcode path, except for one target icon that serves as a hint to the special character
(see Fig. 1). As noted by Al Ameen [13], the cognitive abilities for both encoding and
retrieval stages of memory are leveraged when users can view targets. Notably, if the
user knows their password, it can simply be entered. The slower graphical scheme
interactions only serve as a memory aid and are not a requirement of authentication.
Therefore, the proposed EaN scheme ought to facilitate efficiency with sufficient
practice.

The current study compared EaN to UYI a popular graphical scheme that disguises
targets to prevent OSAs [10]. The purpose of our research was to assess the security
requirements and usability of the EaN scheme across the dimensions of efficiency,
accuracy, and subjective usability.

1.1 Usability and Security: Recognizing Standards and Creating
Requirements

Login Efficiency. According to Still, Cain, and Schuster [3], authentication systems
must allow for quick access in order to be efficient. Research conducted by Braz and
Robert [14], revealed that the standard for alphanumeric password entry should be
performed with login times that range from 7–20 s. Previous research has shown that
graphical authentication passcode schemes tend to have longer login times than
alphanumeric passwords [9]. Ideal alphanumeric alternative solutions should have
shorter login times than those of some previously proposed graphical authentication
schemes. More importantly, login times should be comparable to those established for
alphanumeric passwords. To meet the standard usability requirement for efficiency,
participants needed to be able to consistently enter their password as quickly as tra-
ditional alphanumeric passwords. Since EaN authentication requires users to type 11
characters and UYI only requires users to select three targets, we expected that UYI
would reflect quicker login times given users are entering a novel passcode.

Accuracy. For a graphical authentication system to be usable, intensive training
should not be required, and appropriate actions should be apparent for a wide range of
users to ensure successful logins [3]. Previous research has shown that UYI consis-
tently meets the usability requirement for accuracy [8, 10]. Additionally, a PIN entry
graphical authentication scheme, that requires interactions similar to UYI, found login
accuracy rates of 91% [15]. Perkovic and colleagues [16] found that their translating
targets to another location graphical authentication scheme had login times of 8 s and
93% accuracy. A recent study compared the failure rates of graphical passcodes to
alphanumeric passwords and yielded results for login inaccuracy rates that ranged from
11.59% to 13.01% [17]. We reasoned that participant login attempts for both the EaN
and UYI graphical schemes would reflect average success rates of 90% to meet the
standard usability requirements for accuracy. Since UYI needs users to select only three
correct targets, while EaN requires users to correctly type 11 characters, we expected
that accuracy would be higher for UYI login.

Subjective Usability. The Subjective Usability Scale (SUS) was used as a subjective
measure of participant’s usability experience [18]. If a login system is perceived as less
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usable, it may deter a user from using a website or program that employs that login
method. Cain and Still [8] found that when users experience UYI for the first time they
rated their experience with a SUS score of 65. We predicted EaN and UYI would
follow the user requirement standards of ‘OK’ (e.g., SUS score of 51) or ‘Good’ (e.g.,
SUS score of 71) [19]. Since UYI uses a more familiar interaction metaphor, PIN entry,
it would be rated as more usable.

OSA Resistance. Previous research suggests that the relative OSA resistance of a
given graphical scheme can vary depending on the type of OSA defense strategy being
implemented [8]. UYI disguises targets using image distortion in order to prevent
OSAs [8]. Previous research proposes that images distorted at the optimal distortion
level will simultaneously help users maintain recognition of targets and make the
scheme more resistant to OSAs [20]. However, UYI has been shown to be vulnerable
to OSAs when an attacker is permitted three or more viewings [8]. Research examining
graphical schemes using a translating targets to another location OSA defense often
find that when participants are asked to take the role of an attacker, they are unsuc-
cessful at stealing a given passcode [21, 22]. We predicted the security of EaN will
provide users with the same OSA resistance. Therefore, attackers will have 0% success
in stealing an EaN password when given an unlimited number of views.

2 Method

2.1 Participants

Twenty-five undergraduate students (13 females, 2 left-handed, 24 reported English as
their native language) were recruited from introductory psychology courses and were
compensated with class research credit for their participation. Participants’ daily
computing device usage ranged from 2 to 15 h (M = 5.54, SD = 2.94). Ages ranged
from 18 to 25 years (M = 19.24, SD = 1.81). Twenty-three students indicated that they
would accept additional authentication entry effort in order to prevent an OSA.

2.2 Materials Stimuli and Apparatus

Explore-a-Nation Map Prototype. The EaN prototype consisted of four different
themed maps that were created using Adobe Photoshop and flat icons (retrieved from
https://icons8.com/icon/set/map/all). Each map theme was comprised of a unique set of
icons that pertained to a fictitious website’s theme: Blaze (beach), Martian (outer
space), School Extravaganza, and Serendipity (outdoors) (see Fig. 1). Each map con-
sisted of 23 unique icons matching the website’s novel theme, 17 distractor and 6 target
icons. Two of the 23 icons contained an embedded special character. During EaN map
creation, a temporary grid was placed on each map wherein each grid square was
assigned a number. The icons were placed using the grid and a random number
generator. After all icons were placed, the passcodes for each map were developed
using the same grid and random number generator method. The passcodes consisted of
a start and end icon with four icon waypoints in between, one of which contained an
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embedded special symbol. All passcode icons served as a reference to the associated
alphanumeric password. The alphanumeric passwords consisted of the first two letters
of each icon waypoint along the user’s passcode path, except for one waypoint which
served as a special character clue (see Fig. 1). Each strong password had 11 characters,
contained no dictionary words, and had a special character (e.g., @piflshumte).

The EaN prototype authentication instructions were created for each map theme.
Participants were shown both the targets and distractors on the map with an arrow
highlighting the passcode path. The instructions went step by step for each passcode
icon waypoint, informing users about the target icon and what characters should be
translated into the typed password field (see Fig. 2). Participants were encouraged not
to point to their passcode icons on the screen. Participants were informed that an image
of the map would always be visible during login. Finally, they were given the complete
alphanumeric password and instructed to type the password into the password field
during login.

E-Prime 2 software was used to create the EaN authentication prototypes (see
Fig. 3). The prototype was programmed to display asterisks during password entry.
The prototype provided participants with feedback after they typed a password by
displaying either “correct” or “incorrect”. The E-Prime 2 software recorded login times
in milliseconds from the start of password entry to submission and recorded user
accuracy.

Fig. 2. A summarized representation of the Martian’s website authentication instructions
provided to participants in Microsoft PowerPoint.
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Explore-a-Nation Over-the-Shoulder Attack Video. To test resistance against
OSAs, a video of a researcher logging in to a fictitious food website, Craveology, was
created and displayed to participants (see Fig. 4). The video was recorded with an
iPhone 7 and captured the computer screen, the keyboard, and researcher’s hands. The
Craveology website was created using E-prime 2 software and followed the same
creation procedure that was used when creating the EaN experimental prototype.
A picture of the Craveology login screen was printed out and given to participants to
refer to while viewing the video (see Fig. 4). The video was shown to participants in
full-screen mode.

Fig. 3. A screenshot of the School Extravaganza EaN website authentication prototype
implemented in the E-Prime experimental software.

Fig. 4. The left image is a screenshot of the EaN OSA video which displays computer monitor
and keyboard. The right image depicts the sheet printed and provided to participants while
watching the video.
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Use Your Illusion Prototype. Four fictitious websites were created using Paradigm
software: Knitted Frog, Bean, GreenTech, and Hoppy Easter. Each website used UYI
to authenticate. Each UYI website prototype was created with 27 images (24 distractors
and 3 targets). Each website contained an independent set of 27 images. During login,
participants were presented with the website information and given the passcode. The
instruction depicted both the undistorted and distorted versions of the passcode images
(see Fig. 5). Participants viewed three consecutive 3 � 3 grids. Each 3 � 3 grid
contained one target and eight distractor images (see Fig. 5). All images were placed on
the grid using a random number generator. The passcode targets were also selected
using a random number generator. The Paradigm software recorded login times in
milliseconds as well as participant input. The researchers verbally informed participants
whether or not they successfully input the correct passcode.

Use Your Illusion Over-the-Shoulder Attack Video. To evaluate UYI OSA resis-
tance, a video of a researcher logging in using the UYI system was created. Since a
visible mouse cursor is used to select UYI passcode targets, the video was created using
Tiny Take’s screen recording feature on a computer monitor. The video captured the
mouse clicking on the targets within the 3 consecutive 3 � 3 grids. The UYI prototype
for the video was created using the same random placement method as the UYI
experimental prototype. The set of 27 images used for the UYI OSA video was unique.
A picture of all 27 images used in the UYI OSA video was printed on a single piece of
paper and given to participants to refer to while viewing the video. The video was
shown to participants in full-screen mode.

Usability Satisfaction Survey. Participant’s subjective usability satisfaction was
measured using the SUS after authenticating with both the EaN and UYI prototypes.
The SUS is comprised of 10 items, and each question was scored using a Likert scale
from 1 to 5 [18]. The SUS has been shown to have high reliability [23], and good
correlation with performance measures [24].

Fig. 5. The top image depicts a general version of what the instruction screen looked like for a
given website theme. The bottom three images depict an example of the three 3 � 3 consecutive
UYI prototype grids that would be shown during authentication.

88 L. N. Tiller et al.



2.3 Experimental Design and Procedure

Participants filled out an informed consent document and a demographics question-
naire. A fully within-subjects experimental design was used to compare the EaN and
UYI. The experiment required participants to interact with the four different EaN
website maps (Blaze, Martian, Serendipity, and School Extravaganza) and four dif-
ferent UYI websites (Knitted Frog, GreenTech, Bean, and Hoppy Easter). In addition,
participants completed the associated SUS ratings and attempted to determine pass-
words from watching the OSA videos.

When participants interacted with EaN and UYI, they always assumed the role of
the user first. To begin, they were shown a website’s authentication screen and pro-
vided instructions. Participants informed the researchers when they had confidently
memorized a password. Participants logged-in using a map 10 times for practice,
followed by 10 logins that were recorded. These steps were repeated for all the maps
for each prototype in the same presentation sequence. Participants rated their satis-
faction of an EaN and UYI authentication experience by completing the SUS
questionnaire.

Participants then assumed the role of an over-the-shoulder attacker. Participants
were instructed to view the OSA video of an individual logging in to a website using
the EaN authentication scheme. They were given the printed sheet of the website screen
seen in the video and were informed they could view the video as many times as they
desired. Participants informed the researcher when they were ready to guess the
password. The researcher recorded the number of times the video was viewed and the
participants’ password guess.

3 Results

3.1 Authentication Login Efficiency

The data were cleaned by evaluating the EaN login efficiency data to determine if the
different EaN website themes (e.g., Blaze, Martian, Serendipity, and School Extrava-
ganza) had an effect on participant login time. The UYI login efficiency data were also
cleaned by determining if the different website themes (e.g., Knitted Frog, Bean,
GreenTech, and Hoppy Easter) affected participant login time. Boxplots were used to
assess outliers and data discrepancies. Data cleaning resulted in removing data for three
participants because their login data indicated times exceeding two standard deviations
of the mean for the first EaN Blaze map. Additionally, an error in the EaN program
allowed individuals to press ENTER without entering a password. This led to two trials
where participants had login times of 100 ms. This accounted for less than 1% of the
trials. Missing reaction times for these trials were replaced with the average reaction
time for that participant on that map.

The researchers evaluated the login efficiency data to determine if the EaN and UYI
authentication schemes had an effect on participant login time measured in seconds.
The results indicated login speeds for EaN (M = 8.09, SD = 2.75) were significantly
longer than the login speeds for UYI (M = 3.56, SD = 0.52), t(24) = 8.33, p < .001,
d = 1.67. Longer login times for EaN were expected due to users having to type 11
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characters versus only selecting 3 images for UYI. Overall, both authentication
schemes obtained login times that met the usability standards for login efficiency (see
Fig. 6).

3.2 Authentication Accuracy

The data were cleaned by evaluating the login accuracy data to determine if the
different themes affected authentication success. Boxplots were used to assess data
discrepancies and outliers. There were outliers; however, excluding them did not
significantly affect analyses. A one-way repeated measures ANOVA comparing
accuracy for the four different maps indicated there was no difference in accuracy for
the different EaN maps, F(3, 72) = 0.45, p = .718, partial η2 = .05.

The researchers evaluated the login accuracy data to determine if the EaN and UYI
authentication schemes affected accuracy. Users achieved significantly more accurate
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80
82
84
86
88
90
92
94
96
98

100

EaN UYI

A
cc

ur
ac

y

Authentication Scheme

Fig. 7. Mean login accuracy for EaN and UYI. Error bars represent standard error of the mean.

90 L. N. Tiller et al.



logins using UYI logins (M = 99%, SD = 6%), when compared to the accuracy of EaN
logins (M = 91%, SD = 9.7%), t(24) = 3.44, p = .002, d = .69. Overall, both
authentication schemes obtained high authentication success rates that exceeded our
90% login accuracy usability requirement (see Fig. 7).

3.3 Casual Over-the-Shoulder Attacker Role

The researchers evaluated OSA data to determine if the EaN and UYI authentication
schemes affected attacker success. Boxplots were used to assess data discrepancies and
outliers. EaN was uniformly distributed at 0% success, while UYI was uniformly
distributed at 100% success with a few, expected outliers when participants did not
succeed in guessing the password. Excluding the UYI outliers did not significantly
affect analyses. A paired-samples t-test revealed that OSA attempts were significantly
more successful for UYI (M = 80%, SD = 41%) when compared to EaN attacker
success (M = 0%, SD = 0%), t(24) = 9.80, p < .001, d = 1.96.

When participants attempted OSAs, they viewed the EaN login video (M = 7.60,
SD = 3.95) significantly more times than the UYI video (M = 3.16, SD = 1.03), t
(24) = 5.50, p < .001, d = 1.10. Overall, OSA attempts resulted in 0 accurate guesses
for EaN despite more than twice as many average views compared to UYI (see Fig. 8).

3.4 Subjective Usability Satisfaction

The researchers evaluated the SUS data to determine if the EaN and UYI authentication
schemes affected satisfaction. Boxplots were used to assess data discrepancies and
outliers. There were no outliers in the SUS data. A paired-samples t-test revealed that
SUS scores for UYI (M = 81.90, SD = 10.78) were significantly higher than EaN
(M = 69.60, SD = 16.56), t(24) = 4.692, p = .010, d = .92. Overall, both authentica-
tion schemes obtained SUS scores that surpassed our usability requirement (see Fig. 9).
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4 Discussions

We proposed and evaluated EaN, a hybrid authentication scheme that combines a
conventional strong password with a graphical authentication scheme. The EaN
graphical scheme displays a map populated with icons which provides the user with
clues for entering their strong password. We evaluated the usability and security of the
proposed EaN graphical scheme by comparing it to the popular UYI scheme and to
traditional alphanumeric password standards. We determined relative usability by
evaluating user performance across the dimensions of efficiency, accuracy, and sub-
jective satisfaction. Authentication security was measured by evaluating a schemes
OSA resistance.

We found that both EaN and UYI allowed for quick authentication and met the
usability standard for efficiency with login times falling between 7 and 20 s [14]. The
login times for both EaN and UYI revealed users needed a maximum of 10 s to
authenticate successfully. When compared to graphical schemes that use a translating
targets to another location OSA defense, we determined EaN allowed more efficient
account access than other schemes (c.f. WYSWYE and SSSL) [12, 16]. Our results for
UYI were inconsistent with previous literature. We found that users needed between
2.9 and 5.3 s to login. Hayashi and colleagues found authentication UYI times between
11.5 and 24.7 s [10].

The accuracy usability requirement was determined by evaluating the rate of
successful user authentication. To successfully authenticate, EaN login required users
to type 11 characters correctly. On the other hand, UYI login only required users to
select 3 targets correctly. As expected, we found that users were significantly more
accurate when authenticating with UYI. EaN results indicated users achieved 91%
accuracy rates on average. EaN accuracy met our usability requirement of 90%.
However, UYI demonstrated near ceiling performance. It is important to acknowledge
that UYI interactions can be mapped onto PIN entry authentication making its use more
intuitive compared to our novel scheme [25].
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Both EaN and UYI achieved SUS scores that exceed our usability requirement.
Future EaN research should also look at other methods for collecting subjective data
beyond the SUS. For example, interview questions could help pinpoint the aspects of
the EaN authentication process where users felt improvements were needed.

To reach the authentication security requirements, we determined that casual
attackers in the laboratory ought to ideally have 0% success performing an OSA when
given one guess and unlimited views. And, indeed, the EaN resisted OSAs success-
fully. Results indicated the number of EaN OSA video views ranged from 2 to 19,
regardless, 0% of participants playing the role of an attacker were able to guess the
correct EaN password. These findings were consistent with results reported for schemes
that also deploy translation to another location OSA defense strategies [21, 22].
However, the UYI scheme prevented OSAs only 20% of the time. UYI results indi-
cated when participants view the UYI OSA video 1 to 5 times, they would successfully
perform an OSA 80% of the time. These findings were consistent with previous lit-
erature that indicated UYI fails to prevent OSAs when attackers are given 3 or more
OSA viewings [8].

Uniquely, the EaN scheme can equally provide a good usability experience for both
frequent and intermittent users. In this study, authentication performance reflected first-
time users who were required to learn how to use new schemes for authentication.
According to Shneiderman and Plaisant [26], first-time users know the given task
concept but lack the abilities resulting from extended practice. Typical graphical
authentication requires users to complete a visual search. The targets being searched for
are randomly placed within a display. This requires users to always complete a visual
search, which takes effort and time. Requiring a few extra seconds to authenticate
compared with alphanumeric is not a practical cost given the increase in memorability
for intermittent users (e.g., accessing infrequent services: taxes, concert tickets).
However, frequent users might be authenticating hundreds of times a week making
efficiency a critical usability concern (e.g., accessing your laptop). Those users
authenticating with their EaN password regularly, can transfer the password to pro-
cedural memory allowing for rapid and effortless logins. They simply enter their
password without completing an inefficient visual search, but if they forget their strong
password the map provides the necessary clues for recognition.

5 Conclusions

Over the past decade, numerous researchers have proposed various graphical authen-
tication schemes, even though most prevent OSAs, they have failed to gain widespread
implementation. We propose EaN might be capable of bridging the gap between strong
passwords and graphical passcodes. Password authentication is facilitated by providing
users with a static map image with an embedded icon passcode path, which helps users
remember their strong password. Importantly, the EaN passwords generated from the
passcode paths fulfill the recommendations for a strong password [2].

Results indicated the EaN authentication scheme surpassed the security require-
ments. And, participants (92%) indicated they would be willing to put forth additional
authentication entry effort in order to prevent OSAs. In this case, learning the new EaN
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authentication scheme could be viewed as an acceptable effort, if they perceive an
increase in security. Thus, the proposed hybrid EaN scheme is a promising authenti-
cation alternative that incorporates the benefits associated with graphical passcodes and
the critical security aspects associated with strong alphanumeric passwords.
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Abstract. With the ever growing networking capabilities and services
offered to users, attack surfaces have been increasing exponentially, addi-
tionally, the intricacy of network architectures has increased the complex-
ity of cyber-defenses, to this end, the use of deception has recently been
trending both in academia and industry. Deception enables to create
proactive defense systems, luring attackers in order to better defend the
systems at hand. Current applications of deception, only rely on static,
or low interactive environments. In this paper we present a platform
that combines human-computer-interaction, analytics, gamification and
deception to lure malicious users into selected traps while piquing their
interests. Furthermore we analyse the interactive deceptive aspects of the
platform through the addition of a narrative, further engaging malicious
users into following a predefined path and deflecting attacks from key
network systems.

Keywords: Deception · Cyber-security · Manipulation ·
Interactive defense

1 Introduction

Over the last two decades the field of cyber-security has experienced numerous
changes associated with the evolution of neighboring fields, such as networking,
mobile communications, and recently the Internet of Things (IoT) [7]. Changes
in mindsets have also been witnessed, a couple of years ago the cyber-security
industry blamed users for their mistakes often depicted as the number one rea-
son behind security breaches. Nowadays, companies are empowering users, mod-
ifying their perception of being the weak link, into being the center-piece of
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security design [9]. Users are by definition “in control” and therefore a cyber-
security asset. Researchers have focused on the gamification of cyber-security
elements, helping users to learn and understand the concepts of attacks and
threats, allowing them to become the first line of defense to report anoma-
lies [19]. However, over the past years numerous infrastructures have suffered
from malicious intent, data breaches, and crypto-ransomeware, clearly demon-
strating the technical “know-how” of hackers and their ability to bypass the
security measures in place [12].

Researchers concentrated on the gamification, learning and teaching theory
of cyber-security to end-users in numerous fields through various techniques and
scenarios to raise end-user cyber-situational awareness [1,2]. While empowering
the end-users, researchers overlooked hackers, and the potential of using hacker
gamification to benefit cyber-security. In this paper, we argue that there is an
endemic issue in the understanding of hacking practices leading to vulnerable
devices, software and architectures. We therefore propose a gamification platform
for hackers. The platform is designed with hacker user-interaction and deception
in mind.

The contributions of this paper are threefold:

– Deceptive Interactive Techniques are proposed and defined. This can be trans-
posed to other systems to increase the interactivity of deception systems.

– An Interactive Deceptive Based Platform is presented. The platform is able to
deploy scenarios to engage and deceive malicious users in different contexts.

– Deceptive narrative scenarios based on gamification are presented and eval-
uated. The narrative enables to engage the malicious user to further explore
the deceptive scenarios and safeguards key elements of the network.

The remainder of this paper is organised as follows; Sect. 2 discusses tech-
niques to engage malicious users through Gamification, Narrative, Manipulation
and Gratification. Section 3 introduces the interactive deception platform and
its components, followed by Sect. 4 which discusses 3 different scenarios to eval-
uate the interactivity and deceptiveness of the platform. Furthermore, Sect. 5
discusses the results obtained through the different scenarios, Sect. 6 highlight
the related works, Sect. 7 discusses the key takeaways from the platform and its
limitations and the paper concludes with Sect. 8.

2 Interactive Deception Based Defenses

The premise of this research assumes that all networks are vulnerable. This
premise is extended to the belief that the attack surface grows alongside the
number of devices connected to the network and the applications installed.
Defending large attack surfaces is cumbersome and requires extensive mainte-
nance. While IDS, Firewalls and other security appliances enable a high degree
of protection and are key to enhance the overall security of a network, they
may also contain vulnerabilities, hence, further increasing the attack surface [4].
Deception-based defenses on the other hand enable a system to trick or mislead
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Fig. 1. Inner architecture of the deception framework

an attacker to perform (or not) an action. Two of the most widely accepted
definition of deception applied to cyber-security are provided by Yuill [18] and
Almeshekah and Spafford [1]. In their manuscript, Almeshekah and Spafford dis-
cuss the addition of “confusion” to the widely accepted definition provided by
Yuill. In this paper we argue, that deception and confusion in cyber-security
is best achieved, through human computer interaction. Static systems, such
as described in literature [10,16] often fail to meet the definitions aforemen-
tioned. We further argue that high interaction environments are key to deceptive
defenses. Low interaction deceptive environments fail to mimic the behaviour of
virtualised systems, furthermore, they fail to provide malicious user with a viable
challenge and hence, limiting the usefulness of such systems [15]. Our platform,
while providing a fully interactive system, further extends this by building upon
gamification techniques and story telling (narrative), intrinsically, providing an
immersive environment to the malicious user similar to video games (Fig. 1).

2.1 Gamification

Interactive defences, such as honeypots, are often based on real or virtu-
alised systems logging interaction information and queries made by malicious
users. While honeypots are effective at detecting and deflecting cyber-attacks or
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creating malware zoo, their deceptive action is often seen as a secondary pur-
pose [14]. Furthermore, while enabling interaction honeypots are not designed
to coerce the user into further interacting with it. To this end, we challenged the
definition of high interaction honeypots, by combining high interaction environ-
ments with gamification techniques, coercing malicious users into participating
in an unknown (to the malicious user) challenge. A generally accepted definition
of gamification is provided by Deterding et al. as “The use of game design ele-
ments in non-game contexts” [8]. The gamification and design techniques used
within the interactive deception platform are derived from [5].

Game Mechanics act as building blocks, for example, the scoring systems, badges
and trophies enable the user to rank himself and foster the motivation of the user
to perform better. In the platform, the scoring system is enabled by providing
the user with the ability to compare his achievements against planted hacker
achievements [5].

Gamification and Game Mechanics must be tightly coupled with a game
narrative in order to provide best results and ensure immersion.

2.2 Narrative

In order to foster interaction with the deception platform, the platform builds on
an attack narrative, additionally to the gamification techniques used. The narra-
tive enables to construct a causal, logical and chronological chain of events, nec-
essary to the high interaction capabilities of the platform. Barthes [3] described
events critical to the coherence of the story as “cardinal functions”. Cardinal
functions play an important role within story telling as it enables branching into
sub-stories, but also allows the malicious user to immerse himself within the
challenge provided by the platform. In order to increase the deception aspect of
the platform, the narrative follows the intrinsic motivation of a malicious user.
Furthermore, the narrative must be plausible, as different network architecture
may have different vulnerabilities and rewards, and hence, intrinsic motivations.
Furthermore, narratives must cultivate the curiosity of the malicious user as the
story unfolds, it is therefore important to align the narrative to the gamification
aspect of the platform. To this end, the platform provides a believable chain
of events based on potential cyber-attacks and vulnerabilities induced within
the systems as scenarios. The stories provided by the platform are linear, and
constructed retrospectively, in order to avoid mismatches between the vulnera-
bilities, the gamification, the rewards and the narrative.

The gamification and reward fully inform the narrative, guiding the malicious
user to its next step. While the malicious user can perform an infinite number
of action, he is unable to influence the outcome of the game without following
the path laid out.

2.3 Manipulation

A unique approach to deceive and mislead users is through manipulation. Manip-
ulation can be defined as the action of controlling someone at your advantage.
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Manipulation can take different forms as explored by Buss [6]. In his study,
Buss reported 12 different manipulation techniques used in close relationships
and interactional context. We identified 7 techniques to work with our deception
platform, each leading the malicious user to perform an action at our advantage
to either follow the story or to follow another path (i.e. target).

Coercion is the practice of making someone perform a forced action by using
threat or force. Through data gathering, and behavioural analysis an operator
is able to modify the narrative and gamification element relating to a specific
malicious user, enabling to display coercive error message, forcing the hacker to
follow any other pre-defined given path.

Reciprocity Reward are provided through a flexible narrative. As aforementioned,
the platform can be used to monitor the actions of a malicious user. In order
to evaluate the user’s competencies, the platform requires manual vulnerabili-
ties testing, hence, the gamification engine provides reciprocal rewards to users
that are not using vulnerabilities scanners. Enabling them to continue further
discovering key elements within the deceptive environment.

Debasement is the practice of lowering values, to manipulate someone. While
unable to work on the emotions of the malicious user, the narrative is able
changes by analysing the attacks performed. Vulnerabilities can be loaded in a
round robin fashion, in order to keep the malicious user entertained, and there-
fore exhibit less difficulties. Debasing the platform challenges ensures the con-
tinuation of the story and thus the immersion of the malicious user within the
deceptive game.

Charm focuses on complimenting someone in order to perform an action. As the
platform and the narrative require a logical and believable construct, charming
the malicious user is only done through subtle clues, such as comments on the
“ability” of a malicious user in code running on the client-side. Those charming
“comments” help the user follow the pre-defined path, while believing to follow
this path through is own free will.

Pleasure Induction is the ability of demonstrating that an unwanted action can
be pleasurable for the malicious user. This is provided by the ability to debase
specific vulnerabilities enabling the malicious user to continue is progression
through the deceptive platform and earn rewards.

Social Comparison is the act of comparing the malicious user against other
hackers or groups. Due to the nature of the platform, obvious comparisons such
as leaderboard would annihilate the immersive element of the platform. To this
end, comments on client-side and defacing pages are hidden. Website defacement
is an attack that changes the appearance of a website, often accompanied by the
name of the defacers or the group of defacers. This subtle clue, enables to create
a social comparison between the malicious user and other groups or hackers.
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Monetary Rewards are core of some scenarios to deceive the hacker. The narra-
tive builds upon potential credit cards, or valuable information available at the
end of the quest, hence leading the attacker to follow the narrative to obtain a
potential monetary reward.

2.4 Gratification

Luring a malicious user into deception requires to foster its curiosity, in this
manuscript, we use gratification to trigger a pleasurable emotional reaction
within the malicious user, in order to lure him to perform key deceptive actions.
By providing the malicious user, with credit card information, rewards, or key
information, we lead the action of the user towards a specific path or target pre-
defined within the platform. The gratification inherently focuses on increasing
the deceptive action of the platform.

3 Platform Architecture

This section provides an overview of the deceptive platform architecture. We
developed a fully extendable gamification architecture allowing researchers to
deploy virtualised hosts on both local networks and the internet. Each virtualised
hosts contains a set of specific vulnerability (i.e. web application, software, buffer
overflow, etc). Each host is connected to a game engine, an interaction engine
and a scoring engine.

Figure 2 depicts the logical architecture of the platform. When a hacker con-
nects to one or more virtual hosts, he is unable to differentiate it from a real-world
computer (i.e. running a windows operating system), this is achieved by using
port-scanning deception enabling to camouflage the signature of the operating
system.

All interactions with the host(s) including time, behavioural data (i.e.
Keystroke dynamics, activity tracking, etc.), and engagement are further recorded
and processed by the game and the scoring engines. This allows the hacker to be
served with polymorphic vulnerabilities which, in turn, can increase or decrease
their difficulties over time, keeping the hacker engaged with the platform. Further-
more, Fig. 2 shows that the interaction information gathered through the host(s)
is fed to the scoring engine, which provides the hacker with rewards based on
pre-defined scenarios. Using a threshold measures, the hacker’s interest is further
analysed. If his interest scores below threshold, subtle clues are provided to the
hacker. The clues are inbuilt in each scenario. The clues vary from wireshark cap-
tures, to misleading network scans and vulnerability scans. The clues enable the
hacker to seamlessly continue his malicious activity on the network by following a
pre-defined path, without suspecting interacting with a virtual environment. The
path leads to data being gathered on the attacks, techniques and tools used by
hackers to solve each challenges thrown at him. All the gathered information are
further analyzed using a circular methodology, enabling the operators to enhance
the game engine and the variability of the difficulties.
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Fig. 2. Logical architecture of the deception framework

Figure 3 provides an overview of the deception framework network architec-
ture. The network can be extended through the Software Defined Network (SDN)
controller, enabling an operator to create virtual networks on demand. Informa-
tion are pulled from the vulnerability database to populate the virtualised hosts
running on the virtualised deception host server. Based on the scenario being
launched, different network architectures, virtual hosts and vulnerabilities are
loaded and spawned on the network. Hacker interactions are made through a
load balancer and a Django web server for all web vulnerabilities.

4 Scenarios

4.1 Scenario 1: Shopping Website

77% of web applications have been reported to include a vulnerable JavaScript
library enabling malicious users to take advantage of the website and potentially
use this vulnerability to launch further attacks. The scenario was evaluated on
its own, to identify the state of the narrative, the value of the kernels within the
narrative, and the deception, manipulation and gamification aspects.

Figure 4 provides an overview of the deception narrative. The shopping web-
site offers potential monetary rewards if hacked through credit cards stored
in the database. To this end, 4 apparent vulnerabilities were created. (I) A
“robot.txt” wile containing the path to an unprotected administration page.
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Fig. 3. Network the deception framework

(II) A “JavaScript password checker” library included within the “index.html”
page enabling the hacker to bypass the login and password requirements. (III)
A “Login SQL Injection” enabling the hacker to use an SQL injection against
the password field to gain access to the administration page. (IV) A persistent
cross-site scripting (XSS) injection vulnerability.

Through subtle clues, within the code, comments, etc. . . , the attacker is lead
to believe that the website is vulnerable. His interested is further piqued through
the manipulation techniques as shown on the edges of Fig. 4. By following the
XSS injection vulnerability, the malicious user will quickly discover planted com-
ments from other imaginary hackers, acting as a leaderboard and creating a
social comparison between the abilities of the imaginary hackers and the mali-
cious user. Furthermore, by following the first 3 vulnerabilities, the hacker will
access an unprotected administration page, which, in turn, will give him access
to a “database.db” file containing fabricated credit card numbers and associated
CSV numbers. Another file provides information about another shopping web-
site, which simulate similar vulnerabilities with a different design, misleading
the hacker to follow another path.

4.2 Scenario 2: Vulnerable FTP

The second scenario is built around a vulnerable version of an FTP application.
The FTP contains default credentials enabling a malicious user to read and
upload new data on the FTP. The premise of this scenario is to reward the
hacker upfront to provide direct gratification.

Figure 5 illustrates the different path the malicious user is able to take.
Providing upfront gratification, with clear planted rewards enable to build the
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momentum of the narrative. The first file is a database file containing various
tables and information. The file contains 2 GB of data, requiring the hacker to
spend time analysing and searching for potential information. Within the file,
numerous references to a vulnerable WordPress website are made. The link to a
defaced page is also provided. The WordPress website is itself vulnerable to SQL
injection and XSS attacks and aims at comparing the malicious user skills with
the skills of an imaginary planted hacker. The second vulnerability provides the
malicious user with a large Nmap scan of numerous machine. One is identified as
vulnerable. Upon exploiting the vulnerability the malicious user is able to per-
form a privilege escalation through a buffer overflow attack (All buffer overflow
protections are disabled).

Manipulation: Social Comparison

Gratification

Manipulation: Monetary Reward
Gratification

Gratification

FTP Deception: Misleading

Database.DB Vulnerable Website Fake Defaced Page

SQL Injection

XSS AttackConfidential.csv

Nmap Scan Vulnerable
Virtual Machine
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Fig. 5. FTP deception narrative
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4.3 Scenario 3: IoT Network Combination

This scenario builds upon Scenario 1 and 2, by integrating them into a vulnera-
ble IoT Network running MQTT nodes. The aggregation of scenarios enable to
construct a plausible interactive deception environment, leading the malicious
user towards predefined targets and exhaust his skills against known vulnera-
ble nodes allowing operators to segregate the network, essentially, exploiting the
malicious user for the benefit of data gathering.

Figure 6 provides an overview of the vulnerable IoT network. One front fac-
ing vulnerable IoT device running MQTT uses weak SSH credentials. The device
itself contains a file with un-encrypted SSH credentials for a vulnerable “broker
server”. The root of the broker contains an NMAP Scan which has for objective
to lead the malicious user towards the vulnerable devices analysed. The scan
contains information about 7 nodes in total. One vulnerable webserver, one vul-
nerable FTP and 5 IoT nodes with weak credentials but advertised within the
NMAP scan as no port open and secured. Using Nmap as an “authority figure”
to mislead the user into selecting another proposed target.

5 Evaluation

The platform was built against distinctive scenarios evaluating the narrative, the
gamification and the manipulation aspects of the platform. Leading the attacker
on a pre-defined path for deception.

Deception: Influence, Realistic

Deception: Misleading
Narrative: Curiosity

Deception: Misleading

Vulnerable IoT Device

SSH Password

Vulnerable Broker Server

Nmap Scan

Vulnerable Website Vulnerable FTP Non-Vulnerable Nodes

Fig. 6. IoT network deception narrative
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Fig. 7. Website flow narrative

All deception environments have been launched front facing the internet using
four different locations (Atlanta, Lyon, London, and Tokyo) for 2 weeks. All
interactions with the environment were recorded and the path of the hackers
where analysed for each environment. For consistency, all environments were
reset at midnight (local time). The path taken by malicious users accessing dif-
ferent systems are recorded using their IP addresses. Furthermore, all malicious
users following a path on a predefined scenario have been aggregated.

Figure 7 shows the path followed by malicious users while interacting with the
interactive deception web Scenario. A total of 230 users accessed the platform
over a period of two weeks. 53.9% of the users did not succeed into accessing
the administrative web page, note that in this case no distinctions are made
between potential legitimate users and unsuccessful malicious users and bots.
13.4% of malicious users tried XSS injection, but only 0.86% resulted in a suc-
cessful persistent XSS injection. 3.9% of the users accessed the “robots.txt” file
and only 0.86% further accessed the administrator webpage. A surprising result,
as this clue was created for debasement purpose (i.e. enabling easy access to the
second stage). 24.3% of malicious users performed an SQL attack against the
website, however only 23.9% succeeded into accessing the administrator page.
4.34% accessed the JavaScript library, however, only 1.73% of users made it
to the administrator page. All users having access to the administrator web-
page accessed the database file, however, 21% of the successful users went on to
attacking the second deceptive website.
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Fig. 8. FTP flow narrative

While the drop-out rate is high, 46% of users carried out at least one attack,
with a total of 27.9% carrying out a successful attack. The average time spend
by user 29.6 min. The flows presented in Fig. 7 indicate a successful narrative,
as successful users tried to proceed with an attack on a pre-defined path, the
drop-outs at various stages are indicated by a lack of motivation (i.e. potential
gratification) or a lack of skills.

Figure 8 illustrates the path taken by malicious users during their interac-
tion with the interactive deception FTP Scenario. A total of 789 IP addresses
were recorded trying to access the FTP over a two week period. 20.7% malicious
users successfully logged on the FTP server. 67% of successful users accessed the
“Database.DB” file, further leading them to access a planted vulnerable website.
66.36% carried out an SQL attack against the website, while 2.72% carried out an
XSS attack. 12.8% of the successful users (at the first stage) accessed the NMAP
scan, but none of them carried out any attacks against the vulnerable virtual
machine. However 20.12% of the malicious users (at the first stage) accessed the
“confidential.csv” containing, fake names, credit card numbers and CSV numbers.

The primary assumption for the high-drop off at the first stage is due to the
number of bots that scanned the FTP and abandoned. The low number reported
to access the “confidential.csv” file is believed to be due to the too obvious name
of the file, hence leading malicious users onto pursuing the “database.DB” file
and executing SQL and XSS attacks against the website. Malicious users spend
an average time of 9.36 min on the platform.
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Fig. 9. IoT flow narrative

Figure 9 shows the path taken by malicious users when interacting with
the combined environment, through an IoT vulnerable device sending MQTT
requests to a vulnerable broker. Out of the 1,084 individual IP recorded 66.88%
of requests made to the IoT platform were unsuccessful. 33.11% of attacks suc-
ceeded into accessing the IoT virtual sensor by identifying the weak credential
uses, however, only 10.8% of the successful users where able to connect to the
broker. 100% of the users accessing the broker (stage 3) accessed the Nmap file
stored at the root. 2.59% of the successful malicious user accessing the nmap file,
attacked the nodes stated as non-vulnerable in the Nmap scan, and successfully
accessed the 5 nodes. 56.4% of the users reacted to the misleading information
and attacked either the website or the FTP. All malicious users that proceeded
to stage 4 performed successful attacks against the deceptive targets. 43.5% also
dropped off at stage 3 after having accessed the Nmap file. It is expected that
the drop off, might be due to a lack of reward at this stage, clarity in reading
the Nmap file provided or a lack of time. The malicious users spend an average
time of 41.3 min on the deceptive scenario demonstrating a successful, believable
narrative, fostering curiosity.

6 Related Works

McQueen et al. [13] introduced deception defenses in control systems. They
defined security through seven abstract concepts, and further defined deception
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solutions for each abstract security concept. The concepts and associated decep-
tion are provided in the form of a broad taxonomy. Heckman et al. [11] review the
January 2012 real-time red/blue team wargame experiment by MITRE, which
included deception at its core, in order to fool and deceive red teams. The main
focus of the deception system in place was to simulate a command and control
system, which in turn would provide false information to the read team through
a fake interface. The system presented by the authors was specifically designed
with a wargame in mind, and while proving its efficacy, the system lacks flexibil-
ity in order to be deployed in a broader context (i.e. IoT, SME Networks, SCADA
Systems, Web, etc. . . ). In [17] Stech et al. provide a scientometric analysis of the
concepts of deception detection in cyber space. The authors demonstrated that
the social, behavioral and cognitive aspects of deception where often discarded
from the denial and deception tactics used. They also highlighted a lack of termi-
nology to describe deception and classified deception as an emerging field within
cyber-security.

7 Discussion and Limitations

This section introduces the key takeaways of the interactive deception platform
as well as the limitations of the platform in its current state.

7.1 Key Takeaways

– Increased Interaction: The platform enables malicious users to interact
with numerous believable components and focuses on increasing the interac-
tion time between the malicious user and the components.

– Chronological Events: The platform builds on the concepts of gamification
and narrative, hence, unfolds in a time line fashion.

– Deflection: The use of gamification, manipulation, gratification and narra-
tive have demonstrated to be successful in order to deflect attacks from key
network components to secondary nodes, or towards the dedicated virtual
environment.

– Platform Flexibility: The platform is modular and hence enables to fit,
and build on numerous scenarios.

7.2 Limitations

– Scenario Complexity: Complex environments may require complex sce-
narios, which may clutter the environments. Furthermore, building believable
scenarios and a plausible narrative is time consuming.

– Distinguishing between legitimate and malicious users: In its current
state the platform is unable to distinguish between users, hence limiting the
interaction of the environment with legitimate users.
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8 Conclusion

In this paper a successful interactive deception platform based on gamification,
narrative, manipulation and gratification techniques is presented. The platform
is highly modular and enable users to develop and deploy scenarios to mis-
lead and deceive malicious users on a network, to safeguard key elements of the
network, buy time for security operators to isolate the deceptive nodes and mali-
cious user, or to collect and study the behaviour of malicious users. We have also
presented a comprehensive model to increase the interaction with deceptive plat-
form. The techniques can easily be transferred across to existing platform. Fur-
thermore, the scenarios presented are based on a plausible narrative encouraging
and coercing the user into exploring the environment. In this paper 3 scenarios
were presented, demonstrating the efficiency of the narrative, manipulative and
gratification components. It was demonstrated that while 2103 individual con-
nection to the platform were recorded over the three scenarios and a high initial
drop-out rate, over 75% of users engaging with the platform carry at least one
successful attack.
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Abstract. Data breaches within an organization have many causes.
Social engineering attacks, ransom-ware applications and harmful spam
email messages are data breach catalysts that are the result of human
error. Human error is the leading cause of data breach and is also one of
the more difficult factors for an organization to mitigate. Many users are
unable to see how their role is impacted by organizational security pol-
icy, and therefor see no benefit to abide the policy. When employees use
company devices to perform personal tasks, or use personal devices to
perform business tasks, lines of ownership can be blurred and important
organizational data assets can be put at risk. Training and awareness
programs are too often treated as a bandage to fix a wound inflicted by
a breach after the fact. If employees were trained effectively, the breach
might not have occurred in the first place. This project and accompany-
ing research paper will explore the gamification of the security training
and awareness program. By developing role-based game modules to teach
secure behavior to all organizational users, incentivizing secure behavior
with real rewards that matter to participants and applying the training
throughout the year, it can be possible to reinvent security awareness
and prevent future data breaches.

Keywords: Virtual environment · Gamification · Security awareness

1 Introduction

According to IBM and the Ponemon Institute’s recent release of the 2015 Cost
of Data Breach Study: Global Analysis, the average total cost of a data breach
for the 350 companies participating in the research study increased from $3.52
million to $3.79 million between 2014 and 2015 [6]. The study goes on to state
that the average cost paid for each lost or stolen data record containing sensitive
and confidential information increased from $145 to $154. The study goes into
further detail regarding the costs and the root causes of a data breach. Cyberse-
curity threats are cited throughout the study as primary causes of data breach
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and loss. However, when the article addresses the factors that influence the cost
of a data breach, either those that accelerate the cost or mitigate the threat and
lower the potential cost of a breach, employee training topped the list of factors
that decrease the per capita cost of data breach. Along with the extensive use of
encryption and an on-site incident response team, employee training is identified
as being able to reduce the cost of a data breach by $8 per record, taking the
average cost per record from $154 to $146 [6]. According to the 2016 Shred-it
Security Tracker information security survey conducted by Ipsos, 78% of small
business owners in the U.S. and 51% of senior executive C-Suite respondents
only conduct training on information security procedures one or fewer times per
year. In addition, 28% of small business owners report that they have never
trained their employees on security procedures [4].

Fig. 1. Employee Training reduced the average cost per record by $15.4. 2016 Cost of
Data Breach Study: United States. Ponemon Institute

A more recent study released by the Ponemon Institute entitled 2016 Cost
of Data Breach Study: United States, indicates that companies in the United
States on average have both a higher cost per stolen record at $221 and a higher
average cost of data breach at $7.01 million [7]. The data also indicates that
there was a 7% increase in the total cost of breach and a 2% increase in cost
per stolen record. It is clear that the cost of data breaches as a trend are on the
rise, but the 2016 Ponemon study also indicates that many companies are taking
measures to mitigate threats through various means. Improvements in data gov-
ernance programs will reduce the cost of a data breach. Incident response plans,
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appointment of a chief information security officer (CISO), employee training
and awareness programs and a business continuity management strategy con-
tinue to result in cost savings. Employee training reduced the average cost per
record by $15.4, shown in Fig. 1 [7].

Fig. 2. Employee Training programs implemented after breach decreased by 15%. 2016
Cost of Data Breach Study: United States. Ponemon Institute

However, in that same study there is a different set of data that addresses
the methods that companies participating in the survey took to respond to and
remediate a data breach. According to this data, since 2010, implementation of
employee training and awareness programs as a response to a data breach has
decreased by 15%, shown in Fig. 2 [7].

According to Jones, during the same period when organizations are having
a difficult time mitigating risk of breaches and developing appropriate counter-
measures, employees are seeing more of the technology they use at the work
place come into their homes and personal lives [5]. This is a threat to confiden-
tiality because in some cases, the user is performing work related tasks on a
non-work machine and non-work related tasks on a work machine. “The secu-
rity requirements of the user for personal information, if they are considered at
all, are normally far lower than those which are required to properly protect
an organization’s information.” Besides the occasional news story surrounding a
high profile data breach, home users don’t have an understanding of information
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security requirements to effectively evaluate risks. And if users are giving the
same level of consideration to personal assets and resources as they are company
assets it could potentially lead to a data breach.

Based on these reports, it is clear that there is serious potential to mitigate
controllable security threats by implementing security education and training
of end users. A meaningful training curriculum that is administered more than
once a year could be the solution to the prevention of future instances of data
loss or make a big difference in the speed of discovery and response.

2 Background and Motivation

2.1 Information Security Education, Training and Awareness

Building an effective security awareness program requires inclusion of education
and training [10]. Education can increase motivation of users and answer the
question “why?”, while training can increase skills and improve a user’s com-
petence of organizational security policy and addresses the “how?”. Siponen
explains “Since the ‘why’ part is extremely important, employees should not be
satisfied with answers such as ‘you just have to do it’, ‘this is the rule’, or ‘this
is our policy’. Their motivations and attitudes are not likely to be increased in
this way.”

Shaw et al. describes the three major barriers to security awareness as
employee’s general lack of security awareness, employee’s computer skills, and
organizational budgets. Budgetary concerns are a main reason why organizations
are reluctant to focus on training. Certain methods of training like face-to-face
or classroom training are very effective but can get expensive. Since it is diffi-
cult to measure its potential payoff, it is harder to justify the investment. Other
methods of delivery for security training may be cheaper, but less effective. For
example, distributing plain text documents to train employees and users about
organizational security policy may be the cheapest way to deliver training, but
it is less effective and hard to enforce.

In addition to limitations of an organization’s budget, certain risk prone
behaviors that occur on company equipment and over the company network
could also be potentially harmful behaviors, yet are often overlooked by IT and
corporate management. Behavior like online shopping and using personal email
on corporate devices are good examples of this. Shaw et al. lists some of the
most common risk prone behaviors are related to using company resources for
non-work related tasks and sharing corporate computing resources with non-
employees [9]. These behaviors can be further compounded by the adoption of
corporate bring your own device (BYOD) policies. Using company resources with
your device can blur the lines of ownership. It is important for an organization
to be clear with its employees regarding the correct use of personal devices when
used in conjunction with corporate intellectual property.

At its core, information security training and awareness programs are
designed to prevent users from violating an organization’s security policy. Hu
et al. addresses the behavioral reasoning behind a person’s decision to violate
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organizational policy. “We submit that when an individual is presented with
an opportunity to commit policy violations, his or her behavior depends on the
rational calculus of the costs and the benefits” [2]. Hu goes on to explain that
there are three independent forces that control the determination of that cost-
benefit evaluation. Individual propensity (which Hu defines as the degree of low
self-control), an individual’s moral beliefs (defined as the individual’s judgment
about right and wrong) and the perceived deterrence related to the misconduct
(defined as the perceived certainty, severity and celerity of sanctions against the
behavior).

2.2 Gamification

Training employees is an important aspect of operations for organizations of all
sizes. Traditional training methods often include videos portraying appropriate
workplace behavior, electronic learning modules that test a user’s understand-
ing of training materials or even posters or newsletters that give information on
organizational protocol. In a presentation at the RSA conference in 2014, Ira
Winkler and Samantha Manke, the President and Executive Vice President of
the security company Secure Mentem compared new training methods involv-
ing gamifying security training with traditional methods of training [11]. They
discuss the core principles of training gamification: clearly defined goals, rules,
ongoing feedback, voluntary participation. They argue that it can’t be considered
a game if users are “forced” to take it.

Gamification Methods. According to Brian Burke, Research Vice President
and analyst at Garner Research, “Gamification is most successful when you are
engaging with employees to help them complete their own goals, not organiza-
tional goals. Shared goals are achieved as a consequence” [8]. Burke also suggests
that making the game more social, like letting employees check their points
against each other through leaderboards adds positive reinforcement through
incentivization.

The Infosec Institute argues that games in the workplace must be relatable
and engaging. They describe an information security training game called “Secu-
rityIQ AwareED”, that uses interactive exercises that implements scenarios that
employees have likely been in before [3].

The research of Gutzwiller et al. suggests that working in cyber and informa-
tion security gives very little reward. In fact, the successful performance of your
job often rewards you with more work. For example, thwarting an active attack
will lead to other issues needing to be resolved and more vulnerabilities to be
identified and patched [1]. In fact, they describe the negative performance metric
“How did I fail this time?” as a significant source of input to many operator’s
day-to-day operations and work. They go on to cite that in terms of a cyber
environment, the operational interfaces lend themselves to this negative interac-
tion. After performing a task or making a decision, there is little feedback from
the interaction and all evidence of the event disappears. “Furthermore, analysts



120 J. R. Cole et al.

may feel disconnected from their job, and disconcerted that their prior decisions
seem of no measurable value or impact. This psychological burden of joyless
operation and resulting frustration is contributing to turnover and burnout” [1].

These researchers focus primarily on improving the experience of cybersecu-
rity specialists by improving their day-to-day experience, but their conclusions
translate to the defense of gamifying information security training for all employ-
ees of an organization. “Hedonomic design approaches suggest that once an inter-
face facilitates safe, effective and usable performance, further design and exper-
imentation should determine how to make these interactions pleasurable” [1].

3 Proposed Application

3.1 Problem

As discussed in the previous sections of this paper, the main problem that my
proposed project will address is the issue that human error is still a leading cause
in organizational data breaches. These breaches can be mitigated through proper
execution of employee training and awareness programs, but many companies
don’t approach employee training in an effective way. Training is often viewed
as a check-box to be filled in on a compliance form during an auditing period.
For employees, it’s usually a distraction that must be done once a year. There
are many forms of training programs that organizations can adopt, each with
benefits and drawbacks. One-on-one training sessions are often the most effective,
but also the most expensive. Computer Based Training is often the most cost
effective, but it can be difficult to reinforce complex topics in an interesting or
captivating way.

3.2 Solution

My solution to this issue is to design a gamified security training and aware-
ness program that is adaptive to the organization’s needs. The program would
feature interactive game-like modules that put the employee into scenarios they
will likely have encountered before and will encounter again, in order to better
reinforce more secure behavior in those situations. Examples would be working
remotely from a hotel room or coffee shop, how to detect and report a social engi-
neering attack, creating an remembering a strong password, among other topics.
Each module will have different teachable moments, presenting the employee
with choices that they might actually experience in their work day. The game
will have multiple sequence paths, and if the employee goes down the wrong
path, they will be corrected and allowed to start back over at a checkpoint; this
allows them to re-experience the situation again, this time making the correct
choice.

The employee’s goal is to complete the game module and earn points. Points
serve multiple purposes throughout the program. They can be redeemed for real-
world rewards and incentives. Your rank on the leaderboard is determined by
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how many points you have earned. Points help identify your status of mastery
within the application. The more points you have, the more opportunities you
will have to earn points in the future. See Fig. 3 for an example of this.

Fig. 3. Example structure of automatic rewards an employee might earn and their
corresponding point value

Points can also be earned in other ways. In an effort to make other real-world
moments teachable, employees will be subjected to test social engineering and
phishing attempts. If they detect the attempt and report it, they are rewarded
with points. If they are unable to detect it and the test attack is successful,
they experience a teachable moment and their behavior is corrected. There are
other ways that employees will be able to earn points as well. See Fig. 4 for more
details. In that figure, you’ll also see that users will be able to contribute blog
articles to the knowledge repository. Rewarding users for sharing their security
related experiences from their personal lives or from situations where they failed
to detect a social engineering attempt at work will help keep security on users’
minds year-round.

Creating an interactive, gamified security training and awareness application
that provides real rewards for good performance, has a plan for ongoing training
throughout the year and is adaptive to needs of individual organizations can be
the solution to the problem presented above.

Scenario-Based Training Modules. It is important to design the gamified
modules around scenarios that the employee will likely encounter in an actual
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Fig. 4. Example structure of point payout

work day. Employees will be better able to recall the correct secure behavior
in the real world after having played the game module that addressed that
situation. For example, in a module on working remotely from a coffee shop,
if the organizational security policy requires users to connect to the enterprise
network through a virtual private network (VPN) connection, their real world
behavior will be reinforced by having to perform that action when playing the
game module. Something else that could allow employees to better see how their
individual role in the organization can impact company data assets is to create
learning modules that are role based. If the security training program is identical
across the organization, it might be easy for someone in a non-technical role to
see how it doesn’t apply to them. But if you can design a game module specific
to that user’s role, showing how a daily activity they do or error they make
could be detrimental to the organization’s assets, they would likely pay closer
attention and have a more security focused attitude going forward.

Incentives and Rewards. Providing real-world incentives and rewards for
good security related behavior will add another layer to the gamification of the
application. However, it is important to understand that the rewards must be
dynamically chosen based on the culture of the organization. Some organizations
might want to redeem their points for a gift card, while others might value a
ten minute coffee break with the CEO more. When configuring and adapting
the training program for an individual organization, this must be part of the
design process. Interviewing people in the organization and getting their feedback
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Fig. 5. Example of an employees view of their progress towards a given set of
achievements.

would be an effective way to gauge the culture of the employees and would help
determine an appropriate reward structure.

Achievements. Achievements can give employees targets to work for. If you
have a visual clue indicating your progress towards a given goal, coupled with
that knowledge that you’ll be granted a bonus point payout if you complete
the achievement, you will be more likely to work towards accomplishing this
goal. They should increase employee participation in the training program and
support the effort to continue the training program throughout the year. You
can unveil new sets of achievements every month or every quarter to get people
to log back in and try to earn the reward. See Fig. 5.

Knowledge. A smart, user-friendly and complete knowledge repository should
be included in the application. An employee needs to be able to access the orga-
nization’s issue specific security policy with a few clicks of their mouse to insure
that every policy is understood and not obfuscated. Having the knowledge repos-
itory structured like wiki software would allow for easy navigation. Dedicating
a section of the knowledge repository home page to featured articles showcas-
ing important policies that IT wants the organization to focus on, as well as
user-submitted blog posts can allow employees to quickly catch up on new and
important information, as well as provide them with a chance to earn points by
reading articles and writing blog posts. See Fig. 6 for details.
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Fig. 6. Example of the knowledge landing page. See sections dedicated to featured
knowledge articles and latest user-submitted blog posts

Social Aspects. Allowing users to communicate through the application, while
comparing point totals and performance is also important to persuade users to
continue using the application throughout the year. Users should be able to post
status updates and view other users’ updates, view a leaderboard where they are
ranked next to their fellow employees based on point totals and other metrics. It
can help promote competition throughout the enterprise and might cause some
users to work harder to hit the top spot on the board for bragging rights. See
Fig. 7. The trophy case will show a quick glance at the leaderboard and display
each user’s most recently posted status update.

Trophies. Trophies will be similar to achievements, except that they will be
surprise rewards. You won’t know what actions will earn you a trophy, so it
rewards continuing use of the program in order to uncover the trophies and
fill up your trophy case. The trophy case screen of the program will serve a
few purposes. It will give quick glances at the leaderboard and your standing,
show three achievements that you are currently in progress of earning and your
progress towards them and a case full of the trophies that you have earned and
short descriptions of each one. See Fig. 8.

4 Methodology

In this section I will discuss several factors that influenced my choices in the
design process of the application. I chose to include several features in my
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Fig. 7. Example of the leaderboard. Each employee can find themselves on the board
ranked by point totals and see how they measure up to other employees in the organi-
zation

prototype based on feedback I got from a interviews with professionals, com-
mon features and ideas I read about while conducting my background research
and inspiration from other existing gamified experiences.

4.1 Background Research

A major concept that I chose to utilize in my program is to practice year-
round deployment of new training modules. Suggested by the sources cited in
my background research, I consider it to be one of the cornerstone concepts of my
proposed security training and awareness program. In order to avoid information
security awareness becoming nothing to an organization but a compliance check,
it’s important to reinforce key security concepts all throughout the year. In
addition, another important concept I garnered from my background research,
being able to tailor the real earnable rewards and incentives for each organization
based on their employee culture. Being able to adapt the rewards dynamically
based on what motivates each organization is one of the major keys to this
programs successful implementation.

4.2 Interviews

I interviewed a few local professionals seeking some of their advice on what they
would look for in an ideal training and awareness program. One of my intervie-
wees is the manager of infrastructure and security operations at a local software
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development firm and a major portion of his responsibilities is to administer
their organization’s security awareness training in order to meet compliance.
While discussing my prototype with this interviewee, he told me that having
good phishing simulation testing is something that is important to include, but
to his knowledge, there is no current security training solution that combines
a learning management system with phishing. I wanted to be able to provide
phishing attack simulation and social engineering attack simulation included in
my program, as well as providing points to those to detect and report these
attempts. Training people to be aware of different types of attacks and how to
report them can be an important way to prepare employees for real attacks.

Fig. 8. Example of the Trophy Case. It will allow the user to see quick glances of the
leaderboard, achievements they are currently working toward and a case of trophies
they have earned.

In addition, this interviewee gave me partial inspiration to create the coffee
shop game module by suggesting that he would be highly interested in a module
that showed employees proper behavior while working on the road, specifically
how to work from a hotel room. This is a module that I would be interested in
designing in the future, but it was too similar to the coffee shop module that I
was interested in developing for the initial prototype of my application.

I also got the perspective of a user of a large company’s cybersecurity training.
I observed him while he took the training and we discussed his likes and dislikes
of the training modules throughout the process. My main takeaway from this
interview was that a well-designed, user-friendly and easy to search knowledge
repository should be included in the application. After completing each module,
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we were presented with a hard to read page with links to knowledge articles for
the issue specific security policy. Clicking on the links lead us to the knowledge
articles, but we found it hard to search for specific information we were looking
for. We also noticed that the videos included in the training had a lot of recycled
images and animations, to the point where it was noticeable. The interviewee
commented that he would prefer training that was fresh and original. Which
gave me the idea to deploy new and original training modules throughout the
year.

4.3 Observation of Other Gamified Experiences

Lastly, I was inspired to include elements of my application based on observation
of real-world gamified experiences. Nike + uses methods to gamify exercise and
encourage fitness by allowing users to track their performance and attempt to
beat their previous scores. In addition, they make exercising social by letting you
communicate with friends and compete to earn higher scores. You are able to
work towards earning achievements and get surprised by trophies. One example
of a trophy rewarded in the Nike + application is that if you went for a run on
Halloween, you earned a special trophy you might not have known was coming
to you. I chose to incorporate all of these elements into my application.

5 Prototype

My approach to developing the application prototype has gone through two
iterations. One being a paper phase where I drew out each major screen of the
application with pencil and paper, and the second being adapting those paper
prototype screens into a more interactive model using Sketchflow, a prototyping
tool built into Visual Studio 2013 Expression Blend.

5.1 Tools

After drawing out each necessary screen with pencil and paper, I was ready to
begin translating those ideas into Sketchflow. I wasn’t too experienced with the
tool so it took some time to get acclimated to the software. It has built-in tools
like buttons, text boxes and scroll bars that can add interactivity between screens
and several ways to program animation to give the application a more game-
like feeling. I treated screens like the leaderboard and Trophy Case as early
iterations to practice designing with this tool. I treated those early screens as
practice for the most important portion of the prototype: the coffee shop game
module. By this time I was experienced enough with the tool to confidently add
animations and interactive elements, linking multiple screens together to create
a short example of what a finalized game might look and act like.

The Sketchflow application interface allows you to access everything you
might need to work on your project within a few clicks. See Fig. 9. Adding assets,
creating states (used for simulating animation), changing opacity of objects
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Fig. 9. A quick glance at the sketchflow user interface.

based on user input to control the flow of the game can all be done in the
Sketchflow main editor screen. Sketchflow also has a useful map feature built in.
You can see which screens rely on other screens, how the navigation flow of the
application will go and can help when the design of your application becomes
more complex. See Fig. 10.

Fig. 10. Map of prototype screens. This layout helped map out the application.

Another tool I found myself using often was a freeware application called
GNU Image Manipulation Program or GIMP. In order to get any asset that
wasn’t already built into Sketchflow, I had to acquire images from elsewhere.
In order to edit them down to size and customize to my needs, I would open
them in GIMP and use tools to edit, crop, alter color, and remove image back-
grounds. After this, it was an easy process to copy the image and paste it into
the Sketchflow screen, only needing to move it around and resize it.
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5.2 Prototype Screens

When drawing out the initial paper screens, I had a few ideas in mind I had
gotten from doing background research into security awareness programs and
other gamified applications. Keeping the the game personal was going to be a
big part of the application. Making the base menu the perspective of the user
from behind their back while sitting at their workstation was really important
to me because I wanted the user to feel like they were in the game and could
relate to the actions of the in-game player. A goal for later iterations would
be to make the base menu even more interactive. I would allow the user to
move around the game environment, going to various spots you might find in an
office(kitchen, friend’s desk, etc), and hiding easter eggs, which are unexpected or
undocumented features in software or games, for the user to find and enjoy, giving
the game a little more depth and feeling of freedom. For example, allowing the
user to click on their phone on the desk and be able to check their messages, and
hiding some secret functionality there. See Fig. 11 for a side-by-side comparison
of my initial paper prototype screen and a completed Sketchflow screen for the
base menu of the application. I had the same strategy when designing the coffee
shop module. I wanted to have the user be able to feel like it was actually them
making the decisions, so I put the game into a first person perspective. See
Fig. 12 for a side-by-side comparison of my initial paper prototype screen and a
completed Sketchflow screen for the coffee shop module of the application.

(a) Initial Paper Prototype Screen (b) Completed Prototype
Screen in Sketchflow

Fig. 11. The base menu prototype screen. Side by side comparison of initial paper
prototype screen and completed prototype screen

For some screens, I found myself needing to adapt after originally designing
the screen on paper. An example would be my screen for the leaderboard. When
designing on paper, I had the idea to show achievements and earned trophies
on the same screen. When it came time to develop those screens in Sketchflow,
I realized that the leaderboard and achievements would need their own screen,
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(a) Initial Paper Prototype Screen (b) Completed Prototype
Screen in Sketchflow

Fig. 12. The coffee shop module prototype screen. Side by side comparison of initial
paper prototype screen and completed prototype screen

but that the original screen I designed on paper still would have a place in the
application. It became the Trophy Case screen that gave quick glances at some
of the most important information from both the leaderboard screen and the
achievements screens, as well as displaying the trophies that the user has earned
while using the application. See Fig. 13 for a side-by-side comparison of my initial
paper prototype screen of the leaderboard and a completed Sketchflow screen
for the Trophy Case.

6 Results

6.1 Usability Studies

To get feedback on my application prototype, I created a usability survey that
would evaluate users’ experiences in three different categories. The categories
were navigation, functionality and appearance of the application. See Appendix
A to view the survey questions. I sought user feedback from fellow undergraduate
and graduate students, from professionals at Live Oak Bank in Wilmington,
North Carolina and from attendees of the Wilmington Information Technology
Expo, or WITX where I had a booth set up to showcase my application. I
received 23 responses to each survey question. I used a Likert scale for each
question, allowing the user to select a number between 1 and 10 to evaluate
the experience, 1 being the highest rated option and 10 being the lowest rated
option.

Navigation. I wanted to gauge users’ feedback on their experience navigating
through the application. I found that the average response to the question “Over-
all, how would you rate your experience navigating through the application” was
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(a) Initial Paper Prototype Screen (b) Completed Prototype
Screen in Sketchflow

Fig. 13. The trophy case prototype screen. Side by side comparison of initial paper
prototype screen and completed prototype screen. Originally planned for this screen
to be the leaderboard during paper prototyping phase, but ultimately chose to give
achievements and leaderboard their own screen and make this the Trophy Case

2.65 where 1 represented “very easy” and 10 was “very difficult”. The average
response to the question “Overall, I was satisfied with the amount of time it took
to complete the application” was 3.22. For the question “When going through
the coffee shop module, I found it easy or difficult to navigate to the end” where
1 represented very easy and 10 represented very difficult, the average response
was 2.57. The average response to the question “Was navigation through the
application intuitive?” was 2.60. The average response for the question “Did you
find the screen that let you view how to earn points? If so, how easy was it to
get there?” was 4.26. The average response to the question “How often did you
find yourself needing to navigate back a screen, but you were unable to do so.”
was 2.83. For the question “Was it clear where the “Home Screen” was?”, the
average response was 3.17. The total average for all responses in the navigation
section of the usability survey was 3.04.

Functionality. The average response to the question “Overall, how would you
rate the functionality of the application?” was 2.43. The average response to the
question “How well did you understand the terms/verbiage used in the applica-
tion?” was 2.22. The average response to the question “How would you rate the
consistency of the application?” was 2.48. The average response to the question
“When playing the Coffee Shop module, how clear was the distinction between
error and success?” was 2.65. The average response to the question “Overall,
how satisfied were you with the support information provided by the applica-
tion? (Help messages, documentation etc.)” was 3.22. For the question “Did you
view the trophy case? If so, do you think you know what it is?”, where 1 repre-
sented “I know what it is” and 10 represented “I don’t know what it is/I didn’t
find it”, the average response was 3.74. For the question “Did you view every
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screen in the application?” where 1 represented “I think so” and 10 represented
“I don’t think so”, the average response was 4.35. The average response to the
question “Do you have a clear understanding of what the application is designed
to do?” was 2.04. The total average for all responses in the functionality section
of the usability survey was 2.89.

Appearance. The average response to the question “Overall, how would you
rate the appearance of the application?” was 2.48. The average response to
the question “Did the appearance distract at all from the functionality of the
application?” was 2.96. The average response to the question “How did you feel
about the color scheme?” was 2.74. The average response to the question “How
would you rate the layout of the application?” was 2.74. The average response
to the question “Did you find the appearance of the application consistent?”
was 2.48. The total average for all responses in the functionality section of the
usability survey was 2.68.

7 Conclusion

The development of this prototype training application was in response to the
fact that human error still ranks as a leading cause of data breach for organi-
zations of all sizes. The goal is to implement a gamified training and awareness
program that is applied throughout the year and puts users into real-world sit-
uations where they will have to apply secure behavior to pass gamified modules
and earn real rewards and incentives by participating. By doing so, it will incen-
tivize the process of executing secure behavior, ensure that information security
is more than simply a check box on an auditor’s form for executives and allow
all employees in an organization to see how their role is impacted by information
security policy. If securing an organization’s data assets truly lies in the hands
of the end user, then empowering the user with the tools and motivation they
need to execute secure behavior is the key to preventing and mitigating future
data breaches.
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Abstract. Cyber attacks are emerging as problems caused not only by tech-
nological aspects but also by human factors neglected when designing inter-
active systems. In this paper, we show how one of the most popular attacks on
the Web, phishing, is very much related to UI aspects and how a wrong UI
design determines a greater vulnerability of users. We performed a heuristic
evaluation to assess the most recent applications such as browsers and mail
clients that adopt warning messages as prevention of phishing attacks. The
results highlighted that different aspects of UI should be better designed to limit
phishing attacks. In addition, as a prevention of cyber attacks, we described an
ongoing work of a questionnaire that aims to make users aware of the risks of
cyber attacks.

Keywords: Usable security � Cyber security � Phishing � Design patterns

1 Introduction

Cyber attacks are growing very much in recent years. According to the Symantec Annual
Threat Report published for 2018, the total number of Web threats were more than 1
Billion, which was 400% more than in 2014 [29]. For example, in 2018 the number of
newmalware variants increased by 92%, the coinminer detection grew by 8500%, attacks
against IoT devices increased by 600%, the malware variants in mobile devices increased
by 54% and the number of new vulnerabilities increased by 13%. According to a new
report by the Center for Strategic and International Studies (CSIS) and McAfee [21],
cybercrime now costs the world almost $600 billion, or 0.8% of global GDP. This
problem touches two-thirds of people who use online services (more than two billion
individuals), of which have had their personal data stolen or compromised.

Despite these problems appearing to relate to obsolete technologies or to the scarce
adoption of preventions (e.g., antivirus, firewall, etc.), close to 95% of all security
incidents are due to human errors, as reported by the IBM latest Cyber Security
Intelligence Index Report [17]. Wrong human behaviors can and have led to a range of
issues from users becoming a victim of phishing attacks to the disclosure of sensitive
information.
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The causes of these cyber attacks inevitably push HCI researchers, as well as
companies, to investigate additional aspects related to users’ vulnerabilities. Such areas
include the user interface and user interaction, which are at the basis of these attacks.
Therefore, if we can improve these areas, we can dramatically decrease the number of
attacks, with obvious advantages for people, companies and any organization. Con-
sequently, methods and methodologies defined by the HCI research to create successful
and pleasurable interfaces must be revised in order to consider the security aspect.

The research work described in this paper focuses one of the most widespread
attacks, i.e. phishing. Phishing is a technique used to collect personal information by
and/or sending fraudulent emails that appear to be from a reputable or known source to
users to induce them to reveal sensitive information (e.g. passwords, bank account
details). Moreover, it is important to note that this is an attack that relies on exploiting
people via carefully crafted social engineering campaigns. As a result, the dynamic
nature of phishing attacks makes it difficult to implement algorithms that automatically
detect phishing scams. Therefore, in case of suspicious phishing attacks, specific
software (e.g. antivirus, alerts) and system tools (e.g. firewalls) use warnings to alert
users. As demonstrated in [10], the design of warning notifications heavily affects the
right identification of a phishing attack by users and, consequently, the system’s
security.

This paper describes an analysis performed on various applications that provide
warning messages for phishing attacks to their users.

2 Related Work

The user interface has an influence on aspects of human behaviors, and thus, are the
main causes of security incidents. A study conducted by Federal Computer Week
reports that almost 59% of security incidents that involve human errors are the result of
simple mistakes as opposed to intentional malicious actions [30]. By analyzing more
than 300 security incidents, Hosteler found that human error is one of the first cause of
cyberattack (37%) [2]. Furthermore, the simplest and fastest way to start an attack is by
means of phishing and social engineering attacks, where 91% of all cyber attacks start
with some kind of phishing email that manipulates users to provide sensitive infor-
mation via various methods of social engineering [14]. Because of the risks associated
with cyber attacks, it is crucial for Internet users to be aware of when they are being
attacked and to be successfully informed on how to combat them.

Usable security is a research area that in the last 10 year has been addressing such
issues. Areas of password creation, demographic and workplace culture, security and
trade-offs, and real-time assistance, all influence on a user’s practice of good cyber-
security and ultimately contribute to their level of online security.

Security issues may increase also when technology is perceived as an obstacle. In
such a case, the user may feel overwhelmed, or may not trust the warnings from the
system, thus dismissing them [24]. In several contexts security tools are inherently
complex, because they rely on knowledge of concepts such as cryptography, access
keys, and digital signature. Therefore, securing a system may be not enough if users do
not know how to properly use it. For example, firewalls, anti-viruses, and all the other
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means to reduce vulnerabilities will protect the system as far as it has been activated
and properly configured. Password management is a clear example of this tradeoff:
strong but complex passwords are easily forgotten, whereas easy but weak passwords
are easily remembered and, generally speaking, more convenient [18]. Usability of
those systems is a critical security determinant [28] and can make the difference
between system security and letting the user be the weakest link in system security
[18]. This problem can be considered as a security-usability tradeoff, indeed, security
and usability are perceived as mutually exclusive and the user is asked to tradeoff
between them [5]. A user-centered approach to security design is therefore needed [23].

An additional area of consideration when it comes to phishing is how cybersecurity
is perceived and practiced depending on the demographic and workplace culture of
users. With the ubiquity that global offices afford, it is important to consider the cultural
differences that influence the attitudes of users’ security, especially when it comes to
that of eastern and western culture and norms [6]. For example, the location of work
environments that exist in areas that are more vulnerable to phishing scams (e.g.
financial businesses) should be treated differently than those that are not given the
different motivations and cultural aspects that are fueling attacks. In a study conducted
by Henshel et al. [16] they explored the addition of a human factor component to
Hofstede’s [22] cultural dimensions. This sought to explore variations in cultural
behavior among six dimensions and how to integrate them within the Human Factors
Framework and Ontology to identify cybersecurity risk assessment metrics. The
potential of a framework like this can greatly influence the design of solutions towards
issues such as phishing since a one size fits all approach will only address a small part
of a larger problem that requires tailored solutions. Hence, researchers can use this for
modeling to facilitate additional experimentation. In addition, Henshel et al. assert that
culture is a key factor with respect to the human element that has been understudied in
cybersecurity risk literature and is key to enhancing and exploring areas of concern
within cybersecurity of several fronts such as training, adversaries’ cultural framework,
and cyber defender/operator [27]. This same approach requires exploration within a
workplace environment, given that work environments now are multicultural and thus
contain a mix of individualistic and collectivist societal cultures (and various degrees
between), which inevitably provide context for individual behaviors and norms for
groups [27].

In addition to culture, many aspects of the user interfaces that can expose systems
to vulnerabilities have been investigated. One of the most critical aspects regards the
warning messages for phishing. Since this is a semantic attack that relies on confusing
people, it is difficult to implement an algorithm to automatically detect these attacks
[14]. Thus, in case of suspicious phishing attacks, tools use passive or active warnings
to alert users to potential phishing sites. Passive indicators are typically implemented as
toolbars in a web browser and show security-related information about a website to
help users detect phishing attacks. However, they often fail because users do not notice
them or do not trust them [33]. Active indicators, available in newest web browsers,
typically are pop-up windows that force users to notice the warnings by interrupting
their navigation. Even if they are more effective than passive approaches, as in [10], the
design of warning message communicates the right identification of a phishing attack
on users. A recent investigation [26] reports the results of a large-scale study on web
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browser security warnings, which involved over 6,000 Chrome and Firefox users. They
concluded that warnings of these browsers have improved that their effectiveness can
be increased by examining contextual factors and a wider variety of users’ concerns.
Their results also suggest that habituation plays a smaller role in user decision making
than previously thought. These results are in line with the one reported in [13] where
7,225 undergraduate students received (benign) phishing emails to elicit either the fear
of losing something valuable (e.g., course registrations, tuition assistance) or the
anticipation of gaining something desirable (e.g., iPad, gift card, social networks). The
study results revealed that contextualizing messages to appeal to recipients’ psycho-
logical weaknesses increased their susceptibility to phishing. The fear of losing or
anticipation of gaining something valuable increased susceptibility to deception and
vulnerability to phishing.

3 Analyzing Some Warnings in Current Applications

Many popular and recent applications like desktop browsers, mobile browsers or email
clients nowadays include active phishing warnings. Despite in recent years important
indications have emerged on how to improve such warning messages [10, 26], all of
them still lack effectiveness, since phishing still remains the most widespread and
effective cyber-attack [17, 21, 29].

In this section, we report on a review of some active warning messages imple-
mented by the most popular Web browsers, both for PCs and mobile devices and by
some email clients. In order to assess their effectiveness, we carried out an expert
evaluation based on the heuristics reported in [10, 26].

3.1 Active Warning Messages Review

We started our review by analyzing three types of applications that implement warning
messages for phishing attacks, i.e., desktop Web Browsers, mobile Web browsers and
email clients.

Figure 1 reports four warning messages related to the desktop Web browsers we
selected, i.e., Google Chrome, Mozilla Firefox, Windows Edge and Opera. All of them
are active warning, i.e., when the browser detects a potential phishing site, instead of
opening the Web page, it stops the users task flow by showing a message that reports
information to help the users to decide if they can safely continue or if they have to
return to the previous (safe) website.

The main differences between them are: the background color, the alert icon, the
text of the message, the place/size/type of the button they must click on if they want to
go on the phishing site. Regarding the background color, all of them, except Opera, use
varying shades of red to warn the users about the potential fraud. In addition, the alert
icon involves a different approach where all the browsers present different icons, which
express a different meaning. For example, Google Chrome and Mozilla Firefox use two
icons inspired by road symbols, a triangle containing an exclamation point and a circle
having a horizontal bar, respectively. The last one appears to be stronger since it
indicates a prohibition of access. MS Edge uses a rounded shield with an “X” inside it,
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Fig. 1. Warning messages visualized by. (a) Google Chrome, (b) Mozilla Firefox, (c) Microsoft
Edge, and (d) Opera. (Color figure online)
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while Opera uses a robotic spider. All the messages also include a text reporting
additional information about the alert, like the URL of the phishing site (the URL is
missing in Opera) or what the consequences could be if the users land on to the
phishing site. The last aspect is the button that the users must click on to open the
phishing site. Except for Opera, all the warning messages hide this button inside a
section that the users can reveal by clicking a button (Details, See details, Additional
Information). In this way, it requires that the user takes the time to locate the button
before accessing the potentially dangerous website.

Figure 2 shows the warning messages implemented by the browsers for mobile
devices we chose, i.e.,Mobile Chrome, Opera Mobile, CM Browser, Internet Samsung,
Edge mobile, and Firefox mobile. Like desktop browsers, all of them implement active
warnings and their peculiarities are the background color, the alert icon, the text of the
message, the place/size/type of the link they must click in case they want to go on the
phishing site. Only three of them, i.e., Mobile Chrome, CM Browser, and Firefox use a
different shade of red as a background color. Mobile Chrome and Firefox do not use
any icon to enrich the warning, while the other browsers visualize a triangle (or a circle
in case of Internet Samsung) with an exclamation point inside. All the warnings also
report additional information about the alert, like the URL of the phishing site (missing
information in Mobile Chrome, Opera and Firefox mobile) or text explaining the risk to
open a phishing site. The last aspect is the link the users must click on to open the
phishing site. Mobile Chrome, Opera and Firefox mobile show this link in the main
page, while the other browsers include it in a section that the users can reveal by
clicking a button (Details, See details, Additional Information).

The last type of warning messages we considered are the ones of e-mail clients like
MS Outlook, Windows Mail app, Gmail, and Thunderbird, which are shown in Fig. 3.
Unlike the ones analyzed so far, these are passive warning messages, i.e., when the
application detects a potential phishing email, it only shows a message, which informs
the users that the email can contain suspicious content, like links or attachments. In this
case, the main differences between them are the background color, the text of the
message, the action the users can do on suspicious contents, the alert icon, and the
place/size/type of the button they must click on if they trust the email.

Regarding the first aspect, different background colors are used, like light red on
Outlook, orange on Windows mail app, light gray on Gmail and light gray on Thun-
derbird. The message texts always specify, in different ways, that the email has been
detected as potentially unsafe. For example, Outlook says that all the suspicious content
are disabled and that the users have to click on a link in the text if they want to enable
such contents. The alert icon is used by Windows Mail app, Thunderbird and Gmail.
The first two adopt a warning triangle with an exclamation point inside, while Gmail
uses a hexagon with an exclamation point indicating the stop. Regarding the button the
users must click on to activate the email content, except Gmail, all the warning mes-
sages show a link in the text message, while Gmail hides this link inside a section that
the users can reveal by clicking the “View Details” button.
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3.2 Evaluation of Warning Messages

Different warning messages have been already evaluated during controlled experiments
[10, 26]. Besides evaluating the efficacy of different solutions, these experiments
provided useful indications on how to design and evaluate phishing warning messages.
In this paper, given the large number of applications that we considered, rather than
doing a controlled experiment, we performed a heuristic evaluation driven by the
lessons learned distilled by the previous studies. The aim of our evaluation is to

Fig. 2. Warning messages visualized by (a) Mobile Chrome, (b) Opera Mobile, (c) CM
Browser, (d) Internet Samsung, (e) Edge mobile, and (f) Firefox mobile. (Color figure online)
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(i) assess the design of a broad spectrum of warning messages, and (ii) identify those
aspects that still deserve even more attention. This evaluation was driven by two set of
heuristics [10, 26]. In the following, we report the list of heuristics used by the eval-
uators, also specifying the paper they are related to:

1. Providing clear choices [10]—Phishing indicators need to provide the user with
clear options on how to proceed, rather than simply displaying a block of text. For
example, active warnings present choices and recommendations which were largely
heeded.

2. Failing safely [10]—Phishing indicators must be designed so that users can only
proceed to the phishing website after reading the warning message. For instance,
active warning prevents users from accessing the page without reviewing the
warning’s recommendations.

3. Preventing habituation [10, 26]—Phishing indicators need to be distinguishable
from less serious warnings and used only when there is a clear danger. Polymorphic
messages can be adopted to minimize this factor.

Fig. 3. Warning messages visualized by. (a) MS Outlook, (b) Windows Mail app, (c) Gmail,
and (d) Thunderbird.
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4. Altering the phishing website [10]—Phishing indicators need to change the original
look and feel of the website such that the user does not place trust in it. This can be
accomplished by altering its look or simply not displaying it at all.

5. Comprehension [26]—Unfortunately, just because people make different choices
when faced with the warning, it is not guaranteed that these are well-informed
decisions.

6. Site Reputation, History, and Trust [26]—Participants’ apparent willingness to
proceed through a warning because they trust a site or have an account or visit
history with a site may be in need of correction. It may help if warnings make it
clearer that when a warning appears on a trusted site, it’s a good time not to
proceed.

A team of 5 HCI experts evaluated all the warning messages that are reported in
Sect. 3.1. After an individual evaluation of all the messages, they discussed their results
merging them in a single report summarized in Table 1. A discussion of the detected
issues is reported in the following section, also including a proposal of three different
warning messages, one for each type of application, that ideally satisfy all the heuristics
considered.

Table 1. Report that summarizes all the identified problems. Each problem is described in term
of severity, violated heuristic, details about the problem and a possible solution.

Application Heuristic Severity
(1–5)

Problem Possible solution

All
applications

Preventing
habituation

4 The error message is always
the same

Change the message layout,
text, without losing meaning

Altering
website

4 The applications do not
change the look and feel of the
website

The applications change the
look and feel of the website

Providing clear
choices
-
Site reputation

3 The application does not show
the URL of the mimicked site,
sometimes only the URL of
the fake site

The applications show both the
URL so that the users can
make more informed decisions
by taking advantage of original
site reputation

Comprehension 3 The examples reported in the
text are often too vague and
general

More concrete examples can
be reported, for example
depending by the type of
phishing site

Edge Comprehension 3 Text of the message to come
back to the previous and safe
website is not so clear

Change this text by using a
clearer text

(continued)

142 G. Desolda et al.



3.3 Discussion

The heuristic evaluation highlighted that there is still much room for improvement to
limit a greater number of phishing attacks with more effective warning messages. All
the applications we analyzed share some problems.

Table 1. (continued)

Application Heuristic Severity
(1–5)

Problem Possible solution

Opera
desktop
_
Opera
mobile

Site reputation 2 It does not allow to report
false positive Web sites

A function to report false
positive should be introduced

Comprehension 5 The background color and the
used icon are not adequate for
this type of message

The background color should
be changed by using the color
red; the icon should be
replaced with a more effective
one

Failing safely 5 It is possible to ignore the
message without reading it.
Indeed, the ‘Ignore this
warning’ button is not
adequately hidden. It also has
the same emphasis of the ‘Go
back safely’ button

The ‘Ignore this warning’
button should be placed in an
internal section, for example in
the one the users open by
clicking on ‘Why was this
page blocked’. It should be
also changed by using a link
instead of a button, to reduce
its importance

Opera
mobile

Comprehension 4 The message layout and look
and feel is very poor

A more professional look and
feel can improve the credibility
of the message

Internet
Samsung

Comprehension 3 Too much information in the
same screen, the users will be
more prone to avoid reading
the text

Short and optimize the text

Comprehension 5 The background color is not
adequate for this type of
message

Use the color red as
background

Edge
mobile

Comprehension 5 The background color is not
adequate for this type of
message

Use the color red as
background

Comprehension 4 Technical details about the
error message are shown and
can confuse the users

Remove technical details, in
order to speak a language
closer to no-technical users

Firefox
mobile

Failing safely 5 It is possible to ignore the
message without reading it as
for Opera browsers

Same suggestion of Opera
browsers

All email
clients

Failing safely 5 It is possible to ignore the
message without reading it

When a phishing email is read,
an active warning should be
used

Preventing
habituation

5 Phishing indicators are not
significantly distinguishable
from less serious warnings

More emphasis should be
given to these messages
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Desktop browsers are mainly affected by these problems, but Opera also suffers
from further critical issues, like the background color that appears not to effectively
communicate a danger message, or, more importantly, the link to the phishing page has
the same emphasis of the link to go back to the previous and safe site. This last aspect
has proven to be crucial for this type of messages since users tend to read the warning
messages quite fast and in-turn click on an option that seems more adapt to skip the
message, like the button to go on.

Mobile browsers present further critical problems, beyond the ones that we have
presented here. For example, Opera mobile has all the problems underlined for the
desktop version, but in addition, it also presents a poor look&feel that reduces the users
trust. The problem of the background color also affects Samsung Internet and Edge
Mobile. In addition, Samsung Internet also reports a long text that can discourage the
users in reading it and understand their risks, while Edge mobile shows technical
details about the error message, which typically should be included in a hidden section
to avoid confusing the users. Another critical problem was detected for Firefox mobile
where, like the Opera browser, it is possible to ignore the message without reading it.
This situation becomes more dramatic if we consider that most of the Internet access
today take place by using mobile phone.

A more problematic situation was highlighted for the email clients. Indeed, all of
them are passive warning messages, and it has been proven for over 10 years that they
are not very effective for phishing attacks. In addition, their design is not adequate due
to the adopted colors, text messages and icons.

In the following, we propose some design indications that could be useful for
creating effective warning messages. Polymorphic messages are a solution that is
strongly recommended to prevent users from habituation. If warning messages were
visualized every time in a slightly different way, changing their content (e.g., the text)
and their layout could result in the users being more likely to pay attention to what the
message says without skipping it.

Another communal problem regards the information that guides the users in
deciding if the suspicious site is dangerous. Users could decide easier if they can see
both the URL of the mimicked site and the URL of the fake site, however, none of the
applications adopts this strategy, showing only the fake URL. More significant and
concrete examples could be used, eventually relate to the exploitation that the phishing
attack is trying to initiate (e.g., data or money theft) rather than saying that the phishing
site can steal personal data or money. In addition, pictures can be introduced to quickly
explain the possible consequences of the attacks, because users often do not read text
warning.

4 Toward a Questionnaire to Make Users Aware of Security
Issues

Users’ vulnerability to cyber-attacks, rather than a matter of tools and policies, is a
matter of knowledge about the need of those tools and policies as well as the awareness
about the possibilities of intrusions by hackers. This is demonstrated by several
cybersecurity breaches (WannaCry ransomware affecting 150 countries is a recent
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example) in contexts where tools and policies are highly implemented. These breaches
rely on social engineering rather than computer science. Enhancing users’ awareness
and skills on cybersecurity may be a solution to effectively integrate tools and policies
with the human factor. In a recent survey regarding the level of risk associated with
home users, Furnell et al. [11] found that many responders still lack awareness about
cyber-risks. In particular, IT novices, lack the knowledge to protect themselves from
Cyber attacks despite they are aware of the fact that they are responsible for.

Empowering users by giving them a better understanding of security issues, pos-
sible threats, and how to avoid them is the goal of many intervention programs [7, 19].
This problem has been approached by the military, banking and financial industries and
recently it became a priority in healthcare with the adoption of health information
technology. Generally speaking, the protection of certain vulnerable groups, for
example children, is a societal responsibility [32], but assessing vulnerability is also a
crucial variable in cybersecurity research. This area of investigation, tough recognizing
in many cases the role of the human factor, has almost exclusively considered
demographic and personality factors. Although Rahim et al. [25] reported that the
assessment of cybersecurity awareness is not new, to our knowledge no validated,
recognized, and general purpose instrument exists for classifying users in terms of
cybersecurity awareness.

Some authors of this paper are currently developing an inventory of behavioral
markers of the vulnerability to Cyber attacks (CAIN: Cybersecurity Awareness
INventory) in a form a questionnaire, which is aimed at investigating both general
knowledge about cyber risks and knowledge about specific types of Cyber attacks
(such as phishing emails). In this way, it will be possible to use it both in the public and
in the private sector and possibly identify specific vulnerabilities. Self-report measures
are easy to use, inexpensive, and very useful for obtaining meaningful information
from the users that would be inaccessible otherwise. The rating scale will be used for
classifying users and correlate the vulnerability score to behavioral outcomes and
security threats.

CAIN items are based on scientific and technical literature as well as anecdotal
evidence about risky situations for the users. Examples of items are: “My webcam can
be accessed by a malicious user”, “Permission I have granted to apps on my phone can
be exploited by a malicious user”, “I use different passwords for different accounts”.

A preliminary version of the questionnaire will be administered to a large sample
(N > 300) to assess its psychometric properties (reliability and validity). Data will be
analyzed using factor analysis to understand whether the scale is mono- or multi-
dimensional. The multi-dimensional nature of the questionnaire is very likely as people
may cognitively represent threats and secure behaviors differently according to, for
example, the type of technology (e.g. desktop vs. mobile). The final version of the
questionnaire will retain only those items mostly contributing to the measure of the
construct and to the overall reliability. To assess its validity, CAIN will be administered
along with other measures in a series of experiments in which the user will face
cybersecurity threats. People scoring high on cybersecurity awareness should perform
significantly better than the others. This index should provide information about people
awareness of cyber risks and about their skills in providing the correct behavior in risky
situations. Users need to understand and use systems correctly in order to guarantee the
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efficacy of any security strategy that has been implemented [11]. Moreover, the pos-
sibility to evaluate the level of knowledge and experience that the user has about
cybersecurity issues is useful in many ways. In fact, this information could be used to
set the right level of security within a system by forcing an inexperienced user to
comply with certain protocols, which are necessary for the protection of sensitive
information and, at the same time, allowing experienced users to interact with opti-
mized and faster systems.

5 Conclusions and Future Work

In this article, we discussed the problem of cyber security from the perspective of HCI.
In particular, we focused on phishing, one of the most effective and widespread cyber
attacks that affect the majority of Internet users. We carried out a heuristic evaluation
that revealed that warning phishing messages implemented in modern browsers and
email clients still lacks in preventing phishing attacks. We also presented an ongoing
work on a questionnaire that will make users more aware of the risks of the network.

One of the long-term goals of our research is to define a set of new behavior-based
design patterns that support designers by providing indications on how to manage the
interface design related to the security aspects. Design patterns have been used in
different domains. In computer science, they have used in the design of computer
systems of various types [15], including hypertext design [3, 12], e-learning systems
design [1, 9], and interaction design [4, 31]. Some authors of this paper have defined a
usability evaluation method that uses evaluation patterns [20]. Based on this expertise,
a further long-term goal will be to identify evaluation patterns addressing usable
security, for traditional systems and more advanced technological solution devoted to
web exploration, like mobile cross-device interaction [8] or IoT.
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Abstract. The most costly cybersecurity incidents for organizations result from
the failures of their third parties. This means that organizations should not only
invest in their own protection and cybersecurity measures, but also pay attention
to that of their business and operational partners. While economic impact and
real extent of third parties cybersecurity risks is hard to quantify, decision
makers inevitably compare their decisions with other entities in their network.
This paper presents a theoretically derived model to analyze the impact of social
preferences and other factors on the willingness to cooperate in third party
ecosystems. We hypothesize that willingness to cooperate among the organi-
zations in the context of cybersecurity increases following the experience of
cybersecurity attacks and increased perceived cybersecurity risks. The effects are
mediated by perceived cybersecurity value and moderated by social preferences.
These hypotheses are tested using a variance-based structural equation modeling
analysis based on feedback from a sample of Norwegian organizations. Our
empirical results confirm the strong positive impact of social preferences and
cybersecurity attack experience on the willingness to cooperate, and support the
reciprocal behavior of cybersecurity decision makers. We further show that
more perception of cybersecurity risk and value deter the decision makers to
cooperate with other organizations.

Keywords: Social preferences � Behavioral economics �
Cybersecurity decision making � Structural Equation Modeling �
Theory development � Perceived Cybersecurity Risk

1 Introduction

As Peter Bernstein states, “The capacity to manage risk, and with it, the appetite to take
risk and make forward-looking choices, are key elements of the energy that drives the
economic system forward” [1]. While risk taking is driving the modern economics
systems forward, uncertainties in cyberspace like the evolving threat landscape and
human error, are threatening to slow it down. Nations, organizations and individuals
are unsure what a good driving strategy in cyberspace is. Individual preferences and
behavioral heterogeneity can play an important role in explaining strategic consider-
ations at organizational levels. Hence, humans play a vital role in cybersecurity
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strategic decision making, and at the same time, they are often considered the weakest
links in this ecosystem [2].

The area of cybersecurity in organizations has three essential properties. First, it
consists of heterogeneous interacting, and in some cases, competitive and even
adversarial, stakeholders and actors that are characterized by distinct local cultures,
structure, machines, and methods [3]. Stakeholders act upon the basis of their own local
states at any given time. Second, cybersecurity problems stem from dynamic systems
and are driven by the interaction among various stakeholders. These interactions affect
future local states and, therefore, create systemic complexity. Third, there are strategic
decision makers whose decision processes take into account past actions, potential
future actions, and outcomes of other actors. They have heterogeneous motivations,
preferences, and benefits. Since these properties are based on the organizations’ unique
sets of objectives, processes, and resources, it is difficult to see how a one-size-fits-all
cybersecurity strategy can be optimal.

The trend toward more globalized production has increased inter-organizational
dependencies. Particularly, businesses are forming multi-layered supply chains, as
illustrated in Fig. 1. As an externality, security and insecurity can be distributed dis-
proportionately in a supply chain. The coopetition (i.e. organizations may both compete
and cooperate at the same time [4]) and interdependent preferences among the orga-
nizations face them with a challenge of understanding and measuring the risks that are
propagating from them. Recent cybersecurity incidents highlight that it is no longer
enough for organizations to focus solely on their in-house cybersecurity defense
mechanisms.

Fig. 1. Interaction among organizations in a socio-technical system is not limited to the
organizational level, but also includes different levels of societal actors such as international
systems and governments, groups and individuals levels. Each of these actors has their own
particular instruments, which can employ different security controls depending on the nature of
the system [3].
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According to a study from Kaspersky Lab and B2B International, the most costly
cybersecurity incidents for businesses result from the failures of their third parties [5].
This means that organizations should not only invest in their own protection and
cybersecurity measures, but also pay attention to that of their business partners. To
Provide some examples, in December 2018, Managed Health Services (MHS) of
Indiana Health Plan announced that a third party data breach potentially exposed up to
31,876 patients’ personal data in one of two security incidents the company disclosed
[6]. Moreover, attackers expand their reach by targeting third-party services allowing
them to steal more data. A new Magecart attack launched through compromised
advertising supply chain in November 2018. Attackers loaded their malicious skim-
ming code on 277 e-commerce websites and used their infrastructure of these com-
panies to breach other companies [7].

Different economics models have been employed to address the challenges in the
field of cybersecurity in both technical and social aspects [8–10]. In these models,
agents are rational, selfish, and have complete information about other agents. How-
ever, in real-world scenarios, agents might be irrational, reciprocal, and have incom-
plete information about their environment. In this his paper we outline empirical
cybersecurity economics examples on how these standard models fail to model real-
world scenarios because they do not properly model the problems when they ignore
social preferences.

The key research question is how to model heterogeneous incentives and prefer-
ences at the organizational level. The major aim is to better understand under which
conditions the social preferences have significant effects on cybersecurity. To achieve
this, we aim at developing an understanding of the important determinants of the
socially optimal level of cybersecurity to prevent market failures.

Moreover, the paper investigates which type of social preferences (Reciprocal
Fairness, Inequity Aversion, Pure Altruism and Spitefulness or Envy [11]) is stronger
and quantitatively a core motive in the domain of cybersecurity. We have designed a
survey to address these questions. The respondents of this survey are cybersecurity
team members (Chief Information Security Officers, Information Security Analysts,
Security Consultants, etc.) and decision makers in Norwegian organizations (Chief
Executive Officers, Board Members, etc.).

This work is structured as follows. Section 2 provides a background on behavioral
economics and proposed models to analyze behavioral determinants in cybersecurity.
Section 3 proposes our research model and hypotheses. The methodological approach
and data collection process is explained in Sect. 4. Section 5 presents the empirical
results. Theoretical and practical implications are discussed in Sect. 6. Finally, Sect. 7
concludes this study.

2 Related Work

Behavioral Economics sits at the intersection of psychology and economics. Standard
economic theories assume fully rational, completely selfish and forward-thinking
decision makers. Analytical models based on these assumptions have failed to predict
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individuals’ behavior. However, behavioral economics provides manifold principles
considering less rational behavioral choices and other-regarding, interdependent pref-
erences [12].

The application of behavioral economics has become more widespread, most
commonly seen in the health domain, and policymakers use it to investigate how
predictable deviations from rational behavior can be utilized to steer people to socially
desirable directions. This approach is best employed where individuals need to make
quick decisions and select the best possible choice.

Thaler and Sunstein [13] and Kahneman [14] popularized the idea that behaviors
can be projected into systems and affect the decisions. However, in 1975, Rogers
introduced a popular theoretical model of behavior change focusing on the Protection
Motivation Theory (PMT) [15]. This model explicitly points out the methods that
individuals can assess and counter cyber threats. Dolan et al. [16] proposed a behavior
change framework, so-called MINDSPACE, which describes nine behavioral influ-
encers in relation to cybersecurity behavior change paradigm. They discuss that these
influencers play important roles in security-related decision making and behavior.

Briggs et al. state that PMT is a useful model in cybersecurity context as it
encourages individuals to better protect their cyber assets from cyber threats [17]. They
tried to create an effective link between PMT and MINDSPACE to present an inte-
grated framework. This framework can be used to design long term cybersecurity
behavioral strategies. It is claimed that the framework can be applied within organi-
zations and provide important insights to managers and practitioners involved in
cybersecurity.

There are a variety of psychological models of behavior that address the interplay
of attitudes and behaviors. They recognize the importance of psychological traits and
attitudes along with the individual’s knowledge and experience in decision making.
Many of these models are inspired by the Theory of Reasoned Action [18] and Theory
of Planned Behavior [19]. The former identifies two factors that determine behavioral
intention and assumes that behavior can be completely controlled. The latter, in con-
trast, differentiates between perceived behavioral control and actual behavioral control.

A survey by Michie et al. [20] shows that there are 80 available models of behavior
change in different contexts. The literature review by Sommestad focuses on relevant
psychological models for cybersecurity policy compliance [21]. This study identifies
60 different psychological constructs based on established theories including General
Deterrence Theory, Neutralization Theory, Social Control Theory, and Theory of
Moral Decision-Making. We will focus here on the Theory of Social Preferences,
which is studied in behavioral and experimental economics and social psychology. We
use this theory in the cybersecurity field to investigate the effects of other-regarding
behavior in decision making under cybersecurity risks and uncertainties.

3 Research Model and Hypotheses

This research aims to find the impact of social preferences on the perceived cyberse-
curity risk, the perceived cybersecurity value, and the willingness to cooperate in third
parties ecosystem to mitigate the probability and impact of future cyber incidents. In the
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following, we explain our research model, illustrated in Fig. 2, and the hypotheses to
be tested in the empirical analysis.

As Fig. 2 shows, the following hypotheses are proposed to conduct this research:

H1. Cyber attack experience increases the perceived cybersecurity value.
H2. Perceived cybersecurity risk increases the perceived cybersecurity value.
H3. Cyber attack experience increases the likelihood that an organization will

cooperate with other organizations to mitigate the probability and impact of
future cyber incidents.

H4. Perceived cybersecurity value increases the likelihood that an organization will
cooperate with other organizations to mitigate the probability and impact of
future cyber incidents.

H5. Perceived cyber risk increases the likelihood that an organization will cooperate
with other organizations to mitigate the probability and impact of future cyber
incidents.

H6. Social Preferences have moderating effects on the likelihood that an organization
will cooperate with other organizations to mitigate the probability and impact of
future cyber incidents.

The following latent variables (i.e. research constructs) are used in the proposed
model:

Cyber Attack Experience: A cyber attack is a malicious and deliberate attempt by an
individual or organization to breach the information system of another individual or
organization. Usually, the attacker seeks some type of benefit from disrupting the
victim’s network [22]. These attacks hit businesses every day and their number is
increasing as people are trying to benefit from vulnerable business systems.

Cyber Attack 
Experience

Perceived 
Cybersecurity Risk

Perceived 
Cybersecurity 

Value

Willingness to 
Cooperate

Social Preferences 

H1

H2

Direct Effects

Moderating Effects

H4

H3

H5 H6

Fig. 2. Research model in path model notation

Social Preferences in Decision Making Under Cybersecurity Risks 153



According to the third annual report of Ponemon [23], 59% of respondents confirm
that their organizations experienced a data breach caused by one of their third parties.
42% of respondents say they had such a data breach in the past 12 months. Addi-
tionally, 22% of respondents do not know if they had a third-party data breach in the
past 12 months.

Perceived Cybersecurity Risk: Fear of crime consists of two distinct, but highly
interrelated, components. First, the rather rational risk perception, which is often stated
as the product of the probability of occurrence and the impact of the crime, and second,
fear as an emotional feeling of being unsafe [24]. Visser et al. found strong effects of
examining prior victimization on perceived risk [25]. Moreover, in a survey by Cisco,
69% of executives indicated that they are not willing to innovate in digital products
because of their perceived cybersecurity risks [26]. The finding shows that perceived
cybersecurity risk can be a deterrent of cooperation among organizations in digital
space.

Perceived Cybersecurity Value: Oscar Wilde said, “A cynic knows the cost of
everything and the value of nothing [27].” Cost is a driver for decisions, but not always.
Perceived value is what people perceive as the value and worth of a product or service;
the higher the perceived value, the more likely it is that they will pay for the product or
service.

The reason that we are trying to measure perceived value and understand how it
affects the decisions is that they differ from other personal attributes in several ways.
Schwartz states that values transcend specific situation and are distinguished from
norms, attitudes and specific goals [28]. He also explains that values are observed by
subjective importance and they form a unique system of values hierarchies. Values may
serve as standards and provide social justifications for behaviors and decisions [29].
Moreover, Sagiv et al. reason that perceived value influences competitive/cooperative
behavior and the decisions made [30]. Therefore, to understand and predict the
behavior, it is important to consider the perceived cybersecurity value of the agents in
the system.

Social Preferences: Game-theoretic predictions are frequently observed in recent
experiments on decision making and they have been used to refine behavioral theory.
However, explaining decisions outside the laboratory and experimental elicitation of
behavior in the context of cybersecurity has not received particular attention in pre-
vious studies. We consider that an individual’s behavior is affected by three interrelated
factors; self-interest, the behavior of others, and the reaction to rewards and
punishment.

As a branch of behavioral economics, social preferences describe how economic
agents maximize utility considering others’ utilities. Differences in social preferences
may explain how and why individuals behave in different settings. Social preferences
are critical to understand how decision makers scarce resources to themselves and
others. These preferences are often dynamic and complex than self-interest.

Willingness to Cooperate: In this study, the willingness to cooperate is defined as the
intention of organizations to cooperate with each other to enhance their overall security
posture in their third parties ecosystem. These collaborative practices can be performed

154 M. Kianpour et al.



like creating an incident response team, allocating resources to secure shared critical
information, development, and implementation of effective security policies, plans and
procedures, etc.

Unlike some studies that only focus on cooperative intentions as the desired
behavior, this study also considers the competition among the organizations. The non-
selfish motives not only affect cooperation, but also competition incentives. Therefore,
we investigate the moderating effects of social preferences on willingness to cooperate
in addition to the direct effect of Cyber Attack Experience, Perceived Cybersecurity
Risk and Perceived Cybersecurity Value.

4 Research Method

To test the hypotheses outlined in Sect. 3, we employ Structural Equation Modeling
(SEM) [31]. In this section, we describe the reasons behind selecting SEM, data
collection and the development of the measurement mode.

4.1 Statistical Method

We live in a complex, multivariate world and studying the impact of one or two
variables in isolation would seem relatively artificial and inconsequential [32].
Although modeling always omits some aspect of reality [33], using some approaches
(e.g. regression-based approaches) may be too limiting for the analysis of the more
complex and realistic situations. Haenlein points out the limitations of the methods
such as factor analysis, cluster analysis, and discriminant analysis, which were popular
statistical methods in psychology and sociology during the 20th century [34].

To overcome these limitations mentioned above, we apply SEM. This method
allows us to model the relationships among multiple independent and dependent
constructs, and observable and unobservable variables, simultaneously. There are two
approaches to estimate SEM parameters: covariance-based or variance-based. Both
approaches are similar, however, the covariance-based approach is more suited for
confirmatory theory testing and the variance-based approach rather for theory devel-
opment [35]. We use the variance-based approach, here and in the following just
referred to as Partial Least Squares (PLS), because it is widely used for predictive
analysis and is an appropriate technique for theory development as done in this study.
This method is furthermore applicable even under conditions of very small sample size.
Chin and Newsted indicated that PLS can be performed with a sample size as low as 50
[36]. Moreover, PLS can be used to analyzing models with either reflective, formative
or both types of indicators [37].

We use the statistical software SmartPLS 3.0 for parameter estimation as it provides
all required features for PLS analysis. First, it supports the PLS Algorithm [38] and
bootstrapping, which is considered as the broadly used approach for nonparametric
statistics in management, social science, and market research studies. Second, this
version supports the consideration of missing values.

Social Preferences in Decision Making Under Cybersecurity Risks 155



4.2 Sample Data

Questback, an affiliated online survey tool with Norwegian University of Science and
Technology (NTNU), is used to collect the data. Recall that this study is motivated by a
need to understand the effective factors of improving overall cybersecurity in organi-
zations. Therefore, we focused on the individuals who make cybersecurity-related
decisions in organizations.

This survey was active for two weeks and the link was inserted in one of the
Norwegian Business and Industry Security Council (NSR) news articles1. This orga-
nization serves the Norwegian business sector in an advisory capacity on matters
relating to crime.in different organizations in Norway. Upon clicking the survey link,
participants were presented with guidelines and the definition of the terms Third Parties,
Retaliatory Actions, and Cooperation with third parties. We provided these definitions
in order to prevent ambiguous interpretation of questions. Within the questionnaire,
responses to all questions were mandatory, but allowed participants to choose “I have
insufficient knowledge to answer this question.” if they were unsure about the corre-
sponding question. The survey completion time ranged from 8 to 10 min.

As indicated in Sect. 3, the theoretical constructs identified in our model: Perceived
Cybersecurity Risk, Perceived Cybersecurity Value, Social Preferences, and Cyber
Attack Experience are measured based on different 11 questions in the survey. Answers
of 8 questions are reported on 11-point ordinal scales, one question in 5-point fre-
quency scales reporting the update of cybersecurity risk levels in the organization, and
2 questions on the binary scale (Yes, No). These questions are adapted from Pone-
mon’s third annual report [23] and IZA’s Preference Survey Module [39].

A total of 66 responses were collected over this period, out of which 62 responses
were usable for the study2. Table 1 shows the sample demographics of the considered
responses.

Table 1. Demographic profile of respondents

Communications 16
Manager 4
Senior Executive 11
Staff/Technician 1
Defense and Aerospace 4
Director 2
Supervisor 2
Entertainment and Media 1

(continued)

1 https://www.nsr-org.no/english/category172.html.
2 We employed Mean Value Replacement, when indicators have less than 10% missing values, and
Casewise Deletion, when indicators have more than 10% missing values, as missing value treatment
approaches. In this study, we considered “I have insufficient knowledge to answer this question.” as
missing values.
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5 Results

To ensure the reliability of the study, we performed the Reliability Analysis to test the
internal consistency of related set of questions for each construct. Although Cronbach’s
alpha is a widely used measurement for internal consistency, it can be easily affected by
the number of items in each construct and lead to underestimated results. Hence, we
used composite reliability to measure the internal consistency with threshold value of
0.6. Composite reliability is based on factor loadings rather than the correlations
observed between the variables.

Convergent validity is another important parameter that refers to the degree which
two measures of constructs that theoretically should be related, are in fact related. For
convergent validity, the Average Variance Extracted (AVE) of all latent variables
should exceed the recommended 0.5 threshold [40].

Table 2 indicates the composite reliability and average variance extracted values of
each latent variable. While the values for Perceived Cybersecurity Risk is close to the
thresholds, it suggests that the internal consistency and convergent validity of measured
variables are acceptable for the study.

After confirming the reliability of the structural model, a complete bootstrapping
process was conducted to test the significance of the model at the level of 0.05 con-
fidence interval. We used Bias-Corrected and Accelerated (BCa) bootstrap for

Table 1. (continued)

Manager 1
Financial services 11
Director 2
Manager 5
Senior Executive 3
Staff/Technician 1
Industrial and Manufacturing 2
Supervisor 2
Public Sector 10
Manager 5
Senior Executive 4
Staff/Technician 1
Retail 1
Supervisor 1
Technology and Software 17
Consultant 6
Director 3
Manager 2
Senior Executive 4
Staff/Technician 2
Total 62
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estimating nonparametric confidence interval. To ensure the stability of the results, the
number of subsamples is 5000. A hypothesis will be accepted only if the test statistics
(t-value) is larger than 1.96. Table 3 shows a summary of the hypotheses tests.

As these results show, Cybersecurity Attack Experience (H1) has a significant
positive effect on the Perceived Cybersecurity Value. As for H2, Perceived Cyberse-
curity Risk has a significant positive effect on Perceived Cybersecurity Value.
Cybersecurity Attack Experience (H3) also has a significant positive effect on
Willingness to Cooperate. Regarding H4 and H5, Perceived Cybersecurity Value (H4)
and Perceived Cybersecurity Risk (H5) have positive effect on Willingness to Coop-
erate but not statistically significant which suggests that H4 and H5 are rejected.
Finally, hypothesis H6 is supported as the results show Social Preferences have sig-
nificant effect on Willingness to Cooperate.

Finally, to measure the social preferences of the respondents, we used Social Value
Orientation (SVO) framework proposed by Murphy et al. [41]. Figure 3 illustrates a
graphical representation of the SVO framework.

Figure 4 indicates the ranges within which relevant social preference angles are
fallen. These results show that the cooperative behavior among the decision makers in
the context of cybersecurity is dominant.

Table 2. Composite reliability and average variance extracted values of each latent variable

Latent variable Composite reliability
value

Average variance extracted
(AVE)

Cyber attack experience 0.85 0.73
Perceived cybersecurity risk 0.67 0.51
Perceived cybersecurity
value

0.94 0.89

Social preferences 0.79 0.58
Willingness to cooperate 0.85 0.73

Table 3. Summary of hypothesis tests

Hypothesis Original sample (b) t-Value Supported?

H1 0.37 2.09 Yes
H2 0.25 1.97 Yes
H3 0.47 4.13 Yes
H4 0.05 0.36 No
H5 0.13 1.59 No
H6 0.30 2.19 Yes
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6 Discussion

The significant positive effects of cyber attack experience on willingness to cooperate
suggests that organizations that have experienced cyber attacks are more willing to
establish or maintain cooperative relationships with other third parties to mitigate the
likelihood or impact of future incidents. The consistency between the results of theo-
retical model and the findings of respondents’ social preferences shows that the
decision maker’s attitude is towards cooperation in the context of cybersecurity.

Fig. 3. A graphical representation of Social Value Orientation framework [41].

Fig. 4. The ranges of social preference angles
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While the results of this study show that perceived cybersecurity risk and value
have positive, but not significant, effects on willingness to cooperate, the related
hypotheses are not supported here (hypotheses H4 and H5). A possible explanation is
that cybersecurity concerns cause decision makers to delay or ignore cooperation with
other organizations. As a result, this lessens their ability to open their network to
outside suppliers and third parties.

As for social preferences, the analysis confirms their effective impact on willingness
to cooperate. This result suggests that decision makers will reciprocate by adopting
positive attitudes to establish or maintain cooperation if other organizations treat them
fairly. They even are positive to take retaliatory action against the third parties that
cause a cybersecurity incidents or misuse of other organizations’ sensitive and confi-
dential information. In this study, a retaliatory action is defined as the discharge,
suspension or demotion of a third party, or other adverse business and operational
action taken against a third party in the terms and conditions of the contract.

Additionally, the results show that cyber attack experience and perceived cyber-
security risk have significant positive effect on perceived cybersecurity value. How-
ever, the mediation analysis of these two variables does not show a significant effect on
willingness to cooperate. This outcome can be perfectly explained by the influence of
perceived cybersecurity value in opening the door to other third parties.

6.1 Theoretical and Practical Implementation

By testing our research model, this study provides a number of theoretical and practical
insights for cybersecurity decision makers to improve their overall cybersecurity
posture in their third parties ecosystem. Theoretically, the primary contribution of this
study has been to reveal the positive effect of social preferences on the willingness to
cooperate among the organizations considering the cybersecurity risks and uncertain-
ties. Previous studies have verified the behavioral models in the context of cyberse-
curity. This study extends current research and provides evidence that social
preferences along with cyber attack experience are essential parts of cooperative
willingness.

As the second contribution, this model confirms that perceived cybersecurity risk
and value have the strongest impact on the avoidance of cooperation among the
organizations. Environmental uncertainties, caused by third parties attacks and weak-
nesses, and behavioral uncertainty caused by imperfect information or information
asymmetry can be two main reasons of this phenomenon. Therefore, our practical
implications are mainly directed towards CISOs, but also valuable for other decision
makers. To help trusted information sharing, organizations should employ an appro-
priate, right third party risk management framework based on their structure and
business ecosystems. Doing so, they are able to assess the distributed cybersecurity
risks in their digital value chain as precise as possible.
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7 Conclusions

Cybersecurity decisions are usually not made in a certain, predictable, and isolated
environment. Research on the economics of cybersecurity has been largely covered
with different perspectives. In this study, we presented a theoretically derived model to
explain the impact of social preferences, perceived cybersecurity risk and value, and
cyber attack experience on willingness to cooperate in third party ecosystems in the
context of cybersecurity. We used variance-based approach of Structural Equation
Modeling, so-called Partial Least Square (PLS), to test our research model and analyze
the impact of each variable.

The results showed that social preferences and cybersecurity attack experience have
significant positive impacts on the willingness to cooperate, and that the dominant
preference among the decision makers is towards cooperation and reciprocal behavior.
The model also explains that perceived cybersecurity risk and perceived cybersecurity
value deter the organizations to cooperate in the context of cybersecurity. The structural
equation modeling analysis provides evidence for the small mediating effect of
cybersecurity attack experience and perceived cybersecurity risk by perceived cyber-
security value. This highlights the importance of the reduction of victimization and
improving the defense controls to enhance the overall cybersecurity posture in the
ecosystem.

Our results have some limitations: The composite reliability and average variance
extracted values of Perceived Cybersecurity Risk is very close to the thresholds. Future
research should overcome this limitation by testing the research model using validated
instruments suggested in [42]. The analysis of a single Norwegian organizations
sample also limits our results. As Dinev [43] demonstrates the importance of cultural
aspects when studying cybersecurity behavior, a more comprehensive picture should be
compared between different countries.

Since the results of this study show cooperative behavior among the organization in
the context of cybersecurity, it is crucial to understand the forces shaping this coop-
eration. Moreover, we will investigate the impact of free-riding incentives and exter-
nalities of weak cyberdefenses, as the most important problems in cooperation [44], on
the overall cybersecurity posture of the ecosystem. Next step of this study is to use the
results of this theory to design and develop serious games that help decision makers to
understand the cooperation problems and analyze the conditional cooperation and
strategic or non-strategic retaliatory actions. The prototype of these games are an
extension of CyberAIMs (Cyber Agents’ Interactive Modeling and Simulation) [45], a
simulation tool for training System and Adversarial Thinking and strategic decision
making.
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Abstract. With changes in interfaces resulting from the proliferation of IOT
devices and new technologies such as self-driving vehicles, user reactions to
browser messages may also change. This paper reviews the literature on user
reactions to browser warnings, with emphasis on screen size and form factors.
The literature indicates that browser warning message design, habituation,
awareness of risk and screen size are aspects that effect user perception of risk.
This article surveys the findings while noting challenges and proposed solutions
to support effective provision of and user compliance with browser security
warnings as well as important user study design considerations for future work –
in particular, future work on the effect of screen size on user perception of
browser warnings.
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1 Introduction

User interfaces are changing. Screen sizes and form factors are, for the most part,
shrinking. Smartphone use is growing for not only personal reasons but also for work
tasks. Additionally, the proliferation of IOT devices and new technologies such as self-
driving cars mean that in the future screens might change again to become larger,
smaller or even nonexistent. How do these changes affect how warnings are presented
to users? Do these warnings change how users view their own privacy and security? Do
people react differently to the same warnings depending on the type of device and the
size of the screens on which warnings are displayed? The answers to these questions
could have direct implications in designing new interfaces for devices such as
driverless cars, to determine appropriate screen sizes for warnings. This study inves-
tigates research studies on user perceptions towards browser warnings and outlines best
practices for their design. As well, the design for a user evaluation to study screen size
and form factor effects in user responses to browser warning messages is presented.

In order to understand the current research we examine the background literature on
user reactions to browser warnings and security messages on mobile and desktop
computers. There is a gap in the literature whereby the differences between user
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attitudes towards browser warnings on mobile compared to desktop or laptop systems
are not well examined. As a result, we draw upon the literature review in order to
propose a study design that combines observations of any initial differences in a simple
user task as well as a self-reported survey asking the same participants to reflect on
their mobile vs. desktop and laptop browsing habits and their attitudes towards security
and privacy on those devices.

1.1 Background

Improved browser warnings and security indicators can lead to users’ improved ability
to protect themselves against being cyberattacked online. Phishing and malware attacks
are the most prevalent cyberattacks that affect users while Internet browsing, social
networking, using online banking services or shopping online. “Phishing refers to use
of deceptive computer-based means to trick individuals into disclosing sensitive per-
sonal information. Phishing attacks aid criminals in a wide range of illegal activities,
including identity theft and fraud. They can also be used to install malware and attacker
tools on a user’s system” [1]. Malware is defined by NIST [2] as “A program that is
covertly inserted into another program with the intent to destroy data, run destructive or
intrusive programs, or otherwise compromise the confidentiality, integrity, or avail-
ability of the victim’s data, applications, or operating system”.

To prevent Internet users from falling victim to cybercriminal attacks, W3C’s Web
Security Context: User Interface Guidelines [3] have prescribed certain best practices
for browser security indicators, such as the use of the TLS indicator (https) within the
web browser’s address bar to indicate secure website. They also give guidelines for
designing security warning, caution and danger messages within the browsers, such as:

• Warning messages must interrupt the user’s current task, such that the user has to
acknowledge the message and provide the user with distinct options for how to
proceed

• The options must be descriptive to the point that their respective meaning can be
understood in the absence of any other information contained in the warning
interaction

• Danger interactions must be presented in a way that makes it impossible for the user
to go to or interact with the destination web site that caused the danger situation to
occur, without first explicitly interacting with the message.

Borger et al. note that when designing computer warnings the following must be
considered: risk needs to be described comprehensively; the warning must be concise
and accurate; warnings need to offer users meaningful options; the relevant contextual
information must be presented as well as relevant auditing information; and finally, the
warning must follow a consistent layout [4].

Borger and colleagues found that browser warnings are an effective way to improve
computer security; however there is a need for user studies with larger groups of
participants to prove results and improve browser warning effectiveness. Our paper
takes a closer look at how people perceive and respond to browser warnings, especially
in the context of limited screen space availability of the mobile world, in order to gather
best practices and understand gaps to inform future user studies.
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1.2 Methodology: A Subsection Sample

In order to investigate the effect of screen size users’ perceptions and interactions with
browser warnings, we conducted a literature search on the federal science library
(FSL) database. The FSL database provides NRC researchers with access to over a
thousand databases. Initial searches were conducted on the FSL database using the
search terms “web browser” “warning” and “user.” Search results were limited to only
items from the last 10 years, including only scholarly material, peer reviewed publi-
cations and excluding newspaper articles, book reviews and dissertations. We further
limited the results to only those containing user studies and evaluations. This resulted
in an initial 16 relevant articles. Further articles were gathered and cited as a result of
checking more recent articles citing the initial 16. In total 23 articles with user studies
and evaluations are referenced in this paper (Table 1).

Table 1. Studies included in the literature review.

Authors Article Date

Alsharnouby et al. Why phishing still works: User strategies for combating phishing
attacks

2015

Anderson et al. Your memory is working against you: How eye tracking and
memory explain habituation to security warnings

2016

Balebako et al. The impact of timing on the salience of smartphone app privacy
notices

2015

Böhme and Köpsell Trained to accept? A field experiment on consent dialogs 2010
Carpenter, Zhu and
Kolimi

Reducing online identity disclosure using warnings 2014

Dong, Clark and
Jacob

Defending the weakest link: phishing websites detection by
analyzing user behaviors

2010

Fagan et al. A study of users’ experiences and beliefs about software update
messages

2015

Fagan et al. How does this message make you feel? A study of user
perspectives on software update/warning message design

2015

Herzberg and
Ahmad

Security and identification indicators for browsers against
spoofing and phishing attacks

2008

Iuga, Nurse and
Erola

Baiting the hook: factors impacting susceptibility to phishing
attacks

2016

Jorgensen et al. Dimensions of risk in mobile applications: A user study 2015
Junger, Montoya
and Overink

Priming and warnings are not effective to prevent social
engineering attacks

2017

Kelley and
Bertenthal

Attention and past behavior, not security knowledge, modulate
users’ decisions to login to insecure websites

2016

Mamonov,
Renbunan-Fich

The impact of information security threat awareness on privacy-
protective behaviors

2018

Marforio et al. Evaluation of personalized security indicators as an anti-phishing
mechanism for smartphone applications

2016

(continued)
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2 Findings

Security and privacy are topics of interest to both computer security experts and novice
computer users alike; Jorgenson and colleagues note that security experts and regular
users of Android devices have similar concerns about safety and security. Personal
information privacy – including personally identifying information, password and login
credentials and financial information were seen as of the greatest concern, with general
users more concerned about data integrity than monitoring risks [5]. However, it can be
tricky for users to protect themselves against online risks. Virvilis and colleagues
examined popular web browsers on IOS, Android and desktop systems (Windows
platforms) visiting 1400 phishing and 1400 malicious URLs to see if browsers warned
users of risk. They found most browsers offered limited protection against threats [6].

Even though many users are interested in protecting their own privacy and security
online, users still have difficulty making decisions when faced with browser warnings,
app permissions, and software update notifications. Below we summarize the findings
of user studies into four categories on how the following impact user behavior and
beliefs about privacy and security alerts and measures: the role of browser warning
messages and alert design; habituation; awareness; and screen size and form factor.

2.1 Browser Warning Messages and Alerts: Design

Why do participants ignore warnings? In a 2015 study Fagan et al. looked at self-
reported ratings of software update messages and warnings. Participants were hesitant
to apply updates even when reported they cared about security and privacy. A survey
on their opinions and experiences with software was coupled with a study whereby
users were shown images and asked to rate perception of aspects of the updates and
warnings. Annoyance and confusion over update messages lead users towards

Table 1. (continued)

Authors Article Date

Modic and
Anderson

Reading this may harm your computer: the psychology of
malware warnings

2014

Purkait, Kumar and
Suar

An empirical investigation of the factors that influence internet
user’s ability to correctly identify a phishing website

2014

Redder et al. An experience sampling study of user reactions to browser
warnings in the field

2018

Redmiles et al. Asking for a friend: evaluating response biases in security user
studies

2018

Schechter et al. The emperor’s new security indicators: An evaluation of website
authentication and the effect of role playing on usability studies

2007

Shah and Patil Evaluating effectiveness of mobile browser security warnings 2016
Silic and Back The dark side of social networking sites: understanding phishing

risks
2016

Virvillis et al. Mobile devices: A phisher’s paradise 2014
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noncompliance. Also the study found that the user’s opinions of the software and
vendors affected their decisions regarding applying an update messages [7].

Timing is an important factor in privacy notices and user recall – what the user
remembers seeing and reading. Balebako and colleagues studied recall of privacy
notice information as a proxy for participants’ attention to and the salience of privacy
notices. Participants were shown the privacy notice in the app store, at the startup of the
app, during app use and afterwards. Those shown the notice during app use had overall
increased recall rates [8].

Another avenue of research is examining how what the message say affects the
user. Carpenter et al. found that warnings can be successful for countering user
“mindlessness”, which runs counter to some research indicating that warnings are not
generally successful. In their study they found the wording of the warning made a
difference; that the term “hazard” rather than “warning” or “caution” was the most
effective wording of a warning message. They found that participants were less likely
to disclose their driver license number than email address – perhaps due to heuristic,
automatic compliance to a request, or “mindlessness” since people are used to revealing
email address information online [9]. For future studies the researchers wonder “Are
warnings equally effective in other cyber environments, such as smart phones? [9]”.

How can the risks of privacy and security disclosures be mitigated? Two of the
articles involved user studies with systems designed to complement existing detection
systems. Herzberg and colleagues tested three conditions using the Trustbar browser
extension – a certificate-derived identification indicator which is user-customized.
Trustbar presents a highly visible indication of the security of websites which signif-
icantly improved user detection rates within the researchers’ experiments [10].

Dong et al. used a user-based phishing system to complement existing anti-phishing
solutions. The system alerts users who are about to submit credential information by
monitoring user behavior. When users have never or rarely visited a site and the data
being submitted is bound to a website other than the current one an alert is sent to the
user. They found that their system could detect pharming attacks – attacks similar to
phishing, where DNS queries are interrupted, replacing legitimate websites with ille-
gitimate versions designed to trick users into disclosing personal information - which
were not detected by existing systems. Also their system fills a gap by alerting the user
at the stage when they are at a phishing website and could potentially give out personal
information. The researchers show that detecting phishing websites through user
behavior is an accurate method which can be used to complement existing detection
technologies, and their future work will involve user evaluation to inform future
development [11].

2.2 Habituation

The role of habituation in user behaviors was a major theme in many of the findings of
research papers examining user responses to browser warnings. Many users are
accustomed to entering certain personal information on a daily basis for a variety of
reasons, or are asked to consent to a variety of consent dialogs, such as end user license
agreement (EULA) dialogues. When promoted for information in a way that seems
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familiar to them users may fill in personal information and consent without knowing
first what they are consenting to, and how their information is going to be used.

In general when asked in a research study participants are quick to disclose personal
information. Junger et al. surveyed 100 users in a medium sized town in the Nether-
lands, asking them to disclose their email information, list products recently purchased,
the online shops they make these purchases at and the last 9 digits of their bank
account. While only 43.3% disclosed the banking information, a high number of
participants disclosed the other information even in the group that were primed not to
give out personal information. Priming and warnings did not influence the degree to
which participants disclosed personal information. Researchers found that the partici-
pants lacked knowledge about what constitutes sensitive information and how it can be
used and abused by phishers [12].

Social networking sites (SNS) in particular are places in which users run a high risk
of being phished. In their 2016 study Silic et al. directed employees to a fake website.
Of the 180 visits the fake website, 122 employees filled in all personal information
asked for, and an additional 15 filled in some information. The 15 who did not continue
were contacted by email and stated that they felt there was an issue with the website
(that the site was not a legitimate site). The researchers found that the “liking” influence
technique was a strong incentive for people to reveal personal information, a strong
first step in deception interaction They concluded that employees are vulnerable to SNS
attacks, that organizations need better control over SNS security threats, SNS security
policies need to be strengthened and with social engineering attacks SNS can be a
security issue [13].

Böhme’s study on online privacy consent dialogs involved showing three type of
warnings to 80,000 users. There were three conditions: a neutral condition, a polite
request noting a voluntary decision and another condition resembling a typical end-user
license agreement (EULA). They found that being polite and asking for voluntary
cooperation decreased the probability of users consenting, whereas the condition
resembling a EULA saw higher rates of user acceptance. The researchers attribute this
to habituation, noting that more than half the participants took less than 8 s – not
enough time to read the message. They hypothesize that users are trained to auto-
matically click on “accept” during interruptions typical of EULA – a finding that has
repercussions not just with EULAs but also online safety and privacy. The researchers
note the importance in interface design in order to prevent habituation of users [14].

However, not all of the research papers pointed to habituation as a major issue in
user interactions with browser warnings. Reeder et al. sampled the decisions made by
6,000 Chrome and Firefox users using a browser extension and employing users via
Amazon Mechanical Turk – a crowd sourcing marketplace. They found that while
users mostly trusted warnings and that habituation was not a major issue, users relied
on site reputation, which was a major factor in them proceeding through warnings on
trusted sites. They also found that users sometimes downgraded protocols when faced
with a warning – proceeding to the site via http when the https site gave them a browser
warning [15].
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2.3 Awareness

While some of the previously discussed studies noted that awareness of security issues
did not seem to have any influence over users prone to habituation, several studies
concerned with the susceptibility of users to phishing attacks were interested in seeing if
awareness increased user resilience to phishing attacks. These studies had mixed results.

In Alsharnouby et al.’s study participants were asked to identify phishing websites.
Only 53% of phishing websites were detected by participants even when users were
primed to identify them. The study used eye tracking, and researchers found that users
spent little time looking at security indicators – they mainly looked at the content of the
website to make their assessment. Gaze time did not correlate with improved detection
scores [16]. The findings of this study seem to indicate that habituation (or at least trust
of certain websites or content) has greater influence over user behaviors and opinions
on suspicious sites than awareness of potential issues.

In an investigation of susceptibility to phishing attacks Iuga and colleagues
examined demographics and ability to detect phishing attacks. They found in their
study of 382 users only a small group of participants (25%) were able to detect
phishing attacks at rates of 75% of the time or more. The average detection score was
65%, indicating that most people have a high risk of succumbing to phishing attacks.
Their results suggest that the user’s gender and years of PC usage have a statistically
significant impact on the detection rate of phishing. They also found that pop-up
phishing attacks have a higher success rate than other tested strategies; and that the
psychological anchoring effect can be observed in phishing. The anchoring effect
occurs when people rely on the first piece of information they are presented with,
creating cognitive bias. The researchers state that an approach combining detection
tools, training and greater awareness could provide users with increased resistance to
phishing attacks [17].

Purkait et al. conducted three experimental tasks and administered surveys in order
to examine user awareness of phishing, safe internet practices, users’ internet usage and
internet skills, cognitive levels and demographic factor. Participants were users who
were familiar with online banking and shopping tasks. They found that awareness of
phishing had the highest positive effect. Internet skill surprisingly did not have a
positive effect. They also found that there was a negative impact for those who used the
internet frequently for financial activity, which led them to surmise that those who use
the internet for online financial transactions tend to not notice the visual cues for
phishing and might be more prone to habituation [18].

Mamonov and Benbunan-Fich examine ways in which users can be motivated to
protect themselves from privacy and security threats. In an online experiment they
exposed users to news stories about security breaches. Users exposed to such stories
chose passwords 500x stronger than the control group, who were exposed to general
technology news. The treatment group also limited their disclosure on answers to
sensitive information within a survey – in particular questions on drug use, drinking and
driving and support for the death penalty. Disclosure of non-sensitive information
remained the same. This study suggests that “presenting users with narratives high-
lighting computer security threats may be an effective way to stimulate adherence to
using strong passwords” [19].
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Another potential avenue to increase user security could be through the deployment
of personalized security indicators. As Marforio et al. note, personal indicators on
mobile interfaces may be more effective than on PC platforms due to the simplified
interfaces on mobile. They found that within their user study phishing attack success
rates decreased 50% when adapting personalized security indicators [20].

Users may not even be aware of some currently employed security measures. In
Their 2007 study Schechter et al. evaluated user groups’ reactions to removing HTTPS
indicators, removing the site-authentication image, and replacing the password entry
page with a warning. They found that all participants, even in the user group using their
own bank account information, ignored the HTTPS indicators and entered their
information. In the second condition, with the site-authentication image removed, 92%
of those using their own passwords still entered information. Even in the condition
where a warning was presented, 36% present of participants still entered their own
password information [21].

These articles suggest that greater awareness of phishing threats, through training,
or the necessity of stronger passwords could, in conjunction with other methods, such
as detection tools, build user resilience to security and privacy threats. Also the nar-
ratives and imagery used to deliver training and present alerts are important tools not
only to increase awareness but all combat habituation. At the same time, there are
specific challenges to training itself – how and when the training is delivered is as
important as the content of that training. There also is a need to be studies of training
design and outcomes.

2.4 Screen Size and Form Factor

In addition to human factors that influence the effectiveness of browser security
warnings and user compliance, such as user’s attention, technical knowledge, past
behavior, warning message design, social influence, and memory habituation [22–25],
there some additional factors at play, such as screen size and form factor.

Most of the studies reviewed here are concerned with user interaction on desktop
and laptop computers. But the importance of smaller devices, such as smartphones, and
user awareness of security risk is a growing concern for cybersecurity researchers.
Bitton et al. note that security awareness of personal computers is higher than mobile
platform awareness levels, and mobile users require a different set of security aware-
ness skills than those needed for PC [26] At the same time, Goel and Jain note that
users on mobile devices are three times more vulnerable to phishing attacks. This could
be due to a variety of considerations including the smaller screen, awareness issues and
lack of user input. Separate techniques are needed to avoid privacy and security attacks
on mobile devices [27].

Research demonstrates that the browsers on mobile devices are more limited in
availability and visibility of browser security indicators and warnings due to several
reasons, including the screen size due to form factor limitations; mobile devices having
more limited screen size compared to desktop or laptop computers [28, 29]. For
example, in mobile browsers sometimes the edges of pop-ups can extend beyond the
side of the display, or buttons can overlap text.
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Previous studies of screen size and usability indicate that when the user performs
complex tasks, the diminished screen size leads to lower efficiency. Larger device
screen sizes are deemed more efficient for information seeking tasks [30]. However,
smartphones are increasingly being used for working on the go and social activities,
tasks which sometimes require web browsing. With an increase in the use of smart-
phones for web browsing tasks which involve personal information, such as on SNS
sites or financial information, such as online banking, portable devices with smaller
screens are becoming more of a target for phishing attacks. Such attacks can lead to
identify theft, fraud, and even the installation of malware. Such activities are obfus-
cated to the user, and due to the limited capacity of some smaller smartphone devices,
appropriate countermeasures may not be installed, rendering the user vulnerable.

Research studies indicate that security and privacy can be seen as more of an issue
on the smaller screen than a larger screen. In Chin and colleagues’ 2012 study of 60
smartphone users it was found that users were more concerned about privacy and
connecting to sensitive information on the smartphone compared to a laptop or a
desktop, because of fear of physical loss or damage to the device. The users also had
concerns over user interface accidents (such as making accidental online purchases), as
well as concerns related to the perception of limited security and privacy properties of
their phone [31].

3 Discussion

Researchers note that education and training to increase awareness of security and
privacy risks is not enough; software solutions are also necessary [27]. For future work
Jorgensen et al. call for an evaluation and development of new risk communication
methods– more specifically interfaces that allow users to quickly and accurately assess
the security and privacy risks of downloading apps for Android devices [5].

Researchers also highlight the need for increased user studies. User studies are far
from straightforward: ecological validity is paramount but ethical issues arise when
studying users using their own devices and personal information in real world situa-
tions. In lab studies the ethical implications are more limited, especially when users are
not using their personal devices or personal data, but in lab settings users are partic-
ularly primed for awareness. Redmiles et al. state several benefits and biases of self-
reported data in the security field. Self-reported measures, most commonly surveys, are
characterized by the ease of which information is collected, the control researchers
have over the study and the depth of understanding which can be achieved via user
responses. However there are many potential biases inherent in self-reported measures,
including users having difficulty remembering past events, as well as users shaping
their own answers in order to meet perceived expectations of the audience (i.e. the
researchers) [32]. In self-reported accounts of security behaviors, instances of phishing
attacks can also be underreported, as users may not even be aware that they have fallen
for phishing attacks in the past.

In their study Redmiles and colleagues compared real world behaviors to survey
results. They found a systematic relationship between the self-reported data and the real
world scenarios which only really “breaks down when survey respondents are required
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to notice and act on minor details of experimental manipulations.” Specific insights are
difficult to access within self-reported surveys. The data from the surveys closely
mirrored the measurement data but users were prone to over report good behaviors.
Attention for message details was more difficult to capture in surveys than real life. The
researchers suggest that more security studies should involve interview-facilitated data
collection, A/B testing, field observations or lab-observation hybrids [32]. Schechter
et al. also note that participants using their own personal account information compared
to those given assigned information will be more mindful of security issued in studies,
indicating a need for study measures not just following role play participation but also
asking questions about real world scenarios [21]. However, having participants use
their own personal information in studies puts the participants at greater risk – an
ethical complication.

Context also makes a big difference in security studies. Some users might be aware of
and responsive to security threats in some areas and not others. Researchers noted that
while employees are generally trained on security threats there is a need for better training
and awareness of the security threats SNS pose to employees and companies [13].

4 Future Work

The articles we reviewed raised a variety of issues about privacy and security that could
shape future work concerning user behavior on smaller screens, like smartphones,
compared to larger screens of laptops and desktops. For example, are users more likely
to disclose personal information on their smartphone or using a desktop or laptop? Are
users more likely or less likely to engage in financial tasks, like banking and online
shopping, on their desktop than the phone, and are users more prone to dismiss browser
warnings on smaller screens like mobile phones compared to larger screens?

More work needs to be done in order to examine if users have different security
habits on different form factors. Do they feel different devices have different levels of
security and how does that affect their own use of the devices? How do users react to
security warnings on smaller screen compared to larger screened devices? And what is
the role of design, habituation, and awareness on user perceptions of security on the
different form factors?

In order to investigate these questions we constructed a research plan that includes
observing users’ browsing habits in lab during two role-playing tasks, one involving a
smartphone and the other involving a laptop. Users will be directed to a website and a
researcher will have them think aloud while they complete a task using each of the
devices. The researcher will record the actions of the user while paying close attention
to what the user does when faced with a browser notification. Afterwards data will be
collected about the users’ regular smartphone and laptop browsing habits as well as
some questions about the task they just completed.

We coupled the task with the survey to encourage the participants to think about
how they react to (or are habituated to ignore) different notices on websites in their
everyday browsing. Findings from the survey will give us greater insight into what sort
of tasks they do as well as their own perceptions of browser warnings on both smaller
and larger screens when they are using their own devices in a real world setting.
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5 Conclusions

When examining the relationship between the device form factor and user responses to
security and privacy warnings, many factors must be considered, including users’ past
experience with various device form factors, their online habits for each type of the
device, and their perceptions of privacy and security in general.

In order to examine users’ reactions to browser warnings and gather self-reported
measures of users’ experiences with browser warnings on smart phones as well as
desktop and laptop computers, our future work will involve a user study with multiple
user data collection measures, including a two condition task study followed by a
survey on users’ past practices and experiences. The study will generate new knowl-
edge on users’ online behaviors and develop design recommendations to improve the
effectiveness of security warnings on mobile devices.

Relatively little attention has been devoted to studying the effect of screen size and
the device form factor on users’ responses to security warnings. Our future studies will
work towards filling this gap.
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Abstract. Several studies have been conducted to determine parenting
strategies in the age of digital technology. However, we are not aware of
any qualitative research regarding parents’ safety and privacy concerns
about their children’s use of smart devices in the home. Given the rise
in use of smart devices within the home in general, and among children
in particular, we wanted to explore the privacy and safety concerns that
parents have about their children’s device use, their experiences using
devices with their children, children’s independent use, and restrictions
parents place on device use. In this paper, we present findings from an
exploratory study of 29 participants through three focus groups and 14
semi-structured interviews. Our study revealed that encouraging device
usage may help build familial relationships and foster open communica-
tion between parents and children. We also discovered that parents feel
it is their responsibility to keep their children from harm when they use
smart devices, and that parents do not trust applications, devices, smart
device manufacturers or Internet providers to do so. Our findings can
help researchers better understand the different device usage scenarios,
parents’ concerns about their kids’ device use, and parent-child relation-
ships, which will help them design better tools that encourage parents
and children to work together to develop device usage rules and better
safety and privacy practices.

Keywords: Smart home · Smartphones · Tablets · Children ·
Privacy · Trust · Security · Safety · Family

1 Introduction

A survey conducted by CommonSense Media discovered that the number of
0–8 year olds using smartphones have increased from 45% in 2011 to 95% in
2017, tablets 8 to 78% and their own tablet from <1% to 42% in the home [5].
Smart devices have been shown to be useful to child development, and as such,
electronic books, tablets, and laptops are used in classrooms across the nation [8,
25]. For example, over the years, researchers have explored different ways to
use smart devices to determine whether a child has a learning disability or a
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developmental disorder [1], and also to enhance children’s learning ([4,10,20]).
On the other hand, media is rife with stories about the negative impact of smart
devices and applications (apps) on children ([19,21–23]). Nonetheless, a national
survey of 2300 parents with children under 8 demonstrated that only about
30% of parents were very or somewhat concerned about their children’s media
usage, and only 3% admitted that media usage caused conflict in the home [28].
Researchers have also addressed concerns about addiction [18], and smartphone
safety [29], which raise additional concerns about the well-being of children when
using smart devices.

Smart device proliferation within the home, and virtually all aspects of our
social and personal lives also raises questions about the confidentiality and secu-
rity of information transmitted and collected through them. Prior research has
explored ways to help users better manage their privacy when using smartphone
apps [2,3,24]. Researchers have also demonstrated the risks and recommended
ways to mitigate risks when using smart toys [14,31]. Researchers also inter-
viewed experts on teen online behavior, risks and risk mitigation strategies [13].
But there is still a lack of understanding of the security, privacy and safety
concerns that parents have about their children’s smart device use.

We conducted an exploratory study to understand parents’ concerns about
safety, security and privacy, children’s interactions with devices, and restrictions
parents placed on device use. Through focus groups and semi-structured inter-
views, we address the following research questions:

– How and in what contexts do children use smart devices?
– What kind of security, privacy and safety concerns do parents have about

their kids’ device use?
– What restrictions do parents place on their children’s device use?
– How does smart device use affect familial relationships?

In this paper, we present our findings from the focus groups and interviews.
Our findings reveal different device usage scenarios, parents’ concerns about their
kids’ device use, and how device use affects familial relationships.

2 Related Work

In this section, we present prior research on understanding children’s smart
device usage, and parents’ concerns about the device usage, as well as studies
on how to protect child safety on the Internet.

Children’s Device Use: Common Sense Media conducted studies about media-
use patterns among children from birth to age 8 in America as well as surveys
about people’s use of media use (tweens, college students, and adults) [5,6]; the
research showed that media use was a source of tension among parents and chil-
dren, and that the latest technologies, such as smart toys, often appear first in
households with young children. Moreover, Manches et al. analyzed social media
sites, conducted home visits to observe children’s use of smart devices and con-
ducted workshops to explore children’s understanding of video games [12] and
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discovered that parents and children do not necessarily understand how technol-
ogy captures their activities. Finally, Magee et al. used diary studies, interviews
and creative activities to understand how teenagers use technology and how
factors such as relationships and life goals affect their technology use [11].

Concerns About Device Use: A 2016 survey from Common Sense Media found
that 50% of teenagers felt addicted to their devices, and 78% checked their
devices at least hourly [6]. However, teenagers also had privacy concerns. For
example, researchers conducted a two-month, web-based diary study to under-
stand teenagers’ online risk experiences when browsing the web on their com-
puters and mobile devices and discovered that teenagers rarely communicated
their concerns with their parents [30]. Prior research also offered insights of dif-
fering views of parents and children about device use and presented the need for
technologies that can support ways to reach agreements on device usage restric-
tions [15]. Additionally, researchers conducted semi-structured interviews with
parents and children to understand their privacy and interaction expectations
from Internet-connected toys [14]. Researchers also discovered security and pri-
vacy flaws in smart devices. Manches et al. found that commercially successful
IoT designs such as the Skylander and Disney Infinity influence children’s atti-
tudes and behavior and also reveal information about their daily activities [12].
Valente et al. discovered security flaws in Internet-connected toys [26].

Safety Measures and Parental Controls: In addition to discovering security flaws
and privacy leaks, researchers also proposed ways to mitigate risks. For exam-
ple, Yong et al. proposed risk mitigation strategies against online pedophiles
when using Internet-connected robot toys [31]. Prior research has also presented
ways to improve security and privacy controls on smart devices. For example,
researchers have provided recommendations for mobile apps for online safety that
embed better family values [29]. McReynolds et al. gave recommendations for
Internet-connected toy manufacturers and policy makers that take into consider-
ation security, privacy and better child-toy interaction [14]. Jang et al. presented
design recommendations for IoT device manufacturers to provide fine-grained
access control and authentication to multi-user devices in the home [9]. Finally,
researchers have also interviewed experts on teen online behavior, risks and risk
mitigation strategies and proposed solutions to promote online safety while pro-
tecting teen privacy [13].

Our work will complement existing work by exploring different device usage
scenarios, presenting parents’ concerns about their children’s safety, security, and
privacy and how and why parents control their children’s device usage.

3 Methods

We recruited participants for our exploratory study via flyers posted at childcare
centers, and public places such as schools, bookstores and public libraries and via
campus-wide emails (at the authors’ respective institutions) and emails sent per-
sonally to friends and family. Participants were given $10 Amazon gift cards for
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their participation. We conducted focus groups and interviews with 29 parents
about their concerns regarding their kids’ use of smart devices (mainly smart-
phones and tablets) in the home. We conducted interviews in addition to focus
groups, since we expected some people to not divulge their true behavior when
in the company of others in the focus group because of societal expectations.

Prior to the focus group discussions and interviews, participants were also
asked to fill out a brief survey to collect demographic information including, age,
sex, race/ethnicity, income, occupation, education level, family form/marital sta-
tus, number of children, and questions concerning their smart device experience.

Out of the 29 participants, 25 were female, and 4 male. 17 out of the 29
were between the age of 41 and 50; detailed age ranges are shown in Fig. 1a.
24 identified themselves as white, 3 as Asian, 1 as Hispanic or Latino, 1 as
white, black and American Indian and one did not wish to disclose their race,
as shown in Fig. 1b. All the participants had at least an Associate degree; 2 had
Associates degree, 8 had Bachelors, 7 had Masters, 1 had a professional degree
and 11 had a doctorate degree, as shown in Fig. 1c. All participants were full-
time employees and earning wages. 1 participant had an annual household income
of $35000−$49,999, 5 between $50000−$749,999, 4 between $75000−$99,999, 10
between $100,000−$149,999, and 7 above $150,000, as shown in Fig. 1d. 26 out of
the 29 participants were married or in a domestic partnership, 2 were separated
and 1 was single and never married.

As shown in Fig. 1e, 10 of the participants had one child, 12 had two children,
4 had three and 3 had four children. Out of the 29 participants, 3 had adopted at
least one child. Figure 1f shows the age ranges of all the kids of the participants.
In the case of all except one participant, the children lived with the parent
participating in the study.

4 Findings

Except for one participant, all others had at least one smartphone in the home;
the maximum number of smartphones in a home was six. Similarly, all except
one participant had at least one tablet at home, the maximum number of tablets
in a home was five. 15 participants had at least one gaming console and 11 had
at least one smart assistant or appliance at home.

Device Usage Statistics: Out of the 28 that had smartphones at home, children
used the participant or their spouse’s phone in 20 households and children had
their own phones in 7 households. Similarly, out of the 28 that had tablets at
home, children used the participant or their spouse’s tablet in 15 households
and children had their own tablets in 16 households. Similarly, out of the 15
that had gaming consoles at home, children used the gaming consoles in 10
households. Similarly, out of the 11 that had smart assistants at home, children
used the smart assistants in 6 households. Children in 20 households started
using devices when they were less than 5 years of age, 3 when they were between
5 and 9, 2 when they were between 9 and 13 and 2 when they were between 13
and 18.
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(a) Participant ages (b) Participant race

(c) Participant education level
(d) Participant annual household in-
come

(e) Number of kids per participant
(f) Age groups of first, second, third
and fourth kids

Fig. 1.

Exposure to Devices: Some parents encouraged smart device usage since they
found it helped their children. For example, one participant described how her
son, who was on the autistic spectrum, used technology as a place of comfort
where he was able to express himself without judgment. Other parents wanted
their children to use smart devices so they could connect with their family and
friends when they could not physically be with them; one participant said “[my
daughter] can still be with all her friends who she grew up with [but who go to
different schools] through the [online video] game.”
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Parents also used smart devices to help them take care of their children. One
parent noted, “technology becomes a baby sitter. They tend not to fight with
one other, especially when they each have [a] device”. One participant also used
an Internet-connected camera to check in on her son from her office, when he
got home from school; “I see when my son gets home. He can talk to me through
that. I can see he is sitting on his couch and doing his homework. He is not
supposed to have anyone home.”

Most children learned about devices from watching their parents use it. Mean-
while, other parents did not want their children to be exposed to devices at a
young age, so they often attempted to stop using their smartphones in an obvious
way in front of their children. In these cases, young children still noticed when
the parents used the phones even for a brief moment, for example, to play music.
One participant said, “I try to keep the smart device completely out of her sight.
But we are music people. So my husband uses [his phone] as [a speaker]. [Our
daughter] recognizes his phone as a speaker.”

Some parents were forced to expose their children to technology because of
school work that required access to the Internet; the children of some of the
participants went to schools that required laptops, as early as middle school.
One participant said, “We don’t have screen time on the weekends. [But] then
[when my daughter] has homework on the weekend, then it’s like restricting a
textbook.”

Younger siblings started using devices at a younger age when compared to
the older children. One participant gave phones to all her children at the same
time; the older one got a new phone and the younger ones received their parents’
older phones. Children’s interactions with smart devices also changed with the
evolution of technology; one parent reminisced how their child was first exposed
to a DVD six years ago, and gradually went on to reading electronic books on
a Kindle and then to browsing the Internet on smart devices. Most participants
reduced restrictions on their children’s device usage when their children became
older; one participant mentioned, “As they get bigger, his world gets bigger. We
are realizing he needs [access to devices].”

Some parents hesitated buying technology either because they did not see the
need for it, they were not sure if their children were old enough to be exposed
to the technology, or they could not justify the expense. One participant said
“Should we buy it because everybody has it, or should we make do without
it. It was initially one of the reasons we were delayed in jumping in sooner. A
combination of [my children] are too young and [the device] is expensive.”

Parental Concerns: Parents had varying concerns about the effect of technology
on their child’s physical and emotional development. One parent was concerned
about device usage making her child lead a sedentary lifestyle since he spent most
of his free time on his gaming console. She said, “We want him active, playing
outdoors. I don’t know if sitting there all day [in front of the gaming console] is
good for anybody”. Some parents were concerned about children using a smart
device in the bedroom, as it may affect their sleep. Another parent thought
the content was too advanced for her toddler and she was not benefiting from



182 A. Prasad et al.

watching the videos; “The shows are going fast, and for her age, the images and
characters might look fascinating but she gets nothing out of it. [..] Some of
them are really cute shows they are perfectly fine, but they are moving rapidly
so she might not be able to process. ” One parent was also worried about how the
devices were affecting social skills as she had observed her daughter play online
games with her friends even when they were in the same room. Some parents
were also concerned that their children would be exposed to content that was
not appropriate to their age, because of lack of regulation on certain apps such
as YouTube kids. Parents also believed more time commanding smart assistants
would take away politeness from their young children.

Some parents believed even though the devices provided instant gratification,
they provided no long-term benefits for the children and also distracted them
from the “real world”. One participant said “[her son] can use his time to do
better things [than use his device] to improve himself, of course.” Another par-
ticipant pointed out that children were often distracted by the devices; “I think
it’s one of those things that’s good in moderation. The things he is watching are
educational and that in and of itself are not bad. [However] he gets very into it,
and doesn’t notice the things going on around him.”

Safety, Security and Privacy Concerns: Many parents were worried about their
children’s safety on social media; some were worried about their children being
stalked if they revealed their location information online. Several parents were
concerned about their children revealing their location on cooperative games and
location-based apps; one participant said, “[My daughter] will be like, ‘I have a
Snapchat Map and I know where my friends are,’ and that’s terrifying! I ask,
‘Do they know where you are?’ and she responds, ‘Yes!’ and I don’t really like
that!”.

Some parents with younger children were not as concerned about privacy,
since they did not think any data about their children were getting disclosed. A
participant, whose child was still a toddler said, “That’s just me as a person, I’m
not that worked up about privacy stuff. I assume that everything about me is
public knowledge, and for my kids, I think it’s going to be even more true. But
I’m not that concerned about privacy, especially because [my daughter] doesn’t
use it by herself yet. I’m not worried that she is gonna stumble down some
darkhole. As she gets older, I can imagine being much more concerned about
safety, just who she is interacting with. But right now, I have zero concerns.”
Similarly another participant, whose child was playing single player games on
the gaming console, said, “I think I’ll have more concerns when [my son] is older,
when he’s interacting with people. All the things that he does [right now] is just
him viewing content or playing a game. There is no texting, no messaging. I’ll
be very concerned when he is able to interact with other people, because he may
not be screening them the way I would.” Another parent, whose children were
older and were using smart devices to chat with friends, pointed out, “At this
point, given they basically chat with their friends and play games that don’t
involve revealing their identities, I am comfortable. Once they want to do social
media, then I will be more concerned.”
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Some participants’ concerns about privacy was based on their own negative
experiences regarding the unintended disclosure of their sensitive data. For exam-
ple, one participant preferred to stay off any Internet-connected device because
a family member’s credit card was stolen. Many participants also expressed con-
cerns about Internet-connected cameras recording sensitive video.

Most participants were also concerned with smart assistants being always
“on”. One participant said, “I am sure Google is listening and collect information
about what is going on in everyone’s homes, not to the level that it really concerns
me. There is nothing going on in my home that is proprietary. They are hearing
a family going about in their day to day lives. It’s not like I’m shouting out my
SSN.” Another participant worried that smart assistants were listening in on
people’s conversations and getting to know them. One participant also mentioned
how smart assistants disclosed personal information about her friend when she
visited her friend’s house; “Her wall device announced she has a package coming.
I don’t know if anyone coming to my house should know if a package is coming”.

4.1 Parental Control

All 29 participants said that they expected parents to be the most responsible
for maintaining the safety of their child when using smart devices, compared
to smart device companies, games or apps, or internet providers. Parents unan-
imously agreed that it was their responsibility to keep their children safe by
monitoring their children’s device use and by being more directly involved when
their children used the device. Parents attempted to monitor their kids’ device
usage either by perusing their search history or text messages, or by sitting with
them when they were using the device or by being in the room and near enough
to hear what their children were watching on the smart device.

Four parents said they had complete control in keeping their child safe when
using smart devices, 17 said they had a good amount of control, 4 said they
had some control and 4 had very little control. One participant said, “[Parental
controls on smart devices] are capable with human oversight. I don’t think the
devices are inherently protecting the kid. With my oversight and my involvement,
the parameters I set up are sufficient to protect [my children].” Another parent
said, “I don’t think it’s the device, it’s more the parent. They need to be more
proactive.”

Parents trusted the content of apps and devices that they were familiar with
and had verified to be appropriate for their children. One parent said, “we know
what games [our children] have, so they don’t have to [play the games] around
us.” But only two parents trusted smart device companies to protect their chil-
dren from harm, while an overwhelming majority of 26 parents said they did not
trust smart device companies to do so. Similarly, 25 parents did not trust appli-
cations and games and 27 parents did not trust Internet providers to protect
their children from harm.

To protect their children, parents control their children’s device usage by
enforcing restrictions. A majority of parents restrict the time their children spend
on smart phones and tablets; 19 parents enforce restrictions on smart phones
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and 22 restrict usage of smart tablets. 8 out of 9 parents restrict the time their
children spend on gaming consoles. 1 out of 7 parents restrict the time their
children spend on smart assistants.

Parents used several techniques to enforce their restrictions; some parents
used warnings towards the end of screen time, and others used context-based
rules. One participant said, “We have a timer app, and when she hears it she
knows it’s time to get off, or, we’ll say, ‘OK you can watch four videos and then
get off’.” Some parents created context-based rules for their children so it was
clear to their children when and where they could use smart devices. One parent
mentioned that their child got more time with the device when they had guests
over while others banned devices at the dinner table and at restaurants, and
prevented their children from using devices after 9pm or until after their chores
were done.

Some participants would use the device with their children; this was mostly
parents with babies and toddlers. One participant said, “We haven’t set any
controls on [smartphones] so he can really access anything he wants on the
Internet. We have no parental controls, but we’re always with him when he
has it.”

Some parents would be in the same room and ask their children to increase
the volume when watching videos or listen to their conversations on gaming
consoles. One participant said, “Even if she is using YouTube, I do not allow
her to wear headphones so that I may hear what she is listening to. If she has a
game on her iPhone, it has to [go] through us.”

Some parents would explain to their children their reasons for wanting control
so that their children would be comfortable with it. One participant said she
asked her son who he was talking to every time she heard him talk to someone
over the microphone when using the gaming console; “He understands that we
will question who he is playing with.” Some parents asked their children for
passwords to monitor their usage. One participant said, “We keep her passwords
so that we can spot check if [..] something is going on, and she knows that we
do that.”

Reasons for Wanting Control: Parents often made decisions on restricting device
usage based on their own experience, podcasts, articles, and from discussions
with other parents. One participant said, “I am making a decision by my own
feel, and trying to remember back to my own childhood what shows I grew
up on”. Some parents also mentioned their decisions depended on their own
understanding of their children’s personalities and needs; one participant made
her decision based on “articles I have read, my personal encounter with my
daughter and knowing my daughter and knowing who she is and how she engages
the world, things in her world.” Most parents’ need for control stemmed from
their belief that devices and apps were bad and addictive; one participant’s
concern was that “[her child was] just becoming too dependent on them, and life
[was] revolving around them”.

Some parents also wanted to restrict their children’s device usage because of
their concerns regarding their own lack of control over their device usage; one
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participant said, “[My daughter] spends too much time on the internet, and I
think this is the way people are becoming. I even notice it with myself. Sometimes
[..] in the beginning I would find that I would only go on to search for such and
such information. But hours later, you will find yourself sifting through all this
content which had nothing to do with your initial purpose. You [lose] hours and
that would frustrate me.”

Familial Relationships: Restricting device usage often led to conflict in the home.
Some children observed their friends’ device usage and considered their own
parents to be too restrictive. One participant said, “I can see he gets very annoyed
and he complains, ‘well, I didn’t have enough screen-time.’ He knows that term,
but we don’t use that very often! He always almost always complains first.”
Another parent was concerned that her children would use her spouse’s frequent
smartphone usage behavior to negotiate for more time. Another participant said
her son did not argue, but merely explained why he could not stop; “My son is
a little more stubborn. You have to accomplish a goal or mission, mom I am not
done, I have to finish the game.”

Some parents also identified ways in which device use brought them closer
as a family; one participant pointed out her daughters would show her baking
videos and say “Mommy, watch this lady make cupcakes.. can we make them
this weekend?”. Another participant said her children always watched sporting
events on their smart TV with the parents.

Open Communication: A few parents of teenagers were also concerned about
restricting device use as they wanted to have an open communication with their
children. One participant said, “I would rather [she] be home and see, or give
her the device and [watch explicit content], and then come to me and say guess
what I saw and get some input, than try to shield her and deny access, and
then have her secretively find the information and [get] misinformation and not
[want] to talk to me about the things she is experiencing.”

Some parents discussed good safety practices with their children. One par-
ticipant said, “[My daughter] understands that the people on the Internet, they
are not [her] friends because they are not right here, because [she doesn’t] know
them”. Another participant said “I am always trying to drive home the point
that you never want to write or say what you don’t want to say to someone’s
face. In terms of language, what is appropriate, what would you say in front of
your teacher.”

A parent used an instance when her daughter talked to a stranger while
playing a cooperative game as a teaching moment; “She was talking with this
boy for quite a long time, and she got off and we asked her who is that. And
she said I don’t know. And we were like oh my god, you don’t know. You are
never doing that ever again. ” Another parent wanted to “have dialogues with
[her kids about safety]” and during one such instance, realized that “[her son]
did not understand that [strangers on the Internet] might not be 13 [as they
claimed they were] in the game.”

One participant noted that it is important for parents to work with their
children who grew up with easy access to technology and help them learn the
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skill of getting work done with distractions that they as adults did not have
growing up, he said “I’m sure [my daughter] is getting work done, but she is
also getting distracted. It’s a skill they have to learn. I have that challenge.
I’m getting work done, [then] paper comments [and] notifications [pop] up - a
skill they need to learn we never had to learn growing up, to defer jumping on
whatever it is you have to jump on.” Another participant said she wanted her
to children to learn that it is okay to not be on their smart device all the time,
for example, it is okay to wait to respond to text messages; she said she wanted
them to learn that “just because a text comes through, do you have to stop what
you are doing and gauge it? I don’t have to check that till we are done.”

Our preliminary results provide new insights into device usage restrictions
that parents place on their children, the parents’ notions of privacy and their lack
of trust in smart devices, and also demonstrate the possible failings of existing
parental controls, as parents more often take it upon themselves to monitor their
children’s device use, instead of trusting the parental controls to protect their
children.

5 Discussion

Even though most parents found technology to be useful, for example, as a
parenting tool and for keeping in touch with family and friends, they were also
concerned that unregulated use of technology could be a distraction. Parents felt
solely responsible for their children’s safety when they used smart devices. So
they monitored the content their children were exposed to via apps and devices
and also restricted the time the children spent on the devices.

Parents typically enforced time and context-based restrictions on their chil-
dren’s device usage. For time-based restrictions, parents chose a duration that
they thought was sufficient for their children to spend on a device; for example,
many parents chose one hour. Sometimes, the time restrictions changed depend-
ing on the context – for example, children were allowed more screen-time when
they were sick, when the parents were busy or when they were traveling. Alter-
nately, some parents banned device use in certain contexts - when children had
homework or chores to complete, when it was time for bed, when they were
outdoors at a restaurant. However, enforcing the rules often resulted in con-
flict in the home because children refused to stop using the apps. Okeke et al.
showed that reminding users about the time they spend on an app can encour-
age them to stop using it [16]; similar nudging techniques can be adapted for
babies and toddlers who cannot read or do not understand the concept of time.
Similarly, apps could also incorporate incentives for older children to stop using
the devices, for e.g., children could “collect” badges or stars for every time they
stopped using the devices as soon as they had reached their daily device usage
limit. It is also possible for apps and devices to use machine learning techniques
to learn the different contexts in which the children use the devices; for example,
apps can already predict a user’s social interactions, daily activities, and mobil-
ity patterns [7]. The apps could then associate the context with the restrictions
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set by the parents and the devices can learn to trigger the nudging techniques
based on the context with minimal human intervention.

Another way parents monitored device usage was by monitoring the content
consumed by the children, either by using the devices with the children, by
vetting apps before hand, by being in the same room when the children use the
apps but listening to their conversation or what they are watching, or by going
through the text or browser history either because their child’s device was on
the same account or by borrowing their passwords. It is important that parents
explain their reasons behind wanting to monitor their children’s device usage
so their children do not assume that they need to share personal information
in order to gain someone’s trust. Parents may also benefit from better privacy
tools that they can install on their children’s devices to detect and warn users
about oversharing when they are about to disclose sensitive information.

Additionally, parents also had concerns about their children sharing sensitive
information such as location with strangers; apps could easily send an alert to
a parent when a stranger connects with their children, so that parents can have
a conversation with their children about safety practices. Parents with younger
children were not concerned about their child’s safety since they thought their
children were not sharing any information. However, even though young children
are not intentionally sharing information, several inferences can be made about
their habits based on their usage patterns. So it is important for parents of young
children to understand how information is collected, stored and shared by the
different apps and devices that their children use, and to educate the children
on good safety and privacy practices, once they are old enough to understand
them.

The usable privacy community has been working on better tools for educat-
ing users about data management [17,24,27]. Parental controls should also be
improved so it is easier for a parent, not only to be able to monitor the content
their children consume, but also to have a conversation with the children about
good safety and sharing practices. With better context-sensing and device usage
controls, the devices may be able to reduce the responsibility on the parent of
controlling their children’s device usage.

Exploratory studies, like ours, could benefit from a bigger sample size, better
population sampling and longer duration. Nevertheless, the study provided us
insights into device usage scenarios, effect of device usage on familial relation-
ships and parents’ concerns regarding the security, privacy and safety of their
children.

6 Future Research Directions

We identify the following possible research directions for smart device HCI
researchers based on the findings from the exploratory study.

Safety and Privacy Controls: We should develop privacy frameworks for smart-
phone apps that educate users about how data is collected and shared through
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the app and warn the users when they are about to share information that may
be sensitive.

Tools to Encourage Open Communication: Parents should be able to see a sum-
mary of their children’s smart device usage in a manner that allows them to
communicate with their children to develop rules around their device usage and
develop better safety and privacy practices.

Nudging Tools: Conflict in the home may be reduced by using devices and apps
that detect the contexts in which children use the devices and apps, and gradually
nudge the children to stop using devices and apps when it gets close to their
screen-time limit.

7 Summary

In this paper, we present findings from an exploratory study of 29 participants
regarding the smart device usage restrictions that parents place on their children,
the parents’ notions of privacy and their lack of trust in smart devices. We
conclude the paper by recommending future directions for smart device HCI
researchers.
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Abstract. Due to the prevalence of online services in modern society, such as
internet banking and social media, it is important for users to have an under-
standing of basic security measures in order to keep themselves safe online.
However, users often do not know how to make their online interactions secure,
which demonstrates an educational need in this area. Gamification has grown in
popularity in recent years and has been used to teach people about a range of
subjects. This paper presents an exploratory study investigating the use of
gamification techniques to educate average users about password security, with
the aim of raising overall security awareness. To explore the impact of such
techniques, a role-playing quiz application (RPG) was developed for the
Android platform to educate users about password security. Results gained from
the work highlighted that users enjoyed learning via the use of the password
application, and felt they benefitted from the inclusion of gamification tech-
niques. Future work seeks to expand the prototype into a full solution, covering
a range of security awareness issues.

Keywords: Gamification � Games-based learning � Security awareness �
Usable security � Human-centered cyber security

1 Introduction

Society has become increasingly reliant on the Internet for banking, and e-commerce.
Typical transactions involve the exchange of personal information such as home
addresses, and credit card details. Despite the introduction of biometric authentication
mechanisms such as fingerprint-based systems [1], passwords continue to be the pri-
mary authentication mechanism for accessing such services, therefore it is important to
ensure users remain secure online whilst using passwords. The aim of the research
presented in this paper is to raise security awareness and improve password hygiene via
the use of gamification techniques.

The following sections of the paper will outline the need to improve end-user
security awareness, focusing on the topic of password security. Gamification tech-
niques and their application in the context of the learning environment will also be
explored before linking these to the domain of security awareness. Subsequently an
overview of the Android-based role-playing quiz application (RPG) is provided.
Finally, results will be presented and discussed, allowing conclusions to be drawn as to
the usefulness of this approach.
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1.1 Raising End-User Security Awareness

When browsing the web, there are many ways in which users may potentially place
themselves at risk. These can include interacting with poorly coded websites, creating
weak passwords, and downloading data from websites containing malicious files [2]
There are a number of methods which have been used to raise end-user security
awareness when engaging in online transactions, from contextual affective feedback
presented in a web browser [3, 4], to visualizing privacy policies [5], and phishing
awareness applications [6]. Owing to the ubiquity of passwords, this work focusses on
security awareness tools developed to improve password security.

Users often find the creation and retention of strong, secure passwords to be
problematic [7, 8], and a number of studies have been conducted to address the issue of
security awareness regarding passwords.

A common method of raising password security awareness has involved the use of
password meters which are typically placed next to forms on a web page to give users a
general indication of password strength. Though meters are widely used, the way in
which they measure strength can be poor, meaning trivial passwords can be shown as
“safe” [9]. Research has shown additional factors must be considered when using
password meters, for example, work by Egelman et al. [10] explored if meters had an
impact upon the password created, i.e. if the meter assisted the user in creating a strong
password. Results showed that password strength was related to whether the participant
felt their account was important, as opposed to the information provided by the
password meter. Meters may not necessarily have an impact on raising awareness of
creating secure passwords suggesting alternative solutions are needed.

Ciampa [11] also performed a study to explore the impact of different password
strength meters, investigating if feedback prompted participants to create stronger
passwords. In the study, participants were asked to record four passwords they may use
online for accounts. Subsequently, they had to visit websites which offered password
strength checking services. Participants also had to record if the password strength
checks encouraged them to change their passwords. Results from this experiment
showed that “any feedback mechanism can influence users to create passwords with
higher entropy”. This suggests that user behaviour can be influenced by encouraging
users to reflect on their password strength.

Fear appeals are another potential method of raising security awareness. Fear
appeals have been described as “persuasive messages designed to scare people by
describing the terrible things that will happen to them if they do not do what the
message recommends” [12]. Vance et al. [13] explored the concept of fear appeals in
relation to password security. In this work, participants were asked to register for an
account, and the password strength chosen was observed. Multiple groups of partici-
pants were used in the study: one group were given no guidance as to how to create a
strong password; the static fear appeal treatment group received security information
that did not change on user input; another group received an interactive password
meter; and a final group received an interactive fear appeal treatment which provided
security guidance that updated on user input. Results showed that the interactive fear
appeal treatment performed better in terms of choosing stronger passwords, and that
such an approach may aid in raising end-user security awareness.
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Although previous research has highlighted a number of attempts to raise end-user
password security, the prevalence of issues related to password hygiene suggests these
are not working. This indicates the need for more effective ways of conveying pass-
word security information to the end-user.

1.2 Gamification Techniques and Applications

Gamification can be defined as “the application of gaming mechanics to non-gaming
contexts with the aim of inducing engagement and raising levels of motivation” [14]
and aspects of this can be applied to keep a user engaged in learning. Work by
Marczewski [15] cataloged the number and types of mechanics which can be used in
the process of developing a gamification-based solution. To date, the work has iden-
tified 52 mechanisms which can be used, ranging from signposting (preventing users
from becoming lost within an application), to providing users with challenges and
physical rewards.

Various gamification techniques have also been discussed by Zichermann and
Cunningham [16], who explored the concept of a rewards system which can apply to
different contexts, known as SAPS (Status, Access, Power, and Stuff). SAPS utilises
gamification in the delivery of rewards. Status is derived from how the user performs or
compares to their peers. The mechanism of a leaderboard is one method of integrating
status into a gamified application as it allows users to compete against each other.
Access can be implemented via the use of a loyalty scheme, encouraging users to
remain engaged. A notion of power can be achieved by rewarding a user with mod-
erator duties. Finally, the authors explore the category of “stuff” whereby free rewards
are given, providing users with an incentive to continue using a particular application
or platform.

Several of these gamification techniques have previously been used in educational
games such as Duolingo [17] (for learning new languages), and ClassDojo [18] (for
parents and teachers to help teach developmental skills to children).

Gamification in education has also been applied to University level courses.
Research conducted by Ibanez, Di-Serio and Delgado-Kloos [19] presented the results
of a study in which gamified learning activities were used to teach introductory C-
programming at undergraduate level. By using a combination of rewards such as points
and badges, and allowing students to show their social standing via the use of a
leaderboard, the implementation of gamification in this scenario improved knowledge
acquisition. However, gamification did not work for all students, whereby some
reached one hundred points within the learning activity and stopped playing rather
continuing to engage with additional tasks.

Similar work has been carried out at University level by O’Donovan, Gain and
Marais [20] drawing similar conclusions, observing that their “approach to gamifi-
cation is effective in a university setting”. Again, they raise similar issues to Ibanez, Di-
Serio and Delgado-Kloos [19], noting that gamification must be implemented with
careful planning, to ensure it is beneficial.

Given the success of gamification in an educational context, it seems reasonable to
suggest that these concepts have the potential to apply to other domains, such as raising
security awareness.
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1.3 Gamification and Security Awareness

A number of cyber security-based games have previously been developed to educate
users. Many of these games have been aimed primarily at children and young people,
such as the Webonauts Internet Academy, an online game designed to educate children
about online etiquette [21]. In this game, users travel around space, visiting different
planets, learning to deal with different behaviours exhibited on each of them. These
skills are synonymous with behaviour on the Internet.

Another educational game is the Cybersecurity Lab, designed to teach young
people basic cyber security skills [22]. In this scenario, the user assumes the role of a
Chief Technology Officer at a social media company who must defend the application
against a number of attacks. Though the game is designed to provide a level of security
knowledge, the educator guide for the game suggests it will take 75 min to play
through [23], indicating this is a self-contained game which does not promote con-
tinuous engagement and ongoing development of cyber security skills. A full browser-
based RPG game for children in which they have to save the world from a password
crisis [24] was also released.

The role of gamification and cyber security training has also been explored with
high school students [25]. Funded by the National Security Agency, and the National
Science Foundation, a number of summer camps (named GenCyber) were run in the
USA to raise awareness of cyber security, and to encourage interest in computing,
covering topics such as secure online behaviour, and social engineering.

Training games in this domain have also been made available for specialist fields,
such as law enforcement. Research has been conducted into the use of serious games
(i.e. games which are not solely designed for entertainment purposes) examining how
these can be used to deliver cybercrime training for law enforcement officers attending
a crime scene [26]. A similar game has been made available for Board Members of
organisations. Pwc developed Game of Threats [27] which aims to teach the top level
of an organisation how to handle a cyber incident.

Pertaining to mobile devices, an Android application targeted towards the general
public, called NoPhish [28] was developed to assist users in identifying phishing links.
The game consists of multiple levels where users are presented with a URL and are
asked to determine its safety. In a subsequent evaluation, participants gave significantly
more correct answers when asked about phishing, suggesting this type of application
raised their security awareness. A follow-up study was conducted five months later
which showed participants still performed well when asking about phishing links
however, their overall performance decreased, which suggests issues with retention.

Though many of these games have been created to appeal to children, or specialists,
the ubiquity of internet services means that the general population will require security
awareness training. The majority of these games are also browser-based, however
given the level of worldwide mobile phone ownership [29], it would be beneficial to
have a security awareness game application which would appeal to this platform. By
creating a level-based approach, this would break learning down into smaller sections,
thus ensuring consistency with differing learning attention spans of various age groups
[30]. As new cyber security threats are developed, updates could be pushed to the
application, keeping end-user knowledge relevant.
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Given these factors, the development of a mobile-based application focusing on
raising password security awareness has the potential to be an effective tool to help
users. In the following section, the methodology behind the research is outlined,
explaining how a simplistic password security quiz was turned into a prototype security
awareness application via the use of gamification.

2 Methodology

As part of an exploratory study, a Unity role-playing quiz application (RPG) was
developed for the Android platform to educate users about password security. With a
market share of approximately 75% [31], the Android platform was chosen for the
development of the prototype application because it would have the ability to reach a
larger target audience in comparison to the iOS platform. Similarly, developing the
application in Unity provided a number of advantages. Unity is a multi-platform game
engine, and the associated Asset Store allows developers to download free and paid-for
assets for use in applications created.

On opening the application (Fig. 1), the end-user is presented with 2 characters on
the screen: One is a golden knight (the end-user), the other is a dark knight (the
character the end-user is fighting) [32]. The application contains questions related to
password security, designed to educate the end-user. These questions cover topics such
as choosing a strong password, avoiding the use of commonly used passwords, and
practicing good password hygiene. If the end-user answers correctly, the dark knight
loses health points. If the user is incorrect, the golden knight loses health points. This
continues until one character defeats the other, educating the user regarding password
security in the process.

Fig. 1. Screenshot from the Android application
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The underlying application is a simplistic multiple-choice quiz. However, aspects
of gamification were included, with the goal of motivating users to learn and progress.
These features were chosen owning to their suitability to integrate into the context of a
quiz-based game, enhancing the experience. Gamification features integrated include a
specific theme (RPG-style game with characters), on-screen progress/feedback (the
health bar per character), time pressure (timer), consequences (if the user is incorrect,
they lose health points), and competition (by means of a leaderboard) [15].

To evaluate the potential impact of the application, 17 participants over the age of
18 years were recruited for the pilot study. Participants varied in gender, and level of
education. During the evaluation phase, participants were instructed to play through the
application.

Following this, they were provided with a series of statements which they were
asked to rate against a 5-point Likert scale (1 - strongly disagree, 5 - strongly agree),
providing quantitative data. Statements which the participants were asked to rate
included “Your knowledge in computer security is strong”, “The password security
game helped increase your knowledge on password security”, “The password game
was enjoyable”, and “Gamification is an effective method of teaching computer
security”. Additionally, a qualitative free-form question was asked, to gather general
feedback on the application.

3 Results and Discussion

Overall results highlighted that participants exhibited positive opinions towards the use
of an RPG-style quiz application which will be discussed in detail, including quanti-
tative data from the Likert-based questions, and qualitative data from the free-form
questions.

3.1 Quantitative Data

When participants were asked to rate the statement “Your knowledge in computer
security is strong” using a 5-point Likert scale (1 - strongly disagree, 5 - strongly
agree), only 3 of the participants agreed, or strongly agreed with this assertion, as
shown in Fig. 2 (n = 17, mode = 2, mean = 2.7).

Therefore, this indicates the majority of participants did not consider themselves to
have a good understanding of computer security. This suggests there is a real educa-
tional need in this area.

When examining the password game and the concept of gamification, results
indicated it was well received by participants. Participants were presented with the
statement “The password security game helped increase your knowledge on password
security” (Fig. 3), and the mode indicated the majority agreed (n = 17, mode = 4,
mean = 2.52).

Although participants felt their knowledge of password security increased, this
needs further investigation with a longitudinal study. When attempting to raise security
awareness, there are typically a number of issues users experience, namely long-term
retention, long term behavioural change and security fatigue. The term “security
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fatigue” is linked to security awareness, highlighting that even though there are pro-
grammes to educate people about security, people may still fail to engage with the good
practice they have been taught [33]. Essentially, users can tire of being bombarded with
security information and may reject the advice they have been given [34].

A longitudinal study comparable to work conducted by Canova et al. [28] would
allow the long-term impact of the application to be assessed. After using the password
security application for a specified period of time, the participants would complete a
questionnaire to assess knowledge gained. A similar questionnaire would be given
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again some months later. Results of the two questionnaires would be compared to
establish if playing the password application had a long-term impact on security
knowledge.

Furthermore, the majority of participants agreed with the statement that “The
password game was enjoyable” (shown in Fig. 4, n = 17, mode = 4, mean = 3.65).
Regarding the final Likert scale-based statement, “Gamification is an effective method
of teaching computer security”, again the mode indicated that the majority of partic-
ipants agreed (shown in Fig. 5, n = 17, mode = 4, mean = 4.18).

The values given by participants when asked if they felt gamification was effective
are in line with previous research. Canova et al.’s work [28] on developing a phishing
awareness game showed that it helped users learn about phishing attacks they may fall
victim to. The success of gamification has also been exhibited when teaching a games-
development course at undergraduate level [20].

However, despite these positive findings, the use of gamification may need to be
considered carefully regarding impact. Work by Domínguez et al. [35] conducted a
study using gamification, providing exercises on an e-learning platform for a general
ICT class, some of which were gamified. Results found that students who engaged with
gamified content performed poorly on written tasks, but strongly on practical tasks.
This suggests that whilst gamification may be effective, it must be used within the right
context.

3.2 Qualitative Data

Participants were asked to give an indication as to whether they enjoyed/disliked using
the password application. Generally, participants who enjoyed using the application
submitted favourable comments relating to the aesthetics of the game, and the
implementation of characters. Additionally, these participants claimed it was a fun and
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interesting method of learning about password security. Those who disliked using the
application indicated this was due to a lack of feedback provided, expressing this would
have helped them learn from their errors.

Feedback Provided
Several of the participants pointed to the lack of feedback provided in the prototype
game with statements such as:

– “Maybe explaining why the questions were wrong would have helped?”
– “Fun but wanted answers to wrong questions”

The need to include feedback whilst utilising gamification is concurrent with work
by Ibanez, Di-Serio, and Delgado-Kloos [19], stating that feedback is required, par-
ticularly in an educational setting as it prevents people from becoming confused about
the current task.

The use of specific words may influence user behaviour when providing feedback,
for example, in work by Ur et al. [36] when a password was described as “weak”, this
prompted users to try and create a stronger password. Text-based feedback is seen to be
an appropriate method of delivering feedback to the end-user as it is a more direct way
of communicating [37]. When applying feedback in the password application, careful
consideration must be given as to how this is implemented, ensuring it is helpful to the
user.

Gamification Elements
As discussed in the methodology, a number of elements of gamification were included
within the application. These comprised of an overarching theme, on-screen feedback,
time pressure, consequences, and competition.
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Leaderboards
Leaderboards are commonly used when introducing the concept of gamification [16,
20]. Participants in this exploratory study did not consider the leaderboard which had
been implemented to be an important factor in their enjoyment of the game, and instead
focussed on other elements.

Theme
Many of participants commented on the theme of the application (medieval RPG), with
particular comments relating the characters used [32].

– “The characters were fun to look at, was like playing an RPG”
– “I enjoyed the character animations”

Participants also generally expressed that the overall application was fun, indicating
the concept was an interesting way to learn about security.

– “It looked nice and felt like I was playing a game”
– “Learnt information about security in an enjoyable way”
– “Was an interesting way to ask questions”

This result is of interest owing to previous literature establishing how people learn,
and the impact which particular themes can have upon the learner. Work by Parker and
Lepper [38] examined the use of fantasy contexts in relation to the way children learned
to use the Logo programming language. It was found that the use of fantasy contexts
such as scenarios involving pirates and detectives motivated children to learn. Given
that the password application makes use of a medieval theme, this has the potential to
lead to a similar effect. However, others have debated the level of knowledge gained
from what is referred to as “edutainment media” – games or films which are designed
to be fun and educational, and have highlighted the need for longitudinal evaluative
studies to be conducted [39].

Overall, qualitative data gained from participants who used the application revealed
that, whilst they liked the concept of the application, they felt there were several
features missing from the prototype which would have helped their understanding. One
such issue was the lack of feedback provided during the game. Ultimately, comments
gained from the evaluation were useful for informing how the research work will
develop in the future. Before developing a full version of a gamified security awareness
application, it is important to consider human-centered design changes following
responses from participants.

3.3 Limitations

The research contained a number of limitations. This was an exploratory study, with a
small sample size, and no long-term evaluation regarding the retention of knowledge in
relation to password security was conducted.

Gender differences also need to be explored as this demographic was not included
in the participant questionnaire. Previous work in the field has identified that males find
game-based learning more enjoyable than females [25]. This may indicate that the
password security application may need to be modified to ensure it is consumed by the
maximum number of target users.
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4 Conclusion and Future Work

To conclude, the RPG-style application was viewed positively by participants. The
results indicated that participants enjoyed playing this type of application, and they
suggested it increased their knowledge on password security. Additionally, participants
felt gamification was a useful method of raising security awareness. Owing to the
positive results derived from this exploratory study, future work seeks to develop the
prototype application into a full security awareness application, covering a range of
topics including phishing and information sharing. This will also allow a longitudinal
study to be developed to compare knowledge gained from the security awareness
application against real-word security practices exhibited by end-users.

Some users highlighted that the application still seemed like a quiz, despite the
inclusion of several gamification elements. To overcome this issue, placing the quiz
within the context of an overarching storyline may make the application more
immersive [15].

Finally, future work seeks to adapt the application to ensure it appeals to varying
age ranges, such as children and the elderly, helping them learn about password
security in a fun, yet effective manner.
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Abstract. Enterprise Resource Planning (ERP) software system is widely used
in enterprises as an advanced management system. In recent years, the infor-
mation security problem of ERP software system has gradually attracted people’s
attention. To solve the information security problem of the ERP software system,
we first need to pay attention to the untrusted interactive behavior in the ERP
software system. Enterprise network users generate a lot of interactive behavior
in the process of using ERP system. Untrusted interactive behavior will cause
huge damage to the enterprise if they are not identified. Based on this, this paper
proposes a method based on Markov chain to identify untrusted interactive
behavior of users in the ERP system, Firstly, a series of network user behavior
characteristics are constructed based on the log records of ERP system. Then, the
hidden Markov model is used to model the behavior of trusted users based on
these behavior characteristics. Next, the forward algorithm is used to calculate the
probability of a series of observation sequences of trusted users and untrusted
users based on the hidden Markov model of trusted users. Finally, the untrusted
users are identified by comparing the observation sequence probability set of
trusted and untrusted users. The recognition rate of the model for trusted users is
92.64%, and the false positive rate for untrusted users is 0.76%. This result
indicates that the model is effective for identifying untrusted interaction behavior.

Keywords: Hidden Markov model � Untrusted interactive behavior �
Behavioral characteristics � ERP system

1 Introduction

With the popularization and development of enterprise information management, ERP
system is widely used in enterprises as an advanced management system. Enterprise
users are faced with many information security issues while enjoying the convenience
of ERP system. The US Department of Homeland Security (DHS) issued a security
alert saying that national hackers and criminals are increasingly attacking ERP systems,
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and they have found evidence that Dridex Trojan attacked bank’s ERP system, which
brought huge losses to the bank.

One of the methods that can be used to secure information security in ERP systems is
intrusion detection. Anomaly detection approach [1] is a key element of intrusion
detection that attempts to evaluate the behavior of a user or system and consider intrusive
or irregular activities as some deviation from normal patterns. The core of the method is
how to identify whether the current behavior is abnormal (intrusive or irregular).

Currently, the traditional studies on identify abnormal behavior of network users
are classified into two categories. One is to use network traffic as a characteristic [2–6].
Jain et al. [2] identify abnormal behavior by identifying abnormal network traffic. The
other is to use packet as a characteristic [7–11]. Lee et al. [7] identify abnormal
behavior by monitoring whether packets are abnormal. However, the characteristics
they choose are vitally dependent on computer, moreover, the abnormal behavior
identified by these characteristics do not necessarily correspond to the abnormal
behavior of users in real life. Therefore, the credibility of the abnormal behavior
identified by these methods is open to question.

Trust is typically interpreted as a subjective belief in the reliability, honesty and
security of an entity on which we depend for our welfare [12], and these entities contain
software, hardware, data, people and organizations. Numerous researchers have con-
ceptualized trust as a behavior, which has been validated in work collaboration and
social communications [13]. On the one hand, behavior-based trust models are widely
used in e-commerce sites to help consumers assess the quality of their products. Cao
et al. [14] studied the trusted third party (TTP) in Australia’s business and examined the
factors influencing consumers’ trust behavior from the perspective of consumers online
trust of online shopping. Kaur et al. [15] proposed a model to discern the impact of trust
factors pertaining in Indian E-Commerce marketplace on the customers’ intention to
purchase from an e-store. On the other hand, behavior-based trust models are widely
used in software system to ensure information security of software systems. There are
two main models in this field. One is to evaluate the factors affecting trust by using
continuous or discrete real numbers (trust value) [16–19]. Hosseini et al. [16] proposed
a way to measure the user’s behavioral credibility by scoring the user’s behavior, and
also proposed that the score of repeated malicious behavior should be lower than the
first malicious behavior. There are some problems in determining whether the behavior
is credible by calculating the trust value. When establishing the evaluation system,
some untrusted interactive behaviors are preset, so it is impossible to detect untrusted
interactive behaviors that are not preset. The other is to model the trusted users by
continually optimizing the characteristic framework that describes trusted behaviors
[20–22]. Yan et al. [20] built a behavioral characteristic framework of trusted users
based on computer trust and the interaction intention between human and computer.
However, these articles have only been theoretically studied and have not been further
explored in conjunction with actual data.

In this paper, we study how to identify untrusted interactive behavior in ERP
software systems based on human factors. Trusted interaction is defined as a pre-
dictable and controllable information transformation process through a computer net-
work in a way that people and computers work together in an effective manner.
Moreover, trusted interactive behavior refers to behavior that is consistent with an
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individual’s behavioral habits and reflects it in network operations. Hence, we establish
a behavioral model of a trusted user by selecting characteristics that reflect individual
behavioral habits and then identify untrusted interactive behavior on this basis.

The remainder of this paper is organized as follows: The background is described in
Sect. 2. The method for how to identify the untrusted interactive behavior is described
in Sect. 3 and an example is given in Sect. 4. Finally, the concluding remarks are
addressed in Sect. 5.

2 Background

Hidden Markov Model (HMM) has a wide range of applications in the field of pattern
recognition.

2.1 The Concept of Hidden Markov Model (HMM)

HMM is a conceptual model of time series. It describes the process of randomly
generating unobservable state sequences from a hidden Markov chain, and then gen-
erating an observation sequence from each state.

HMM is a double stochastic process. One is Markov chain, which is used to
describe the state of metastasis. Another is to describe each state and observation of the
corresponding relation between statistics [23].

HMM has two basic assumptions:

(1) The state of the hidden Markov chain at any time t depends only on the state of its
previous moment, regardless of the state and observation at other times, and is
independent of the time t.

(2) Observation at any time depends only on the state of the Markov chain at that
moment, independent of other observations and states.

2.2 The Parameters of HMM

An HMM is characterized by the following:

(1) Q is a collection of all possible states, V is a collection of all possible
observations;

(2) I is a sequence of states of length T, O is the corresponding observation sequence;
(3) N is the number of all possible states; M is the number of all possible

observations;
(4) A is the state transition probability distribution;

A ¼ aij
� �

and aij ¼ P qtþ 1 ¼ j j qt ¼ i½ �; 1� i; j�N ð1Þ

(5) B is the observation symbol probability distribution in state j;

B ¼ bj vkð Þ� �
and bj vkð Þ ¼ P ot ¼ vk j qt ¼ j½ �; 1� j�N; 1� k�M ð2Þ
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(6) p is the initial state distribution;

p ¼ pif g and pi ¼ P q1 ¼ i½ �; 1� i�N ð3Þ

For convenience, we usually use a compact notation k = (A, B, p) to indicate the
complete parameter set of an HMM.

2.3 Three Algorithms of HMM

HMM has three algorithms:

(1) Forward or backward algorithm. Given the model k = (A, B, p) and the obser-
vation sequence O = (o1, o2, …, oT) to calculate the probability P(O | k) of the
occurrence of the sequence O under the model k.

(2) Baum-Welch algorithm. Given the observation sequence O = (o1, o2, …, oT) to
estimate the parameters of the model k = (A, B, p) and make the observation
sequence probability P(O | k) maximum under this model.

(3) Viterbi algorithm. Given the observation sequence to find the most likely corre-
sponding state sequence.

3 Method

In our research, we collect the characteristic data of each trusted interactive behavior of
the user, and use the hidden Markov model to establish each user’s network behavior
pattern. Then, each user’s online behavior is matched to its network behavior pattern.
Matching unsuccessful behavior is considered untrusted interactive behavior.

3.1 Data Collection and Preparation

In this paper, the data comes from the background log of a publishing company. This
log records the operational records left by all users of the company when they use the
ERP software system. All the characteristics of the log record are as follows (Table 1):

Table 1. The characteristics of the log record

Company related
characteristics

Operation related
characteristics

Time related
characteristics

Individual basic
characteristics

Bill code Dr (delete or not) Login time Enter ip
Bill id Enter button Logout time Enter system
Bill type Enter function Ts Operate type
Business log Enter function code Operate id
Business type Operate name
Company name
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When we preprocess this data, firstly, we should filter the entire operation record of
the required user according to the operator’s name. Secondly, trusted interactive
behavior refers to behavior that is consistent with an individual’s behavioral habits and
reflects it in network operations. However, a single operation can’t correctly describe
the user’s operating habits, and usually a series of operations can represent the user’s
operating habits. Therefore, the user’s ten operations are treated as one unit, and the
next unit is obtained by moving one operation down on the basis of the previous unit.
Finally, we need to determine which characteristics are selected to describe the
behavior patterns of trusted users.

3.2 The Selection of Characteristics

Based on the user’s behavioral habits, six characteristics are chosen to describe the
behavior patterns of trusted users (Table 2).

The number of IPs can show that the user likes to use the same IP for a long time
while working, or prefers to change frequently. The enter button & function can
represent the order of operations. The time accumulation for each operation can reflect
the speed of user operations. The operating time period can reflect the user’s work
schedule. The time difference between before and after operation reflect the user’s
attitude towards work (like delay or timely processing). The combination of the types
of operations can represent the character of the individual.

An example is used to illustrate the meaning of the characteristics: the operation of
a unit of a user is (1, 23, 3, 4, 1, 10), that means the user only uses one type of IP to
perform this group of operations and the operation sequence number is 23, a total of 3 s
was spent to perform this set of operations and the accumulated time difference
between before and after operations is 6 min to 8 min, The operating time period is

Table 2. Selected characteristics

Characteristics Instructions

The number of IPs The number of IPs used in a unit
Enter button & function First combining the enter function and the enter button,

then count the categories and encode them, then count the
types of each unit and encode them

Time accumulation for each
operation

The accumulated value of ts for a unit operation

Operating time period Dividing 24 h a day into 48 time periods according to a
time period of half an hour, and encode each time period

Time difference between before
and after operation

First calculating the time difference between before and
after operations, and then calculate the cumulative time
difference of a unit

The combination of the types of
operations

There are two types of operations, calculating the
permutation and combination of the operation types of a
unit and encoding them
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9:00–9:30 and the operation type combination number is 10 (5 business operations, 2
function operations, 3 business operations).

The relevant original record table displayed in Chinese is shown below (Fig. 1).

3.3 The Model Parameters of Trusted Users

The untrusted interactive behavior is diverse and we can’t fully understand. Based on
this, we model the behavior of the user when the system is running normally, which
means that each behavior of the user is trusted. The hidden Markov model built for the
behavior of trusted users contains only two states: trusted state and untrusted state. The
trusted state is represented by 0, and the untrusted state is represented by 1. The number
of observations is determined by the type of unit operation in the previous section.
Because the model is modeled when the system is running normally, the state transition

matrix A =
1 0
1 0

� �
, this means that the transition probability from the trusted state to

the trusted state and from the untrusted state to the trusted state is 1, that is, regardless
of the current state, the next step will be transferred to a trusted state with a probability
of 1. The observation probability matrix B refers to the probability distribution of the
unit operation of the trusted user. The initial state probability vector p = {1, 0}. Based
on this, the hidden Markov model of trusted user behavior is established.

3.4 The Behavior Recognition of Untrusted Users

We need to set a fixed size sliding window for the observation sequence. The distance
that the window slides down each time is an operation. Next, the forward algorithm is
used to calculate the observed sequence probability set of trusted and untrusted user
behavior under the hidden Markov model of trusted user behavior. When we obtain an
observation sequence set of trusted user behavior, we need to use a smaller value in the

Fig. 1. The relevant original record
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observation sequence set as our decision threshold. The observation sequence
exceeding the threshold is determined as a sequence of behaviors of the trusted user,
and instead is determined as a sequence of behaviors of the untrusted user.

4 Procedure

There are two network users using the ERP system participated in the experiment. They
are from a publishing company in Chongqing, China. User A is defined as a trusted
user, user B is defined as an untrusted user.

4.1 Training Phase

Sequences of user A are used as a training set, User A’s hidden Markov model is the
trusted user’s hidden Markov model. The hidden Markov model of the trusted user has
been represented in the third section. User A’s observation sequence has a window size
of three. Using user A’s 20,000 observation sequences as training data, the model can
obtain the observation sequence probability set of user A. The probability of the
observed sequences is so small, so we use a logarithm of the probability of these
observations to amplify them. The amount of data is too large. The following Fig. 2
only shows the probability of observation sequence of 1000 data. Thus, the probability
threshold of the observation sequence of user A is determined to be –6.389.
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4.2 Test Phase

User A’s remaining 5000 observation sequences are used as test data 1, which are used
to test the recognition rate of the model. The observation sequence probability set of
user A’s test data is shown in the Fig. 3 below.

The test results show that the recognition rate of the model for trusted user behavior
is 92.64%, and the false positive rate is 7.36%. This means that in the 4989 pieces of
behavior data of trusted users, 4622 pieces of data are judged as behavior data of
trusted users, and 367 pieces of data are determined as behavior data of untrusted users.

User B’s 5000 observation sequences are used as test data 2, which are used to test
the false positive rate of the model. The observation sequence probability set of user
B’s test data is shown in the Fig. 4 below.

The test results show that the recognition rate of the model for untrusted user
behavior is 99.24%, and the false positive rate is 0.76%. This means that in the 4989
pieces of behavior data of untrusted users, 4951 pieces of data are judged as behavior
data of untrusted users, and 38 pieces of data are determined as behavior data of trusted
users.

Identifying the untrusted user’s behavior as the trusted user is more horrible than
identifying the trusted user’s behavior as the untrusted user. Therefore, we choose a
relatively large threshold to ensure a lower false positive rate when selecting the
observation sequence probability threshold.
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5 Conclusion

In this paper, the method of identifying untrusted interaction behavior in the process of
human-computer interaction based on human behavior habits is proposed by us. Firstly,
we analyzed the current information security issues of the ERP software system and
reviewed the current methods for solving the information security problems of ERP
software systems. Secondly, we propose that to solve the information security problem
of ERP software system, we first need to identify the untrusted interaction behavior in
the ERP software system. At the same time, we define the trusted interaction and
trusted interactive behavior. Thirdly, we introduced the related concepts, parameters
and algorithms of the hidden Markov model, then we use Hidden Markov Model to
model the behavior of trusted users. Fourthly, we use the forward algorithm in the
hidden Markov model to calculate the observation sequence probability set of the
trusted user behavior and determine the probability threshold of the observed sequence.
Finally, the recognition rate and false positive rate of the model were tested with two
test sets.

From the experimental results, the recognition rate of our model is 92.64% and the
false positive rate is 0.76%. This shows that the model is effective for identifying
untrusted interactive behavior. Moreover, our research provides a new way to identify
untrusted interactive behavior and the behavior we define as untrusted user behavior is
closer to the abnormal user behavior in real life.

In the future, there is still a lot of work that needs to be done by us. Firstly, we can
consider to improve the characteristic framework, such as adding some computer-
related characteristics, or the characteristics of the environment’s influence on inter-
action behavior in human-computer interaction etc. Secondly, only the simplest hidden
Markov model is used to model the behavior of trusted users. In future research,
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higher-order hidden Markov models can be considered to model the behavior of trusted
users. Finally, the influence of other factors on the experiment wasn’t considered when
selecting the experimental subjects, for example, the influence of the occupation of the
experimental subjects on their operating habits.
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Abstract. Information systems support organizations to achieve strategic
competitiveness over other organizations and assist senior management in the
decision-making process. In addition, they help organizations in timely imple-
mentation of projects and effective risk management. A reliable and coherent
Information System requires a solid security framework that ensures Confi-
dentiality, Integrity, Availability, Authenticity and Auditability of the critical
information assets; therefore, managing security is essential for organizations
doing business in a globally networked and competitive environment whilst
seeking to achieve their objectives and goals and ensuring the continuity of
business. This paper provides an integrated framework that classifies and
holistic view of challenges in Information Security Systems, and their interre-
lationships. The framework is expected to provide a basis that can be used to
evaluate individual organizational members’ behavior and the adequateness of
existing security measures.

Keywords: Information security management � Information security culture �
Human factors � Organizational factors � Technological factors �
Security challenges � Organizational security

1 Introduction

Uncertainty and risks are growing due to increased dynamic, complex and interrelated
economy and enhanced threats from a wide range of forces, such as financial instability,
political movements and terrorism, societal requirements, extreme nature events due to
climate change, cyber-attacks and others. In the past years there were different low-
probability and high-impact events, Black Swan events [1, 23], which are almost
impossible to forecast (e.g., drought, earthquake, floods, cyber-attacks). Depending on
how uncertainty is handled, it can become opportunity or threat. Traditionally, orga-
nizations managed risks in “silos” [13, 14, 23], such as finance, market, compliance,
regulation, human resources, innovation, Information Security and others. But risks
interrelate in a cybernetic way. Recently organizations adopt more comprehensive
approaches and aggregate the results of the different risk assessments into an
organization-wide risk profile [4, 12, 15, 23, 30].

Organization must protect their information assets from unauthorized access and
quickly resume business activities after a security breach. It is necessary to broaden the
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study of Information Security risk to include not only the technical, but also the non-
technical issues [10, 12, 16, 21, 23].

To date, studies have shown that non-technical risks are as important as technical
risks in safeguarding an organization’s sensitive information and in addressing Infor-
mation Security management strategies or issues [17–19, 22]. However, little attention
has been paid to the role of human factors (e.g. individual choice and behavior) or to
organizational factors such as national and organizational culture, environment, and
levels of Information Security awareness, and how these factors relate to attitudes about
Information Security and its management.

For a long time, Information Security was seen as a technical job and an integral
part of the IT department. Corresponding frameworks start at the process level and go
down through all technical levels accordingly an IT enterprise architecture approach
[23]. Despite the common goals of Information Security and enterprise risk manage-
ment, we found no systemic framework for extending Information Security manage-
ment to enterprise risk management. In addition, although there have been studies of
specific challenges of Information Security management [1, 6, 7, 20] or sets of chal-
lenges along one of the factors, none have provided a comprehensive integrated
overview of the challenges faced by Information Security management. A better
understanding of how different human, organizational, financial and technological
elements interplay could explain how different factors lead to sources of security
breaches and vulnerabilities within organizations [5, 8, 20].

This paper provides an integrated framework that classifies and holistic view of
these challenges, and their interrelationships (Fig. 1). This framework can help orga-
nizations identify their limitations with respect to implementing security standards and
determine if they are spending their security resources effectively. It also provides a
way to understand how different factors interplay. The integrated Information Security
framework described in this paper will provide a sound basis that can be used to
evaluate individual organizational members’ behavior and the adequateness of existing
security measures [20, 22, 25–27].

2 Social Engineering

A major concern within Information Security is the threat of Social Engineering
Attacks. Social engineering attacks are made to collect sensitive information, and this
information is often used maliciously. Social Engineering Attacks can cause a great
deal of disruption to business activities and create financial, social and technical
mayhem. Their impacts can extend beyond geographical borders and organizational
boundaries. Therefore, dealing with Social Engineering Attacks would be in a great
interest of any organization. Janczewski and Fu (2010) identified five main causes of
Social Engineering Attacks: people, lack of security awareness, psychological weak-
nesses, technology and defense and attack methods and provided a conceptual model in
order to understand the impact of Social Engineering Attacks on individuals and
businesses and present a defensive approach to mitigate these risks [14].

According to the Verizon Report of Data Breach Investigation Report (2016),
human factors are a main source of successful attacks, even using the latest security

218 A. I. Al-Darwish and P. Choe



techniques and protocols, most information systems still face numerous security
breaches. Human factors are at the heart of the vast majority of security breaches,
however, human factors in Information Security are very complex to define because,
they are intertwined with organizational culture and individual perceptions and char-
acteristics. Providing a global solution to Information Security is a big challenge in the
organizational context. Therefore, this paper define human factors as one of the major
components responsible for inadequate Information Security and risk to organizational
assets [14].

3 Human Factors in Information Security

People work falls into four categories: individual, team, management and
customer/interested party. Human factors within these categories can become uncon-
trollable forces, because people have different perceptions of security, and their reac-
tions to Information Security procedures are diverse and highly subjective and hard to
measure. People have their own culture, attitudes, skills, knowledge, understandings,
behavior and interests that depend upon the role that they play within the organization.
Individuals’ interaction with computers and decisions made with regard to Information
Security are certainly very dynamic and complex issues. We can classify human factors
into direct and indirect human factors based on the directness of the impact on the
Information Security System [31].

3.1 Direct Human Factors

Direct human factors are based on individuals who have a direct impact on the overall
Information Security System. These individuals are involved in an organization’s
efforts to meet its goals and objectives. They are also social entities within the Infor-
mation Security System and cannot be measured using a technical approach. A socio-
technical approach enables these entities to be defined in an Information Security
System and is constructed upon social and technical sub-systems alike. These direct
human factors include errors, usability, security awareness, training and education,
skills, experience, employee engagement, incentive and disincentive policies, igno-
rance and negligence, and stress as follows [14]:

Errors: Swain and Guttman (1983) distinguish five different types of human factor
errors, which can be used to explain Information Security breaches. First, there are acts
of omission, in which people forget to perform a necessary action. For instance, in an
Information Security domain, this could involve the failure to regularly change pass-
words. Second, errors are commonly acts of commission, in which people perform an
incorrect procedure or action, such as writing down a password. Third, a number of
errors are caused by extraneous acts, which involves doing something unnecessary.
Fourth, errors can be caused by sequential acts, which involve doing something in the
wrong order. Finally, time errors, caused by people failing to perform a task within the
required time [16].
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Usability: There is a trade-off between security and usability. According to Wilde
(2001), there are four motivating factors that influence this trade-off between security
and usability. Users are influenced by the expected costs and benefits associated with
the risky behavior, and the expected costs and benefits associated with the safe
behavior. Hence, if the potential gains associated with undertaking a risky activity are
quite high, or if the adherence to a security system is a great inconvenience, then people
are less likely to obey the policy, and are more likely to take risks. This is supported by
Schneier (2003), who indicates that an understanding of the trade-offs associated with
security is essential. Similarly, the security of information technology could be greatly
improved through a drastic reduction in users’ access and privileges. However, people
are unlikely to tolerate such stringent restrictions, and it is therefore necessary to find an
adequate balance between security and usability [16].

Security Awareness, Training and Education are some of the most effective coun-
termeasures against the human factor threats to Information Security. According to the
National Institute of Standards and Technology (NIST) report on security awareness
and training, “learning is a continuum; it starts with awareness, builds to training, and
evolves into education”. The goal of awareness is to ensure that individuals are aware
of potential IT security concerns and know how to recognize and react to such con-
cerns. Training goes a step beyond this and aims to produce the required security skills
and competencies. The aim of education is to integrate those security skills and
competencies into a body of knowledge, and education “strives to produce IT security
specialists and professionals capable of vision and pro-active response” [16, 27, 28].

Besnard and Arief (2004) emphasize the education of staff, stressing that although
education may not alter behavior on its own, education makes people aware of the
consequences of their actions. It ensures that individuals are conscious of the threats
and the potential damages that can result from insecure behaviors.

Skills are one of the main forces in dealing with Information Security issues such as
incident response. The absence of adequate and appropriately skilled staff contributes
to a weak performance of Information Security policy. Employees are required to
possess adequate skills to deal with the requirements of Information Security policy.
Education and training are crucial in developing skills and demonstrating a commit-
ment to preserve professionalism and competency [14, 25, 27].

Experience: Scholars have different views on the factor of experience with respect to
the Information Security System. Some argue that people’s understanding of Infor-
mation Security procedures relies upon a few human factors, including their experi-
ence, whilst some go further and claim that a successful implementation of an
Information Security System depends greatly on people’s knowledge and experience.
Although there is disagreement on the level of influence the factor of experience has,
both sides would not deny its important role [14, 25, 27].

Employee Engagement in an organizational context can be seen as the unwillingness
of employees to contribute to the achievement of the organization’s goals and objec-
tives in situations where they should demonstrate pro-social behaviour. Disengagement
will lead to apathy, which creates significant issues in organizations due to a lack of
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willingness to implement organizational security policies and procedures. It creates an
environment in which employees believe they have no responsibilities. Whereas a
positive attitude, motivation and optimal working conditions contribute to better per-
formance. Alavi (2016) argues that positive attitude serves the effectiveness of a
security system; and the miscommunication between employees and senior manage-
ment contributes to misunderstanding that leads to employee apathy [14].

Incentive and Disincentive Policies in organizations reward good behaviour and
punish bad attitude. There are certain connections between people’s attitudes and
incentive and disincentive policies; even a little persuasion invariably increases moti-
vation. Kabay (2002) argued that even a simple comment on Information Security
policy made by an employee should be considered seriously, considering how it can
ultimately affect the entire Information Security System in an organization. This factor
has an impact on people’s motivation to go along with Information Security policies.
Organizations sometimes focus on punishment when instead they should divert their
attention towards training and reward policy [14].

Ignorance and Negligence: Employees in organizations, sometimes unintentionally,
do not pay enough attention to security policy. One example of user negligence and
ignorance is when software piracy occurs because employees have little knowledge of
software installation for various reasons such as a lack of training. The impact on an
Information Security as a result of ignorance or negligence requires decisive action and
must be addressed by Information Security professionals. Organizations pay far more
attention to reinforcing technical facilities to overcome this issue, but ignorance and
negligence are human issues and must therefore be confronted differently [14].

Individuals’ stress in corporations can be caused by heavy workloads and tight project
deadlines. People react maladaptive to stress and work overload despite any training
programs they may receive. Stress leads to human error. Those under stress may tend to
bypass Information Security policies. Stress and fatigue have a direct relationship to
Information Security vulnerabilities [14, 25].

Security behavior can be described using a two-factor taxonomy, where the two
factors are intentionality and technical expertise, which creates six categories of
security behaviors, where two of those behaviors (Aware Assurance and Basic
Hygiene) are positive, designed to increase security, and four of the behaviors may
result in breaches to security. Intentional Destruction covers the actions of malicious
insiders, who have technical expertise and the intent to do harm, whereas Detrimental
Misuse involves personnel who have malicious intent, but lack technical expertise.
Dangerous Tinkering covers behaviors that require technical expertise, but where there
is not an intention to do harm. Perhaps the most common behavior, which will be
covered in the most detail in this report, is Naïve Mistakes, in which individuals with
low expertise and without malicious intentions perform an action which was not
intended to harm the organization, but yet could result in a security breach.
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3.2 Indirect Human Factors

Indirect factors have a certain influence on direct factors, as well as on Information
Security System. However, these factors affect people through elements that are largely
controlled by organizations and which individuals have no jurisdictional power over;
therefore, these factors are collective matters managed by organizations. These indirect
human factors include budget, return on investment, culture, Information Security and
safety climate, communication, security policy enforcement, management support,
Information Security business dashboard, risk perception and information processing
biases and audit and compliance process as follows [14]:

Budget: Information Security experts widely believe that budgets have a significant
impact on the efficiency of Information Security System. To ensure that an Information
Security System fulfils its objectives effectively, organizations must have an effective
cost strategy, which should be adopted for addressing the technical and personal
requirements of the Information System. For instance, organizations will not be able to
deal with Information Security System goals sufficiently if an access control mecha-
nism has not been implemented or if employees have not been receiving adequate
training. The importance of training emerges when the element of cost effectiveness is
highlighted. Some measures to reduce cost, such as automated user access provision-
ing, require training programs that are less costly. This demonstrates the relationship
between budget planning and direct human factors [25].

Return on Information Security Investment: Security cannot tolerate any perfor-
mance delays in protection mechanisms and requires extra attention to ensure its
success and at the lowest possible cost. Cost and urgency in organization’s procure-
ment processes thus become a priority, especially dealing with security requirements.
Nevertheless, the way security is designed and implemented varies from one organi-
zation to another and depends upon the nature of the business, organizational culture
and how the business risk management approach is adopted [24]. Information Security
management systems are now increasingly based on economic principles such as cost-
benefit analysis. Balancing Information Security costs and benefits is essential for
organizations. However, organizations will invest in Information Security to a greater
extent if the cost of investment is less than the cost of potential risk [14, 25, 27].

Culture: Organization’s culture has a strong impact on organizational security. In
order to understand security culture, it is important to have a grasp on the wider
literature of organizational culture. Culture is defined differently, measured differently
and evaluated differently. Schein’s model of culture consists of three levels: artifacts
and creations, values and beliefs, and basic assumptions. Artifacts and creations
comprise the first level and represent the most visible and apparent aspects of an
organization. According to Schein (1985), this level includes the elements of culture
that can be seen and heard and easily interpreted by employees, customers and the
public, including furniture and clothing, symbols, objects, the language used within the
workplace, as well as slogans, rituals and stories [32]. The second level of culture
comprises values and beliefs that underpin artifacts and creations. Values are the wants
and desires that guide behavior; they are devised by senior management to provide
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direction and guidelines for the behavior of their employees. Third level of culture,
basic assumptions, which represents and captures an organization’s culture. Basic
assumptions are hidden, elusive and invisible, making the core concepts of culture
difficult, not only to understand, but also to assess. These basic assumptions include the
“assumptions individuals hold about the organization and how it functions, they relate
to aspects of human behavior, the nature of reality and the organization’s relationship
to its environment” [32]. Culture evolves and develops over time and this complexity is
a contributing factor to the debate over what the construct of culture represents [16, 27].

Information Security and Safety Climate: The concept of organizational climate is
similar to that of organizational culture. Organizational climate is a concept that is
described as “shared perceptions of organizational policies, practices, procedures, both
formal and informal”. The constructs of culture and climate do overlap and share many
similarities. They are both used to explain the ways in which individuals make sense of
their work environments. Both concepts stress that culture and climate are learned
through socialization and interaction with others. Importantly, both attempts to
“identify the environment that affects the behavior of people in organizations”. Parsons
(2010) identified eight dimensions of a safety climate: the importance of safety and
training, the effects of safe conduct on promotion, the effects of required workplace
safety, the effects of safe conduct on social issues, the management’s attitudes towards
safety, the level of risk in the workplace, the status of safety officer and the status of
safety committee. All eight dimensions are based on employee perceptions of their
workplace environment [16].

Chan and colleagues (2005) found a relationship between safety climate and Infor-
mation Security compliance behaviors. Their findings show that compliant behavior in
Information Security is influenced by both organizational factors and personal factors.
The overall results suggest that compliant behaviors can be increased by promoting self-
efficacy, ensuring that there is a positive perception of Information Security climate, and
ensuring that all levels of the organization (co-workers, supervisors and upper man-
agement) apply security guidelines to their everyday behaviors. Essentially a positive
relationship between safety climate and employee behavior will more than likely
improve the level of Information Security within an organization [16, 25].

Communication: O’Neill (2004) describes risk communication as: “An interactive
process of exchanging information and opinions between stakeholders regarding the
nature and associated risks of a hazard on the individual or community and the
appropriate responses to minimize risks”.

The manner in which Information Security is communicated can strongly influence
how it is interpreted and whether it is then acted upon. Communication is far more
likely to be effective if there is an adequate understanding of the gaps in current beliefs,
and a clear and concise message of what the target audience needs to know [29].
Evidence also suggests that aspects of individuals’ personality or cognitive style are
likely to influence the manner in which they respond to information regarding risk.
Finally, the effectiveness of risk communication could be increased if the message is
framed towards the various cognitive styles, with different messages for different styles
[16, 27].
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Security Policy Enforcement: A security policy is an organizational document in
which the Information Security procedures and rules are outlined. Employees at all levels
of the organization must understand the security policy and participate in its imple-
mentation according to their position [1]. Enforcing a security policy is a major issue for
an Information Security System and its successful implementation should be supported
by management. Network security, access control, IT personnel job descriptions and
password policy are examples of factors that are required to be covered by security policy
[14, 25].

Management Support: To enforce policies relating to the Information Security in
organizations, management must support it from the design stage through all evaluation
stages. The role of management in an Information Security System is not only to
advocate but also to deliver a clear message of Information Security policy to the rest of
the organization. An obvious example of management endorsement of an Information
Security System in organizations is the allocation of an adequate budget, which is
entirely under the control of senior management. The general perception of senior
management is that an Information Security System is entirely the responsibility of an
IT department, who should ensure the installation of appropriate and adequate software
systems to preserve the security of information [14, 25].

Information Security Business Dashboard: Information Security management and
business decision-making are intimately interconnected with risk management. Exec-
utive boards require an understanding and monitoring of the risks that have the
potential to obstruct their organization’s ability to achieve its goals. These risks are
characterized by Key Risk Indicators (KIRs), which stem directly from the organiza-
tion’s long-term strategy. The Business Intelligence Dashboard (BID) guides organi-
zations towards a suitable information security posture whilst providing answers to key
questions often raised by executives. Providing a meaningful BID for organizations and
their senior executives helps them to receive some extended analytical insights on
security metrics and Key Security Performance Indicators (KSPIs), a non- technical
method that can be grasped by non-technical senior executives [14, 25].

Risk Perception and Information Processing Biases: When making behavioral
decisions, individuals will often decide based on their estimates of the risks associated
with the various options. Hence, the manner in which IT users perceive threats will
influence their behavioral responses [27]. People often take shortcuts in the decision-
making process, by using a number of information processing biases and heuristics to
simplify the task. These biases and heuristics can affect risk perception, and evidence
suggests that people generally have an inaccurate perception of risk [29]. Although there
is a great deal of research in risk perception in general, there is little empirical study
examining individuals’ perceptions of risk within the Information Security domain.
Huang and colleagues (2007) concluded that perceptions of Information Security risks
could be described using six factors, namely knowledge, impact, severity, controlla-
bility, possibility and awareness. A few other authors have inferred perceptions of
security risks from research in other areas. For example, Pattinson and Anderson (2005)
suggest that perceptions of security risks are generally influenced by factors such as the
individuals’mood at the time, recent media reports, past experiences, and knowledge of
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technical aspects, such as viruses. A few psychological, social and cultural factors can
also affect the way that people perceive risk [16].

Audit and Compliance Process: It is not all that difficult to discover risk exposure
gaps, or improvement opportunities. Neither is it that difficult to implement some
solutions to address these. The trick, however, is that closing a gap improperly can
sometimes be worse than not closing it in the first place. By “closing” a gap one can
gain a sense of misplaced confidence and security that may in fact be more damaging
than recognizing that a gap still exists and needs to be cautiously managed. What’s
worse is that improperly/inadequately closing gaps uses up resources and introduces
additional variation potentially further destabilizing processes. The lesson here is to
focus more on the quality of gap closure and improvement, rather than quantity.

4 Conclusion: Integrated Framework

The Information Security framework is based upon the conceptual understanding of an
Information Security System within an organizational context and its integration with
other concepts such as security incident, risk, technical and non-technical factors and
return on investment within an organizational setting. All these concepts are necessary
to determine the adequate and appropriate level of control mechanism required to
effectively address risks to information assets through effective Information Security
framework. The conceptual Framework address the Information Security from four
angles: Business, Enterprise Risk Management, Technology & Human. These four
elements are most relevant to achieve a balance between Information Security goals
and organizational goals, as a defiance mechanism against attackers’ goals and Human
Factors [2, 9].

An effective Information Security System depends as much on knowledge of the
business as on software architecture. Security professionals require the translation of
business requirements and goals into an Information Security System solution capable
of meeting those goals and requirements. This also extends to technology, human
factors and the specific use of processes that should be aligned with business objectives
and security goals. An organization’s business goals and IT strategy are two factors that
most influence the adoption of security countermeasures. Technology, risks and critical
human factors all provide sources for Information Security System requirements
(Fig. 1) [9, 11].

The risks and human factors from the business domain are mapped to the functions
and objects of the Information Security System. The business processes and functions are
understood through IT, which aggregates one or more functions from the Information
Security System. The direct and indirect human factors identified include: Errors,
Awareness, Skills, Experience, Ignorance and Negligence, Stress, Budget, Culture,
Communication, Security Policy Enforcement, and others. These have been mentioned
in many academic and professional reports as the source of Security Incidents; this is
because they have direct and substantial impacts on Security Incidents [3, 25].

Tools and strategies are essential in keeping organizations cost effective whilst
Information Security professionals endeavor to demonstrate the value of and Return on
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Information Security Investment. Information Security Systems research literature
indicates that there is a clear relationship between investments in Information Security
System and enhanced organizational performance. Available tools and methods allow
organizations to calculate and analyze the financial impact of a specific security control
but cannot be used to analyze the cost-benefit of other factors such as critical human
factors. Information Security management systems are now increasingly based on
economic principles such as cost-benefit analysis [25].

Effective risk management practice forms the core of an organization’s Information
Security System. The risk management process is about identifying, analyzing, eval-
uating and treating risks and sets the stage for protecting organization’s assets. An
Information Security System combines business, socio-technical and technology con-
cepts, including critical human factors, risks and investment, at every phase of
development. Thus, Information Security System are affected by multidimensional
factors during the course of their design, implementation and evaluation. Consideration
of the influence of critical human factors, risks and security investment in meeting the
goals should be given to construct a more consistent and reliable risk assessment
methodology.

This study provides a perspective understanding of the role of human factors in
relation to Information Security risks based on a literature review. Our study will
continue to validate the applicability of the Information Security framework based on
quantitative analyses using real security breach incident data in an industry in Qatar.
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Abstract. Darknet Markets are a hotbed of illicit trade and are diffi-
cult for law enforcement to monitor and analyze. Topic Modeling has
been a popular method to semantically analyze market listings, but
lacks the ability to infer the information-rich visual semantics of images
embedded within these listings. In this paper we present a relatively
fast method using unsupervised and self-supervised machine learning
methods to infer image semantics from large, unstructured multimedia
corpora, and demonstrate how it may aid analysts in investigating the
content of Darknet Markets.

Keywords: Darknet · Semantics · Latent Dirichlet Allocation ·
Neural networks

1 Introduction

Darknet Markets (DNM) are online marketplaces hosted on anonymous net-
works, such as Tor, that provide access to buyers and sellers of usually illicit or
unregulated goods. A famous DNM, Silk Road, operated from 2011 until 2013
when it was shut down by the FBI for illegal trade [1,11]. Silk Road was the
first of dozens of DNMs to operate - and be shut down by law enforcement. Law
enforcement is in a constant game of whack-a-mole as two new markets pop up
for every one that is taken down.

There is an increasing need to understand the scope and content of DNMs to
support law enforcement’s efforts to protect public safety. As markets are shut
down, new markets will often adopt the abandoned content, making tracking
overall trends an essential task. The sheer scope and quantity of DNMs makes
this a significant big data analysis problem. Common approaches to this prob-
lem include textual content analysis [11,16]. However, these methods fall short
of fully characterizing DNM content since listings tend to include multimedia,
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such as images, to describe the products rather than using solely text. The con-
tent itself can be a challenge to parse consistently for use in Natural Language
Processing (NLP) analysis [16], requiring manual and time-consuming methods
as a fall-back.

Methods that provide automatic semantic organization of DNM listings based
on multimedia properties could help make the analysis of these markets more
tractable. There has been some success utilizing supervised machine learning
algorithms to classify DNM images through training on a large labeled corpus
of images from market listings [14]. However, labeling large image corpora and
training of new image classifiers is a non-trivial task. To properly label these
datasets, analysts must spend many hours distinguishing the semantics between
all images in a dataset, or analysts must find an existing labeled dataset that is
analogous to their goals. In the case of DNMs, there are few datasets contain-
ing labels for illicit object images, such as specific guns and drugs. The labeling
process can also be prone to human bias and issues of not sampling less fre-
quent classes or not sampling emerging classes. Reducing the labeling burden on
analysts and could allow for more timely and accurate analysis of DNM content.

Other work on analyzing DNMs has utilized tools such as topic modeling to
help track activities within these markets [6,11], and bag-of-visual-words meth-
ods to classify images [6]. This paper presents a method to automatically identify
semantic relationships between text and images for listings in the Gwern Darknet
Markets dataset [9], in order to aid analysts in achieving a better understanding
of diverse multimedia descriptions from various illicit goods and services. We
demonstrate applications of this method on DNM listings, and propose future
work to assist with future DNM content analysis.

2 Related Work

Image classification systems with near-human accuracy [22] have increased inter-
est for organizing and inferring classifications of images across many domains.
Previous work has taken the approach of labeling large datasets for the purpose of
classifying and tracking DNM activity. Fidalgo et al. categorized Darknet images
that corresponded with particular illegal activities [6]. They utilized Edge-SIFT
features with dense SIFT descriptors to categorize pages on the Darknet by
images with high accuracy. This is particularly applicable to law-enforcement
and security agencies, which could benefit from being able to automatically flag
and sort through illegal Darknet activities.

As new forms of illegal activity become prominent, there is a need from law
enforcement to be able to classify those activities promptly. However, these clas-
sification systems often require large amounts of labeled data. In many domains,
such as identifying product images in niche online markets, it takes large-scale
crowd-sourcing [3], or smaller groups of people long periods of time to label
enough images to train classification systems to satisfactory performance. In
addition, these labeled images may not meet every future analysis need. The
only semantic-inference that can be done with the supervised models trained on
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the labeled dataset is from the pre-defined semantics designated by the labelers.
This means that it can take several iterations of labeling entire datasets before
being able to predict future images for certain analysis tasks. Also, this predi-
cates that several individuals need to spend non- trivial amounts of time looking
through images and determining distinguishable semantic categories of images
before labeling each image.

For many applications, the time, specialty, and clearance needed to properly
label a dataset may be infeasible. Where possible, automatic labeling of images
based on an image’s surrounding context could make classification feasible. To
accomplish this, descriptive labels from other media such as text must be gener-
ated to describe this context. In Porter’s analysis of Darknet market terms over
time [11], he utilized Latent Dirichlet Allocation (LDA) on text data scraped
from Reddit forums that discussed darknet activities. Porter generates high-
level topics of these subreddits, and identifies changes in behavior after many
darknet markets faced legal action in summer of 2017 [11]. A notable aspect of
this change was a shift from casual language to more serious, security-concerned
language. He notes that while LDA could give great insight into changes within
the darknet community, all insights should be verified with the original textual
source. Porter’s LDA-driven analysis was much faster than analyzing the text
from scratch, as one can form hypotheses quicker; but, the analysis still takes
some time. Our work addresses some of these issues by augmenting the topic
model latent space with correlated images, which can help inform analysts and
further support their hypothesis formation.

Another method for saving time in analysis of webpages is TextTopicNet
[7,18], which presents a method to bootstrap image classification and cross-
modal retrieval tools by training an instance of CaffeNet [12] to predict semantic
meaning of images, optimizing to match images to their source document topic
vectors. Using the ImageCLEF Wikipedia dataset [23], Gomez et al. demonstrate
retrieval based on LDA topic vector weights, and on the learned visual features
from the Convolutional Neural Network (CNN). They show that training CNN’s
to match broad semantic topics can better support more specific computer vision
tasks like image classification, object detection, and multi-modal retrieval. How-
ever, the time and expertise needed to train TextTopicNet would be presently
infeasible by an analyst not well-versed in neural networks, and without access
to a GPU-accelerated workstation to speed up training. Inspired by TexTopic-
Net, we utilize a similar method to automatically train a model within a more
feasible timeframe, and demonstrate applications of its image topic-composition
predictions on Wikipedia articles and Darknet marketplaces.

3 Methodology

Our method for supporting the analysis of DNMs is inspired by previous work in
the area. First, similar to TextTopicNet [7,18], we created training image-topic
vectors (labels) for each image from the LDA-generated document-topic vec-
tors from where that image originated. Then, we trained a convolutional neural
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Fig. 1. System for training a CNN to predict Topic Vectors for any given Image,
representing what type of text document an image with similar visual/semantic features
would be found according to this model.

network (CNN), accelerated by transfer-learning [24], to predict the document
topic-vector where a given image could be located. Once the training converged,
a matrix of all images in the dataset and the predicted textual topic vectors
was created. This model essentially predicts the type of document from which
a given image would originate, affording analysts the ability to directly relate
images and text in the domain of the training dataset (Fig. 1).

3.1 Latent Dirichlet Allocation

In order to automatically classify images based on associated documents, we
make the assumption that images are correlated to probability distributions of
topics that generate text documents within the dataset. These compositions
of textual topics are generated via LDA topic modeling. LDA is a generative
statistical model of a large text collection, where each document is generated as
a mixture of k topics (where k is specified by the user). Each topic is represented
as a probability distribution over words present in the text collection. The result
of this generative process, as defined by Blei et al. [2], is two parameters: word
probabilities given each topic, and topic probabilities given each document. All
documents in the dataset are represented by topic probabilities, which are in
turn represented by word probabilities. Any document, even if unseen during
the training of an LDA model, can be represented by a probability distribution
over all topics of the learned model. We utilize the MALLET library to train
LDA models and tune its hyper-parameters [15].
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Representing text and predicting images in topic space, instead of Bag-of-
Words representations, provides semantically meaningful descriptors in lower-
dimensional space. By representing images in the same latent semantic space as
text, we can more comparably analyze how textual semantic features and image
visual features relate to one-another within a corpus. This allows analysts to
search for images that would co-occur in with other images, images that would
likely occur with specified text, documents that would likely accompany images,
and documents that are similar to a specified text (see Fig. 2).

Fig. 2. The CNN trained in this paper can quickly retrieve documents that a query
image may be found within, and identify other images that may be found in those
types of documents. The above example demonstrates retrieving Wikipedia articles
and images from the ImageCLEF dataset with a 200-topic LDA and CNN model.

3.2 Neural Network Architecture and Training Procedure

To automatically create categories of images within a textual dataset with-
out much human supervision, we adapted TextTopicNet [7,18] to work on
Inception-V3 image classification CNN architecture [22]. TextTopicNet took
120,000 epochs (the number of times it trained on the entire image dataset) to
converge on the ImageCLEF dataset [23]. This would take an infeasible amount
of time on many everyday machines, and still would take a non-trivial amount of
time on multi-GPU machines. To combat this, we applied transfer-learning from
a model trained on image-classifications from the ‘ImageNet’ dataset, which
contains over 1000 different classifications for everyday images [5]. On top of
the convolutional layers of Inception V3 [22], we placed a global average pool-
ing layer, followed by a fully connected layer with 1024 output dimensions,
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a dropout layer with 0.5 probability, and another fully connected layer that
outputs dimensions equal to the k dimensions of the trained LDA model. This
network is then optimized with Stochastic Gradient Descent of learning rate of
0.0001 and momentum of 0.9, to minimize sigmoid cross-entropy loss similar to
TextTopicNet.

Once an LDA model is trained on a textual dataset, we created a table with
rows corresponding to the images, text, and the topic vectors. This is randomly
split into a training dataset (80%) and a validation dataset (20%). Training is
done in two stages: an initial transfer-learning stage, and an additional fine-
tuning stage. The first stage loads the ImageNet-trained weights into the model,
initializing the fully-connected layers with variance scaling [10]. All layers besides
the dense layers are frozen, so that the dense layers train while utilizing the
image-features recognized by the ImageNet-trained convolutional layers. After
the validation loss converges or a maximum number of epochs are reached, this
stage ends. The set of CNN weights with the best epoch performance are loaded
for the fine-tuning stage. The top 172 convolutional layers are then unfrozen and
updated by the next round of training. This allows for the higher-level features
generated by the convolutional network to be better fit to the training images,
which may require different features than ImageNet. Once this stage converges
or reaches a maximum number of epochs, training is stopped. The weights with
the best overall validation-loss are loaded and then topic vectors are generated
for each image. For 40-topic LDA models, we trained with an upper-limit of 25
epochs per the transfer and fine-tuning stages separately (50 combined), ending
each stage if validation accuracy increased for three successive epochs. For LDA
models with larger topic-dimensions, the upper-limit was increased to 50 epochs.
The neural network components of this system were implemented using the
Keras python framework [4]. With transfer-learning it typically takes fewer than
40 epochs total to converge rather than the more than one-hundred-thousand
epochs used in the original TextTopicNet model [7,18]. This allows for relatively
fast training, that could make this method affordable and accessible for future
applications in analysis of multimodal data, such as DNM.

3.3 Datasets

To test this neural network training process and to investigate applications of
the trained model, we trained on two datasets: ImageCLEF and Gwern Darknet
Markets. To provide evidence that our system works similarly to TextTopicNet
[7,18], we train and provide results on models from the ImageCLEF dataset
[23] which serves as a common link between our papers. We then train models
and demonstrate results on Darknet listings to convey this system’s potential
to aid analysts in navigating more unconventional multimodal datasets. Image-
CLEF is a collection of Wikipedia articles with images from 2010–2011 [23]. The
Gwern Darknet Markets Archive includes HTML documents of DNM listings
and includes images [9]. We utilized a subset of 17 markets from this dataset in
all training and demonstrations for this paper.
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The ImageCLEF dataset [23], same as the one utilized by TextTopicNet
[7,18], has 42,777 English Wikipedia articles between 2010–2011 with 100,785
associated images. All articles have been completely cleaned of HTML artifacts,
and only contain article-specific text. Articles and images cover a large semantic
range. This paper reproduces those results on the recommended 40 topics, as well
as increasing number of topics beyond mentioned in TextTopicNet. A standard
English stopword list was applied to this dataset before performing LDA. This
dataset was utilized to test our methodology before utilizing the system on the
less-studied DNM.

Fig. 3. Number of Listings and Images analyzed from the Gwern Darknet Markets
Archive per market. An image may be referenced in multiple listings within a market.

The Gwern Darknet Markets Archive is a publicly-available dataset gathered
by crawling various DNMs [9]. In this paper, we analyze 17 markets from this
dataset (see Fig. 3). These markets consist of raw HTML from market listings
across various dates. We only processed the latest version of duplicate listings
from the crawlers’ datasets, ignoring older listings with less text and images.
Then we removed HTML tags from the listings. As many artifacts and unin-
formative text remained in the listings, the top 20% most-frequent terms per
market were removed from the respective DNM listings. This removed many
missed webpage artifacts, and some repeated other text such as headers and
market-wide text. Both images downloaded in the crawler, and embedded images
from the HTML were associated with listings. We generated a stoplist of com-
monly missed HTML artifacts and less-informative terms. Researchers removed
the most common images per market that had nothing to do with the listings
(e.g. button icons, market banners, etc.). Small images were also removed. A
total of 241,348 listings were extracted with 47,101 images. LDA and the CNN
were trained with 40 topics and 450 topics.

4 Results

We will first describe what the image textual-topic prediction models can accom-
plish with a clean dataset like Wikipedia, before moving to the models trained
on the noisier Darknet dataset. Insights gained from the Wikipedia data were
then applied to the Darknet dataset to help find patterns without much prior
knowledge of the markets.
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4.1 ImageCLEF

We trained a image to textual-topic prediction model using the method described
in 3.2 of the Methodology on 40 topics. A sample of the top-weighted images
per topic is shown in Fig. 4. These resemble many of the results from Text-
TopicNet [7,18], which was trained on the same Wikipedia dataset. These sim-
ilar results validate that our differences from TextTopicNet, namely the Incep-
tionV3 CNN architecture [22] and transfer-learning [17], did not noticeably alter
the end results for how the model predicts LDA textual topic space that would
contain any given image. Many of the images, in each topic, show a mixture
of many objects fitting a topical theme. Airplane categories (Fig. 4, Topic 2)
include everything from commercial airlines to fighter jets. A topic about ani-
mals has images of pets, fish, and dinosaurs. The food topic (Fig. 4, Topic 5) has
everything from soup to nuts. The image-classifier is able to properly summarize
images belonging to different textual topics, showing dataset-specific semantic
similarities between images instead of distinguishing images based on purely
visual features or only strict supervised labeling patterns.

While the TextTopicNet demonstrated their network on at most one-hundred
LDA topics [7,18], in many practical applications of LDA the number of topics
will be significantly larger. Many topics in the Wikipedia 40-topic LDA model
contained many different classifications of images, while fitting semantic themes
generated by LDA, hinted that there may be more granular themes that LDA
could discover within the dataset. The square root of the number of documents

Fig. 4. 5 out of 40 Topics from the ImageCLEF Wikipedia dataset with Top Terms
and Top Images by Individual Weight per Topic. Wikipedia articles are a mixture of
these topics’ terms and image characteristics
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Fig. 5. 5 out of 200 Topics from the ImageCLEF Wikipedia dataset with Top Terms
and Top Images by Individual Weight per Topic. Both topics and images are more
specific than the 40-topic model.

has been recommended as a good number of topics for training LDA models
[8], therefore we also trained LDA and the CNN with 200 topics to see the
effectiveness of this type of self-supervised network with more granular topics.

The 200 topic model resulted in many more specific topics (see Fig. 5). Instead
of animals topic, there were topics with images showing only dinosaurs, pets,
and fish separately (e.g. Fig. 5, Topic 1). Similarly airplanes had multiple topics,
with images in groups of only commercial planes or military planes (e.g. Fig. 5,
Topic 6). New topics emerged, such topics containing only wrist-watch images
and images of flags (Fig. 5, Topics 2 and 6). Some diagram images were more
evenly split, such as a topic showing all images with grids of alphabet characters
(Fig. 5, Topic 8). This trained model allows for fast association between images,
terms, and source documents. Some specific topics may not have a clear or
obvious theme with associated images (e.g. Fig. 6). While some of these themes
do not seem useful at first, they can still provide useful information to analysts.
For example, A topic with words describing communist revolutions had mainly
black and white photos, which may relate to propaganda. A topic with words
related to various media (e.g. radio, align, television, center, news, broadcast,
channel, etc.) showed images of fountains, buildings and concerts. These topics
show a clear pattern between text and related images, while it may not be
obvious without extra thought of why they connect. Other predicted image-
text relations may provide evidence of lack of clear themes in the corpus. For
example, a topic of people’s names has diverse images associated with it, and a
topic of scientific terms has many science-related pictures without a clear theme.
When inspecting the Wikipedia articles these images originate from, they do
contain terms from these topics. Not all topics will have clear patterns associated
with the images, especially at higher topic dimensions, but this also can provide
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Fig. 6. Top weighted terms and images for topics in the 200-topic ImageCLEF model.
Images associated with topics can provide meaningful insight into related source doc-
uments, even when that association is not always obvious.

useful information to an analyst. Models with lower topic-dimensionality can
provide analysts with more interpretable text-image relations, while models with
higher topic-dimensionality will provide more precise relations between text-
image relations that may be less interpretable. Both models have advantages, so
analysts may desire to utilize both in conjunction to maximize interpretability
while still achieving specificity.
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Image nearest-neighbor results also leads to more semantically specific image
results than when run on fewer topic dimensions. An image of Aaron Rodgers
throwing a football was close via Jensen-Shannon Divergence [13] to not only
football action-shots, but also an image of the University of Oklahoma’s mascot.
The closest similarities to a given image or text query constitute a theme, not
an exact matching to the query. Analysts utilizing this system will have to find
an optimal number of topics, which has been an open question in LDA research
[8]. Image summary and retrieval tasks primarily inform semantics based on the
granularity and quality of the topic model, meaning the LDA model quality is
imperative.

4.2 Gwern Darknet Markets Archives

The Darknet Markets Archive [9] was a much messier dataset than the cleaned
ImageCLEF Wikipedia articles, and there were a number of artifacts not cap-
tured by our preprocessing that appeared in the topic space, such as some HTML
artifacts, common artifacts from markets (e.g., countries where they can ship),
multi-language descriptions, and less polished and consistent wording in many
listings. The difficulty in interpretability of the top words per topic does make
understanding the model more difficult, but the generated groups of images can
still deliver insight into the DNM listings. In these ways, the DNM dataset is
more representative of many less-structured datasets than the curated Image-
CLEF.

Images Inform Context of Text Topics. Despite the extra artifacts, clear
image themes emerge from this dataset, in the 40-topic and 450-topic (approx-
imately the square root of the total number of listings) LDA models. From
identifying semantic patterns between images and textual topics, an analyst can
gain a sense of the types of images that are in different types of DNM listings.
Through this process, viewing images associated with textual topics can aid an
analyst in understanding multimodal datasets where solely text would deliver
incomplete or noisy information.

Training the image model from a 40-topic trained LDA model produces
many interesting high-level themes that are not obvious from looking at only the
weighted terms per topic. For example (shown in Fig. 7, Topic 2) a topic focused
on currencies and shipping information has images of different online audio and
video streaming service logos. Some images relate to details of the text, such as
images showing “<number> hits” with a letter grade in the bottom-left corner
that all very accurately describe a topic concerned with shipping, prices, and
quality of drugs.

Some topics have a mixture of easily distinguishable items, similar to the mix-
ture of terms that compose a topic. One topic has terms ‘guide’, ‘make’, and ‘watch’
which is difficult tomakewhat exactly it is talking about alone.With images, which
show images of books and watches, we can infer that this topic is about both books
and watches separately (Fig. 10). This likely means similar wording is employed to
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Fig. 7. 5 out of 40 Topics trained on DNM listings

sell watches and books on DNMs. Another example of this is a mushroom-selling
topic, which has many more psychedelic images and some images related to money-
exchange. The image-inference model can augment analysts’ understanding of top-
ics beyond what is represented by words alone.

For the LDA model with 450 topics, the image to textual topic prediction
model has many more specific topics (Fig. 8). Individual drugs are now sorted
into their own topics (Fig. 9), with topics solely containing images of cocaine,
prescription pills, and cigarette variations (Fig. 8, Topic 2). Books gain their
own topic, largely associated with hacking terms and the “blackhand”. Wrist-
watches also get their own topic, now separated from books (e.g. Fig. 10). While
many of these topics have terms match to images with similar semantic meaning,
some images and terms fit semantic themes on their own but not together. For
example, a topic showing all images of guns relates to a topic composed of coun-
try names (Fig. 8, Topic 4). This likely is due to the inherent messiness of the
dataset, but still shows a correlation between terms and semantic content that
otherwise would not have been obvious to an analyst viewing the noisy text data
on its own. Listings with gun images, for mostly selling purposes, are likely to
be on pages that list many different countries. The objective of this LDA-image
model is not to link images with semantic labels describing the image, but to
better associate images within semantic context surrounding it. In the case of
the Darknet data, this context is often different proportions of selling, shipping,
and item-quality terms.
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Fig. 8. 5 out of 450 Topics trained on DNMs listings

Fig. 9. Drug Images Distinguished via CNN-Predicted association with 450 Textual
Topics, allowing analysts the ability to identify items like drugs via images and text.
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Fig. 10. Larger-Dimension Topic Models lead to more specific terms and images. The
40-topic model had a topic for books and watches, while the 450-topic model had
separate topics for watches and books individually.

The greater number of topics also creates many topics that cannot be deci-
phered based on the top terms and top images alone. Some single topics contain
terms and images from a wide semantic range, including a mixture of pills, mar-
ijuana, counterfeit currency, and various software. These topics may represent a
way to distinguish listings, but they do not provide much information on their
own. It is possible that further cleaning of the text data could make these mul-
timodal relationships more readily decipherable.

Retrieval Tasks. One potential application of this type of neural network on
Darknet marketplace datasets is the ability to see how different images relate in
terms of predicted contextual text topics. Images of guns are near other images of
guns, images of passports are near other images of passports, etc. This trained
model allows not only for comparison of different images present within the
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dataset, but allows for querying of nearest neighbors based on any given image
unseen during the training process. For example, Fig. 11 illustrates that the 450-
topic network predicts that an image of fire not in the training set would be
seen in listings associated with images of pipes and marijuana. The network is
capable of relating images in the context of the dataset, which could provide
valuable threads to pull on and discover new insights.

These threads can be found by utilizing LDA to infer topic distributions
based on arbitrary text, and finding nearest neighbors to that text. If an ana-
lyst is curious what images would be associated with any collection of terms
in the dataset, they can utilize the LDA model to infer the topic distribution
for those terms and then find the nearest neighboring images in that space via
Jensen-Shannon Divergence [13] the similarity measure. For example, as shown
in Fig. 12, an analyst curious about finding hacker materials on the darknet
could query “hack exploit script”, which retrieves nearest neighbor images that
are screenshots that are found within listings. In this case, it is not immedi-
ately obvious why the text and the images are related. Upon further analysis
of the source listing the screenshots originated from, we see that these screen-
shot images are part of tutorials explaining how a customer can purchase scripts.
From this observation, we can infer that listings that sell scripts and have screen-
shots may be catering to less experienced customers who may not know how to
exchange cryptocurrency for illicit products. Automated predicting of images’
positions in the LDA textual topic space allows for analysts to create and refine
queries that can lead to revealed relations and further insights into ever-changing
listing categories on DNMs.

Fig. 11. Image of Fire (not in the dataset) is predicted to be related to Images from
the Gwern Darknet Markets Archive that would be in Listings of the same Textual
Topic Composition (i.e. Fire and Smoking)
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Fig. 12. The LDA-inferred topic composition of the query “hack exploit script” is
nearest to predicted topic-compositions (450 dimensions) of screenshots, originating
from tutorials detailing steps one would take to purchase a script

5 Discussion and Future Work

The technique of creating image descriptors to associate with textual seman-
tics presents ways to summarize large multimodal datasets without much initial
human input. Adding images to visualizations of textual topics could help ana-
lysts obtain a more-complete view of what a dataset contains. In addition, the
ability to query based on images may allow analysts to help find items that may
be more difficult to describe with words accurately.

The methods demonstrated in this paper are not for finding a needle in the
haystack, but for finding if a certain color of hay is mixed within the haystack.
Viewing topic summaries, and querying all of the topic-inferred media, does not
present analysts with complete knowledge of datasets’ outliers. The goal is to
further support analysts’ ability to pull at strings, further learning about the
composition until they can form their own generalizations about the data and
deepen their explorations. More tools generated from the CNN presented in
this paper could help further analysis once analyst generalizations are settled.
Image retrieval based on image similarity, not necessarily semantic similarity
could be done by retrieving based on the top pooling layer output of the CNN
before the fully-connected layers [7,18]. Classifiers could be built with Support
Vector Machines or newly trained fully-connected layers, training on the pooling
layer output, which is fine-tuned to distinguish visual features within the dataset.
These classifiers could identify hand-labeled instances and future data of interest,
such as classify images from the TOR Image Categories dataset [6]. Building
supervised classifiers would likely take less hand-labeling time and less model
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training time than what is needed to train a neural network from scratch [7,18].
To improve accuracy of these classifiers, it may help to retrain the neural network
without transfer-learning as the network weights may converge to a saddle point
based on the visual features of the pre-trained classes. This is because the CNN
in this paper was pre-trained with weights to classify ImageNet [5] and thus
would be expected to distinguish images in the new datasets via visual features
useful for distinguishing ImageNet classes. To distinguish images that are not
similar to ImageNet classes, it may be useful to transfer-learn from a network
trained to distinguish similar classes, or train the network from a less biased
initial state. Examples of domains this strategy may be useful within include but
are not limited to: classifying handwriting styles from text written, classifying
more abstract illustrations based on descriptive text, and classifying faces from
biographic text. That being said, when classifying everyday items, ImageNet
weights will likely perform well. The methodology demonstrated in this paper
can be extended for supervised classification, while simultaneously allowing for
visualizations of domain-specific (e.g. DNM listings) text-image relations to aid
analysts in identifying existing and emerging semantic areas of interest.

Many datasets, especially collections of web resources, are multimodal and
lend themselves to similar methods of self-supervised learning as mentioned in
this paper. Future work could also investigate how other media, and other neural
network architecture, could relate more media forms to LDA topic space. This
method may be able to bootstrap analysis and classification of many domains
and media, potentially linking text, images, video, and audio all to the same
semantic space for a more complete view of any given dataset.

Future work may identify how to adapt existing LDA visualization strategies
[19–21] to include images in conjunction with the existing textual elements.
This could allow for analysts to not only better understand a dataset from LDA-
categorization of text and images, but allow for greater exploration of hypothesis’
based on the multimodal nature of many datasets. To better understand web
content such as Darknet Markets, analysts will greatly benefit from tools that
can automatically summarize and can enable the exploration of inter-relations
between modalities of a dataset. In this work we propose initial tools for relatively
computationally inexpensive, automatic semantic classification of multimodal
datasets, and demonstrate these tools’ abilities via Darknet Market data.

6 Conclusion

This paper presents tools to support analysts in quickly associating images with
textual semantic features, within the context of a multimodal dataset. As demon-
strated on Wikipedia and Darknet Market data, one can obtain relatively-fast
automatic semantic classification of text and images, with almost no human
preprocessing or labeling of the data. This can give analysts more complete
knowledge of topics that compose a dataset, where text alone is not always fully
descriptive of the multimodal documents’ contents. This is especially useful in
cases where the text is not very informative on its own, such as the Darknet Mar-
ket listings analyzed in this paper, where many terms are artifacts of documents
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that can not be trivially removed. Beyond summarization, we demonstrate how
the trained CNN and LDA models in conjunction can retrieve documents and
images based on both text and image queries. This can allow analysts to better
explore areas not obvious in the topic model, such as the relation between tuto-
rials and hacking scripts found in the Darknet. Additionally, almost no domain
knowledge is needed to train these models, meaning the methods in this paper
could serve as a “launching point” into exploration of unorganized multimodal
datasets. Future work could extend tools and workflows taken from this launch-
ing point into more fine-grain tools for supervised classification and visualization
of multimodal relations of the data. The combination of transfer-learning and
unsupervised topic modeling result in a relatively-quick method for analysts to
gain initial understanding of large multimodal datasets’ compositions, such as
Darknet Markets, without requiring significant analyst experience in the domain
of the dataset.
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Abstract. Enterprises, including military, law enforcement, medical, financial,
and commercial organizations, must often share large quantities of data, some
potentially sensitive, with many other enterprises. A key issue, the mechanics of
data sharing, involves how to precisely and unambiguously specify which data
to share with which partner or group of partners. This issue can be addressed
through a system of formal data sharing policy definitions and automated
enforcement. Several challenges arise when specifying enterprise-level data
sharing policies. A first challenge involves the scale and complexity of data
types to be shared. An easily understood method is required to represent and
visualize an enterprise’s data types and their relationships so that users can
quickly, easily, and precisely specify which data types and relationships to
share. A second challenge involves the scale and complexity of data sharing
partners. Enterprises typically have many partners involved in different projects,
and there are often complex hierarchies among groups of partners that must be
considered and navigated to specify which partners or groups of partners to
include in a data sharing policy. A third challenge is that defining policies
formally, given the first two challenges of scale and complexity, requires
complex, precise language, but these languages are difficult to use by non-
specialists. More useable methods of policy specification are needed. Our
approach was to develop a software wizard that walks users through a series of
steps for defining a data sharing policy. A combination of innovative and well
known methods is used to address these challenges of scale, complexity, and
usability.

Keywords: Cybersecurity � Privacy � User interface � Design

1 Introduction

1.1 Enterprise Data Sharing

Enterprises are large, distributed, information-rich organizations, including military,
law enforcement, medical, financial, and commercial organizations. Enterprises must
often share large quantities of data, some potentially sensitive, with many other
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enterprises. However, data sharing is rarely, if ever, all or none. Rather, specific types
of data are shared with specific partners to achieve specific objectives. Data sharing
may be on-going to achieve long-term objectives, or it may be a one-time event to
achieve a specific transient objective. For example, financial institutions may regularly
share data with the government and with other financial institutions, or they may share
data about a specific transaction with law enforcement to track an illegal transaction.
Similarly, military organizations may regularly share some data with other militaries to
coordinate mutual defense, or they may share specific data with a host nation to support
a disaster relief operation. Once the relief operation is complete, the data sharing
ceases.

Enterprise data sharing, and personal data sharing, as well, involves two central
concerns: deciding whether to accept the risks of any particular sharing of data, and
how to correctly specify that sharing of data, including the specific partners to receive
the data, and any other parameters, such as a specific time period for data sharing to
achieve the enterprise’s objectives. Another concern is how to incorporate innovative
cryptographic methods, such as multi-party computation and differential privacy, to
obfuscate the details of shared data while still achieving the benefits of sharing data.
For example, using multi-party computation, data could be shared in encrypted form
and combined with encrypted data from other parties to compute results relevant to all
the parties. Parties only see their own data, but everyone sees the results [1]. The
framework described here provides a path forward for incorporating these technologies,
and work on this capability is underway.

2 Data Sharing Risks and Benefits

Deciding whether to share specific data with specific partners involves evaluating two
competing values: (1) the risk that the partner will exploit the shared data in unintended
ways and cause harm, and (2) the benefit of sharing the data with the partner to achieve
an objective. In most cases, the benefits should outweigh the risks in order for data
sharing to be acceptable. Even if the risks are high, if the benefit is higher still, then
sharing should typically proceed.

The risk of sharing data can be broken down into two factors: the sensitivity of the
data, that is, the amount of harm its unintended exploitation could create, and the trust
in the data sharing partner to not exploit, or further share, the data.

A simple equation for computing risk from sensitivity and trust is based on the
decision making and actuarial formula that risk is the product of the chance of an event
and the value of that event. Chance is translated to trust – the likelihood of the recipient
keeping shared data safe and not exploiting it. Value is translated as sensitivity – the
amount of harm that would result from exploitation. These concepts are captured in
formula (1), where (1 – trust) is the likelihood of exploitation.

Risk ¼ 1� trustð Þ � sensitivity ð1Þ

Trust in partners, data sensitivity, and data sharing benefits are all subjective
assessments. A consensus approach to assessing trust is to assess the ability, integrity,
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and beneficence of the data sharing partner [5]. Ability involves the technical abilities
of the partner to keep the shared data secret. Integrity involves the degree to which the
partner abides by law and order and upholds agreements. Beneficence involves the
relationship between the enterprise and the partner, and the extent to which the partner
is invested in maintaining that relationship by upholding the agreement not to exploit
the data. These assessments are then combined into an overall assessment of trust in the
partner.

A standard approach to assessing sensitivity is to assess the amount of harm that
could be caused if the data were exploited. This harm can be estimated in terms of
money, personnel, reputation, equipment lost, and the value of missed or thwarted
objectives.

Data sharing benefits can be assessed as a combination of the value of the objective
for which the data is being shared and the increased probability of success of the
objective given that the data is shared. If sharing the data greatly increases the chances
of success, and the objective is valuable, then there is high benefit to the sharing.

Developing reliable and valid methods for assessing trust, sensitivity, and benefits
are important challenges. Here, though, we focus on the mechanics of data sharing and
several technical challenges to specifying data sharing correctly and effectively.

3 Data Sharing Policy Specification Challenges and Solutions

The mechanics of data sharing can be addressed through a system of formal data
sharing policy definitions and automated enforcement. The authors and others have
collaborated to develop an experimental enterprise-level system for sharing data in
effective, privacy-preserving ways, included tailored data access control based on
explicit data sharing polices [6, 8]. In this system, data sharing partners make data
requests. Incoming data requests are evaluated at a policy decision point. A policy
decision engine assesses the data request against the data sharing policies in force at
that time and returns a decision to allow or deny the request. Additionally, policies can
be written to include constraints on data sharing, such as only share police record data
for residents who are at least 18 years old, or only share a count of residents testing
positive for tuberculosis rather than the names of each individual who has tested
positive. The sharing decision, to allow or deny the request, and any constraints on
sharing are forwarded to a policy enforcement point that creates policy-safe queries to
retrieve the requested data from a database. This separation into a Policy Decision Point
(PDP) and a Policy Enforcement Point (PEP) follows standard approaches (cf. for
example XACML [11]) and ensures that policy decisions can be made without the need
to access data—only the policy enforcement point requires accessing data instances.

A first challenge to precisely specifying data sharing policies involves the scale and
complexity of data types. Enterprises typically have many different types of data, and
these data types are not well represented by a flat list of types that users could scan
through and check off to be shared. Further, data types cannot be organized naturally
into a hierarchy. Rather, data types bear complex relationships with one another.

Since data types are typically not organized into a hierarchy, there is no root that
could be used to start the exploration of data types. Instead, data types can be organized
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from many perspectives, such as types of entities (people, ships, money, resources) or
domains (financial, personal, military). Second, there are loops in the relations among
data types such that a data type would appear in multiple locations in a hierarchy (for
example, persons are citizens of nations and nations have places of interest to which
persons travel, meaning that both persons and nations would appear in multiple
locations in a hierarchy). Instead, the relations among data types is better represented as
a connected graph or network. A method is therefore needed to visualize a network of
data types so that users can navigate among the data types and specify which types to
add to a data sharing policy.

A second challenge involves the scale and complexity of data sharing partners.
Enterprises typically have many partners involved in different projects, and there are
often complex hierarchies among groups of partners that must be considered and
navigated to specify which partners or groups of partners to include in a data sharing
policy. For example, an enterprise may wish to share data all nongovernmental orga-
nizations (NGOs), only with health care NGOs, or only with Doctors without Borders
and the Red Cross. Logical expressions, including “AND,” “OR,” and “NOT” provide
a precise way to specify arbitrary sets of partners, but they can be difficult to use. More
intuitive methods are needed.

A third challenge is that defining policies formally, given the first two challenges of
scale and complexity, requires complex, precise language. This complexity and pre-
cision can be achieved in formal logic languages, such as Flora-2, but they are difficult
to use by non-specialists, such as members of enterprises who need to define data
sharing policies to accomplish their objectives.

Here, we describe three methods for addressing these three challenges. These
methods involve (1) representing an enterprise’s data as a semantic network and
developing a tool that visualizes the network and allows users to navigate the network
and designate which data types to share, (2) an attribute-based filter metaphor for
specifying sets of partners with whom to share specific data, and (3) a software wizard
that walks users through the steps of specifying a data sharing policy, including which
data to share with whom, without requiring users to learn complex, formal languages
for policy specification.

3.1 Specifying Data Sets

Throughout the system, including the Policy Decision Point and Policy Enforcement
Point, the data available for sharing is represented by a common data model (CDM).
The CDM specifies the relationships among data classes, their subclasses, and their
properties and is represented in Web Ontology Language (OWL). A CDM visualiza-
tion was developed for the project, called the CDM Explorer, that reads in the CDM
specification, and visualizes it as a network to users. Users can navigate around the
network to select data classes and properties to add to a data sharing policy. While there
are many network visualization tools, the CDM Explorer has several specific capa-
bilities including visualization and navigation of a semantic network, specifically,
ability to select data types and properties for inclusion in a data sharing policy, and
ability to specify constraints on which data are shared.
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To begin exploring the network, the user is first presented with a list of data classes.
To keep the list to a manageable length, subclasses are hidden under their superclasses
until the superclass is expanded (see Fig. 1). The figure shows that the superclass
Physical Entity has been expanded to show two subclasses, Mobile Entity and Sta-
tionary Entity. Mobile Entity has also been expanded. Currently, in the CDM, the only
subclass of Mobile Entity is Ship.

If the user chooses Mobile Entity, the CDM Explorer opens a view of the CDM
network (see Fig. 2). The Mobile Entity class is shown on the left in blue, indicating
that it is a selected data class. Mobile Entity is linked to four other data classes: Nation,

Fig. 1. The entry view of the CDM Explorer showing a list of data classes arranged into
superclasses and their subclasses.
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Organization, Resource, and Track. These linked data classes are called object prop-
erties of Mobile Entity. Rolling over an object property, such as Nation, reveals the
relationship between the two data classes. In this case, the relationship between Mobile
Entity and Nation is “Owner Nation.” This link specifies the nation, if any, that owns
each mobile entity. Similarly, Organization specifies the organization, if any, that owns
each mobile entity.

Another linked class is Track, which describes the location, course, speed, and a
timestamp for any mobile entity. It is used both to locate the current location and course
of an entity and a history of prior locations, courses, and speeds. If the user selects
Track, then the Track data class turns blue, as well, and the CDM Explorer shows the
object properties linked to Track: Track Source, Location, and Mobile Entity (see
Fig. 3). Note that Mobile Entity appears as a link on both sides of Track. In most cases,
the user will not want to select the link to return to the prior class. If they do select that
link, a warning dialog about creating a tight loop will appear.

As shown in Fig. 3, Track has three data properties shown inside the Track box:
Course, Speed, and Time. Track also has three object properties shown as links on the
right side of the figure. Track is also selected for focus in the CDM Explorer, as
indicated by the dashed lines around the box.

Fig. 2. The view of the CDM after the user chooses Mobile Entity as the starting data class.
(Color figure online)

Fig. 3. View of the CDM Explorer after Track is selected. (Color figure online)

254 L. Briesemeister et al.



The location data for a track is specified through the link to the object property
Location. The rationale for this CDM layout choice is that locations are in themselves
complex data types. For example, locations can be expressed in different coordinate
systems and units. Hence, we have added a hierarchy for these data types into our
model. The examples shown here express geographic locations in latitude and longi-
tude via a Location subclass called Geodetic2DLocation.

Users can back up and remove classes by selecting the X in a data class box. Users
can also select subclasses by selecting the folder icon next to the X in a data class box.
In Fig. 4, the user has selected the Ship subclass of Mobile Entity, and then selected the
folder icon again to show subclasses of Ship.

Because Ship is a subclass of Mobile Entity, it inherits each of the Mobile Entity
object properties: Nation, Organization, Resource, and Track. If Mobile Entity had any
data properties, Ship would have inherited those properties, as well. Similarly, if the
user selected the subclass Cargo Ship, then Cargo ship would inherit all five object
properties and three data properties of Ship. Cargo Ship might also have its own object
and data properties, such as Cargo Tunnage to add.

Joined Data Sets and the CDM. An important realization from the project was that
data is almost always shared in joined sets, such as ship names and locations during a
military or law enforcement operation or patient names and disease states during a
humanitarian crisis. Locations alone have little or no meaning, as do ship names alone.
It is only the combination of ship name and location that reveals information and may
be sensitive. In other words, ship names alone cannot be exploited; nor can locations;
but the combination of ship names and locations can be exploited and therefore are
sensitive. For example the names of ballistic missile submarines and their locations is
extremely sensitive. Furthermore, the data need to be correlated in the sense that ship

Fig. 4. A snapshot from the CDM Explorer tool showing the Ship data class, it’s three data
properties (blue box on the left), multiple subclasses of Ship (white box on the right), and five
links to other data classes (blue box for Track and grey links in the middle). (Color figure online)

Policy Creation for Enterprise-Level Data Sharing 255



names are correlated with their locations rather than simply providing two uncorrelated
lists of names and locations. A joined data set specifies this correlated sharing of data.

While joined data sets is the correct level of analysis for assessing data sensitivity,
assessing sensitivity is nontrivial. For example, while the names and locations of
ballistic missile submarines is extremely sensitive, the names and locations of com-
mercial fishing vessels is not typically very sensitive. One must think carefully about
the instances of joined data within a joined data set and whether there are any sensitive
instances. Constraints on a joined data set (see below) can significantly change the
sensitivity of shared data depending of whether they allow sensitive instances to be
shared or constrain them from sharing.

Finally, sensitive data can be inferred from shared data. An example is
re-identifying individuals from personal data combined with other publically available
information. A famous example of this type of inference was the re-identification of the
governor of Massachusetts from anonymous medical records combined with public
voter rolls [9]. In fact, the combination of data of birth, sex, and zip code can be used to
identify 87% of individuals in the U.S. [9]. In some zip codes, the percentage can be
even higher. Due to this inference potential, a joined data set’s sensitivity should also
be assessed with regard to what sensitive inferences might be drawn from the shared
data.

Figure 5 shows the result of selecting Ship and Track, and then selecting Location
and then the subclass of Location called Geodetic2DLocation. Additionally, the user
has selected the Name of Ship and the Latitude and Longitude of Geodetic2DLocation.
This specification creates a joined data set for sharing ship names along with their
locations.

Further, it is not sufficient to specify that different data items are correlated. It is
also necessary to specify how these items are connected. For instance, if the names of
nations are to be shared jointly with the names of persons, it is ambiguous how persons
are to be related to nations (i.e., on what attribute persons and nations ought to be
joined). For instance, among other relations, one can chose to share information about a
nation’s residents, or its citizens. In both cases the result is a join between the classes
Nation and Person, but the affected data instances will usually not be identical sets
because nations typically have residents who are citizens of a foreign country, and
simultaneous have citizens who are residents in a foreign country. These considerations
imply that the set of a nation’s citizens and a set of a nation’s residents would be
considerably different from each other. Thus, to prevent any ambiguities, a joined data

Fig. 5. Selection of the data classes Ship, Track, and Geodetic2DLocation and the data
properties (Ship) Name, Latitude, and Longitude.
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set needs to precisely specify how classes are linked by including the linking property
(shown as the edge labels in the figures), such as “resident of” or “citizen of”, in its
specification. Consequently, a joined data set specification must always be expressed as
a connected subgraph of the CDM.

Constraints. Constraints on data sharing can also be specified within the CDM
Explorer. For example, a user could desire to share the ship name and location of just a
single ship of interest, for instance, if it were suspected of some illegal activity. In this
example, a constraint would be placed on the Name data property in the Ship data class.
Figure 6 shows how this constraint is specified. From the Ship data class, the user
chooses the gear icon in the upper right corner of the data class box. This action opens a
dialog box where the user chooses which property to constrain (Name), then specifies
the nature of the constraint as the logical test Equal, and then defines a String with the
value of the name of the ship in question. For example, a user could specify that the
ship’s name equal “Damanzaihao,” the name of the world’s largest fishing vessel,
which was recently detained by Peru for illegal fishing [7]. This approach to specifying
constraints is necessary due to the separation of the architecture into decision and
enforcement points. The policy decision point does not have access to any actual data,
and thus it is not possible to specify policies directly on specific data instances (such as
“location of Damanzaihao”). Instead, the policies need to be specified at the level of the
data model (i.e., “locations of ships”) and then the additional constraint on the ship’s
name allows the policy enforcement point to restrict shared data to specific instances, as
intended.

In the ship name example, Ship Name is a shared property and part of the joined
data set. However, the constraint does not need to be a shared property. Any property
can be used as a constraint. For example, a user may have a goal to share persons’
names and arrest records but to exclude the arrest records of children. This constraint
would involve placing a constraint on the DateOfBirth property in the data class
Person. In this case, the constraint is placed on a property that is not shared as part of

Fig. 6. Adding a constraint on the name of a ship.
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the policy. That is, if the policy is to share names and arrest records, but no other
personal information, then DateOfBirth will not be shared. It can still be a source of
constraint on shared data, however. Similarly, the sharing of the names of ships and
their locations could be limited to a geographical region of interest or to a particular
timeframe, such as immediately preceding and following some event of interest.

Summary for Specifying Data Sets. As the CDM grows to include more data classes
and properties, the CDM Explorer becomes a critical tool to visualize sections of the
network and specify parts of it for sharing in a policy. Even so, familiarity with the
CDM and where data classes are located is very helpful. Within a large CDM, it
becomes possible to lose track of one’s location and begin having difficulty navigating.
For this reason, future versions of the CDM Explorer will contain a search tool where a
user can specify a data class or property and have that term highlighted in the network.
It may also be necessary to highlight related terms since terminology in very large
CDMs could become complex. The user could then choose which highlighted instance
of the term to explore further. It is also possible to specify two data classes, and have
the CDM Explorer find the shortest path between them. This path is likely to be the
desired connection path between the classes, and if not, it provides a useful basis for
exploring for the desired path. Finally, a zoom capability should also help with navi-
gation issues.

In sum, the CDM Explorer provides a rich and useful method for visualizating the
relations among data within the CDM, specifying joined data sets to share, and
specifying any desired constraints to place on that sharing.

3.2 Specifying Data Sharing Partners/Data Requesters

An enterprise is likely to have many data sharing partners, hereafter called data
requesters because they make requests for data that are then checked against data
sharing policies. Specifying one or more data requesters for a data sharing policy can
become unwieldy. For instance, if each data requester were simply listed and then
checked off for inclusion in a policy, that list would potentially be very long, and
checking requesters would be prone to errors.

Instead, policies are likely to refer to groups of data requesters who perform similar
tasks, therefore, choosing requesters based on their attributes could substantially sim-
plify specifying sets of data requesters for a data sharing policy. Useful attributes
include the user’s role or tasking, nationality, and organization.

However, using logical expressions, such as “[attribute-1 AND (attribute-2 OR
attribute-3)] but NOT attribute-4” to write attribute-based specifications is likely to
exceed most users’ training. The general public is well known to have difficulty both
reading and writing complex logical expressions including the correct use of “AND,”
“OR,” and “NOT” [2–4]. Instead, the user interface needs to use a more readily usable
metaphor to specify attribute-based specifications of data requesters. We chose a fairly
common method of specifying search filters that is more natural and well known for
most users. As described in more detail below, users select one or more attributes to
filter the set of data requesters. They can also select among members of an attribute, if
specific members need to be included or excluding from a policy. For example, a user
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could select epidemiologists as the role and all nations as the nation. Or a user could
select specific nations or even exclude specific nations from a data sharing policy. This
method provides similar expressibility as formal logical expressions, but within a more
intuitive metaphor for users.

Finally, membership in user groups changes over time, yet policies should still
apply to the current membership of a group. For example, if the Centers for Disease
Control bring on a new epidemiologist, any policy that shared data with CDC epi-
demiologists should share data with that new epidemiologist without requiring a
change to the policy. This requirement is different from standard uses of search filters.
Search filters are typically used to identify an enumerated set of things. Here, the set of
search filters itself becomes the data requester specification within a policy, and the
enumerated list of things it identifies may change over time as group memberships
change.

In sum, there are four requirements that data requester specification must address

• Many data requesters in the system
• Attribute-based specification
• Alternative user interface or metaphor to formal logical expressions
• Dynamic specifications as members of user groups change over time

Details of Search Filters. Figure 7 shows the user interface developed for specifying
data sharing partners via attribute-based filters. The attributes, such as role, nation, and
organization, are shown in the top row. Users can open an attribute and select all or
some of the choices. For example, under “role,” there are choices for care providers,
response coordinators, situation monitors, epidemiologists, and other more specific
roles. These roles were developed for a use-case involving humanitarian assistance,
specifically a pandemic. A more generic interface would have many additional roles
and include the ability to search for relevant roles.

The currently specified set of filters is shown in the center of the display. Epi-
demiologist was chosen as the role, and all nations, excluding the United Kingdom,
was chosen as the nation. Each filter is represented as a “pill,” and the two filters are
combined as an intersection. The explicit use of logical operators “AND” and “OR”
was avoided, and icons for intersection and union were used in their stead. While these
icons are unambiguous, they are more obscure, therefore, a simple explanation and
example was provided when a user rolled over them.

The set of data requesters to which the filters resolve is shown at the bottom of the
display. This list is provided to give users feedback on the effects of the filters they
specify and combine. As filters are specified and combined, the list grows and shinks
accordingly. Importantly, however, it is the set of filters and their combination that is
provided to the policy rather the enumerated list of partners. By providing the filters,
the list is evaluated fresh each time the policy is assessed. As the membership of
Epidemiologist changes over time, for example, the list will change as well. This
design ensures that a policy consistently refers to the current membership of attributes
rather than the membership in effect when the policy was created.

Attribute-based filtering is a fairly common user interface method for narrowing a
search. Figure 8 shows an example of filters taken from the website Amazon.com.

Policy Creation for Enterprise-Level Data Sharing 259

http://Amazon.com


Fig. 7. Data requester search filters. The top figure (a) shows the selection of Epidemiologists
from the Role attributed-based filter. The bottom figure (b) shows the creation of two filters, one
for Epidemiologists and a second for all Nations except UK. The lower half of the bottom figure
shows the list of data requesters who match the two filters.
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In the example, attribute categories are shown in bold with their choices shown
underneath. Checking multiple boxes within a category is treated as a union, while
checking boxes between categories are treated as an intersection, e.g. checking Baldwin
and 5 foot leads to just those items that fit both attributes. Selecting a link, an attribute
in a category that does not have a checkbox, is treated an a intersection, e.g. under
Doorknob function, one chooses either privacy or passage. The revised list of products
that meet the filter specification would be shown to the right of the figure.

Fig. 8. Example filters from Amazon.com.
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Young and Shneiderman [10] developed an attributed-base filter method that used
the filtering of flowing water as a metaphor. Users could create the equivalent of logical
queries by selecting attributes and values of attributes, and dragging the attributes to
locations on the screen to create a sequence of filters. Their method allowed arbitrary
nesting while our simpler method does not.

Summary for Specifying Data Sharing Partners. This method of attribute-based
filters avoids formal logical expressions and instead uses a version of a common
method for filtering search results. It scales far better than an enumerated list of data
sharing partners and allows a clear way to specify meaningful groups of partners.

3.3 Defining Policies

Once the to-be-shared data and the data sharing partners have been specified, there is still
the matter of writing the policy so that it can be evaluated by the policy decision engine
when requests for data arrive. The engine requires a formal, precise representation of the

@!{BoholNationAllowsNationAggregationToRC}
?pa [ po#allow_sa(?req, ?dd) ] :- 
?pa = combined#BHLNationPA,
?req [ po#requester -> ?r ], 
((?r = po#isDR_type.po#getDR(prime#ResponseCoordina-
tor))),
?polData = ${ 
?var4 : prime#Person [ 
prime#medicalInformation -> ?var5 ],
?var5 : medical#DiseaseStatus [ 
medical#state -> ?var6 ], 
?var3 : prime#Community [ 
prime#resident -> ?var4 ], 
?var0 : prime#NationPolicyAuthority [
prime#nation -> ?var1 ], 
?var1 : prime#Nation [ 
prime#name -> ?var2,
prime#community -> ?var3 ] 
},
implies_sharing(?polData, ?req.po#requestFormula, ?con-
str),
?id = "BoholNationAllowsNationAggregationToRC"^^\string,
?descr = "Bohol nation PA allows sharing statistically accu-
rate aggregation of disease state data of its residents at the
level of nation with any Response Coordinator"^^\string,
?prio = 0,
?dd = decisionDetails(?pa, ?req, ?constr, ?startTime,
?endTime, ?id, ?descr, ?prio).

Fig. 9. An example of a data sharing policy written in Flora-2.
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policy, and there are formal languages designed for this type of specification. Flora-2
(http://flora.sourceforge.net/) is a good example.

However, Flora-2 is a complex language, and as with any formal language, it has a
complex and detailed syntax. Only a highly trained user would be able to code a data
sharing policy directly into Flora-2 without error, and it would still be a time-
consuming process. For example, a host country might decide to share disease status
data about its residents with international response coordinators. However, the host
country may want to protect its residents’ privacy by only providing aggregate counts
of how many of its residents have the disease. For this example, the host nation is a
fictitious county named Bohol, and the Bohol nation policy authority is the individual
who has authority to create data sharing policies concerning the Bohol nation’s data. In
English, the policy could be stated as “Bohol nation policy authority allows sharing
statistically accurate aggregations at the level of nation of disease state data of its
residents with any Response Coordinator.” Figure 9 shows how this policy could be
written in Flora-2. Any typo could break all policy specifications in the system.

The alternative method developed by our project was to create a software wizard
that walks users through a process of specifying the components of a data sharing
policy, including specifying the joined data set and the data requesters. The user
interface of the wizard is designed to support a user who is not trained in logical
languages to accurately express a desired data sharing policy. The wizard then turns the
policy specification into Flora-2 code for evaluation.

The components of a data sharing policy are:

1. Policy Authority – person who had authority to create a policy and created this
policy (individual)

2. Decision – permissive or restrictive policy (‘allow sharing’ or ‘disallow sharing’)
3. ID – a unique identifier for each policy (string)
4. Name – a short natural language name for the policy (string)
5. Description – a natural language description of the policy (string)
6. Requesters – which data sharing partners are addressed by this policy (Disjunctive

Normal Form (DNF) of RequesterAttributes)
7. Data – which data are addressed by this policy (joined data set)
8. (optional) Constraints of a sharing decision (Special Constraint Vocabulary)
9. (optional) Start and end time for this policy (DateTime)

10. Precedence – A number that determines which other policies this policy can
override and which policies can override it (integer)

Step 1 of the wizard is determined by credentials established while logging onto the
system. A policy authority has the ability to set data sharing policies only over a
specified set of data that is managed through their credentials. Steps 5, 6, and 7 of the
wizard are described above. The remaining steps of the wizard are straight-forward
dialogs.

In sum, a software wizard including the CDM Explorer and the attribute-based data
requester specifier allows a non-specialist to create detailed and unambiguous data
sharing policies.

Policy Creation for Enterprise-Level Data Sharing 263

http://flora.sourceforge.net/


4 Summary and Conclusions

Enterprises need precise and sophisticated methods for specifying which data to share
with which of their partners. A useful approach is to write data sharing policies that
explicitly and precisely define data sharing. Three challenges to this approach are
(1) the scale and complexity of specifying the data, (2) the scale and complexity of
specifying the data sharing partners, and (3) users’ limited training in using formal
languages to write data sharing policies.

Here, we describe three methods for addressing these three challenges. The scale
and complexity of specifying the to-be-shared data is addressed by representing data
types owned by an enterprise within a network, or graph, formalism called a common
data model (CDM). A CDM Explorer tool visualizes the network and allows users to
explore the network and designate a connected subgraph of data types to share.
The CDM formalism suits the nature of the relations among data types, and the CDM
Explorer provides a graphic way to visualize the network and specify data types to
share. The CDM Explore also provides a method for specifying constraints on which
data to share.

The scale and complexity of specifying data sharing partners, also called data
requesters, is addressed by developing an attribute-based filter metaphor for specifying
sets of data requesters. While writing logical expressions to specify sets of data
requesters would be difficult for many users, attribute-based filters are a common
metaphor for searching and filtering items, for example, on Amazon.com. Unlike most
such filter tools, however, the filters themselves are written into the data sharing policy
rather than the resulting enumerated list of items. Using the filters makes the policy
dynamic and sensitive to changes in group membership over time so that a policy will
resolve to the correct set of data requesters over time.

Users’ limited training in formal languages is addressed by developing a software
wizard that incorporates the CDM Explorer tool and the attributed-based filter tool and
walks users through the steps of specifying a data sharing policy. The resulting
specification is then rewritten into a formal language for evaluation by the policy
decision engine.

The structure of the CDM and its visualization within the CDM Explorer and the
attribute-based data requester filters scale better than enumerated lists of data types and
requesters, and they are much easier to use than formal languages and logical
expressions. Together, these tools create an innovative and highly useful system for
specifying data sharing policies for enterprises. Given the prevalence of data sharing
among enterprises and the risks of inadvertent sharing and exploitation, effective and
usable tools to support precise data sharing are essential.

The approach should generalize well. Any types of data and relationships among
data types can be represented in a CDM and then visualized in the CDM Explorer.
Additionally, there are no in-principle limits to the types of constraints that could be
imposed on which data to share, though new constraint types would have to be added
to the constraint dialog. The approach is also general in terms of data requesters, groups
of requesters, and attributes, though new attributes would have to be added to the
dialog, or a method would have to be developed to automatically add attributes from a
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description. Consequently, the approach should be useful for a wide variety of different
types of enterprises and data sharing purposes.
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Abstract. Web pages may contain various types of sensitive information
exposed, such as user login information. Even after these pages have been
corrected, the sensitive information, once exposed, can be found through the
web history tools. These tools make snapshots of web pages, that is, capture the
state of the pages in the most varied periods. Although these tools are widely
used, it is not known which web history tool is the most accessed. A method to
find out which web history tool is the most accessed is by means of classification
using the web analytics technique. Therefore, in view of this scenario, the
objective of this work was to classify web history tools through web analysis.
The methodology used was the descriptive with quantitative approach. As for
the technical procedures, this work is characterized as experimental to verify if
the technique of web analysis is able to classify web history tools. The results
show that the technique of web analysis produces indicators capable of classi-
fying the web history tools by the total number of accesses received.

Keywords: Web analytics � Web history tools � Open Source Intelligence �
Web technologies

1 Introduction

People are increasingly sharing information on the internet. Practices such as pub-
lishing employee lists on organizational web pages allow people with bad intentions to
identify easily company employees among millions of social media users [1].

In addition to the information shared on the internet by users, other sensitive
information may also be exposed. A badly configured web page can leave unprotected
information such as user logins, database settings, information about active servers in
the domain, services in operation, and other types of sensitive information.

Even after correcting the web pages, we can find the sensitive information exposed
using web history tools. Web history tools work like a repository, collecting and
archiving web pages periodically [2].

The concept used to describe the collection of information from open sources, as
well as the techniques and tools used to acquire this information is Open Source
Intelligence (OSINT) [3].
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Web history tools are available on the internet, but not known which is the most
accessed. One method to find out which web history tool is most accessed is through
web analytics. Web analytics is a technique that extracts indicators about user inter-
action with a web page.

Web analytics encompasses a variety of activities, such as measuring web traffic,
collecting large volumes of data, analyzing web performance, mining corporate data,
and visualizing data strategies [4].

Web analytics provide indicators that can analyze and classify pages on the
Internet, for example: The total number of hits received in a given time period, the type
of device that accessed the page, the average duration of each access, or even the
average number of pages accessed.

In view of this scenario, the objective of this work was to classify web history tools
through web analysis technique using the Access Rank indicator, in order to find out
which are the most accessed web history tools.

2 Theoretical Background

2.1 Web History Tools

With the evolution of the internet, it is simpler to search information. You can search
for any word or phrase, and in a few moments, search engines that are capable of
generating results. In addition to searching the internet, another important factor for
acquiring information is automated capture [5].

For this, systems and tools are developed to facilitate the proper archiving of
content. Among the tools available on the internet, we have the web history tools or
archiving tools of web pages [5, 6].

Web History tools have the capability to recover and access previously archived
Web pages. For your use, it is enough that the user provides the URL of the desired
page and navigate among those archived by the web history tool [7].

Internet Archive [8], for example, is the first web history tool to archive web pages.
The tool holds more than 360 billion web pages with files since 1996, making it
possible to go back in time to view previous versions of archived web pages [6].

To analyze and evaluate web pages in a determined period, web history tools are
commonly used. [9] for example, present the use of the web history tool Wayback
Machine [10] to highlight the growth in store sales following the introduction of new
policies in Italy.

The authors [11] address another application; they present the use of the historic
web tool Wayback Machine [10] to confirm the historical accuracy of a classification of
informal financial systems, known as shadow banks, in fintech or non-fintech.

2.2 Open Source Intelligence (OSINT)

Open Source Intelligence (OSINT) involves the collection, analysis, and use of data
from open sources for intelligent purposes. So, it can be understood that OSINT
involves locating, selecting and extracting information from open sources, such as
Twitter and Facebook, and, finally, analyzing extracted information [12, 13].
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According to the methodology of tests of information security PTES Technical
Guideline [14], OSINT, in the simplest of terms, is to find and analyze open sources. In
the area of information security, this information collection process aims to produce
current and relevant information that is valuable to an attacker or a competitor.

OSINT can act in several types of open sources, such as global media, blogs on the
internet, web pages with government reports, satellite images, academic works,
Wikipedia, YouTube and Facebook, as well as a series of other information made
available through internet and other media resources [15].

The information discovered by OSINT is defined by [16] as information that is
publicly available for anyone to acquire this information legally by request, purchase or
observation. Usually the practice of Open Sources Intelligence is seen in positive terms,
particularly as a conventional data collection method that does not violate human
rights [17].

[15, 17–19] present other concepts that address the collection of information, where
OSINT acts directly with each one. The authors as disciplines of intelligence approach
the concepts. Table 1 describes the intelligence disciplines along with their ID and
description.

The practice of data collection has been discussed since 1941 when an effort to
monitor German and Japanese radio broadcasts was launched with the creation of the
Foreign Broadcast Monitoring Service, an organization that later became the Open
Source Center [16].

From the creation of the Open Source Center to the present, numerous tools and
techniques for collecting information from open sources have emerged that self-tune
the search and analysis [20]. For example, address the practice of OSINT tools such as
Google, Shodan, Sensys, theHarvester, Z-map and Carrot2 to find vulnerabilities in a
system.

Table 1. Intelligence disciplines.

ID Intelligence disciplines Description

01 COMINT Communication Intelligence
02 CULTINT Cultural Intelligence
03 DFINT Digital Forensics Intelligence
04 ELINT Electronic Intelligence
05 GEOINT Geospatial Intelligence
06 HUMINT Human Intelligence
07 IMINT Image Intelligence
08 MARKINT Market Intelligence
09 MASINT Measurement and Signature Intelligence
10 SIGINT Signal Intelligence
11 SOCMINT Social Media Intelligence
12 TECHINT Technical Intelligence
13 TELINT Telemetry Intelligence
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2.3 Web Analytics

Web analytics is a technique that involves the use of softwares that collect data about
the behavior of users while they browse the internet. You get the data by tracking the
mouse clicks or even by requesting information for the users [21].

The web analytics technique is responsible for helping to understand how users
interact with web pages and mobile applications, automatically registering aspects of
user behavior, and then combining, analyzing, and transforming behavior into data [22].

To run a web analytics on a web page, you must have a question or questions to
answer. In Fig. 1, its show how the answers are not always as simple as we expect, and
when we look at an area, we can discover new discoveries along the way. Semi-
structured analysis involves data collection, transformation and analysis [22].

An example of web analytics application, is to use it to know information on where
web traffic is coming up, what types of products users are interested in, what types of
keywords users are typing in search engines for access a website [23].

Web analytics can also analyze user-generated content on social media, such as
product reviews. The organization responsible for the product can use these opinions as
feedback on their product to improve it, while the customer can use the same opinions
to decide whether to buy the product or not [24].

Another example of application addressed by [25] is on the use of web analytics to
perform performance measurement in digital marketing. Already [26] presents the web
analysis to obtain and evaluate the performance indicators generated by university
students inside a library [27]. Present the use of web analysis through the tool Simi-
larweb [28] to develop a categorization of web pages. While [29] also used the Sim-
ilarweb tool to explore the interest and use of the PhET website in a university.

Fig. 1. The flow for performing a web analysis.
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3 Materials and Methods

3.1 Characteristics of the Studied Process

This research is of the descriptive type with a quantitative approach, since it involves
the application of the web analysis in tools of historical web.

The descriptive research has as main objective the description of the characteristics
of a certain population or phenomenon or the establishment of relations between
variables. Its most significant characteristics are the use of standardized data collection
techniques [30].

As for the technical procedures, this research is experimental, as it verifies if the
web analytics application is able to classify the web history tools. The experimental
research consists in determining an object of study, selecting the variables that would
be able to influence it, defining the forms of control and observation of the effects that
the variable produces on the object [30].

As for the theoretical background, a bibliographic survey was carried out using the
key-words: “Osint”, “Open Source Intelligence”, “Web History Tool”, “Archive
Internet” and “Web Analytics” in the bases: IEEE Digital Library, Scopus, Science-
Direct, EmeraldInsight, Portal Capes and ProQuest.

3.2 Computational Experiments

The computational experiments has three steps, shown in Fig. 2. In step A, we searched
for OSINT Toolkits. In step B, is performed an extraction and evaluation of web
history tools and web analysis tools. Finally, in the last step, step C, is performed a
classification of web history tools.

Fig. 2. The figure shows the steps of the computational experiments of this work.
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– Step A: Search for OSINT Tools: We searched for OSINT toolkits to extract web
history tools and web analytics tools. For this, we used the search engines: Biznar
[31], Carrot2 [32], Google [33] and Metabear [34]. The OSINT toolkit selected was
the “OSINT, Tools and Resources Handbook” of the I-Intelligence company [34].

– Step B: Extraction and Evaluation of Web History Tools and Web Analysis:
We looked at the OSINT toolkit defined in phase A by web history and web
analytics tools.

For the Web History tools, you extracted all the tools that appeared in the OSINT
toolkit in the “Web History and Site Capture” category. For the validation of extracted
web history tools, selected the link of each tool and performed a search with the URL
of the social network domain LinkedIn [35].

For the web analytics tools, we extracted tools that could perform an online web
analysis without the need for installation. For evaluation criteria, we verified which
web analytics tools could be executed free of charge for a minimum period of 30 days.
Selected the tools, a web analysis was done with each tool in the social network
LinkedIn [35].

– Step C: Web History Tools Classification: A Web analysis was performed on the
web history tools extracted in step B with the tool Similarweb, also extracted in step
B. After the web analysis, we selected the desired indicators, and finally, we created
an attribute “Rank Access”, to classify the web history tools by the total number of
accesses received.

4 Results and Discussions

In this section, the results of the computational experiments are presented and dis-
cussed. The experiments has three steps:

– Step A: Search for OSINT Tools: We searched for OSINT toolkits to extract web
history tools and web analytics tools. For this, we searched the key words: “OSINT
framework”, “OSINT Toolkit” and “OSINT platform” in search engines: Biznar
[31], Carrot2 [32], Google [33] and Metabear [34].

For the selection criteria of the OSINT toolkits, it was verified which of the toolkits
found would bring the greatest amount of OSINT tools grouped by categories and
which of them appear in periodicals or books. In Table 2, the OSINT toolkits found,
along with their ID, Type and URL.

The toolkits Osintframework and Inteltechniques presented few or even none
categorized as web analytics. Thus, the “OSINT, Tools and Resources Handbook”
toolkit of the company I-Intelligence [20] was selected for the variety and quantity of
categorized tools.
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– Step B: Extraction and Evaluation of Web History Tools and Web Analysis:
We looked at the OSINT toolkit defined in phase A by web history and web
analytics tools. For Web History tools, all tools from the “Web History and Website
Capture” category found in the OSINT toolkit was extracted. Then, it was verified
which tools could be executed online, without the need of installation. Table 3
shows the web history tools extracted along with your ID and URL.

To evaluate previously extracted web history tools, you have accessed each tool
and searched the LinkedIn social network domain. All selected tools have managed to
bring historical pages of the social network.

For the web analytics tools, we extracted tools that could perform an online web
analysis without the need for installation. For selection criteria, it was verified which
web analytics tools could be executed free of charge for a minimum period of 30 days.
The Table 4 presents the extracted web analytics tools along with their ID and URL.

Table 2. OSINT toolkits.

ID OSINT Toolkit Type URL

01 Osintframework Web
Page

https://osintframework.com/

02 Inteltechniques Web
Page

https://inteltechniques.com/menu.html

03 Osint Tools and
Resources Handbook

Ebook
(PDF)

https://www.i-intelligence.eu/wp-content/uploads/
2016/11/2016_November_Open-Source-
Intelligence-Tools-and-Resources-Handbook.pdf

Table 3. Web history tools.

ID Web history tool URL

01 Archive.is http://archive.is
02 Archive.fo http://archive.fo
03 CashedPages http://www.cachedpages.com
04 CachedView http://cachedview.com
05 Common Crawl http://commoncrawl.org
06 Screenshots.com http://www.screenshots.com
07 Wayback Machine http://archive.org/web/web.php

Table 4. Web analytics tools.

ID Web analytics tools URL

01 Similarweb https://www.similarweb.com/
02 Crunchbase https://www.crunchbase.com
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For the evaluation of the web analysis tools extracted, a web analysis was per-
formed on the LinkedIn social network with each of them. The Crunchbase tool [37]
provided much more qualitative rather than quantitative information, being unable to
find indicators about users’ use of the social network.

The web analytics tool Crunchbase [37] provided values such as: Name of the
founders, e-mail addresses of some employees, investors, links to social media, current
price of the organization, name of the organization’s team, among others.

In addition to the Crunchbase tool [37], the tool Similarweb [28] provided quan-
titative information on user interaction with the social network, such as: Global rank,
total number of accesses received, average monthly accesses, average access time and
rate mean of rejection. Thus, the tool Similarweb [28] was selected to perform the web
analysis in this work.

The indicators selected to perform the classification of web-based tools by the total
number of accesses received were Global rank and total number of accesses received
between June 2018 and August 2018, the most recent date available in the tool at the
time of execution of this work.

– Step C: Web History Tools Classification: A web analysis was performed on the
web history tools extracted in Phase B with the tool Similarweb.

The following indicators selected were Total accesses received by the tool between
June 2018 and August 2018, in addition to the global rank reported by the tool
Similarweb. To perform classification, the attribute “Access Rank” was created based
on the indicators selected previously.

Table 5 presents the web history tools sorted by rank access.

The web history tool that presented the highest number of accesses received was
the Wayback Machine with 301.3 million accesses between June 2018 and August
2018. The Fig. 3 shows the graph of the web history tools and the total accesses of each
tool received between June 2018 and August 2018.

Table 5. Web history tools classify by access rank.

ID Web history tool Rank global Total of accessed received Access rank

07 Wayback Machine 237 301,3 M 1
01 Archive.is 3193 58,74 M 2
02 Archive.fo 9848 18,33 M 3
03 CashedPages 337600 437,821 4
04 CachedView 245786 388,303 5
05 Common Crawl 1199003 78,918 6
06 Screenshots.com 3281034 31,769 7
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5 Conclusion

In this work, we approached the classification of tools of historical web by means of the
technique of web analysis with the objective of evidencing the ones that are the most
accessed.

The application of the web analytics through the tool Similarweb generated
important indicators, of which, were used the “Total of incomes received” and “Global
Rank”. These Indicators, which were able to classify the web history tools by the total
access received. Thus, one can see which Web-based tools are the most accessed by the
number of accesses received.

As a contribution of this work, the technique to classify the web history tools can be
applied not only to classify OSINT online tools, but other types of web pages, in
different areas, such as marketing and education. In addition, this work also presents
the OSINT toolkits, where one can explore the other categories of tools, such as search
engines, geo-localization tools, among others.

As a suggestion for future work, it will be interesting to continue the evaluation of
the OSINT tools, since incorporating other categories and not just the web history
tools, it becomes possible to develop a framed OSINT framework, tool or platform or
information security using the most accessed tools.
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for Rapid Triage of Digital Forensic Evidence
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Abstract. This study investigates the feasibility of a tool that allows digital
forensics (DF) investigators to efficiently triage device datasets during the col-
lection phase of an investigation. This tool utilises data visualisation techniques
to display images found in near real-time to the end user. Findings indicate that
participants were able to accurately identify contraband material whilst using
this tool, however, classification accuracy dropped slightly with larger datasets.
Combined with participant feedback, the results show that the proposed triage
method is indeed feasible, and this tool provides a solid foundation for the
continuation of further work.

Keywords: Digital forensics � Data visualisation � Computer security �
File carving � Digital triage

1 Introduction

Digital forensics (DF) is considered an essential practice of law enforcement, often
employed when crimes may have been committed with the aid of an electronic device.
During the evidence collection phase of a DF investigation, data is recovered from
digital devices that are suspected to be involved in a crime. Devices seized may include
computers, external storage devices, storage media, and mobile devices—such as a
smartphone or tablet. The evidence collection phase includes the recovery of deleted
data that may be of forensic significance to the investigation, in a process known as file
carving. A frequent objective of file carving when used in law enforcement is to recover
photographic evidence that may be important to the case.

The file carving stage of an investigation is generally a hands-off process where
software is used to recover data. During recovery, the investigator cannot proceed with
reviewing results until the file carving operation is complete. Currently available
software that is used to complete file carving operations tend to be slow and often
provide the investigator with very little feedback about the content found on a device
during processing. Previous work has been conducted that utilised Graphics Processing
Units (GPUs) to accelerate computationally intensive pattern matching operations in
the file carving process, significantly reducing the time required to perform the
reconstruction of evidence. However, visual feedback of evidence discovered during
processing is an area that remains relatively unexplored and may benefit from further
research.
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This work examines the possibility of applying information visualisation tech-
niques to the collection stage of the investigation, in unison with GPU accelerated file
carving, to allow the DF investigator to rapidly triage datasets. The motivation behind
this work is the increasing average workload for DF investigators, specifically in the
area of law enforcement. These ever-growing workloads lead to longer investigation
times and delays in the processing of cases. Through allowing the investigator to triage
and prioritise relevant datasets at an earlier stage of the investigative process, it is
hoped that this will reduce the time required to investigate.

In this study, participants were shown 6 videos of a GPU accelerated file carving
tool that recovers images from a disk and displays these in near real-time (assuming a
small delay caused by on-screen rendering). To simulate a case where a suspect is in
possession of illicit images, participants were informed that any photos of birds were to
be considered “illegal” content. Half of the videos that were shown contained images of
birds in varying proportions, and the other half of the videos only showed non-bird
images. This methodology was utilised to assess the ability of the participants (n = 30)
to accurately identify datasets with potentially “illegal” content.

The following sections present; the methodology that the study followed in order to
answer whether visualisation techniques could be applied to the collection phase of a
DF investigation, the results that were gathered from participants who undertook the
experiment, followed by an analysis and conclusions based on these results.

2 Background

Over recent years, the number of computing devices owned by people has increased
due to the growing adoption of portable devices such as smartphones, smart home
products and digital assistants [1]. The ubiquity of such devices implies that they often
play a central role in criminal activity such as extortion, cybercrime, identity theft, etc.
Even where these devices are not the primary instruments of a crime, they frequently
prove to be an invaluable source of information in other cases, providing information
such as location history, call records, photo metadata, etc. Therefore, it is not
uncommon for law enforcement to seize all digital devices from suspects. These
devices, however, have not only become more prevalent, but have also continually
grown in terms of storage capacity as shown by combining data in [2–4] (depicted in
Fig. 1.). Devices with a storage capacity of 200 GB+ would have previously been
restricted to larger devices, such as desktop computers and laptops, but recently
developed smartphones regularly come with storage capacity options of 256 GB or
more. However, the technology used to examine devices in DF investigations has not
kept pace with these increases in device storage, which presents significant challenges
for investigators. A report by Her Majesty’s Inspectorate of Constabulary (HMIC) in
2015 reported that police investigations involving digital devices were commonly
delayed up to 12 months or more after a review of 124 digital forensic cases from six
UK police forces [5].
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The digital investigative methodology, as defined by the Digital Forensics Research
Workshop [6], proposes 6 stages of DF investigation. The stages, as shown in Fig. 2,
include the Examination stage, where the investigator will explore all of the data
recovered from devices and identify evidence that is relevant to the case. It is this stage
of the investigative process that can take significant human input and time, which may
be exacerbated by the increasing volumes of data involved in these cases. The tools
frequently used by the investigator to explore the data are traditionally text-based tools
that do not lend themselves well to the efficient exploration of large datasets due to the
variety of media found in these datasets. Hales [7] suggests the use of exploratory
information visualisation techniques to construct a visual timeline of events on the
digital device that could assist the investigator in creating a narrative of behaviour. The
developed tool – Insight – takes the information from a popular DF tool – Autopsy –

and presents it to the user as a visual timeline. Different types of information such as
web browsing history and EXIF metadata are all presented on the same timeline;
allowing the investigator to see a detailed picture of what the device owner was using
the device for at any point in time. The research shows that participants reacted more
positively to software that provides a timeline visualisation of the device data when
comparing to traditional textual interfaces commonly used. Statistical analysis shows
that the use of visualisations improve the ability of the investigator to make accurate
conclusions regarding a narrative of suspect behaviour. User experience when utilising
visualisation software is also judged to be equal to traditional DF software and sig-
nificantly better when performing tasks such as corroborating evidence or determining
user behaviour at a specific point in time. Visualisation techniques have also been
successfully applied to other areas of computer security; such as network security [8, 9]
and malware analysis [10, 11].

The previous research conducted into the application of information visualisation
techniques suggests further exploration of the application of these techniques to earlier
stages of the DF investigative process; specifically, the Collection phase. During this
phase, file carving is performed on data that is retrieved from a device, attempting to
recover data using physical information stored on the drive. Tools available to perform
this step are generally automatic and require minimal human intervention, with output
during the process generally limited to little more than a progress bar. Historically, this
has also been a time-consuming process as all data from a device has to be processed
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on the CPU for patterns that indicate the beginning and end of files. Recent research
conducted by Bayne et al. [12] demonstrates how pattern matching – a computationally
intensive processes vital to file carving – can be moved to GPUs using an asynchronous
processing approach to greatly reduce processing time when compared to traditional
CPU processing approaches employed by other DF tools. The tool developed by this
research – OpenForensics1 – showed time reductions of up to 97% when compared to
performing the same file carving operation on other established DF tools that employ
CPU processing.

To explore the application of information visualisation techniques whilst per-
forming file carving on the data under investigation, the OpenForensics tool was
modified to create a visualisation prototype for this work. This prototype displays the
images discovered by the tool in near to real-time to the end user in a 4 � 4 grid on
screen (Fig. 3). Due to the fast processing speed of the tool, the images displayed
within this grid change quickly. The authors hypothesise that the display of near to real-
time results within the application could be used to allow investigators to perform rapid
triage of a dataset thereby reducing the examination time required to identify datasets
that may contain information of forensic interest.

Researchers have suggested machine learning solutions to perform automatic triage
of data collected in DF cases by classifying any images found [13, 14]. Whilst it is
acknowledged that indeed this may be a worthwhile route to pursue, for the purposes of
law enforcement use, it would not be appropriate to allow a computer to be the sole
decision maker as to whether datasets contain potentially valuable evidence, or whether
any images should be examined in detail by a human or not. There are a number of
legal and ethical ramifications potentially raised by such an approach. It should also be
noted that whilst advances in machine learning have been significant, there are still
areas where there are challenges. One challenge that remains problematic is the ability
of these systems to accurately differentiate between children, adolescents and adults.
When used in law enforcement settings, in many cases these tools will be used to look
for possession of illegal images, such as those depicting minors [15]. The automated
recognition of images is an area of ongoing research and, as such, machine learning
techniques are not explored as a part of this work at this time.

Fig. 2. DF investigative model [6]

1 https://github.com/ethanbayne/OpenForensics.

280 G. Hales and E. Bayne

https://github.com/ethanbayne/OpenForensics


3 Methodology

The purpose of this body of work is to ascertain whether end users can accurately
identify “illegal” images in a dataset as they are being recovered and shown to them by
a GPU accelerated file carving tool. The tool displays the images to the participant as it
processes them in a 4 � 4 grid filling each row from left to right and moving rows
upwards as the last row is filled. The approach followed by this research used the
OpenForensics tool, which was modified to display acquired images to the end user in
near real-time. This allowed the accuracy of the participant’s answers to be examined,
in terms of the number of correct and incorrect responses.

3.1 Dataset Design

Six datasets were developed for use in this experiment, with the aim of closely
reflecting the type of content that may be found on a small USB storage device in an
investigation. To create these datasets, a tool was used to scrape random images from
Google Images, using several different keywords, including “birds”. A USB storage
device was securely wiped, and then a sample of these images was placed on the drive.
The images were subsequently deleted, and a clone (disk image) of the USB storage
device was acquired, as is standard practice in a DF investigation. Following this
sequence provided a dataset in a format that the file carving tool could analyse and

Fig. 3. OpenForensics visualisation interface
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recover the deleted images from. The nature of the tool means that subsequent runs on
different hardware would produce a visualisation where the images change at different
speeds. Allowing the participants to use the tool directly would thus produce skewed
results depending on the hardware the experiment was conducted on. In order to
counteract this, a video of the tool running on each dataset was created to ensure that
each participant observed the visualisation in the exact same way, with images
appearing onscreen at the same speed for each participant. During the video, each
image remains on the screen for an average of 800 ms. As the time taken for a human
to perceive the content of an image is around 1/3 of a second (*333 ms) [16], the
images are ensured not to be appearing at a speed that is outside of the bounds of what
can be perceived.

These datasets were designed to have an increasing number of non-bird images,
therefore decreasing the ratio of “illegal” bird images in the dataset. In 3 of the 6
datasets, no bird images were included, and in the other 3 datasets, there were varying
amounts of bird images included, as shown in Table 1. The ratio of bird images
included in each of these 3 disk images was decreased to determine participant
accuracy with increasing levels of visual “noise”. When creating the datasets, the
images were manually checked by both authors to ensure that there were no images that
were ambiguous (e.g. a cartoon image of the Linux penguin mascot “Tux”) or con-
tained birds that were not the main subject of the image (e.g. a landscape photograph
with a few small birds flying across the sky).

3.2 “Illegal” Image Detection

Participants (n = 30) were required to have a good knowledge of computing, with
regular use of computers as part of their career. Due to the use of pre-recorded videos
of the tool, a significant technical ability such as a background in computer science was
not required. Each participant reported normal or corrected to normal vision and were
asked if they were colour-blind. The participants were given information at the start of
the experiment that informed them about the fact that images of birds were to be
considered to be “illegal” during the experiment, and they should look out for any
images of these in each video. They were told that they were not required to count the
number of images they saw, or to try and remember what each image looked like; only
that they would be asked to identify if there had been any images of birds, which would
indicate it would be worthwhile for law enforcement to investigate further. The videos

Table 1. Data file summary

Dataset Total number of images “Illegal” Images Incl?

1 100 Yes – 10 (10%)
2 100 No
3 1000 No
4 1000 Yes – 10 (1%)
5 5000 Yes – 5 (0.1%)
6 5000 No
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were played in full-screen mode to eliminate other distractions on screen and were
conducted on displays with similar sizes and resolutions at as close to eye level as was
feasible.

Each participant was asked to watch each video only once, and to refrain from
rewinding or stopping the video once it had started. A video player was used to blank
the screen after each video was played so that no images remained on the screen. To
control for fatigue, a Latin Square design for the order of the videos was adopted
(Table 2). This was essential, as both videos 5 and 6 were over 4 min in length, which
could lead to fatigue when concentrating on the images appearing. Participants were
allocated to a group when signing the consent form, and all groups had a total of 5
participants each.

After watching each video, the participants were asked to complete 2 questions
relating to the video they had just watched. The first of these questions was simply
“Did you see any pictures of birds?” with possible responses of simply “Yes” or “No”.
The results of the question were used to determine metrics such as the hit rate and false
alarm rate. They were also asked to give an indication of their confidence in their
answer. This was presented in the format “How confident are you that you saw/did not
see pictures of birds in Video X?” and a response in the format of a Likert scale where
1 represented “Not Very Confident” and 5 represented “Very Confident”. The results
from this question were used to determine whether there was any correlation between
the number of images being shown to the participants and the confidence in their
answer, or between false alarms/misses and confidence. Finally, to gauge the partici-
pant perception of the tool, and provide additional context to the triage results, the
participants were asked to optionally respond to the question: “Now that you have
watched all of the videos, how did you find the experience of searching for pictures of
birds as they appeared?” Thematic analysis was conducted on the responses to this
question.

Table 2. Participant group video order

Group Video order

A 1 2 3 4 5 6
B 6 1 2 3 4 5
C 5 6 1 2 3 4
D 4 5 6 1 2 3
E 3 4 5 6 1 2
F 2 3 4 5 6 1
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3.3 Interface Preference

Upon the conclusion of the experiment, the participants were shown a few simple
interfaces and asked to indicate their preferred interface. These questions were pro-
posed in order to inform future visualisation design based on the preference of the
users. The first interface comparison displayed 2 interfaces to the participant (Fig. 4)
and asked; “If you had a large gallery of photos on your computer and wanted to find a
specific photo, how would you prefer to do this?” They were presented with 2
responses: “(Interface 1) Show one full-screen photo at a time, and keep pressing the
next arrow until you found the photo” or “(Interface 2) Show all of your photos in a file
browser with thumbnails and find it from there.” This question was asked to determine
whether the participants were likely to prefer a “flashcard” approach or view multiple
photos at the same time.

The second question presented the participant with 3 interfaces (Fig. 5). Each
interface depicted an image gallery, with varying sizes of images in each interface. This
question was presented to determine whether the user is likely to prefer larger images
with fewer shown at a time, or smaller images with more shown on screen at one time.
The question was presented as “Which of the following interfaces do you prefer?” with
a simple option to select Interface 1 or Interface 2.

Fig. 4. Flashcard vs Grid layout preference
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4 Results

In this section, results from the experiment where participants were asked to detect
images of birds will be presented and discussed, alongside the confidence ratings of
participant responses after watching each video. Responses provided on interface
design preferences will also be discussed, together with a thematic analysis of the
perceptual feedback provided by participants at the conclusion of the experiment.

4.1 File Carving Triage Results

Accuracy
When exploring the results from the file carving tool experiment, the videos were
grouped into pairs of datasets with the same number of images; one video with bird
images present and one video without bird images present. The pairings, therefore, as
per Table 1, are Videos 1 & 2, 3 & 4 and 5 & 6.

Fig. 5. Image browser size preference
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The first of these pairs, which contained 100 images, 10% of which were birds in
Video 1 showed a hit rate of 93%. The correct rejection rate for this pair is also 93%.
These figures are high, as was expected by the researchers, as the relatively high
number of bird images in the dataset led to many participants verbally commenting that
they were “obvious”. The breakdown of participant responses to this video pair can be
seen in Table 3. This shows that participants can accurately differentiate between the
datasets with and without bird images in a small dataset.

The second of the video pairs, containing 1000 images and 1% bird images in
Video 3 shows a hit rate of 83%. The correct rejection rate for this pair was 90%. The
breakdown of the participant responses for this pair can be seen in Table 4. Although
these figures still show a relatively high level of accuracy amongst the participants in
identifying bird images, this is a noticeable decrease from the previous video.

The final pair of videos that contain a total of 5000 images, 0.1% of which are of
birds in Video 5, show again a hit rate of 83% and but a lower correct rejection rate of
77%. As can be seen in Table 5, this means that the false alarm rate for this pair of
videos is 23%. This value is relatively high and indicates a slightly decreasing level of
accuracy from the participants in the longer videos with fewer bird images, this is also
shown in Fig. 6.

Participants’ answers between varying sizes of datasets were analysed. An exact
McNemar’s test determined that there was no statistically significant difference in the
proportion of answers given between videos with birds present within them—videos 1

Table 3. Video 1 & 2 detection results

Responded “Yes” Responded “No”

Video 1 (Birds Present) 28 (93%) 2 (7%)
Video 2 (Birds Absent) 2 (7%) 28 (93%)

Table 4. Video 3 & 4 detection results

Responded “Yes” Responded “No”

Video 4 (Birds Present) 25 (83%) 5 (17%)
Video 3 (Birds Absent) 3 (10%) 27 (90%)

Table 5. Video 5 & 6 detection results

Responded “Yes” Responded “No”

Video 5 (Birds Present) 25 (83%) 5 (17%)
Video 6 (Birds Absent) 7 (23%) 23 (77%)
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and 4 ðp ¼ :37Þ, videos 4 and 5 ðp ¼ 1:00Þ, and videos 1 and 5 ðp ¼ :45Þ. An exact
McNemar’s test similarly determined that there was no statistically significant differ-
ence in the proportion of answers given between videos without birds present within
them—videos 2 and 3 ðp ¼ 1:00Þ, videos 3 and 6 ðp ¼ :29Þ, and videos 2 and 6
ðp ¼ :12Þ.

It is interesting to note that, although not a large enough sample to analyse in depth,
one participant that declared themselves as colour-blind (deuteranopia) gave as accu-
rate answers in the experiment as other participants. It was found that colour-blindness
did not affect their ability to recognise the bird images. This participant succeeded at
correctly identifying all videos with a 100% hit and correct rejection rate. It is not
known whether the colour-blindness of the participant influenced their results, or
whether this is coincidence. This may be an area for future research.

4.2 Participant Confidence

After watching each video and indicating whether they saw images of birds in the
video, the participants were asked to rate on a Likert scale of 1 to 5, the confidence they
had in the answer that they had given, where 1 indicated that they were “Not Very
Confident” in their answer and 5 indicated that they were “Very Confident” in their
answer. Figure 7 shows a breakdown of the responses given by participants for this
question for each video. Overall, for many of the videos, participants generally
responded that they were confident with their responses. All participants were confident
with their answer to Video 1, reinforcing the verbal comments that this video was
“obvious”, although it was found that 2 participants answered this incorrectly with
“no”.

Fig. 6. Hits and false alarm rates for each dataset size
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Using Friedman’s ANOVA test, the confidence ratings of the participants signifi-
cantly differed over the six videos ðx^2ð5Þ ¼ 8:00; p\:001Þ.

Wilcoxon Signed Rank tests were used to measure the confidence of a participant’s
answers between videos with bird images to those without. It appeared that a partici-
pant’s confidence significantly differs between videos 1 and 2 ðT ¼ �3:91;N for
Test ¼ 30; p\:001; r ¼ �:5Þ, between videos 3 and 4 ðT ¼ �3:96;N for Test ¼
30; p\:001; r ¼ �:51Þ and between videos 5 and 6, ðT ¼ �2:57;N for Test ¼
30; p ¼ :01; r ¼ �:33Þ. It can be concluded that a participant’s confidence significantly
differs between videos with birds and videos without birds in them.

Wilcoxon Signed Rank tests were also used to test a participant’s confidence in their
answers between shorter and longer videos. It appeared that a participant’s confidence
significantly differs between videos 1 and 4 ðT ¼ �2:89;N for Test ¼ 30; p ¼ :004; r ¼
�:37Þ and videos 2 and 3 ðT ¼ �3:40;N for Test ¼ 30; p ¼ :001; r ¼ �:44Þ. However,
each participant’s confidence did not differ significantly between videos 4 and 5 ðT ¼
�1:20;N for Test ¼ 30; p ¼ :23Þ and videos 3 and 6 ðT ¼ 1:04;N for Test ¼ 30;
p ¼ :30Þ. It can be concluded that a participant’s confidence in their answers weakened
between watching the videos with 100 images and 1000 images, but each participant
remained as confident with their answers between the videos with 1000 images and
5000 images.

Fig. 7. Participant confidence levels (From left: 1 – Not Very Confident to 5 – Very Confident)
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4.3 Interface Preference

At the end of the experiment, the participants were shown different interfaces and asked
to indicate which one they would prefer to use if they were looking for a specific photo
on their computer (these interfaces can be seen in Figs. 4 and 5). The first of these
questions presented the user with a single large full-screen image versus a grid of
images. The response to this question was that all participants unanimously preferred
Interface 2 that depicted a grid of images. As this was the format used for the visu-
alisation of images in the file carving tool, it reinforces that this design decision was the
correct to make instead of rapidly showing the users images one at a time.

The second question was related to the sizing of the images displayed in a grid
format, the purpose of which was to determine whether users prefer an interface with
relatively large images, average sized images (similar to the interface in the tool), or an
interface with relatively small images. The results of this (Fig. 8) show that the
majority of participants (86.67%) preferred the interface that showed averagely sized
thumbnails, which was similar to the format and size of the images presented by the
tool. Again, this reinforces the design decisions made when creating this tool. It should,
however, be noted that these preferences may be due to a response bias as the par-
ticipants were asked these questions after using the tool. In future, it may be of interest
to test if these responses vary before exposure to the software.

4.4 Qualitative Feedback

After watching all of the videos in the experiment, the participants were asked to give
feedback on how they found the experience of searching for pictures of birds as they
appeared in the video. This was a free text field where they could leave any comments

Fig. 8. Interface thumbnail size preference
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they felt were relevant. Of the 30 participants, 29 provided responses to this question.
Thematic analysis was conducted on the responses, where five common themes were
identified. These themes can be seen in Table 6.

As can be seen from the analysis of themes, many of the participants commented on
how difficult they found the task to be. This comment was often made in combination
with one of the other themes; specifically, participants also frequently identified that the
difficulty they had with the task was caused by the fast speed that the images appeared
onscreen. The difficulty was also caused by the length of the 5000 image videos, which
were over 4 min long. The length of the videos also appears as a theme in several
responses where the participants mentioned a level of fatigue whilst undertaking the task.

Some participants also commented that the inconsistent rate that the images were
displayed on the screen posed a challenge and, in some cases, made it much harder to
see the images of birds. This inconsistent rate at which the images appear is due to the
way that the tool and file carving work. As images are being recovered from deleted
data on a disk, there are times where the tool may find multiple images clustered in co-
located blocks of data; other times the tool may not find images for a period of time.
This leads to points where the images stop populating, pause for a short time, and then
continue populating rapidly. A buffer could be used to attempt to smoothen the display
of these images to the end user, however, this was not implemented in the tool as it
would add an artificial overhead to the process and make the process longer, which
contradicts the motivation for this research.

Table 6. Themes in participant feedback

Theme Participants
commenting on
theme

Example of comments

Difficult 53% “Like looking for a needle in a haystack”
“Quite difficult”

Length of task 30% “Longer videos were difficult”
“Difficult to keep track of all the images and the
longer each video is the harder it was.”

Fast image speed 30% “…rather difficult to keep up with the image flow”
“Very hard because the pictures came and went so
fast”

Fatigue 23% “Cognitively demanding”
“Quite straining on the eyes during the longer
videos.”

Variable rate of
image appearance

13% “The rate differences made it more challenging in
some of the videos than others - I suspect the
images appeared as they were carved rather than
at a consistent rate.”
“Because the bulk image elections [sic] were not a
consistent pace I felt it was much harder to see the
birds, it would be smooth then jarring”
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5 Analysis

As can be seen from the ability of the participants to detect images of birds in a dataset,
and correctly triage this dataset, generally the results are indicative of a potential benefit
to the digital forensic investigative process, given further refinements based on the
outcomes of this work. Participants were found in most cases able to correctly identify
the presence of ‘illegal’ images, however, as also shown by these results, the accuracy
of the responses given starts to decline slightly in datasets with more images, and fewer
bird images. In the videos with 5000 images, the number of correct hits is still relatively
high at 83%, however, as shown in Fig. 6, the number of false alarms is also relatively
high at 23%. The threshold at which the detection accuracy is too low is highly
dependent on the scenario that the tool is being utilised in. If the tool is being used to
triage the data of someone accused of possession of inappropriate images of minors for
example, then law enforcement authorities are likely to reasonably demand a hit rate of
very close to 100%. However, if the tool is being used to investigate a device in an
organisation for an employee accused of photographing confidential property, for
example, a slightly lower accuracy rating may be acceptable.

In this study, it was hypothesised that the length of time the investigator was
required to watch a video for would have a direct impact on the confidence of their
answer; with longer videos leading to lower confidence ratings. However, the findings
do not support this hypothesis, as the confidence rating between videos with 1000 and
5000 images were not significantly different. Instead, it was found that there were
consistent and significant differences between the confidence ratings of videos
including images of birds, and those without, across all dataset sizes. Combined with
the increasing false positive rate, it could be conjectured that as the participants become
more uncertain whether they may have missed a bird image in the large datasets that
did not contain bird images, they are more likely to respond indicating that they did see
a bird image so that a dataset potentially containing evidence is not incorrectly dis-
missed, signifying a possible response bias. This is not necessarily an issue in law
enforcement scenarios, as a suggestion of a false positive during the triage stage will
lead to further investigation of an irrelevant dataset, thus simply decreasing the effi-
ciency of the investigation. Incorrectly dismissing datasets that contain evidence (a
“miss”) is more of an issue as in a law enforcement scenario, this could lead to failure
to prosecute or acquit a suspect.

Exploration of the feedback given by participants yield several themes that high-
light some of the issues encountered by the participants. Notably, a significant number
of participants (53%) indicated that they found the tasks “difficult” in some way.
Exploring the themes further revealed further core reasons for this difficulty. The speed
that the images appeared on screen was mentioned by 30% of the participants, who
generally said that the flow of images was difficult to keep up with. Artificially
reducing the rate that the images appeared could be a solution to this, however, as
mentioned previously, this would delay the overall investigation, which is contrary to
the aim of this research. The relatively long time where the participants are required to
look at the screen, and the high level of concentration that they must apply to the task
led to 23% of the participants mentioning that some form of fatigue was experienced
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during the experiment. Some participants indicated that this was in the form of high
cognitive demand, whilst others indicated it was in the form of eye strain. This would
be exacerbated in lengthy DF investigations. Thus, an alternative visualisation may
need to be explored that could allow the user to look away from the screen without the
risk of missing large volumes of data.

6 Conclusions and Future Work

This work has explored a method of visualising the results of a GPU accelerated file
carving tool in real time, to provide a rapid triaging tool for use in DF investigations. It
was hypothesised that this tool would provide the user with a way to make accurate and
timely decisions about the kind of images contained on a device, and thus decide as to
whether investigating it at length would be necessary.

In testing this tool with 30 participants, it was shown that the accuracy of the
participants in detecting contraband images is generally good, however, it begins to
decline slightly (albeit not statistically significantly) with larger datasets containing
fewer contraband images. This has indicated that the underlying idea of rapid triage
using such a tool is feasible, however, further work will be required in refining the
format of the visualisation tool. This conclusion is reinforced by participant feedback
indicating that the task was difficult due to the high speed at which the images appeared
and then disappeared from the screen, along with the fatigue experienced from having
to concentrate on the screen for an extended period of time. Ideally, future work will
allow a visualisation method to be developed where the information is displayed to the
investigator for a longer period of time, allowing them to look away from the screen,
while maintaining or improving upon the accuracy levels seen in this study.

It would be of interest to apply machine learning techniques to aid identification of
contraband material—not as a replacement for human analysis, but to augment it. This
approach could allow for certain pieces of data to be drawn more clearly to the attention
of the human investigator if deemed by an image recognition algorithm to potentially
be of interest. Such an approach would hypothetically reduce the strain on the inves-
tigator and allow them to make more accurate and confident triage decisions, whilst still
ensuring that no data is hidden; an important feature in DF tools.
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Abstract. Despite continued maturation since the latter half of the last
century, cryptography still bears the vestigial traces of its roots as an
arcane art. Cryptographers have abandoned any fondness for obfuscation
and turned to the irrevocable properties of mathematics and prime num-
bers to ensure the privacy of those who would wield their tools. Notwith-
standing its apparent modernity, the majority of recent cryptosystems
have not enjoyed widespread adoption. Usage is limited primarily to
the sophisticated elite who possess the time, interest, and inclination
required to understand the behaviour of these systems, if not necessarily
their inner workings.

While we may find more apt metaphors for conveying the complex
properties of ciphers and cryptosystems, the effort behind such ad-hoc
approaches will always have to be adapted to suit new algorithms, and
will have to contend with their ostensibly simpler plaintext counterparts.
mastodon accountt new primitives can continue to be described in terms
of progressively more elabortate boxes, locks, and keys, it is difficult to
imagine an explanation sufficiently compelling to extend to all those who
do not enjoy the luxury of privacy.

Modern cryptographers have embraced Kerckhoffs’s principle, that:
A cryptosystem should be secure even if everything about the
system, except the key, is public knowledge

We will argue that this is insufficient, and that a second principle is
necessary:

A cryptosystem should be secure even if nothing about the sys-
tem, except the plaintext system it replaces, is familiar to its
operator

In simpler language, assuming they seek a future in which everyone is
able to control the spread of their personal information, those in the field
of cryptographic development must create systems which are difficult to
misuse.

We will present CryptPad, an open-source, browser-based suite of col-
laborative editors which employs end-to-end-encryption to protect the
contents of user documents from passive surveillance, including that of
the server operators. It implements familiar façades (login and registra-
tion forms, document curation facilities, access control policy definition,
and a variety of applications) using a small set of common cryptographic
primitives.
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While the underlying mechanisms of the system are not especially
sophisticated, their properties are sufficient to facilitate schemes match-
ing existing user expectations as set by established plaintext platforms.
Though we will refer to established systems as the initial results of
this design philosophy throughout, our goal is to describe in concrete
terms the methodology which continues to shape their development. We
will outline the benefits of this paradigm of system design, describe the
aspects of various cryptographic algorithms which challenge users and
developers alike, and recount the results of our iterative user acceptance
testing.

We will demonstrate the value of serving an audience which is unin-
terested in the technical details of the platforms they use, exploring not
just the abstract notion of the network effect, but detailing the types
of social networks through which we have observed the adoption of the
platform. By reframing issues of deployment in this manner, we hope
to contribute towards the wider accessibility of cryptographic research
beyond the purview of its core constituents. In order to move towards
our envisioned future of ubiquitous cryptography, we must dissociate the
means of securing information from the experience of doing so.

Keywords: Cybersecurity, privacy and trust in computing areas:
Web technologies ·
Human factors: communication of security risks to end-users ·
Human factors: user acceptance of security and privacy technologies ·
Human factors: user awareness of privacy threats, legal, ethical,
economic and societal issues in cybersecurity: Privacy by design &
default

1 Methodology

Our findings are derived from user reports and consultations, anecdotal accounts,
and measurements taken from our flagship instance [cry2019b].

User reports were received via email, Matrix/IRC, Twitter [twi2019],
Mastodon [cry2019c], the project’s GitHub issue tracker [cry2019d], and in
person.

We consulted with users in a variety of unstructured formats while demon-
strating the software at conferences and meetups, answering questions and tak-
ing note of users’ first impressions. The nature of these venues didn’t afford us
the chance to take careful notes, though their conversational nature allowed us
to gauge perceptions over time and understand motivations for using privacy-
enhancing technologies.

We performed semi-structured remote interviews with a number of self-
identified power users using VOIP and screen sharing tools, usually taking col-
laborative notes via CryptPad itself.

Finally, we processed server logs using ElasticSearch and Kibana [ela2019].
These logs included asynchronous HTTP HEAD requests with keywords for spe-
cific actions performed by clients using our telemetry API from which users can
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opt-out. This API exposes general data such as which APIs the client supports,
their screen dimensions, and which features they use.

2 Demographics and General Response

Our interviews revealed that most users had been introduced to collaborative
editors via Etherpad-lite, which they had used on a regular basis. They noted
difficulty managing projects with more than a few documents as they were prone
to being lost. Many used a pad of pads for such projects, or migrated to platforms
like Google’s Drive.

Most subjects were familiar with the Snowden revelations, Facebook’s Cam-
bridge Analytica scandal, and the practices of surveillance capitalism. They typ-
ically employed between two and five browser extensions intended to block ads
and trackers, limit the execution of Javascript, and enforce the use of HTTPS
when available.

Self-identified infosec experts were a vocal minority of those willing to be
interviewed. Many were very receptive to the platform, indicating it satis-
fied their expectations for privacy and functionality, and that it was simple
enough to allow collaboration with peers in place of proprietary or unencrypted
alternatives.

Some appreciated the software but had concerns as to whether the server
operators could be trusted not to insert malicious Javascript. They were often
capable of running their own instance, and often enjoyed doing so as a hobby. On
the opposite end of the spectrum, some were highly skeptical and objected to the
absence of a dedicated client which could run outside of a browser, presumably
restricting their workflows to editing alone or using collaborative editors with
the assumption that their documents were not private.

The majority reported that their interest in PETs was not professional in
nature, but better described as a hobby or a form of activism. They preferred to
have their content remain private, but didn’t require it. Many of these respon-
dents indicated that they promoted the software to raise awareness of routine
passive surveillance. They offered more feedback regarding the ergonomics of the
system, as their peers cited those factors as obstacles to their regular adoption.
This posed the greatest barrier to own their own adoption, as they used it for
its collaborative features more than for solo workflows.

3 Façades

In architecture, the facade of a building is often the most important aspect
from a design standpoint, as it sets the tone for the rest of the build-
ing [wik2019]

Many features in CryptPad intentionally resemble those offered by services
with more conventional architectures. Most logic is implemented clientside, mak-
ing novel use of encryption to provide the access control functionality usu-
ally enforced by a central authority. The following sections will compare these
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façades against the traditional counterparts they emulate, focusing more on
recent insights than the technical implementations covered in our previous
paper [mac2018].

3.1 Document Creation

Users access existing documents via their URLs, which encode identifiers and
encryption keys into the fragment identifier portion of the URL. Colloquially
called the URL’s hash, this data is not sent to the server as a part of the page’s
HTTP request. Whenever an editor is accessed without a hash already provided,
a new one is generated on their device and encoded into their URL bar. This
allows users to share access by sharing a URL, an activity which is already
familiar to many internet users.

3.2 Document Curation

Initial versions of CryptPad stored references to recently edited documents using
the browser’s localStorage API and displayed them in a table on the home page.
URLs generated by the system are not intended to be memorable, and the lack of
strong guarantees of browser storage persistence made this a fragile solution. In
practice users worked around these limitations by tracking their documents via
the pad of pads method they’d reported using for Etherpad document curation.
Sharing access to this root document allowed them to curate and access their
content from multiple browsers and devices, which users noted was critical for
their usage.

We implemented the CryptDrive application to use the same data structure
and present an interface like that of most filesystem browsers. The initial version
of this interface simply exposed the hash of the user’s drive for the purpose of
recovery. Subsequent iterations tied this root key to their login info.

Fig. 1. Document curation via the CryptDrive
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Fig. 2. Storing a pad in a users CryptDrive

Over time we have added many features to improve users ability to organize
and retrieve their documents, like tagging, search, and the views which sort files
by their various attributes. One of the more significant changes we’ve made was
to stop storing files in the drive automatically when they were viewed. At first
we believed that users would see more benefit from the drive if they discovered
that it kept their history for them, but it was brought to our attention [cry2019a]
that this implicit behaviour was not communicated, and could lead to a privacy
breach for users who weren’t aware of this default behaviour (Fig. 1).

We implemented a dialog asking users whether they wanted to store the
document in their CryptDrive and offered the ability to configure their account
to use the legacy behaviour. It offered users more control, while simultaneously
informing them about the existence of their Drive, which is not immediately
obvious to new users.

3.3 Registration and Login

Since each user’s CryptDrive tracks the encryption keys for all their docu-
ments, its credentials serve as a root keyring for all their sensitive information,
making their handling a particularly risky operation. To avoid having users
achieve multi-device workflows by transmitting these credentials between devices
in an insecure manner, we chose to make them accessible via a familiar regis-
tration page. The mechanisms behind the registration and login processes have
been modified several times, though the core mechanisms remain mostly the
same (Fig. 2).

The registration page features a field for a username, a password, and a
password confirmation, as users would typically expect. Rather than sending
the username and password to the server, we derive the credentials for the user’s
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Fig. 3. An overview of user registration

drive from their input in a deterministic manner. The same inputs from any
device will derive the same keys, effectively allowing the user to memorize their
encryption keys.

For the derivation process, we used scrypt, a memory-hard password-based
key derivation function. Each user’s password is salted with their username and
an optional server-wide token, ensuring that each user on each instance would
have their own unique keyspace, making it difficult to brute-force passwords.
After deriving a hash for the user’s drive, we cache the derived encryption key
in localStorage, leaving them logged in so long their storage was not cleared
(Fig. 3).

Logging in is a simple matter of entering credentials and having the client
check whether they yield the hash for an existing user account. Logging out
requires only that localStorage be cleared.

This scheme is resilient in the event of a serverside compromise, since user
credentials are never learned by the server. Users generally understand that they
should not share login credentials, and so their typical behaviour is consistent
with our desired usage. The main difference between this mode and conventional
login procedures is that the service operator has no means of recovering or reset-
ting user passwords. As we were conscious of the risk that users would expect to
rely on password reset, we took measures to encourage users to remember their
credentials (Fig. 4).

Upon entering a valid username and two matching passphrases, the user is
presented with a confirmation dialog. It offers two buttons, but inverts their
position and the usual coloring to encourage them to click on the abort button.
We intend to shock the user into reading the dialog more carefully, in which case
they learn that reset is not possible. The confirmation button’s text states “I
have written down my username and password, proceed”.
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Fig. 4. Informing users that we can’t recover or reset their passwords

In theory, this should prevent users from losing access, however, it does not
have a perfect success rate. According to our telemetry, CryptPad.fr received
1800 registrations within a period of 90 days, while we received fewer than 5
requests for recovery in the same period. On some occasions, users were either
able to remember their password or to regain access to their most critical docu-
ments by searching their browser’s history for its URL.

Understandably, data loss is traumatic, and so we hope to minimize its like-
lihood further. Users who lose access to their documents are frustrated, and
we expect that such experiences are likely to impact their confidence in using
platforms which utilize such schemes.

Users who contacted us for the purpose of data recovery tended to offer their
username or email as an identifying feature of their account, indicating that they
did not understand that neither was ever exposed to us, as we only recognize
users by their Public signing key.

The belief that usernames are globally unique doesn’t tend to affect user
security in a negative way, though on several occasions we have received queries
from users stating that two different sets of documents were stored in the same
CryptDrive on multiple devices. After a little troubleshooting it was discovered
that they had accidentally registered twice with the same username while intend-
ing to log in, though they’d used two different passwords. Once they realized this
fact it was relatively simple to merge the complete list of documents into a single
drive, though they indicated that it was a stressful situation.

User passwords are required to be at least 8 characters in length by default,
though custom lengths can be set by the server administrator. There are no
restrictions imposed on the characters used for the password or username, allow-
ing users to choose emojis or any special characters they like. Likewise, users are
not required to use capitals, minuscules, numbers or special characters, since
such rules often frustrate users [cod2019b] and don’t contribute to their security
in a meaningful way.
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3.4 Authenticated Serverside Actions

A variety of features are either impossible or impractical to implement entirely
clientside. These are implemented serverside as remote procedure calls, either
on-demand or requiring authentication from clients if they are not sensitive in
nature.

We consider information public if it is encrypted and does not reveal any
information about particular users. Queries for the size of an encrypted document
history, its metadata, and similar information can therefore be requested by any
client.

Authenticated calls include queries or actions concerning particular users,
as identified by their ed25519 public signing key. All authenticated requests are
signed by the client with their private key, and validated by the server.

The development of this authentication layer was motivated in part by our
desire to distinguish between documents stored in users drives and those used
by exclusively by unregistered users or noone at all. Our measurements indicate
that as many as 70% of the documents created on our server are used only
for a short time before being abandoned. Lacking a means of identifying such
documents our disk usage would continue to grow indefinitely. Since the software
is open-source, we generate income by offering increased quotas to paying users,
so this system also serves to track and enforce each user’s quota.

Each user’s list of documents is tracked using an append-only log, identified
by the user’s public key, with each line indicating one of three actions:

– pin a document (indicate that it should not be removed)
– unpin a document (indicate that the user no longer requires it)
– reset the user’s pin list to a specified list of documents

Pin and unpin commands are sent to the server progressively as the user
adds or removes documents from their drive. Each command returns a hash of
the sorted list of their pinned documents, allowing the user to confirm that the
server’s account of their usage matches their own local list. If the client finds
that their hash does not match that of the server, they send a reset command.
The bearer of a private key is also able to delete their pin log, as we will cover
when presenting account deletion. This system enables us to track the size of all
documents pinned with a given public key, though users have expressed confusion
about the reported size which includes the documents’ full history.

Document deletion must also be implemented serverside, though the capacity
to delete a file must be specified at its creation, otherwise any user could delete
any document. Finally, we implement functionality for encrypted file upload, and
user password change, covered below.

3.5 Capabilities and Delegation

The delegation of capabilities described earlier is achieved by sharing a docu-
ment’s URL, which can contain a variety of additional features beyond the basic
features defined by its cryptographic keys.
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Fig. 5. The ‘edit hash’ for a document

Many editors also support a variety of modes, and users expressed the desire
to share views of those modes directly. These modes include present mode, which
was most obviously relevant to the slideshow editor. Likewise, documents can be
loaded in embed mode, which displays the content of the document without the
toolbars and other aspects of the platform which would be intrusive if included
in an iframe.

We provide a dedicated menu for choosing the attributes and capabilities
which users would like to share. Unfortunately, we discovered that some of the
heuristics employed by various adblockers (which are very commonly used by our
intended audience) caused the button for this sharing menu not to be displayed.
We styled the share menu using an icon provided as a part of the fontawesome
icon set.

Upon further investigation we determined that it was removed on the basis of
its class (fa-share), since that logo is often used by social media sharing buttons
which often track users. We worked around this bug by creating an alias for
the class (fa-shhare), though the heuristics defined by adblockers are necessarily
imperfect and quite likely to interfere with our intended behaviour again in the
future.

Beyond the rudimentary capabilites for viewing and editing documents, we
also offer support for deletion, automatic expiration, and password protection.
These capabilities are exposed only to registered users via the pad creation
screen, so as to avoid overwhelming new users. Since each user’s drive is rep-
resented internally as a document itself, some of these capabilities are reused
for user account administration as well, though generally through a different
interface.
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Fig. 6. The sharing menu

The owner of a document’s log is defined at the time of its creation by
including the public key of its creator in the first message of its history, making
ownership immutable (and therefore non-transferrable) and public (Fig. 5).

Ownership of created documents is optional, for those who would prefer not
to be linked to their creations. In practice this is the cause of much confusion,
as it is difficult to know whether deletion will be desirable at a later time.
Future iterations on ownership will most likely feature one-time signing keys,
facilitating unlinkability and delegation of the right to delete a document. Going
a step further, mutable metadata could be rewritten or amended, allowing an
owner to delegate new owners or moderators, as well as allowiing revocation of
server-defined rights.

Due to occasional reports of users accidentally and irrevocably deleting their
content, we are considering modifying deletion such that files are temporarily
moved into cold storage for a set period of time, after which they will be per-
manently deleted.

Expiration reuses existing deletion functionality, but schedules it for time
relative to that of its creation. If a document is owned, it can be deleted in
advance of its expiration time, though we do not currently offer the ability for
the owner to cancel deletion. Expiration time is distributed to newly joining
clients as a part of its metadata, which also indicates whether the document is
owned or not (Fig. 6).

The development of password-protected documents was sponsored by a con-
tributor who desired an additional level of security in the event that a document’s
URL was accidentally disclosed. We implemented the functionality clientside in
a manner similar to that used for registration, defining a new versioned URL
which supported a different scheme for deriving secrets.
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Fig. 7. The pad creation screen as seen by a registered user

The new format uses a cryptographically secure random seed, which is hashed
with or without a password, as the creator desires. The resulting hash is divided
into a signing key, and a secondary seed which is also hashed. The result of the
second hash is then divided into the document’s id and symmetric encryption
key.

An additional flag is appended to the seed to indicate that a password is
required, otherwise the keys are derived without its input. Once a valid password
is entered, it is stored within the user’s drive (Fig. 7).

This scheme offers an increased level of security, however, it does nothing to
prevent brute-force password entry. Similarly, the user who created the docu-
ment is not notified if someone attempts many passwords. Since our database is
considered public, we do not currently have a mechanism for restricting access
beyond limiting the accessibility of the secret values noted above.

It is trivial to change the password for owned documents, as the owner need
only create a new document with the same content using secrets derived from
a new password. Once the new document is in place, the old one is deleted.
This implementation was quite simple, however, it has the unfortunate side-
effect of having to re-distribute the new password manually. Future iterations
will likely remove the notion of a password entirely, and instead track which
users should have access, delivering strong secrets directly to their accounts in
a secure manner (Fig. 8).
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Fig. 8. A document protected by a password

3.6 Account Deletion

Account deletion is supported for users who registered after the introduction of
ownership for user accounts. It is exposed via the settings page, and recursively
deletes all the user’s owned documents, their pin log, and their drive.

Users in possession of accounts which predate ownership can migrate to
the newer format by creating a new owned account, setting a flag for the old
one to mark it as deprecated, and unpinning it. Clientside checks for account

Fig. 9. Password entry for a protected document



306 A. MacSween and Y. Flory

deprecation prevent the user from accidentally accessing and modifying their old
account data, ensuring that it expires after a period of inactivity.

The locations of user account documents were originally derived from the
provided username and password, so the creation of a new account document in
a new location required that we modify the scheme for login and registration,
detailed below (Fig. 9).

3.7 User Password Change

This functionality differs from password reset in that the user is required to know
the password which they would like to change. It is primarily meant to serve users
whose passwords have been compromised, as through a data breach on another
site, or through in-person or remote surveillance (as through a keylogger).

Our original password system derived the secrets for a user’s drive directly
from their credentials. The new system provided a layer of abstraction which
stored existing or randomly generated credentials in an encrypted blob on the
server, with its location and encryption keys derived from the supplied creden-
tials. The resulting encryption keys are used only to write and delete blobs at a
particular location. Due to our inability to migrate existing data, the new system
was deployed in parallel with the legacy system, with additional code to handle
the many edge cases.

When attempting to log in or register, we confirm that their credentials match
an existing legacy account and that it has not been marked as deprecated. The
user is logged in if a valid account is found, otherwise we check for a modern
account. If no account is found the user is informed that account exists with the
provided username and password (Fig. 10).

Fig. 10. Password change for a protected document
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The actual password change process requests that the user enter their current
password, the new password, and a confirmation of the new password. Assum-
ing the old password is correct and the new passwords match, the current state
of the user’s account document is re-encrypted and written to a new location.
The new location and encryption keys are encrypted and written using the keys
derived from their new password and their existing username. If the whole pro-
cess completes with no errors, then the old user account document is either
deleted outright if it was owned, or marked as deprecated otherwise.

Our telemetry indicates that user passwords are not changed often, with
approximately 20 in any given 90 day period, though it is quite likely that these
rare events are motivated by valid security concerns.

3.8 Remote Logout

Remote logout was developed to address cases active sessions on confiscated or
inaccessible devuces. Some of our advocates report advising users who lack the
privilege of a dedicated device for their regular use, who tend to use the service
from libraries or other providers of public terminals.

Should a user forget to log out when they finish using a device, they are able to
remotely terminate such lingering sessions. When a user logs in, a token is copied
from their account document into the localStorage of the device. The settings
page provides an interface which updates the token, triggering its replication to
all active sessions. If at any time the client discovers that their local token does
not match the account token, they immediately log out.

Admittedly, since this system is implemented clientside it cannot force mali-
cious or custom clients to stop accessing an account. It was implemented before
the existence of user password change and the related facilities for user account
relocation. We operate under the assumption that it is better to provide some
imperfect level of security than to do nothing in the absence of a perfect solu-
tion. Now that we have the capacity to actually re-encrypt and relocate a user’s
account, such a mechanism could provide a stronger guarantee of confidentiality
by re-keying and effectively providing forward secrecy.

Like password change, remote logout is used very rarely, though in the cases
where it is used it may be essential.

3.9 File Encryption

While a number of platforms provide the capacity to encrypt and upload files,
CryptPad integrates this functionality into its various applications and imple-
ments permission schemes comparable to those of the rest of the platform, such
as password protection, expiration, and deletion. Notably, encrypted documents
are immutable, making it impossible to edit one file embedded in many places.

At the present date, CryptPad stores over 17000 files for a total 6.9 GB of
storage space, with individual files being no larger than 25 MB. 4.1 GB of the
total space is consumed by owned files, while the remaining 2.8 GB have no
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owner. Encrypted files do not seem to pose any serious usability issues, as we
have not received any special requests to modify their behaviour.

3.10 Shared Folders

Most security issues in CryptPad are related to the accidental disclosure of keys,
and so many features are intended to make this less likely. Shared folders make
it possible to delegate ongoing access to a collection once, limiting the oppor-
tunities for insecure key management. This functionality was deferred until the
introduction of shared workers made it a practical consideration.

Fig. 11. Termination of remote sessions

Like a user’s drive, shared folders are identified by URLs, and delegate the
capability to edit any document stored within, as the data structure replicates
the seeds and passwords used to derive all the keys. This single-tier level of access
is reasonable for a single user’s drive, but not necessarily so in a group context.
We plan to offer shared folders with cascading permissions, such that access to
a read-only version of a folder will only provide read-only access to the elements
contained within (Fig. 11).

3.11 Chat

Chat in CryptPad was also developed for the primary purpose of offering a secure
means to transmit URLs. Two distinct but related chat interfaces are offered by
the platform, a dedicated contacts application which is not widely used, and
contextual chat which provides a dedicated chat channel for every pad (Fig. 12).

The contacts application requires that users become friends before being able
to message each other, however, such requests must be completed while both
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Fig. 12. Shared folder creation

users are online, making it quite fragile in practice. We plan to improve offline
friend requests to hook into a well-integrated notification system and use the
same messaging functionality to delegate access to pads, making social features
a more central part of the platform.

3.12 Editors

Statistics regarding the usage of each editor are suggestive of certain trends on
their own, however, combined with user reports we are able to discern more
general patterns (Table 1).

The rich text editor, based on CKEditor 4 [cke2019], is by far the most pop-
ular application as used on CryptPad.fr. We replace the editor’s image inclusion
functionality with our own, forbidding the inclusion of remote files so as to ensure
that user IPs are not exposed to third-party services, preferring to encrypt and
upload images to the drive of the user embedding it within the document. We
also indicate the location of other users’ cursors, making the experience of col-
laborative editing more tangible.

While we enable all of our applications on our flagship instance, community-
hosted instances allow for administrators to restrict usage to particular editors.
The instance hosted by the Pirate Party of Germany [25] notably disallows usage
of rich text documents, preferring the markdown-based formats which integrate
more readily with the rest of their infrastructure.

User reports suggest that rich text editing is preferred by those with an aver-
age level of computing experience, or those whose peers match that demographic.

The curation functionality of the CryptDrive is not used especially often.
While we consider it natural to simultaneously read or edit multiple text doc-
uments, only one browser tab is required to access those documents. We would
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Table 1. Application usage

Page Usage (%)

Rich text 57.32

CryptDrive 15.02

Code 9.34

Kanban 3.93

Slide 3.27

Poll 3.04

Whiteboard 2.55

Contacts 2.46

Settings 1.91

Profile 0.82

Spreadsheet 0.33

Page load percentage by
application

expect this to lead to fewer page loads, however, only about one fifth of the
users who view pads view the drive, as indicated by counting only unique IP
addresses for each type. This seems to indicate that many collaborative session
are initiated and managed by a minority of their participants, while the majority
edits particular documents but does not actively curate their own collection.

We have seen this number increase considerably since we began prompting
users as to whether they would like to store a pad in their drive, suggesting that
many prospective users simply weren’t aware of its existence.

The code editor (based on Codemirror [cod2019a]) seems most popular
among technical users who favour it for its Markdown syntax highlighting and
live preview functionality, though it offers a range of other highlighting modes,
of which at least a minority of users are aware. Reports indicate that plain and
rich text editing are nearly exclusive for any particular user, except when users
are invited to collaborate with a peer. Use of Markdown’s syntax requires some
training, the limiting effect of which is evident in the rate of adoption compared
to rich text editing.

The relatively low rates of adoption for the remaining editors could suggest
that users consider their text documents to be more sensitive, or simply non-
textual use cases are more rare by their very nature. Our kanban application
(based on jkanban [jka2019]) occupies a small niche among particular users who
have reported using CryptPad exclusively for its functionality, as there exist no
other competing implementations of encrypted project boards.

Most of our slideshow editor’s implementation overlaps with that of our code
editor. Unlike the code editor, the slide editor only supports Markdown, and
implements a few custom extensions to the language so as to delimit sections of
content as distinct slides.
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One user has noted that the editor seems “only for geeks”, and that they
expect more functionality for their slideshows. Indeed, the syntax for the appli-
cation was based on tslide [tsl2019], which is intended to facilitate slideshows
from the terminal.

Users have noted that competing presentation platforms which offer similar
rendering functionality require a page reload to see the latest content. Our editor
renders this content on the fly, and as such the final result is viewable in real-time
as long as anyone is modifying the content.

Notably, we have received requests for adding support for rendering mathe-
matical equations, as users who are knowledgeable about such subjects are often
required to present their knowledge to others. Like our kanban, this editor enjoys
a small but loyal user base.

CryptPad’s poll editor was written without the aid of third-party frameworks
with the intent of providing an alternative to Doodle [doo2019] and other schedul-
ing applications. While its adoption is not considerably worse than some of our
other applications, we are aware of users who employ CryptPad’s kanban and
slide editors in applicable situations, but persist in using Doodle or other unen-
crypted alternatives despite being ideologically inclined towards privacy-friendly
tools.

The document model currently employed throughout most of CryptPad does
not allow for granular permissions for sections of a document. Other polling
applications only allow particular users to change their own results, but Crypt-
Pad’s document model only restricts access on a global scale, allowing anyone
with edit rights for the poll to change any of its fields, including other users
responses. This severely limits its suitability for groups without some established
social norms for cooperation, and generally serves to confuse users.

Overall we conclude that the current implementation of this appliciation was
not a good fit for the needs of its prospective users, though a new data model
with granular permissions would likely improve adoption.

Like polls, whiteboards (based on our fork of Fabric.js [fab2019]) were imple-
mented primarily as an experiment, and have received relatively little attention
from users and the development team alike. The basic features it offers are per-
haps insufficient for serious use cases which might warrant the need for privacy,
making it an unsuitable candidate for inclusion in the platform.

Supplementary applications like our dedicated encrypted messenger, settings
page, and user profiles collectively make up just over 5% of usage. It’s entirely
possible to use the platform without them, however, we expect that the function-
ality they offer could be more widely useful if they were more visible. Perhaps the
features they offer would receive more attention if they were integrated through-
out the platform as with our encrypted files, rather than in dedicated pages.

Our spreadsheet implementation (based upon OnlyOffice [onl2019]) has been
very highly requested through the life of the project, however, its use is still
low as it has only recently been made available through its beta release. Their
implementation differs considerably from our other applications due to technical
constraints, making use of APIs which are only available to registered users,
which has limited the ease of its adoption.
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4 Conclusion

Our proposed principle references two highly subjective terms, secure and famil-
iar. It is worth considering against which adversaries the system must remain
secure, and with which existing systems the intended audience is familiar. We
reference Etherpad and Google Docs, however, neither platform is without its
own assumptions which may not hold true in different contexts.

We notice a general conflict between those who want more help from central-
ized authorities and those who want a fully decentralized solution relying only on
cryptography. Two-factor authentication can act as a guarantee against brute-
force password-cracking, and centralized oversight can guard against password
loss. Which answer is correct seems to depend largely on who is asked.

We struggle to balance the needs of common and high-risk users even while
questioning the validity of these terms, as risk itself may not fit neatly into a
single spectrum. Accessibility itself is also multi-faceted, necessitating an app-
roach which is aware of a variety of normative assumptions, some of which we
are most certainly guilty.

These concerns are not unique to the development of cryptographic systems,
but are rather endemic to the field of design. This is not to say that there are not
solutions to the problems we face, just that they are not likely to be universal.
It is difficult for us to say whether error reports indicate a poor design, or too
wide of a demographic. In the absence of such reports we judge that a particular
implementation has been a success, but in any case we recognize clear room for
improvement in many directions.

The role of finance is unfortunately outside the scope of this paper, despite
the extent to which surveillance is motivated by revenue models. Future works
may investigate this relationship more closely.

CryptPad’s development has centered around this principle of modeling user
expectations with cryptography. We have been limited by both the environment
which we target, and the ciphers available for that environment, yet on the whole
this approach proven very satisfying for our users. Perhaps it is unsurprising to
hear that users were surprised by interfaces which behaved in manners contra-
dicting their past experience, yet the majority of the façades presented have
achieved better than modest acceptance. By no means do we believe that we
have sufficiently dissociated the means and experience of security, yet we are
confidant that the conscious effort of separation has driven the success we can
claim.
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Abstract. Security and usability are considered as conflicting goals. Despite
the recognition that security and usability conflicts pose a serious challenge to
achieve effective security, the review of the state of art identifies many gaps in
today’s practices including, (1) failure of security specialists to address usability,
as perceived and defined by the human computer interaction (HCI) community,
(2) industry’s behavior is being more driven by bug fixing, rather than trying to
examine and consider the context and the human experiences in which the bugs
occurs, and (3) the lack of HCI skills required for conducting effective user
studies. Furthermore, analysis of the existing literature identifies different per-
ceptions concerning the relationship between security and usability. Some
researchers have identified existence of trade-offs when it comes to the security
and usability conflicts, however, others refer to the trade-offs as mere myths.
A four staged process oriented framework to address the security and usability
conflict is presented in this paper. The framework governs aspects from iden-
tification of the conflicts to elicitation of suitable trade-offs. To support re-use,
the outcomes of employing the framework are documented in form of design
patterns. A template to standardize documentation of the patterns is also pre-
sented along with one example of the usable security patterns.

Keywords: Usability � Security � Usable security � Conflicts � Trade-offs �
Framework � Patterns � Usable security patterns

1 Introduction

ISO 25010 model lists security and usability among the eight characteristics of its
product quality model [1]. Despite providing guidance on handling each quality
characteristic individually, ISO 25010 does not provide guidance when two or more
dependent characteristics come into conflict. An example of such a conflict is the
conflict between security and usability. As an instance of security and usability conflict
consider passwords; despite their role in implementing authentication (a security
mechanism), passwords have a human dimension. The password security guidelines
suggest passwords to be sufficiently long, frequently changed, have different cases and
special characters, etc., however, from user’s perspective such passwords are hard to
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memorize especially when re-use of the passwords is strongly discouraged and an
average user has to manage around 22 online password [2].

Password masking is another instance of the security and usability conflict. To
protect against shoulder surfing and other similar attacks, almost all authentication
implementations mask the password when the user types it. However, for a legitimate
user it impacts usability element of ‘feedback’ as in case of a mistake the user has to re-
type long complex password, rather than knowing and correcting the mistake. There-
fore, it can be gathered that password masking approach holds good from security
perspective, but it has an impact from the usability point of view.

Human factors are perhaps considered as greatest barrier to effective computer
security [3]. Most security mechanisms are too difficult and confusing for the average
computer user to manage correctly. Furthermore, a common belief is that security and
usability are two the opposed quality factors that are related to different components of
a system (functionality and user interface respectively). This means that, security of the
system and usability of the services can be engineered by two separate teams, mainly
by software engineering and user interface (UI)/user experience (UX) teams. However,
there are several cases in which security and usability are enhanced by modelling their
mutual relationships. Typical examples include online payment and e-banking services,
supervision of critical industrial infrastructures, crisis management. This research aims
to bridge the gaps between security specialists and UI/UX experts. The following are
the key gaps:

One gap explains the failure of security specialists to address usability, as perceived
and defined by the HCI community. Security and usability have historically evolved
independently or have been considered as two opposite factors. Another historical
explanation is that researchers were more driven by technology rather than user
problems and perceptions of security. For example, the development of identity
management technologies was so demanding in terms of security that it left little time
and costs to cater usability and the human factors in general.

A second gap that may be advocated is the industry’s behaviors is more driven by
bug fixing, rather than trying to examine and consider the context and the user expe-
riences in which the bugs occurs. Therefore, most industry efforts have been on
automating the process of reporting and handling bugs, rather than looking for human
experiences and how they can promote more secure operations overall.

Another gap that demonstrates the lack of alignment between security and usability
is the design and innovation approach leading to new security technologies. Most often,
the innovation is initiated by a company developing an “in-house technology”
addressing a specific problem which occurs in a specific project. Other groups in the
same company or others companies may develop their own versions of these solutions.
This makes it difficult to ensure the usability of these in-house solutions and several
versions of them, while changing the original context of their applicability. Fire-walls,
junk mail filters, spyware, and antivirus are good examples.

Finally, the lack of HCI skills required for conducting effective user studies are a
serious obstacle. Moreover, user studies are difficult to conduct because regulations
governing use of human subjects’ in experiments related to safety and security of the
systems and services have to be considered.
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Despite these gaps and non-alignment between security and usability, the conflict
between these two is a recognized problem; the primary question addressed in this
paper is why and how to engineer the conflicts and trade-offs between security and
usability. One approach that we consider appropriate for engineering the conflicts and
appropriate trade-offs involves the use of design patterns. Patterns can be used to
document instances of the conflict and balanced solution to address the conflict (right
trade-off). Patterns can be disseminated among the community of security and usability
developers to influence their decision making when it comes to the conflict between the
two characteristics.

The remainder of this paper is organized as follows. Section 2 presents the liter-
ature review, which was conducted considering two main objectives. Section 3 dis-
cusses the primary question addressed in the paper i.e. why and how to engineer the
conflicts and trade-offs between security and usability, both ‘why’ and ‘how’ to
engineer conflicts and trade-offs are discussed in subsequent sub-sections. A template
to standardize documentation of the patterns is also presented along with one example
of the usable security patterns. Section 4 concludes the paper.

2 Literature Review

Despite the recognition of security and usability conflict as a challenge, not much has
been accomplished for two reasons, (1) security and usability are considered as after
thoughts, and (2) security and usability are not considered strategically, and not inte-
grated into to the strategic plans for system development [4].

The literature review was conducted in two stages with objectives as follows.

1. To identify one of the core reasons for non-alignment between security and
usability.

2. To identify solutions for addressing security and usability conflicts.

The result of the first stage of literature review revealed inconsistent perceptions
about relationship between security and usability as one of the reasons for non-
alignment between the two characteristics. However, the findings relevant to both
objectives are presented in subsequent sub-sections.

2.1 Inconsistent Perceptions About Relationship Between Security
and Usability

Various communities and interest groups have been studying the security and usability
conflicts independently from each other, these include: (1) traditional computer security
community dealing with the wider scope of quality of services in computer and
communication technologies; usability is a minor concern addressed at a cosmetic level
in this community, (2) the software engineering community where security and
usability have been defined as two among the eight major quality characteristics, and
usability is a characteristic of user interfaces and security is a characteristic of the
functionality, (3) the HCI community, to name a few. As a result, the available liter-
ature on relationships between security and usability can be classified in two categories.
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• There are trade-offs when it comes to conflicts between security and usability.
• Trade-offs between security and usability are mere myths.

Most of the research till date argues on existence of the trade-offs between security
and usability. The authors [5] conducted a case study on iOS and Android to find an
answer for “what is more important: usability or security”. The authors identified that
importance of security and usability is purely situation based, and that the trade-offs are
sometimes in favor of security and vice versa. The authors [6] presented an empirical
evidence in favor of existence of the trade-offs between security and usability. The
empirical study featured three different schemes for code voting systems. The authors
state, “nevertheless, the security gains come at the cost of usability losses”. The authors
[7] presented an empirical investigation concerning existence of trade-offs between
security and usability. The results of within-subjects study to understand and value
security and usability trade-offs in end-to-end email encryption were presented. The
results of the study identify that the participants in their choice for the preferred system
to use deliberately made the trade-offs between security and usability.

In parallel with the research establishing existence of the trade-offs, there is some
research classifying security and usability trade-offs as mere myths. A special issue ‘the
security-usability trade-off myth’ features one such discussion between researchers and
practitioners in usable security [8]. The participants were of the view that decreasing
usability can lead to less security and understanding the context in which solutions are
deployed is important. The participants discussed the example of two-factor authen-
tication involving one-time passwords (OTP) and its consequences if the length of OTP
is increased from 6 to 8 characters. Overall, the participants were of the view that,
“security experts simply invoke the myth of tradeoff between usability and security,
and use this as cover to avoid the exercise of saying precisely what security benefit in
precisely what scenarios this usability burden is going to deliver.” The authors [9]
stated that security and usability are not inherently in conflict. The authors suggested
that the researchers have to go beyond than just adopting human-centered design
principles and consider involving the user in the decision making process.

2.2 Solutions to Address the Security and Usability Conflicts

In line with the second objective of the literature review, we present the solutions that
have been proposed to address the security and usability conflict. The author [10]
presented a set of guidelines to cater the security and usability conflict. The work is
mainly focused on avoiding the conflict by depriving the user from making system
security related decisions. The author presented guidelines like, providing a check-list
to developers of security systems, hiding security related tasks from users, reducing the
user memory load etc. The author also suggested that user should be involved in
making security decisions on the system only when the situation is clear to the user;
otherwise, the system should take the security decisions itself.

The authors [11] while studying the trade-offs between security and usability
presented a set of guidelines to cater the conflict. The authors considered various
aspects of usability such as effectiveness, satisfaction, efficiency, learnability and
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presented different guidelines focusing on each of the mentioned elements in con-
junction with security.

The authors [12] suggested to implement security features as a separate service on
cloud naming it CaaS “Confidentiality as a Service”, which would perform the con-
fidentiality function on behalf of the users even if the credentials are lost. The main
theme discussed in their work is to create a level of abstraction, and let the service
perform security tasks on user’s behalf.

The authors [13] presented an ontological framework for catering the security and
usability conflict. The framework is based on identification of usability/security
requirements, identifying meaning and system context. After that the conflicts are
identified on basis on system requirements, which are characterized on basis of their
impact and listed. The nature of the identified conflict is then determined, and based on
that the conflict resolution strategy is made in accordance with the system
requirements.

The authors [14] presented an ‘Assessment Framework for Usable Security’
(AFUS), which works by filtering and merging the security and usability requirements,
and then applying utility functions for risk analysis. The decision trees are generated to
calculate the weight and utility of each attribute of security and usability. The weights
determine relative importance of attributes to be considered for requirement specifi-
cation of software. The authors claim that requirements specified after AFUS have a
balance between usability, security and usable security.

3 Interdependencies, Conflicts and Tradeoffs Between
Security and Usability: Why and How Should We Engineer
Them?

3.1 Why Is It Important to Handle Security and Usability Conflicts?

Security cannot be achieved in real sense unless it incorporates the human element
[22]. To establish why it is important to handle security and usability conflicts, we refer
to some existing empirical evidences and technical reports. National Institute of
Standards and Technology (NIST) report NISTIR 8080 states that “the human element
is a critical yet often overlooked component during technology integration […], it is
critical to understand users’ primary goals, the characteristics of the users (both
physical and cognitive attributes), and the context in which they are operating” [15].

IBM global analysis report on ‘cost of data breach’ mentions that a data breach
caused by human error takes around 162 days to identify and 59 days to contain.
Among the root causes of data breaches, the report identifies that 25% of data breaches
are caused due to human factors [16]. Considering these stats in conjunction with NIST
report, identifies one possible reason for such high number of breaches due to human
errors i.e. due to overlooking human factors while designing the security systems. We
extend this argument to postulate that security features are unnecessarily complex
thereby increasing the chances of error.

As early as in 1998, Whitten and Tygar suggested the need for developers (of
security functionality) to think from user’s perspective. They further stated that
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designers of security systems should not assume that the users will read manuals for
configuration, instead, the security should be easy to use [17].

The study [18] revealed results of analysis of 32 million passwords for a service,
among which 1% were merely “123456” and around 20% of the passwords were the
user’s name, slang or a common dictionary word. These stats basically describe the
user’s will, as stated by authors [19], “unless you stand over them with a loaded gun,
users will disable, evade, or avoid any security system that proves to be too burden-
some or bothersome”.

Usable security poses a distinct challenge that needs to be addressed, while working
on security of the system. With reference to stats discussed earlier, it is relevant to state
that developing a system without incorporating human aspects even being secure
against external threats, would be susceptible to: (1) user mistakes ultimately leading to
system compromise, (2) increased user disengagement and frustration, (3) users
working around anything necessary to do their job [20].

It is important to mention that security and usability conflict is not limited to
usability of the interface, and should not also be considered as limited to studies
featuring passwords and other authentication mechanisms; however, there are other
instances of this conflict beyond just authentication and user interfaces. One such
example features conflicts arising with deployment of complex encryption ciphers,
which impact ‘understandability’ of human users while implementing ‘confidentiality’
(a security mechanism). Furthermore, the authors [20] state, “researchers have identi-
fied an increasing number of security mechanisms that are so unusable that the intended
users either circumvent them or give up on a service rather than suffer the security”.
Therefore, it is imperative to consider all aspects of the conflict between security and
usability, otherwise we risk building complex secure systems that are susceptible to
user mistakes ultimately leading to security compromises.

3.2 How to Engineer the Security and Usability Conflicts?

Figure 1 portrays the proposed four-staged process oriented framework. The frame-
work provides sequence of activities to be followed in order to address the conflict. The
framework helps in identifying the conflicts between security and usability while
documenting balanced solutions (right trade-offs) in the format of patterns. The four
major activities that form basis of this framework are as under.

1. Analysis of the diverse human experiences and tasks of the stakeholders and end-
users that involve security technologies, modeling of the interaction between
stakeholders and user’s interaction to accomplish those tasks, and quantifying the
possible usability problems.

2. Modelling of the relationship between security and usability using as input the
descriptions of human experiences, tasks and usability problems identified in the
previous step.

3. Development of the solutions and their documentation in the format of patterns. The
solutions can be used by participating organizations to enhance usability of existing
security technologies or the development of new ones.
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4. Application of the documented patterns in the software eco-system. Pattern can
serve as an effective tool for developers in order to deal with usability concerns in
security services. Particularly, the patterns can serve less experienced developers
and free-lancers in influencing their decision making abilities when it comes to the
security and usability conflicts.

We have been developing and refining this framework using a series of experiments
in lab and industry following a design science research (DSR) approach. The main
advantage of DSR is the “build-and-evaluate” loop, which allows suggestions from
community to be incorporated in the evolved versions of the framework.

As evident from the Fig. 1, the first step involves identification of the conflicts. For
this purpose, user studies, cognitive walkthroughs, heuristic evaluations are conducted.
Once the conflicts are identified the relationship between security and usability are
modelled and quantified. Best practices and standards on security and usability also
come into play when modelling the relationship between the two. When do’s and
don’ts from the perspective of security and usability are known after accessing the
underlying best practices, standards and directives, the security and usability profes-
sionals brainstorm together to build a balanced solution (the right trade-off) between the
two conflicting characteristics. The right trade-offs along with other necessary infor-
mation are then documented as design patterns. A standardized template for docu-
menting the usable security patterns is presented in Fig. 2.

Once the pattern is documented it can be applied to solve the recurring problem in
the software eco-system in similar context of use. The pattern is expected to facilitate

Fig. 1. The proposed process-oriented framework for engineering conflicts between security and
usability
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developers and designers in making reasonably accurate choices when it comes to the
conflicts between security and usability. Both usability and security professionals
recognize the importance of incorporating their concerns throughout the design cycle
and acknowledge the need for an iterative, rather than a linear design process. Design
patterns have shown their effectiveness in supporting a smooth integration and cross-
pollination of communities [21]. Patterns also assist in an improved communication
among team members from different disciplines by developing a common language or
vocabulary when explaining design. For elaborating how a usable security pattern
would look like, an example pattern is presented in Fig. 3.

It is pertinent to state that one pattern solves one problem only, therefore, an entire
catalogue of patterns is required to support the development of simultaneously usable
and secure software systems. The documented patterns can be disseminated among the
community of developers and designers using online pages, conducting developer
workshops and symposiums, research publications, etc.

• Title: The unique name of name for the pattern. Pattern can be named on basis 
of the problem it is solving or some names can be attributed to the solution sug-
gested in the pattern.
• Classification: What is the category of the pattern, example categories can be:
authentication mechanisms, data protection, device protection etc. Classifying 
patterns and grouping them would assist developers to find them under the rele-
vant category.  
• Prologue: One sentence that describes the intent behind this pattern.
• Problem statement: One or two sentences to summarize the problem addressed 
by the pattern.
• Context of Use: Patterns always have a particular context. A statement describ-
ing the context in which the particular patterns can be applied. The context should 
lack ambiguity so that the pattern is always applied in correct situations.
• Affected Sub factors: The sub-factors of usability and security being affect-
ed/involved when this pattern is applied.

o Usability: 
o Security:

• Solution: One or two statements that guide on how to solve the problem.
• Discussion: Statements that illuminate the system of forces resolved (forces for 
us are the dimensions of conflicts) by the pattern.
• Type of service: Applicability of pattern from device/infrastructure perspective, 
e.g. mobile, desktop, web etc.
• Epilogue: One sentence per pattern that can be expected to follow this one or 
simply consequence of applying the pattern.
• Related Patterns: The patterns that are related to this pattern; this would pro-
vide information about similar patterns that can also be applicable whenever the 
problem (being addressed in this pattern) occurs.

Fig. 2. Usable security patterns template
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4 Conclusion

Security cannot be achieved in real sense unless it is usable by the users. This research
advocates an evolving approach from ‘user is the problem’ to ‘user must be a part of
technology based solution’. This paper research is an attempt towards aligning security
and usability, and for that a process oriented framework is presented. The framework
governs the process from identification of the conflicts to documentation of the right
trade-offs in form of re-usable design patterns.

Design patterns can also prove to be effective in handling inconsistency of views
between different communities, and between academia and industry, by providing
shared documentation in form of patterns. The patterns’ ability to be improved over the
time provides a common ground to incorporate several views i.e. from industry and
academia. With the use of patterns, it is imperative to ensure that they are applied in
relevant context of use. We have also developed a usable security patterns template to
standardize the documentation of the patterns. For standardized documentation, a
pattern template encapsulating information like, title, classification, prologue, problem
statement, context of use, solution, discussion, is presented in this paper. To instantiate
the use of patterns, a novel pattern ‘visibility of system status’ is also presented. It is
worthwhile to state that one pattern addresses only one instance of the conflict,

• Title: Visibility of system status.
• Classification: data protection, device protection.  
• Prologue: To make the user feel satisfied after performing a security task.
• Problem statement: The completion of security task leaves the user wondering, 
if the task was completed to perfection or not. 
• Context of Use: Whenever security task requires user intervention and user is 
able to complete the task to perfection. The ‘security tasks’ would include suc-
cessful encryption and all other tasks relevant to data and device protection. 
• Affected Sub factors: The sub-factors of usability and security being affect-
ed/involved when this pattern is applied.

o Usability: trust, satisfaction, feedback
o Security: confidentiality, integrity, non-repudiation

• Solution: In case of successful completion of a security task, provide the user 
with feedback followed by clear visibility of the system status. For example, 
when the communication has been encrypted change the window color that gives 
the user the protected feel. 
• Discussion: Providing the user with clear feedback and visibility of status not 
only preserves system security, but increases the user trust and satisfaction to-
wards the system.
• Type of service: mobile, desktop, web.
• Epilogue: Increased user satisfaction with no impact on security.
• Related Patterns: Can be added later from the catalogue. 

Fig. 3. Visibility of system status pattern
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therefore, it is unrealistic to expect a pattern to solve a systems’ problem; however, a
catalogue of patterns addressing different instances of the conflict between security and
usability would be required in this regard.
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Abstract. Computer security incident response is a complex socio-technical
environment that provides first line of defense against network intrusions, but
struggles to obtain and keep qualified analysts at different levels of response.
Practical approaches have focused on the larger skillsets and myriad supply
channels for getting more qualified candidates. Research approaches to this
problem space have been limited in scope and effectiveness, and may be par-
tially or completely removed from actual security operations environments. As
low-level incident response (IR) activities move towards automation, context-
based research may provide valuable insights for developing hybrid systems that
can both execute IR tasks and coordinate with human analysts. This paper
presents insights originating from qualitative research with the analysts who
currently perform IR functions, and discusses challenges in performing con-
textual inquiry in this setting. This article also acts as the first in a series of
papers by the authors that translate these findings to hybrid system requirements.

Keywords: Cyber security � Incident response � Contextual inquiry �
Human-centered design � Human-systems integration

1 Introduction

Cyber security incident response (CSIR) is a critical process in today’s rapidly evolving
digital landscape. The incident response process, comprised of both humans and sys-
tems, provides the first line of defense when a network is attacked, and is responsible
for tracking, stopping, and mitigating these attacks in the shortest amount of time
possible. These activities require understanding of technology, as well as the ability to
collect, correlate, and act upon data within seconds of detection. Despite the importance
of CSIR, security operations continue to struggle in finding and retaining qualified
candidates for these roles. Traditional approaches in recruitment and education have
been unsuccessful in closing this skills gap.

In addition to the labor shortage pressure, systems and attacks alike are becoming
more advanced, and CSIR defense strategies must adapt to provide consistent security
to businesses, institutions, and governments. An emerging approach is to look to hybrid
solutions that combine the creativity and adaptability of humans with the speed and
computing power of artificial intelligence (AI). In building hybrid human-automation

© Springer Nature Switzerland AG 2019
A. Moallem (Ed.): HCII 2019, LNCS 11594, pp. 325–338, 2019.
https://doi.org/10.1007/978-3-030-22351-9_22

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-22351-9_22&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-22351-9_22&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-22351-9_22&amp;domain=pdf
https://doi.org/10.1007/978-3-030-22351-9_22


teams, a key aspect overlooked is the translation of human cognition and decision
making into system requirements for cyber security processes and software.

This application area, still in its infancy, is ripe with opportunity, but difficult to
study due to the nature of security environments. Considering that the mission of these
organizations is to defend the larger network, it makes sense that they are risk averse. In
defensive or offensive operations, protecting the tactics and strategy as privileged
information is what allows any sort of advantage over an adversary. Thus, security
organizations have a responsibility to be cautious regarding their willingness to share
information about their own operations in addition to protecting those of the company.
Access to security teams and processes is an ongoing problem that prevents supporting
sciences, such as human factors, from advancing the current state.

While human factors, psychology, and user experience fields offer us the oppor-
tunity to leverage smaller sample sizes in qualitative research, systems to support AI
assistance require more vigorously tested models. This is not an uncommon problem
for security-critical user groups. Given the challenges of access, this research builds the
foundation for continued research, identifying key components of the cyber security
team environment. Observational studies and contextual inquiry techniques provide a
rich collection of notes, findings, and insights garnered from limited numbers of
interactions that can be used to guide more formal development and broader-scope
modeling analyses.

The research presented in this paper included an observational field study with three
teams to address the above gaps in literature regarding context in cyber security
incident response processes. The contextual inquiry included incident response teams
from industry, government, and academic organizations. With the focus of a general
contextual comparison of incident response by sector, the researchers were able to
observe multiple cyber security incident response teams from a large company, state
government, and a large university. These teams varied in terms of size, skill, and
technical systems to conduct incident response. Elements that affect aspects of incident
response, including organizational structure, documentation, and team identity, was
also found to differ in these distinct organizational environments, and resulted in
identification of insights for consideration in hybrid system design, including how
automation is currently viewed and used amongst these diverse teams.

2 Background

2.1 State of Computer Security Incident Response

Cyber security incident response (CSIR) is a critical process in today’s rapidly evolving
digital landscape [1, 2]. The incident response process includes offensive and defensive
operations that, at the core, aim to protect a network from malicious activities. As the
parent organization grows in size and capability, the respective network expands in
scope and complexity, as do the risks of intrusion and exploitation. Thus, security
operations become increasingly important as they provide the first line of defense in
this expanding threat environment. Though most organizations today have some form
of CSIR coverage, the mission, goals, structure, and protocols of each team may vary
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greatly, and be dependent on those of the parent organization [1]. These predominantly
defensive operations demand long hours, fast processing, and low margin for error
from analysts at all levels. Despite the importance, high rates of burnout, and increasing
complexity of the job itself, the industry struggles to retain and grow talent [3, 4].
Approaches in widening candidate searches and relaxing formal education constraints
have been unsuccessful thus far at closing this skills gap [5].

Technology continues to be instrumental in CSIR. From log aggregation to
orchestration platforms [6], software can aid analysts in understanding network activity
and making decisions regarding response. As technology is the main medium of
incident response activity, the importance of technology design and effectiveness (in
conjunction with the human counterpart) is necessary to advancing the field [7].
Current approaches, to be discussed in Sect. 2.2, try to address this problem space from
different angles.

2.2 Research Approaches in Addressing Issues in CSIR

Current Approaches. The authors have divided the body of literature on CSIR into
two major categories: human-centered approaches, and algorithmic/computational
approaches. These categories reflect a trend in this particular technology field that is
divided between purely technological approaches and those that incorporate the human
user of those technologies. Success of this field relies on expanding the scope of research
to become multidisciplinary [8], effectively the integrating these two areas [7, 9–11].

Human-Centered Approaches. Research has recently called for better understanding
human demands in CSIR, especially in regards to human capital development and
management [12]. Frameworks have been produced to guide knowledge, skills, and
abilities (KSAs) of incident response positions [13], and standards now exist to establish
incident response processes in organizations [14, 15]. Additional areas of human-
centered research in CSIR delve into situation awareness in cyber security settings [16,
17], team-based challenges [18], and social aspects of collaboration between analysts
[19–21]. Previous research has made strides in improving interface design and protocol
design, as well as recruiting, skills development, and educational curricula.

Contextual information about how these elements may vary by team, industry, or
environment can be difficult to obtain due to access challenges, making it challenging
to delve further in application and system design using a human-centered approach.
Access to incident teams in cyber security is limited due to the nature of security
organizations, and their willingness to host individuals who are considered ‘outsiders’,
even if those individuals have provisions for protecting identities of individual par-
ticipants and parent organizations [22].

Algorithmic and Computational Approaches. Security science is considered as subfield
of computer science, and thus tends to focus heavily on computational approaches to
security issues. Traditionally, software-based research takes one or more of the fol-
lowing technological approaches: cryptography, programming and semantics, and
security modeling [7]. Cryptography is the mathematical derivation of logic structures
and technologies behind encryption. Programming and semantics is a very popular
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approach, and includes development of models, algorithms, and languages for system
security. Some applications include insider threat detection [23, 24], incident detection
systems [25, 26], and network security assessments using game theory [27]. Lastly,
security modeling helps researchers understand the implications of policies as they are
enforced across networks, as well as better understanding of threats and system
behavior [28, 29]. Despite the scope of these approaches, and the fact that a human will
eventually touch the outputs of the algorithms or technologies, many research articles
do not explicitly incorporate the human user as an active stakeholder.

Contextual Inquiry in CSIR. Each of the previously described approaches lacks the
systems-level view of the interactions between both humans and their technology.
Previous literature describes incident response in terms of the scope of processes, skills,
and flexibility needed in these teams. However, contextual information about how these
elements vary by team or environment is largely missing, making it difficult to delve
further in application and system design using a human-centered or systems-level
approach. Considering the need for social science perspectives and methods in this area
[7], providing a robust contextual review of the CSIR environment helps connect
technology design to the users and the application setting [30], and contributes critical
findings and evidence towards the introduction of automation, standardization, and
smaller improvements of efficiency, training, and general system design.

3 Method

3.1 Securing Access

As with most private organizations, many security organizations are hesitant to involve
outside individuals with respect to observing or evaluating their internal processes and
performance. Even more so in security organizations, there is sensitivity around dis-
closing procedures, and the potential security issues and general vulnerabilities that
could be inadvertently observed and documented by an outsider. Despite strict ethical
research protocol review and approval processes, many security organizations are not
comfortable being research participants with unknown, or sometimes non-cleared,
observers. Moreover, the authors needed to take additional precautions to assure par-
ticipants that, should conversations delve into job topics that were not purely process
related, there would be no implications on the participants’ current job status or per-
formance evaluations. Essentially, the authors were careful to navigate interview topics
without inducing stress or concern over participants’ relationships with their companies.

Rigorous vetting and leveraging personal connections were critical in securing
access to the three teams involved in this study. For each organization, the main
researcher was required to speak with directors or Chief Information Security Officers
(CISOs), answering very specific questions about the data to be collected and context in
which it would be published. There was a general fear of divulging potentially sensitive
information about the company and its security profile. Despite Institutional Review
Board (IRB) approval and document disclosure, as well as the direct communication
with high-ranking security officials, some companies still did not feel comfortable
participating. Nevertheless, with the additional clarification and boundary-setting
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between the researcher and the organizations, three organizations did allow for inter-
views, and some observations or data collection opportunities. As research matures and
proves its relevance and value, more organizations may allow more research, but access
is expected to continue to be a challenge during this period of growth and technological
advancement.

3.2 Data Collection and Processing

During onsite observations, the researcher generated notes about each organization,
including organizational structures, communications, and incident handling processes.
Observation and interview notes were reviewed, transcribed, clarified, and codified
within several days of observation for organization and researcher reflection.

Collecting Data. The main researcher (the first author of this paper) visited three
teams at different sites. Each team was associated with a separate company or orga-
nization, and represented the three major sectors: government, industry, and academia.
The government team was a security operations team within a state government. The
industry team was a security operations team at a large defense company. The academic
team was a security operations team at a large research university.

Upon arrival, the researcher established rapport with individual participants by
meeting one-on-one to discuss the study and answer questions. The manager of the area
was consistently the first participant such that the researcher could transition to orga-
nizational and process-related questions directly with management. As discussions
transitioned from study description to interviewing, the author recorded handwritten
notes to capture data. For subsequent participants, the author continued to verify
previous responses, as well as learn about the different participant perspectives, goals,
and even potential frustrations as they described their roles and daily routines.

When allowed by the manager, the researcher also spent some time observing
analysts performing incident response activities and participating in handoff protocols
(such as shift changes). The researcher was able to ask questions during or shortly after
these events to clarify the observation. Not all organizations were comfortable with
direct observations; thus, simulated incidents were used to walk through past incidents,
individuals involved, actions taken, and issues that arose during the actual event. The
simulated incidents and talk-throughs are a valuable resource in constrained fields for
gathering data.

Data Processing. Observational notes collected with each team were collated with
more cursory process notes. The anonymized and de-identified notes were then
translated to individual, stand-alone statements. The statements were used in creating
the Affinity Diagram (see Fig. 1 below). In total, 227 statements were used to inform
the findings and insights as described below.

Informing Hybrid System Design in Cyber Security 329



3.3 Data Synthesis

Several data synthesis methods are available to create visual representations of the
qualitative data, and provide a bridge between data and design [30]. This paper utilized
affinity diagramming to consolidate statements from all three CSIR teams, and divide
the statements into groups that represent the themes between the respective statements.
Future work will build on these affinity diagrams to create experience models [30] to
represent specific aspects of each team observed, which can be visually compared to
understand differences between CSIR teams.

Affinity Diagrams. After data processing, an iterative bottom-up coding procedure
was used to group observation statements into higher-level themes [31, 32] using an
Affinity Diagramming method [30]. In order to create the Affinity Diagrams, the first
two authors utilized virtually collaborative platforms to store, group, and regroup
qualitative statements from generated data. The first author was able to create first-
round nodes from the raw data in NVivo, and then copy the codes into Google Sheets
for shared analysis with the second author. In order to maintain visual grouping of
statements, the authors would simultaneously choose a statement, cut it out of the
shared spreadsheet, then paste it into an appropriate group within the shared Google
Keep platform to help emulate the traditional “post-it note” synthesis exercise used
during collocated analysis. As Google Keep allows for collaboration between users to
build groups or checklists, this was an effective way to digitally group (or “affinitize”)
the statements while maintaining a shared picture between the authors. In expanding on
the method, the authors could work asynchronously with intermittent meetings to
discuss context and meaning of the groupings. The first two authors completed three
rounds of arranging and discussing groups to form consensus on meaningful findings.

4 Results

4.1 Affinity Diagram

As mentioned, the Affinity Diagram amalgamates the 227 original statements into eight
(8) larger categories, each with 3–7 subcategories. Each subcategory includes no more
than ten (10) statements. The section below includes the main and subcategories in
outline format, and a summarized graphic can be found in Fig. 1. The authors note that
the outline numbers are used solely for organization purposes, and do not indicate
importance, priority, or order. These numbers also aid in connecting the outline to the
figure, as do the italicized terms in each statement.

The Affinity Diagram contents are as follows:

1. Analyst Day-to-Day
1:1. The mission of the organization drives the authority of the SOC. The security

profile drives the scope of the work. Conflict between the two creates tension
within operations.

1:2. Expertise is necessary (and sometimes replaced by procedures) to appropri-
ately escalate incidents.
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1:3. Shift handoffs, or day-to-day transitions, should be dynamic and interactive to
create accountability and facilitate learning; documentation strengthens these.

1:4. Conversational interaction between analysts creates opportunities for learning,
feedback, and team rapport; If avoided, these opportunities may be lost.

1:5. Analysts manage information from multiple sources and must quickly switch
(pivot) between them.

1:6. An active, updated, and accessible knowledge repository becomes a critical
resource in supporting efficient operations.

1:7. Procedures provide a standardized starting point for learning the analyst job,
but too much reliance limits the ability to pursue creative solutions and
preventions.

1:8. Shared situation awareness can be created through dynamic meetings, struc-
tured communications, or shared system visibility.

1:9. Electronic and connected systems play a role in different types of handoffs in
CSIR, particularly in facilitating the recording and transmittal of information
between people.

2. Communication
2:1. Organizational communication can facilitate wider awareness of security

issues and higher-level decision influences; but also create bottlenecks if the
communication channels are not efficiently designed.

2:2. Communication protocols should be carefully designed to ensure the proper
point of contact is in-the-loop, temporally appropriate, and responsive.

2:3. Communication within the SOC organization should be bilateral between
entities, fluid, and detailed; should facilitate shared understanding and learning.

3. SOC Management
3:1. 24/7 coverage in IR Operations are theoretically needed but can be difficult to

justify or maintain.
3:2. CSIR Teams conduct a variety of tasks amongst members, but coordination,

accountability, and growth can fail without strong protocols and norms for
collaboration.

3:3. SOC management must conduct strategic activities, which does not always
involve direct, on-site management.

3:4. SOC Management must conduct tactical activities, sometimes done by leads
or deputies, that involve direct interaction with and management of analysts.

3:5. Leads play a coordinating role in facilitating handoffs.
4. Automation

4:1. Opportunities for automation require stakeholder and needs identification prior
to development, and should consider maintenance workload per automated
task in cost-benefit analyses.

4:2. Disadvantages of automated tasks should be carefully evaluated, as they can
increase task complexity and overall workload, as well as decrease entry-level
analyst opportunities for problem-solving.

4:3. Automation has some clear advantages in helping decrease individual and
organization workload with respect to incident response, and some opportu-
nities have been clearly identified based on current perceptions of those
advantages.
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5. Attrition/Retention
5:1. Job and market demands drive external attrition.
5:2. Design the organization for a strong T1 foundation (developed and well-

rounded) with appropriate division of labor and consistent rules to promote
efficiency and collaboration.

5:3. There is a natural progression from low level analyst to high level analyst that
takes time and expertise accumulation; if this progression is inhibited, the
organization cannot fully mature.

6. Roles and Responsibilities
6:1. Security operations are often divided into tiers (low to high), which tend to

correspond with level of expertise and complexity of investigation or response.
6:2. Expertise sharing from higher tiers to lower tiers is an opportunity for

knowledge transfer and apprenticeship; Barriers include culture, collocation,
and acceptable communication practices.

6:3. Tiered organizations in incident response can cause issues with system
redundancies, disjointed communications, and cultural division; Careful
design of communication and information sharing is warranted to assure
efficient and effective interaction/coordination.

6:4. Roles outside the CSOC support inter-organizational communication and
security-related decisions and activities; These individuals may or may not be
considered part of the team (by themselves or others), which can inhibit
effective coordination and response.

7. Policy
7:1. Overall mission of the organization may drive the perceived importance of

security.
7:2. Territorial boundaries of security responsibility can create tension between

internal entities and lack of visibility.
7:3. Politics and weak understanding of security risk can affect decision making

that cascades through the organization.
7:4. Organizational design will drive the authority, scope, and boundaries of

responsibilities, awareness, support, and information transfer.
7:5. Policy drives the information that can and cannot be shared within and beyond

the organization.
8. Definitions and Standards

8:1. Developing, training, and maintaining consistent documentation creates stan-
dardized knowledge and can facilitate coordination practices.

8:2. Evaluating performance of people and processes is needed and challenging;
without development of relevant metrics, teams can lose sight of their purpose,
strengths, and weaknesses.

8:3. Next generation systems and metrics will include macro-level analysis of
incidents and IR performance to develop a larger operational picture.

8:4. There are different indicators of analyst performance, which vary in terms of
robustness, quantifiability, priority; Analyst performance is not necessarily
evaluated.
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5 Discussion

5.1 Findings and Implications

This study applies the contextual inquiry method to provide a more robust picture into
the CSIR organization that expands beyond the current scope of research to bridge
human-centered and technology-centered approaches. The findings reveal other aspects
of security organizations that emerge when investigating basic CSIR processes,
including factors such as policy, multiple levels of management, and communication
and information sharing practices. Indeed, the affinity diagram indicates that the CSIR
environment is a complex socio-technical system that warrants wider investigation
beyond solely technical solutions for future development.

Fig. 1. Summarized affinity diagram
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This study applies the contextual inquiry method to provide a more robust picture
into the CSIR organization that expands beyond the current scope of research to bridge
human-centered and technology-centered approaches. The findings reveal other aspects
of security organizations that emerge when investigating basic CSIR processes,
including factors such as policy, multiple levels of management, and communication
and information sharing practices. Indeed, the affinity diagram indicates that the CSIR
environment is a complex socio-technical system that warrants wider investigation
beyond solely technical solutions for future development.

The authors note that these findings are inherently limited by the number of
organizations included in the study. Furthermore, the statements do not allow for
comparison of the security organizations, but rather insights from across all teams.
Nevertheless, the statements were constructed from emerging convergence (not nec-
essarily consensus) on a given issue. That is, data indicated tensions around certain
topics despite the small sample size. For example, group 5 (Attrition & Retention)
includes a statement about progression. To give context to this statement, one of the
three teams had clear career progression and development plans for lower-tier analysts,
providing both time and skill scope and growth plans over an analyst’s tenure in the
lower-tier role. However, the other two teams hired contractors for lower-tier tasks who
were not considered part of the team nor provided development or advancement
opportunities. This contradiction in organizational philosophy provides much needed
context regarding why some companies may struggle with obtaining and retaining
skilled workers. In this way, the statements included in the affinity diagram amalgamate
broader perspectives around a topic that can help balance the interpretation.

Considering the first cluster (groups 1–3), there were many findings that validated
current literature that broadly describes day-to-day analyst activities. The findings also
provided deeper and more specific context as to the struggles that analysts might face
from social, technological, and operational perspectives. For instance, communication
protocols are typically considered an organizational norm. However, in the context of
the fast-moving and multi-level CSIR environment, poorly designed protocols can
result in a complete loss of response and awareness within the CSIR team and larger
security organization. In addition to these findings, the affinity diagram identifies
connections between daily analyst activities and the effect of the SOC organization,
management, and style. Communication norms emerge from this effect and support, or
detract from the operations of the analysts.

The second cluster includes only one group (automation), which sits between the
day-to-day activities and the broader organizational components. While automation is
not at the forefront of the analysts’ minds, it does provide an opportunity to reallocate
work functions and typically works behind the scenes to filter and correlate data before
the analyst sees it. One interesting finding that came out of the contextual inquiry
exercise was the contested views regarding automation in different teams. That is, some
teams views automation as a solution to the analyst supply problem, while others
viewed it as a way to further mature the organizational capability. Additionally,
automation tended to be a sore subject from the perspective of training and maintaining
the automation to work properly without interruption to the analyst.

Finally, the third cluster (groups 5–8) revealed that the organizational structure,
policies, and roles and responsibilities have an effect on each of the above categories,
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and can possibly lead to lessons learned regarding attrition and retention. Within this
cluster, statements touch on more systemic aspects of security operations that can
ultimately impact the effectiveness of the CSIR team. Findings revealed that, despite the
technological advancements in cyber security, organizations can still struggle with (and
even become an inhibitor to) advancing the state of security within a given company.

5.2 Collecting Contextual Data in CSIR Environments

Contextual data is crucial to informing effective design, and could be a key component
of advancing the state of cyber security by providing valuable information to hybrid
system developers. However, it has been challenging to collection in CSIR, partially due
to access issues. Even when researchers are allowed on the premises, management may
not allow direct observation of security analysts, making it difficult to capture highly
detailed information about how these individuals work independently and together.

Techniques used in this study created some level of flexibility in directly interacting
with and collecting data from analysts. For instance, if a firm was not comfortable with
direct observation of live events, simulations of past events could be used to observe the
process post-mortem. To increase the fidelity of the simulation, the researcher can create
multi-monitor visuals on white boards and have the analysts describe what would be on
their screen during a given day, then use a think aloud process to describe specific steps
while following the documented events on paper. This was an effective method of
decreasing pressure on analysts, making it more immersive, and encouraging verbal
interaction between analysts in the room (which may not be a standard interaction within
the relatively quiet, and sometimes partitioned, security operations center).

Access is a common and recognized problem when conducting human-centered
research in the security industry. The above strategies can be valuable in mitigating
some of the underlying issues and concerns by security operations groups. Moreover,
the authors encourage exercising creativity and flexibility when using traditional
methods in order to accommodate these concerns.

5.3 Using Contextual Inquiry in CSIR Technology Design

Contextual inquiry is a powerful method commonly used to collect data directly from
the user’s environment. Ultimately, purpose of which is guiding design and develop
technology [30]. Though the outputs may not directly influence specific software
aspects of next generation automation [33], they can help guide additional focus and
research efforts in this domain. In addition to system designers, managers may also find
the insights useful in reflecting on their teams’ goals, performance, and work design.

Drawing Insights from Context. Providing a robust contextual review of the CSIR
environment contributes critical findings and evidence towards the introduction (and
improvement) of automation and standardization. Moreover, when provided to man-
agers and leadership currently in this setting, context-driven evidence inspires practical
improvements of efficiency, training, and general system design.

One important aspect of context-driven research in cyber security is the idea that a
one-size-fits-all solution is not always valid or effective. Though the findings presented
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here encompass data from three very different teams, the dichotomous tensions inferred
from the final statements reveal that different teams have different needs that should be
considered when designing, evaluating, or implementing new systems that directly or
indirectly involve human interaction.

One advantage to collecting and using contextual data is that it is readily available
to those who have access to the respective environment. Researchers can expand upon
this paper by conducting contextual inquiry techniques to observe and interview
analysts in different CSIR settings. As contextual inquiry should include several
researchers, temporal and geographic distribution can be overcome with collaborative
editing tools.

Future Work in Building Experience Models. Future work by the authors will focus
on building experience models, which help capture the complexity of a user’s job role
and environment without diminishing the important details that drive design decisions.
Contextual inquiry literature describes a number of models that can be constructed with
qualitative data collected from on-site observations and interviews [30], which provide
a deeper understanding of the user’s work and environment [34]. Each model repre-
sents a perspective of the user’s work, and choosing an appropriate model is important
for focusing the design actions. System designers can use the models to inspire features
and better understand user needs. For this series, the authors will focus on Collabo-
ration Models for each location to act as a comparison across different CSIR teams. The
results will help add to team collaboration research in this setting and begin to build
understanding of human-machine collaboration needs for hybrid systems.

6 Conclusion

Though somewhat challenging to obtain access to security operations, contextual data
collection and analysis can provide insights that reveal differences in organizational,
operational, and political aspects of different CSIR teams. Affinity diagramming helped
identify emergent topics from qualitative data to understand user-centered aspects of
tasks, such as resource usage and problem solving processes. These insights allow
researchers to better understand nonlinear assumptions and needs of analysts who
perform incident response. Mission and goals of each team were included in data
collection to help inform design of system directives and protocols. As automated
systems grow in capability and popularity, insights such as these can be used to inform
smarter hybrid systems that can execute IR tasks as well as coordinate with human
analysts in the system. Ongoing research by the authors will build upon this study to
create experience models and provide a systematic methodology for assessing needs of
human analysts in cyber security for the purpose of hybrid system design.
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Abstract. There are a variety of cyber-security challenge tournaments held
within the INFOSEC and Hacker communities, which among their benefits help
to promote and identify emerging talent. Unfortunately, most of these compe-
titions are rather narrow in reach, being of interest primarily to those enthusiasts
who are already well versed in cyber security. To attract a broader pool of
younger generation participants requires one to make such events more
engaging and intellectually accessible. The way these tournaments are currently
conducted and presented to live audiences is rather opaque, if not unintelligible
to most who encounter them. This paper presents an ongoing effort to bridge the
presentation gap necessary to make cyber security competitions more attractive
and accessible to a broader audience. We present the design of a new but
familiar model for capturing the interplay, individual achievements, and tactical
drama that transpires during one form of cyber security competition. The main
user interface and presentation paradigm in this research borrows from those of
established e-sports, such as League of Legends and Overwatch. Our motivation
is to elevate the current format of cyber security competition events to incor-
porate design and presentation elements that are informed by techniques that
have evolved within the e-sports community. We apply the physics models and
battlefield visualizations of virtual world gaming environments in a manner that
captures the intellectual challenges, team achievements, and tactical gameplay
that occur in a popular form of cyber security tournament, called the Capture
The Flag (CTF) competition. Our goal is to make these events intellectually
accessible to broader audiences, to engage a broader and more diverse talent
pool of competitors, and to increase the awareness and interest in cyber security
among the general public.

Keywords: Cyber security � Capture the Flag � Visualization �
Cyber education � National cyber league

1 Introduction

Those who have attended one of the growing lists of INFOSEC or hacking conferences
will have likely been exposed to an increasingly competitive skills-building event
called a Capture the Flag competition (CTF). CTFs regularly draw security profes-
sionals, enthusiasts, government IT specialists, and a wide range of collegiate teams
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from around the world. Participants pit their skills against each other as they attempt to
defend (and in some cases attack) complex applications, computing devices, and even
whole computer networks. These competitions have grown in competitiveness and
sophistication, even to the height of one venue requiring competitors to create entirely
autonomous agents that can discover vulnerabilities, auto-patching their networks, and
produce and launch exploits without human assistance [5].

The experiences and skills that result from such competitions help to inspire and
develop cyber security talent that the technology-dependent world needs within its
workforce [1–4]. In the U.S., these competitions are sponsored by government orga-
nizations such as the Defense Advanced Research Projects Agency (DARPA) [5] and
the National Science Foundation (NSF), and by leading IT companies across the
commercial sector. Internationally, countries in the EU and Asia similarly invest in
CTF competitions [6, 7], as part of their strategic investments of building cyber defense
skills and identifying desperately needed talent. In fact, ctftime.org tracks more than
200 distinct CTF competitions that take place around the world [9].

No single universally followed model governs CTF competitions. The rules,
duration, and the players’ network configurations deviate considerably from venue to
venue. However, we broadly categorize CTF competitions into three general forms:

• Blue Team Competitions: focus entirely on developing defensive skill. In these
competitions, participants are granted time to analyze a common configuration of
applications and computing assets, derive defenses, and are then evaluated based on
their ability to protect these assets from attacks launched by a single Red Team (an
offensive cyber-attack team).

• Red-Team/Blue-Team Competitions: blend both offensive and defensive objec-
tives. Teams must race to uncover a wide range of vulnerabilities that have been
implanted into a common configuration of applications and network components,
which each team must administer. Teams must then patch and reconfigure their
applications and network to neutralize the vulnerabilities, while weaponizing and
launching exploits that compromise the security of those other teams that may have
not yet succeeded in protecting their computing assets.

• Red Team Competitions: involve individuals, working alone or on teams, who are
presented with a common set of applications or computing assets, and are com-
petitively measured by their abilities to construct exploitations against these
components.

No matter what the form of competition, CTFs share in the need for participants to
conduct in-depth analyses, followed by (either or both) some form of software
development or system administration. These phases of a CTF competition involve
significant intellectual challenges that are designed to test the participant’s technical
skills. Unfortunately, for the CTF audience—even one dominated by the technically
savvy—viewing these activities is about as engaging as watching small groups of
students work on challenging homework problems. These competitions are slow paced,
and often take place over an entire day or multiple days. Often, such as at DEFCON
[8], the progress that slowly unfolds during the competition is presented to the audience
in spreadsheet form, capturing simple statistics as each team progresses in defending
their networks or testing exploits. However, embedded within the CTF competition are
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moments of technical achievement, significant tactical decisions [10], and instances of
sophisticated adversarial attacks whose outcomes decide which team will win, and how
and why they have succeeded.

In this paper we present a foray into the design of one form of CTF competition (the
Red-Team/Blue Team form) as a visually engaging e-sport tournament. To do this, we
impose a structure on the CTF competition, design and develop the visual elements of an
intuitive virtual environment in which the players compete, and introduce techniques for
isolating individual achievements, team interplay, and scoreboard presentation. We
propose a battlefield visualization, which achieves a tradeoff between the number of
teams present versus our desire to deliver single-camera presentations of the entire CTF
competitions.We offer a novel visualization that captures all elements of the competition.

The contributions of this paper including the following:

• We define a CTF competition framework that deconstructs the event into a series of
discrete activities that are performed, often in parallel, by members of each team.
We discuss the anticipated sizes of teams and visual elements that are designed to
isolate individual skills and team achievements.

• We present a 3-D virtual battlefield paradigm as the landscape on which the CTF
competition is played. Our prototype is built using the Unreal game engine [11],
which provides full camera virtualized movements that enable a CTF narrator (an
event broadcaster) to navigate and visually isolate elements of the competition.

• We introduce a visual ontology of cyber-attacks, network and application archi-
tecture, and cyber defense functions. These elements are designed using familiar
physics and semantics that enable unsophisticated audiences to grasp major status
milestones and dynamic events as initiated by teams and referees.

• We discuss the motivations and challenges of taking a highly complex, slow-paced,
and intellectually dense event and re-envisioning it as a visually engaging and
intuitively familiar competition. Success in this activity can help CTFs expand their
important role in promoting and identify an increasingly critical skill that is globally
underserved.

• We design a novel narrator-centric presentation layer for the broadcast function,
which allows for a subject matter expert to communicate, live, with the audience
regarding the actions taking place within the virtual environment. Due to the
complexity of the domain, knowing when and where to look is a substantial issue.
Our system gives the narrator a camera ‘switcher’, enabling the focus to shift to
action within the field of play as the competition unfolds.

2 Related Work

In the last decade, a great deal of investment has been made to study the impact of
gamifying certain areas of cyber security, such that complex host and network events
can be readily understood by a wider audience [14–16]. There are many well-
documented advantages to such an approach [17]. Toward a model of cyber gamifi-
cation, it is possible to focus on sub-domains of cyber security to specialize in skills
development [18, 19]. Such efforts can target a range of demographics, from students in
high schools [20, 21] to entry-level professionals [22].
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CTF and Cyber Grand Challenge (CGC) style competitions are becoming
increasingly popular as a means to identify new talent in the cyber security domain [9].
There are many CTF competitions formats, most of which have been studied to
understand their efficacy in identifying talent, as well as popularizing the field of cyber
security [22–24]. In addition, there is a drive to investigate which competition format
can be used most broadly [25–27]. The lessons learned form DARPA’s CGC format is
also well understood and documented [28–30]. Given the current understanding of the
impact we have on the format of CTF competitions and given the many differing
formats being used, we hypothesize that in our case, we could exercise a degree of
freedom in structuring certain elements of the CTF format to facilitate a visual gami-
fication experience. We also posit that the format we propose simplifies certain
logistical and technological pain points.

3 Conceptual Overview

When considering the real-time visualization of a highly complex environment with
millions of concurrent events happening for a sustained period, the primary conceptual
consideration is one of abstraction. In producing a game design, we have chosen a ‘top-
down’ approach, which is narrator-centric and provides an over-watch perspective that
is tailored to provide third parties with a visual understanding of the field of play. To
determine best practices here, we looked primarily at e-sport events and traditional
broadcast television sports.

The first and most essential challenge one finds when attempting to re-envision a
CTF competition is that there exist no universal rulebook that specifies how all such
competitions are conducted. CTFs have formed organically, and are subject to the
preferences of their sponsors and organizers, including iterative improvement from past
experiences. CTF organizers also evolve the rules and structure to adjust the difficulty
of the challenges. This is to keep pace with the sophistication of the participants and
their hacking tools, which are improving at a remarkable pace.

3.1 The Game Structure

Through our analysis of prior CTF competitions, and from communications with both
participants and organizers, we have distilled several important commonalities in rules
and competition structure that exist across Red-Team/Blue-Team CTFs. Further, in
defining our canonical CTF game structure, we are sensitive to avoid decisions that
reduce the applicability of the design, excluding the problem of scalability. The game
design presented here will not scale to large-numbers of teams, albeit we are agnostic to
the number of players that can participate within a single team [12].

Our CTF is designed as a team-based competition for two or more teams, with an
idealized size of between 6 to 8 teams (for visual scale of the battlefield). All teams are
provided an identically configured network, which includes host and network mis-
configurations that can enable other teams to infiltrate their opponent networks.
In addition, each team is given a required set of applications (or test apps) that must be
run and maintained accessible on the team’s network at all times. Access to each team’s

342 R. Senanayake et al.



test apps are continually probed by competition referees, who will penalize a team for
any unresponsive or corrupted application. Unfortunately, the test apps are purpose-
fully embedded with one or more critical security flaws that render them vulnerable to
attack by any other team that can weaponize an exploit faster than the team hosting the
test app can patch the vulnerability.

Blue-Team Responsibilities: Each team must demonstrate their administrative security
skills by identifying and removing all configuration vulnerabilities from their network.
In addition, the team must reverse engineering, discover, and patch all vulnerabilities in
each test apps while not degrading the referee’s access to the test app. These defensive
actions require significant time and skill, and failure to remove a security weakness will
render the team’s network exploitable, and thereby subject to score reductions. These
configuration flaws and test app vulnerabilities are unknown in number, thus removing
any certainty from a team that it has fully protected its assets from attack.

Red-Team Responsibilities: In parallel with their defensive challenges, teams must also
demonstrate their skills in offensive operations. While each configuration flaw and test
app vulnerability represents a threat to the team that must be removed before points are
lost, they also represent opportunities to generate exploits that can be launched against
the other teams, thereby earning points in the competition depending on the outcome.

Visualizing Tactical Game Play: An essential objective in presenting a CTF compe-
tition is that of accurately visualizing the improvement that each team makes to their
defensive posture, as well as their progress in constructing and launching exploits.
Capturing defensive progress translates to visualizing the installation of patches to the
set of vulnerable test apps, and the removal of network flaws that were delivered within
each team’s network. Exploit construction, network scanning for reconnaissance pur-
poses, and exploit execution are also vital to visualize. Combined, these defensive
posture changes and offensive actions do not just capture distinctions in the speed and
skills of teams, but also capture purposeful tactical game play that teams employ, which
may ultimately decide which team will win.

Some teams will focus on the immediate and comprehensive installation of
defenses as quickly as possible, while on the other extreme there may be teams that
employ their resources toward exploit generation to strike first. However, every exploit
and network scan performed by one team enables other teams to observe the exploit or
scan pattern, thereby revealing an attack surface that may not have been apparent or
properly addressed. Exposing an attack (or scan), particularly one that is unsuccessful,
reveals threat intelligence, which may help other teams harden their defenses and
create their own exploit variants) [10].

3.2 Implementation of the Battle Space

Visualization of a tournament requires an ability to perform fine-grained monitoring of
the actions of contestants, referees, and selective events that occur on the hosts and
networks in the field of play. The instrumented platform that we use to capture these
activities is already integrated into existing contests, but we impose additional
surveillance requirements.
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Team Assets: Game participants are provided with an instance of a Linux VM running
[31]. Kali is a Linux OS Distribution that is designed for the penetration testing
community, and includes a wide assortment of hacking tools that are typically used in
these competitions. We augment Kali with OS extensions that enable the monitoring of
key activities that are used to track each team member: process execution, file IO
operations, administrative functions, and network connections. We also introduce a
requirement that all teams must post exploit binaries or script that they intend to run
into a team-designated exploit directory. All attacks and scans produce process exe-
cutions that result in connections to external networks. Any process that performs these
external connections but is launched from a directory outside the designated directory
will result in a penalty.

Game Assets: Hosts that are located in each team’s protected network are similarly
instrumented with OS extensions that monitor all processes, file IO operations,
authentication operations, and network operations. We employ system call monitoring
extensions that produce records that are correlated with network flow records (using
SRIFlow [32]). A correlated record captures the process ID, application name, the user
ID of the participant who launched the process, and the source and target IPs, ports, and
protocol involved in the flow. This information drives both visual elements of the game
display and is used by the referees to detect various rule violations.

Referee Actions: Referees provide a continual stream of network probes that analyze
the state and availability of each team’s network assets and test apps. The outcome of
these flows is visualized in the game environment as health and status indicators per
host and test app. In addition, referees continually analyze all network flows from each
team, inspecting each for rule violations that represent out-of-bound probing and
exploit executions that are launched from outside the designated attack directories.

4 The Visualization Layer

A natural physical model that captures many of the key aspects of the CTF competition
is that of a battlefield, composed of each team’s network and test apps visualized as
cities. This approach presents a familiar grounding for audiences to interpret the status
per contestant, and for understanding when exploits are launched from one team into
the cityscape of another team. A successful attack is viewed with a visual indicator of
structural damage to the target host or test app, which is represented as a physical
structure. We discuss the model and visual elements below.

The Visualization Layer represents the majority of effort in this research as the team
had a number of simultaneous goals. The overall visual ‘look’ needed a strong ‘theme’
to appeal to casual observers and have a ‘cool’ factor often seen in video games,
including the use of sport team mascots that convey both the organization and the
successes and damages incurred. We chose giant robots to represent the Teams, and
small cities to represent their networks, with buildings as the machines in the network
and abstract spheres to indicate the actual binaries themselves, illustrated in Fig. 1.
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There are 4 categories of actor:

Players: are shown as a photograph or live video with icon representing the current
tool they are using. Player highlighting is an important aspect of game competitions
that is largely absent from current CTFs, and we posit that for widespread popular
acceptance, a critical aspect of audience engagement involves the ability to identify and
highlight the successes and setbacks of individual players within a team. Thus, our
game design pays significant attention toward bringing the competitors themselves
forward in game visualizations, with the goal of creating “star players”.

Binaries: test apps are a primary game element that provides the central focus for much
of the competition. Teams distinguish their strategies and score points based on their
ability to produce defensive patches, maintain availability, or succeed in producing
exploits against these test apps (binaries).

Flags: the primary scoring indicators in a CTF competition. A team receives a Flag
when it penetrates an opponent’s binary successfully.

Exploits: Table 1 presents the method a team will use to retrieve an enemy flag. An
exploit is launched as an attack, which becomes a central focus of action in the
visualization. However, the attack visualization must not just capture the launch, but
must also provide a visual indication of what method of attack the audience is wit-
nessing. We represent 6 basic attack types and two types of “network scans”.

As a secondary element, we show the patches themselves and the process of them
being published to all other teams. This patch-publishing requirement means that teams
must share with each other every applied patch, as it is instantiated, in their own test
apps. This is due to a rule that was recently added to some mature CTFs (Fig. 2).

Fig. 1. Illustration of a team’s hosts, test-apps, and network. The test-apps are labeled by the
binary name and colored based on their patch status.
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Teams may also publish corrupt (or infected) patches, such that other teams must
take great care. This adds an interesting dynamic to the core decision process teams
face during real competitions. We also include the notion of an “infection,” in which a
team has successfully penetrated an opponent’s network.

As the competition progresses and players attack each other’s assets, the system
ingests the Event Layer information and visually links the action to the appropriate
actor:

Team A decides to target Binary 2 and Binary 3 from Team B. Their best SQL team member
just completed a SQL vulnerability patch and rapidly pivots to constructing the SQL exploit.
The visualization will show him working on that attack, and when he releases it on the network,
we will see the Team A giant robot fire a red laser at the Team B buildings that host Binary 2
and Binary 3. If the attack succeeds, the building “explodes” and a flag will be seen flying from
that location to the feet of Team A.

Table 1. Seven default attack methods are defined, Column 2 identifies the visual representation
of the exploit method defined in Column 3.

Attack 0 Flare bullet Brute force authentication
Attack 1 Green bullet Misconfiguration exploit
Attack 2 Red bullet Unintended data exposure
Attack 3 Red laser SQL injection
Attack 4 Green laser Application fuzzing
Attack 5 Missiles Remote code execution
Attack 6 Robot bug swarm Denial of service
Attack 7 Network scan Network scan (green is standard, orange is out of bounds)

Fig. 2. Illustration of an exploit that is launched and credited to a specific player. Designation of
the responsible team is indicated through the mascot, and the exploit method is visually
represented by the shape and color.
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The system is live. However, some programmatic attacks that occur in milliseconds
are visualized over a synthetic duration for the human audience. This aspect of
sequentially staging visual events is incident-based rather than live-traffic based. Once
a team has hit a given target (say 20 flags) or the competition clock has hit a prede-
termined end-point, scores are tallied and results are presented.

4.1 E-Sport Tools Layer

If you watch a professional sporting event (or e-sports), you will notice what a critical
role the narrator (broadcaster) plays. Having a subject matter expert (SME) who can
talk about the competition while it progresses and point out the nuances, strategies and
specifics make the entire spectator experience vastly more rewarding and engaging.
However, unlike traditional sports where the ‘action’ is usually centered around a
particular area on the field or court (usually ‘the ball’), in CTF’s we have a highly
decentralized field of play, with many actors performing a wide range of activities in
parallel. This presents a substantial challenge for the ‘broadcast’ aspect of the appli-
cation. What should we be looking at?

This is where the ‘Broadcaster’s interface’ becomes critical. This is a set of
onscreen functionalities that only the broadcaster will see. Conceptually, our prototype
CTF game engine incorporates a camera ‘switcher’ (borrowed from broadcast TV
facilities), where a variety of cameras allow the broadcaster to quickly pivot the
audience to follow the action, and then narrate the particular event or strategy. This
view includes both in-game actions and separate ‘Data Pages’ that provide historical
data about players, teams, and the test app challenges. Figure 3 illustrates an example
of a broadcaster perspective with camera selection.

‘Scoping,’ represents another critical component of the Broadcasters Interface.
Since these playfields can get quite chaotic, it is often desirable to remove aspects of

Fig. 3. An example of the broadcaster view with the camera selection options.
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the visualization to discuss a particular detail. Broadcasters can toggle the display of
each kind of attack, for example to show ONLY Misconfiguration Exploits, or can
remove certain teams and to show isolated interactions between Team A and B. Pro-
viding these tools during the presentation enables the broadcaster to minimize visual
clutter, so that the narration can be translated to the visual display with less confusion.

Finally, Data Pages are analogous to the ‘stats’ shown in broadcast sports and e-
sports. We have seam sheets, leaderboards and individual sheets. The Team-sheets
update with game information, for example if a player has been red-carded for illegal
activity (such as an out-of-bounds scan or launching external network activity from a
process that is launched outside the exploit directory) (Fig. 4).

4.2 An Example Parameters of a CTF E-Sport Competition

We have designed and constructed demonstration e-Sport games using the design
described in this paper. The following briefly summarizes the parameters that were
used within this demonstration.

Starting with the high-level goal to make CTF competitions accessible and
enjoyable to the widest possible audience, we began by imposing a set of constraints
for this particular e-sport inspired visualization. Specifically, we chose to show a red-
blue CTF, with the following parameters:

• Number of teams: 6
• Number of members per team: 6
• Which tools are provided: Kali, IDA pro, Nmap, Chrome, Wireshark, Metasploit,

DirBuster, SQLmap, Nessus, Burpsuite, and John the Ripper
• Number of binaries per team: 9
• Event duration: 12 h

It is important to note that these constraints are somewhat arbitrary and that the
actual world of CTFs has a wide range of possible configurations. With this in mind,
our core system is flexible and could support a fair amount of variation if required. We
consider this current design as a starting point for a robust and extensible framework.

Fig. 4. Example data pages that highlight team and individual statistics.

348 R. Senanayake et al.



5 Future Work and Discussion

As the existing CTF game engine framework evolves, there are a several open prob-
lems that were deemed beyond the scope of our present design. This section enu-
merates the limitations of our work and acknowledges several open technical
challenges.

Tournament Extensibility and Scalability. An ideal visualization framework should
handle a wide range of arbitrary devices and configurations. For example, recently,
IoT-based CTF competition have emerged in recognition of the ongoing security
challenges that these devices now pose [13], We see natural extensions to our current
battlefield motif. However binary test applications, and the network administrative
functions involved in Blue-Team activities are less relevant. The system should also
visually scale to the number of players, teams, and binaries, in an automated and
graceful way. This is perhaps the most significant challenge in CTF game design.
Procedural geometry and rule-based modeling offer potential solutions on the 3D
layout construction, while more flexible interim data-formats could drive the config-
uration of the battle space. Finally, the visual ontology of discriminating among exploit
classes is currently fixed in number. We would like to extend this vocabulary through
better instrumentation and a more robust event description syntax.

A Granular Representation of Traffic Content. The current instrumentation of the hosts
and network focus on flow-level analysis, in which the type of attack must be desig-
nated by the application from which it is launched. However, the internal size, struc-
ture, and content of flows can offer insights into the methods and outcomes of an
exploit attempt. Deep packet inspection, which is not performed in the current proto-
type, would enable the visualization of the responses of the hosts and test apps as they
encounters probes and exploits. These responses can offer insights into how Blue-team
defenses are performing as new connections from the opponents are parried.

The Semantics of Player Activity. Perhaps one of the most direct ways in which e-
sports draw spectators into the game is by their ability to visualize the activities of the
individual players. To appreciate the skills, strategies, and the progression of the game,
it is important to understand what the players are doing at a given moment in the
contest. This point is particularly relevant to the slow-paced, multi-hour duration of a
CTF competition. Audiences are more likely to rotate in among multiple tournaments
or attend and return to the tournament rather than engage in monitoring the tournament
from beginning to end. We would like methods to visually represent the process of
attack construction, as well as methods to visualize vulnerability discovery, and
security flaw removal.

Post-Game Analytic Services. We currently collect the bare minimum in analytics. One
area for future algorithmic extensions is that of conducting automated comparisons of
milestones, such as exploit formulation, exploit execution, test app patch deployment,
configuration flow removal, and network scans. The rate and timing of these milestones
could facilitate additional narratives that explain team strategies and the skills that are
exhibited among the competitors. There may be analogies that arise between CTF
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gameplay comparisons with existing e-sport competitions that can facilitate a better
understanding of the skills and strategies that teams employed during the competition.

A Recommendation System for Broadcasters. When and where spectator attention
should be focused may not be obvious? As mentioned earlier, regardless of our effort to
abstract the assets and applications of a typical CTF into a familiar physical repre-
sentation (a city-scape battlefield), there remains the potential difficulty for the audience
to always know where the most interesting events are happening. Even when a com-
petition is slow paced, the ability to identify when background activity becomes
notably interesting may not always be immediately apparent. An expert system could
be applied to filter and prioritize events through a series of criteria, and then offer
recommendations to the broadcaster of scrutiny-worthy fields of play. Camera acti-
vations could also be automatically adjusted to capture action and a single button could
allow the broadcaster to zoom based on these recommendations. As the number of
teams and players increases, such automation will become increasingly valuable.

6 Conclusion

This paper presents the design of a Cyber CTF competition framework, which employs
a 3-D virtual battlefield abstraction that is designed to increase the engagement and
understanding of the action that transpires. We present the motivations and challenges
of taking a highly complex, slow-paced, and intellectually dense event and re-
envisioning it as a visually engaging and intuitively familiar competition. Our proto-
type framework is designed to model CTFs as an e-sport tournament, with a cityscape
abstraction of live networks, hosts, and applications, and a visual ontology of defensive
and offensive actions that capture the milestones and events as they unfold. Further, we
discuss the ability of this framework to capture the strategic decisions made by the
teams, as each must decide how to balance its resources on defensive or offensive
activities. Finally, we outline the limitations and open problems that we have
encountered during this project.
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Abstract. The importance and perception of privacy varies from one context to
the other. However, everyone values his or her privacy to a certain extent. The
subjectivity of that value, attitudes, and behaviors would depend on different
entangling factors. It is important to understand the motivation that influences
human behavior, whether to protect or share their information. In this paper, we
aim at understanding the boundaries of privacy, factors influencing information
sharing behavior including experiences (reciprocities of privacy), and efforts
taken to protect one’s data.
We collected data using quantitative (survey/quiz) and qualitative means

(focus groups). In the survey/quiz, our results showed that intrusion experience
and awareness have a significant correlation between sharing of data. Further-
more, our focus groups results yielded details on influencing factors for privacy
reciprocities and tradeoffs. We discuss our results in terms of privacy incentives
and factors influencing the sharing behavior of their information. Finally, we
highlight the complexity of behavior where intrinsic and extrinsic motivations
could clash and result in a dilemma such as the privacy paradox phenomenon.

Keywords: Incentive � Reciprocity � Privacy � Privacy paradox � Behavior �
Motivation

1 Incentives: Motivating Behavior

Understanding human behavior and motivation has been a research goal within dif-
ferent fields. Biologists, psychologists, economists have been exploring human moti-
vation in order to shed a light on understanding decision-making processes. Incentives,
used as a motivational technique to stimulate activities and actions, give some insight
to prediction modules and strategies [1].

Motivation is generally the reason why people behave in a particular way to
achieve their goals, activities, and needs. In psychology, there are two types of moti-
vation: Intrinsic and extrinsic [2, 3]. Intrinsic motivation is related to one’s own sense
of accomplishment, satisfaction and is closely related to fun, whereas extrinsic moti-
vation is instrumental; dealing with external rewards or consequences [2]. One major
theory of motivation is the incentive theory, which focuses on rewards to motivate a
behavior. The Positive reinforcement (reward) gives a positive meaning to a behavior,
and thus the awarded activity is stimulated to occur repeatedly [4].
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Rewards, can have different effects on behavior, possibly unintended, depending on
different factors [1]. The factor of time (past behavioral influence) has been shown to
play an important role in human behavior, and social influence to reciprocity when it
comes to incentives [5]. However, human behavior has shown to be more complex than
just be motivated by monetary incentives [1, 6]. Studies have emphasized the impor-
tance of considering different motives for incentives such as the desire to reciprocate, or
avoid social disapproval [7].

2 Privacy: Breaking Boundaries

With the growing online activity, exposure to threats and risks of privacy increases.
Apart from cyber adversaries and data collectors, users sharing of their personal
information (indirectly or by reciprocity) is a key factor to regulating the intrusion of
their privacy.

To define privacy is to select a context and understand which factors and actors are
involved in that definition. When considering personal freedom, privacy can be defined
as “the right to be let alone” [8]. Whereas context and specific norms are key in the
concept of contextual integrity [9].

According to Communication Privacy Management (CPM) theory, people’s shar-
ing of private information, using the boundary metaphor, is denoted by boundaries [10,
11]. CMP focuses on the motivations behind people’s self-disclosure of their private
data using the privacy boundaries. When people keep to themselves, is it considered a
personal boundary, however when they share information that is when it becomes a
collective boundary. Understanding when and why these boundaries are crossed is one
way to understand sharing behaviors.

When dealing with privacy, especially with human factors, privacy aspects may
seem subjective. The tendency to give bias positive responses is higher when it comes
to the topic of privacy. The incentive of having the privacy of data being protected is
desired and when asked, users tend to agree to that. However, according to the privacy
paradox, instances have shown behaviors that entails otherwise. The conflict between
attitude, showing concerns and behavior is not new as seen in the works of Barnes,
Taddicken and kokolakis [12–14]. Privacy paradox show contradictions on users’
online behavior, where people would state that they value privacy, however their
behaviors might indicate otherwise [12, 13]. It is therefore difficult to tell through
empirical research if users are indicating their intention or behavior when it comes to
privacy. Hu and Pu compare two preference elicitation methods, the common rating
versus personality quiz [15]. They highlight the importance of considering psycho-
logical aspects, and indicate that personality quiz could be a powerful tool as alternative
to the rating approach for higher accuracy for revealing user’s preferences. In the first
study, survey/quiz we used a personality test format as a motivational approach by
giving users the incentive of “feedback: result of their test”, we intentionally avoided
monetary incentives due to possible unintended effects [16].
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2.1 Scope

In previous research, we have claimed that data privacy is a wicked problem [17], a
complex issue with no straightforward solution. An ecosystem of technological, legal,
and human factors should be considered when enhancing data privacy. We therefore
consider that technological and legal aspects are set, whereas our investigations and
contributions of this paper focus on human factors.

The scope of this work is part of the EU H2020 project PRISMACLOUD (Privacy
and Security Maintaining Services in the Cloud). The project develops privacy
enhancing solutions for avoiding privacy intrusion in the Cloud, such as malleable
(redactable) signatures [18]. A malleable signature is a cryptographic scheme that
allows specified redaction (removing or blacking out) of fields within a digitally signed
document while maintaining the validity of the signature. One of the PRISMACLOUD
eHealth use cases allows patients to redact specified fields of documents that were
digitally signed by their medical doctor) so that they can share it afterwards. Therefore,
it is important to understand user’s perspectives as well as which incentives promote
their sharing behaviors for the design processes.

2.2 Research Objectives

In our studies, we investigate attitudes toward privacy incentives and privacy bound-
aries, and focus on the behavior of sharing personal information and factors that
influence their behavior: whether it is reciprocation they seek or an incentive that
motivates them. Therefore our research questions are:

• What are the boundaries of privacy?
• What factors influence information sharing behavior i.e., which reciprocities are

privacy being traded for?
• Can intrusion experiences influence privacy behavior?
• What efforts do users take in order to protect their privacy?

3 Methodologies and Approaches

These studies are part of our Value Sensitive Design (VSD) approach, focusing on the
privacy value. VSD approach accounts for human values in comprehensive manner
throughout the design process [19]. We also followed User-centered Design approach
(UCD) approach in our project, where the focus is on exploring users’ perspectives and
experiences throughout design processes [20, 21]. We aimed to understand users’
online behavior and willingness to disclose “sensitive” information. In specific, what
information that is considered private and in which context, how do users perceive
intrusions, and what are they willing to do in order to protect their sensitive information
from intrusions.

Using empirical methods, we have collected data using both quantitative (survey)
and qualitative (focus groups) means in order to investigate, in explorative manner,
users’ perceptions, and behavior to disclose “sensitive” information. A survey will act
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as a quantitative approach; consequently, we investigated and validated results from the
survey with focus groups. The following sections will give an account to the two
studies’ design and procedure.

3.1 Study 1: Survey/Quiz

The survey was conducted online using SurveyGizmo [22]. Choice of the instrument
depended on the functionality that permitted the use of personality quiz alternatives.
We recruited participants through online forums, brochures around 5 cities in Sweden,
contacts mailing lists (In Germany and Italy), and SurveyGizmo sharing option. Aside
from English, we had German, Italian and Swedish as alternatives to answer the
survey/quiz. We chose Germany, Sweden, and Italy, due to our resources and project
partners who aided in translating the survey into corresponding languages.

Since privacy is a relatable topic, we targeted all types of possible participants,
which made up our convenience sample. We mainly distinct them by enquiring about
their technical experience. The survey was online for 6 weeks between March and May
2017.

The survey was calculated (by SurveyGizmo) to take 6–10 min to complete. Par-
ticipants were first given a choice of language: English, Swedish, German, and Italian.
Next was the choice to take either a personality quiz or a survey. After that, they were

Fig. 1. Flowchart of the survey/quiz
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directed to the consent and beginning of the survey/quiz questions, see Fig. 1. The
questions consisted of 5 sections corresponding to evaluation criteria (see details in
section: Questions and evaluation criteria), and feedback and demographic question-
naire which was optional.

Questions and Evaluation Criteria
The questions in the survey/quiz were formulated around the context of privacy,
however privacy questions were not asked explicitly. Using indirect enquiry, we used
daily situations and metaphors to investigate users’ perceptions and attitudes. For
example, we used situations which could be interpreted as privacy intrusive and asked
about them (e.g., being asked about the content of a shopping bag by a random
stranger), or online behaviors that they perform (e.g., filling only mandatory fields in
forms). The 5 evaluation criteria, described below, correspond to sections in the
survey/quiz.

Attitude and Comfort Toward Intrusion
In this section, there were 5-leveled Likert scale agreement questions varying from
“strongly agree” to “strongly disagree”. Investigating user’s perception of intrusion is
crucial in understanding how users perceive privacy. However, how intrusive the
behavior may be, it is interesting to investigate the comfort level that users experience
when they are put in an intrusive situation. The questions target intrusions to one’s
information that is more or less private depending on the context and the actors
involved. The list of questions describe situations, and subjects are asked to provide
feedback by rating their comfort level corresponding to the given situation. The situ-
ations are basically regular activities, e.g., shopping, and then an external actor, e.g.,
stranger, enquires about unexpected information, e.g., what’s in their shopping bag. We
expect that most users would feel uncomfortable in such situations, and would be aware
of the intrusiveness of the situations.

Experience of Intrusive Situations
In this section, there were 4-leveled Likert scale frequency questions varying from
“never” to “often”. Whether users are consciously aware or not of experiences of
intrusion, it is interesting to see if they can relate to the scenarios presented. Specifi-
cally if they perceive the intrusion of personal information. We are interested to see if
familiarity and experience with intrusion situations have an effect on how users behave
with their data. Either they are more privacy aware and careful, so that they would
prevent future reoccurrences, or they just accept it and don’t see any harm in their
experience. We expect the former statement, where users become more careful when
they have experienced an intrusive situation. In this section, questions were asked if
they have experienced (never, few times, several, and many times) similar situations to
the same scenarios of previous section.

Sharing of Personal Data and Contexts
In this section, there were checkbox questions for sharing 5 categories of data in 3
contexts. When addressing personal information, it is difficult to predict what is con-
sidered as per se sensitive (independent from the purpose of use) and to what degree for
users. We investigated the sharing of personal information of the 5 categories/types of
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data (medical, political &religious, sexual, income, and demographics) in the contexts
of medical staff, employer, and family. The first three listed above categories are
regarded as sensitive data according to Art. 9 of the EU General Data Protection
Regulation (GDPR), which defines “special categories of personal data” as sensitive for
processing [23].

Experience and Effort to Hide Data: Data Minimization
In this section, there were 5-leveled Likert scale agreement questions varying from
“strongly agree” to “strongly disagree”. Besides being aware of intrusive situations
regarding their personal data, we are interested in their prior experience to limit and
hide personal information. The latter would indicate higher privacy value and cau-
tiousness when disclosing information. The questions, regarding information disclo-
sure, enquires if they fill out mandatory fields only in forms, or question the need to
provide sensitive information in certain situations. We expect that users, who had
experiences with cautious information disclosure, are keener to protect their privacy in
the future.

Reciprocity and Privacy
In this section, there were 5-leveled Likert scale agreement questions varying from
“strongly agree” to “strongly disagree”. Considering the abovementioned sections,
users who are privacy aware are expected to spend more efforts to protect their data’s
privacy. The corresponding section’s questions investigate users’ willingness to spend
more time, money, effort to enhance their privacy.

The Quiz: Data-Introvert or Data-Extrovert
When they began the test, they got a disclaimer stating that the two personas are made-
up and not official. Throughout the test, the instrument calculated their answers
according to their privacy and sharing responses: when users reach a certain threshold
of points they are data-extrovert. After answering all questions, they got instant score
and a text describing the result i.e., what does data-introvert means.

3.2 Study 2: Focus Groups

Following the survey, we discussed the research criteria from the survey in depth with
focus groups. The qualitative approach allows interactivity and freedom of expression
among participants, which allows us to investigate their opinions, perspectives, and
attitudes.

Considering the scope of the project involved, we included user groups with dif-
ferent technical background and used the knowledge of digital signature as the
selection criteria. When recruiting users, they were asked about their knowledge of
digital signatures and to what extent, consequently they were put in either the lay user
(no knowledge of how digital signatures work) group or technical group (knowledge of
how digital signatures work). We had 5 focus groups (6–7 participants in each) totaling
32 participants in Sweden, Germany, and Norway: 3 lay user groups (FG1, FG3, and
FG4), and 2 technical groups (FG2 and FG5).

The focus group sessions consisted of two parts (each lasting approximately
45 min), since it was combined with another study [24]. The first part was addressing
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users perspectives on our research criteria from the survey (we also used the results
from the survey as input for discussions), which is reported in this paper, and the
second part was mock-up discussions (which is not part of this paper). Participants
were given consent forms for participating in the study and for recording the sessions.
All participants consented to both, and they were urged to not disclose sensitive
identifying information (in which case the recording will stop, and the recording
section would be deleted). Two researchers at least were in each session, one took notes
and the other moderated the discussion.

3.3 Ethical Considerations

To the best of our efforts, the survey/quiz was anonymous. A disclaimer was included
in the survey regarding the personality test analysis being fictional (is not a diagnosis),
and that is part of our research. No sensitive or personally identifying information was
collected, thus complying with the Swedish Ethical Review Act. As for the focus
groups, since the recording of voice might be personally identifying data, we submitted
it to the Ethical Review Board at Karlstad University, which was approved in May
2017.

4 Findings and Discussions

4.1 Study 1: Survey/Quiz

In total, there were 165 complete and valid responses, where 162 participants filled in
the demographics sections, and 111 filled in the feedback section. There was a good
distribution of countries and ages as seen in Figs. 2 and 3. Additionally, we had good
distributions of lay and technical users as shown in Table 1. Classification of users into
Lay and technical depended on their knowledge and experience of two tools: Digital
Signatures and Electronic IDs (selection of tools was dependent on our project’s
scope).

80 

56 

16 10 

0
20
40
60
80

100

Fig. 2. Demographics showing number of participants in corresponding country
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In order to investigate the underlying structure of the questions regarding online
behavior preferences we conducted a factor analysis (PCA with varimax rotation).
The results showed that the questions fell into five factors (see Table 2), namely
“Intrusion awareness”: being consciously aware of the possibility of the intrusion of
one’s personal information, “Intrusion experience”: the personal experience of privacy
intrusion, “Effort for privacy tradeoff”: willingness to make an effort to protect their
privacy, “Privacy for benefits tradeoff”: willingness to trade privacy for benefits, and
“Data minimization”: the ambition to only enter mandatory information. Table 2 shows
the composition of the first to the fifth PCA component, values represent weight of the
survey questions in relationship to the factors.
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Fig. 3. Demographics showing number of participants in corresponding age-range

Table 1. Demographics showing participants’ experience with the two tools as indicators of
their technical expertise

Tool/users Lay Tech

Electronic ID 60 102
Digital signatures 74 88

Table 2. The 5 factors and corresponding weights

Rotated component matrix 1 2 3 4 5

Data minimization 1 0,702
Data minimization 2 0,745
Data minimization 3 0,797
Privacy for benefits 1 −0,3 0,63
Privacy for benefits 2 0,725
Privacy for benefits 3 0,837
Effort for privacy 1 0,636
Effort for privacy 2 0,695
Effort for privacy 3 0,733
Intrusion awareness 1 0,758
Intrusion awareness 2 0,713
Intrusion awareness 3 0,703

(continued)
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In order to examine to what extent the online behavior preference factors were related
to sharing behavior mean scores for each preference factor as well as the sum of all
question regarding sharing “Share overall” was calculated for each participant. Pearson
correlation coefficients was then calculated between the six variables. The results showed
that “Intrusion awareness” and “Intrusion experience” significantly correlated negatively
with “Share overall”. Additionally, “Effort for privacy” marginally correlated to
“Intrusion awareness” (see Table 3 for r and p values).

Table 2. (continued)

Rotated component matrix 1 2 3 4 5

Intrusion awareness 4 0,701 0,324
Intrusion awareness 5 0,671 −0,276
Intrusion experience 1 0,815
Intrusion experience 2 0,559
Intrusion experience 3 0,852
Intrusion experience 4 0,767
Intrusion experience 5 0,792

Extraction Method: Principal Component Analysis.
Rotation Method: Varimax with Kaiser Normalization.

Table 3. Sharing behavior and online behavior preference factors

Share
overall

Intrution
awareness

Intrution
experience

Data
minimization

Privacy for
benefits

Effort for
privacy

Share overall Pearson
correlation

1 −,248** −,286** −,175* 0,09 0,049

Sig. (2-tailed) 0,001 0 0,025 0,252 0,531

N 165 165 165 165 165 165

Intrution
awareness

Pearson
correlation

−,248** 1 −0,078 0,093 −0,023 0,152

Sig. (2-tailed) 0,001 0,316 0,233 0,767 0,052

N 165 165 165 165 165 165

Intrution
experience

Pearson
correlation

−,286** −0,078 1 0,021 0,081 −0,008

Sig. (2-tailed) 0 0,316 0,792 0,302 0,918

N 165 165 165 165 165 165

Data
minimization

Pearson
correlation

−,175* 0,093 0,021 1 −0,112 −0,066

Sig. (2-tailed) 0,025 0,233 0,792 0,151 0,402

N 165 165 165 165 165 165

Privacy for
benefits

Pearson
correlation

0,09 −0,023 0,081 −0,112 1 −0,009

Sig. (2-tailed) 0,252 0,767 0,302 0,151 0,912

N 165 165 165 165 165 165

Effort for
privacy

Pearson
correlation

0,049 0,152 −0,008 −0,066 −0,009 1

Sig. (2-tailed) 0,531 0,052 0,918 0,402 0,912

N 165 165 165 165 165 165

** Correlation is significant at the 0.01 level (2-tailed).
* Correlation is significant at the 0.05 level (2-tailed).
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To further investigate perceptions of sensitivity of the data types and their will-
ingness to share data we looked at the distribution of participants who were willing to
share vs those who were not willing to share. The results showed that perceptions of
sensitivity spanned form very sensitive “sexual data” to not sensitive at all “Demo-
graphics” (see Fig. 4 for proportions of willingness to share different datatypes).

To follow up on the perceptions of sensitivity of the different datatypes we looked
at the specificity of contexts (medical, employer, family) where the datatypes were
shared. This was done by calculating the number of different contexts where the
datatypes were shared1. The results showed that again “Demographics” was the least
sensitive datatype as this was shared among all three contexts by 85% of participants
whereas “Political and Religious” was the most sensitive insofar that it was only shared
within one context by 88% percent of participants (see Table 4. Willingness to share
with up to 3 different contexts).

-100 -50 0 50 100 150 200

Demographics
Medical

Poli cal & Religious
Income
Sexual

Share Not share

Fig. 4. Willingness to share different datatypes

Table 4. Willingness to share with up to 3 different contexts

Type of data Number of contexts
1 2 3

Demographics 3,05% 10,98% 85,98%
Income 45,95% 41,22% 12,84%
Medical 12,27% 59,51% 28,22%
Political & religious 88,28% 7,59% 4,14%
Sexual 66,96% 29,57% 3,48%

1 The calculations of the proportions of number of contexts is based on those who were willing to
share.
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4.2 Study 2: Focus Groups

In the discussions of focus groups, all groups shared the opinion regarding the sensi-
tivity of medical, political, sexual, religious, and income data. Most indicated that they
would not share sensitive data, whereas they are willing to share demographic data
such as age, profession, address.

Sharing Behavior and Factors
Since we were interested in understanding the sharing behavior of the participants, we
asked of situations and factors that they see themselves sharing more or less infor-
mation than they already have. Table 5 summarizes the results of influencing factors to
sharing information by the focus groups and shows the distribution of both user types,
details of the factors are provided below.

1. Context refers to the environment where participants are sharing information in.
For instance, on online dating site, one would reveal different type of information
than their professional profile on the web. Additionally, if one is engaging in a
specific context e.g., political discussion, then they would have directly/indirectly
reveal their political affiliation, which they consider sensitive information.

2. Peer-pressure is the obligation to share certain information due to social pressure:
e.g., everyone has shared a piece of information, or due to norms that pressure one
to provide some information about one’s self.

3. Social acceptance/appeal is wanting to bond with others by sharing information
and details based on common grounds and wanting to be liked by others.

4. Duration of interaction refers to time spent with someone, e.g., the feeling of
comfort and familiarity will allow sharing more information with the person you
have spent more time with.

5. Face to face or offline interaction allows more sharing of information than online,
where one lacks control and certainty of whom they are sharing information with
and if information is stored somewhere online.

6. Not documented or recorded conversations allows freedom of revealing personal
information, whereas one might be more careful in revealing information about
themselves in recorded conversations.

7. One on one is more intimate and trustworthy environment to share information
than a setting containing a group of people, where one would not feel comfortable
sharing with everyone in the group.

8. Experience with age refers to how older generation tend to be more private about
their information and sharing behavior/online activity seem to differ from their
children.

9. Prior bad experiences tend to make one more cautious when sharing information,
since it can also become a personality trait of being more private.

10. Consequences concerns of sharing personal information, especially with health
data, could lead to problems such as insurance conflicts. Another concern is pro-
filing through revealing data that is not secretive. Also metadata or derived sen-
sitive information that one is not willing to share.
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11. Cultural influences refers to a cultural/social stance on some information that is
considered private, e.g., sharing income data in Germany is considered a taboo and
thus no one would share that type of data.

Efforts to Protect/Hide Information
In the discussion about the willingness of participants to protect or hide their data and
what efforts they undertake, many indicated that they actively try to limit their expo-
sure. Means and efforts mentioned by participants (lay and technical) are clustered into
the three following categories.

Rejection the Use of Services
Participants indicated that they would not use the following services for privacy and
security reasons. They stated that it is part of their efforts to protect their data’s privacy.

– Social media,e.g., Facebook, WhatsApp (lay and tech)
– Free services, e.g., public Wi-Fi (lay and tech)
– Cloud services, e.g., storing photos (lay).

Limitation of Information Exposure
According to participants, one way to protect their data is to limit their exposure to
privacy intrusive possible portals. Limiting the exposure of one’s information online by
using ad-blocks for browsing online, or controls to limit online access and sharing of
data, and paying for avoiding customized advertisements.

– Using Ad-blocks (lay)
– Controls for online exposure, e.g., sharing pictures (tech)
– Using cash for anonymity (lay)
– Using fake emails (tech)
– Paying for services: Wi-Fi, non-Ad Apps (tech).

Table 5. Factors affecting sharing behavior among lay and technical participants: more (+),
more vs. less (±), and less (−)

No. Factor affecting sharing behaviors Lay Tech.

1. Context + +
2. Peer-pressure/norms + +
3. Social acceptance/appeal +
4. Duration of interaction +
5. Face to face vs. online ± ±

6. Not documented vs. recorded ±

7. One on one vs. groups ± ±

8. Experience with age −

9. Prior bad experiences −

10. Consequences concerns: profiling, metadata − −

11. Cultural influences − −
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Taking on Inconvenient Alternatives
Another approach was to find alternatives for limiting one’s possible exposure, how-
ever it was noted that not many alternatives exist, and the current ones are
inconvenient/cumbersome. Many indicated that they would try to use alternative ser-
vices that are more privacy friendly, or that they would implement their own service to
ensure they have more control.

– SMS instead of chats that require profiles (lay)
– non-smart phone for communication (lay)
– Offline shopping, avoiding ads (lay)
– Using own domain for emails (tech)
– Implement own service (tech).

4.3 Discussions

Privacy Boundaries, Attitudes, and Experience
According to our results, participants showed more or less reservation regarding
sharing information, which indicated their boundaries of privacy. In the focus groups,
many indicated further reservations in normal settings (outside the context of a focus
group discussion where they share their opinions and experiences). Our discussions
mainly focused on voluntary self-disclosure (sharing information and crossing the
privacy boundary willingly), thus excluding external enforcements of disclosure e.g.,
law enforcement. The value of having one’s data being private (personal boundary)
holds true for many especially when they have control over it (voluntary disclosure).

However, participants indicated that they would share more or less information
depending on the type of data, which varies in sensitivity; that sensitivity is confirmed
by both studies to be affected by the context the information is being shared in. For
example, the case of declaring political affiliation as sensitive data, yet revealing that
information in a political discussion. This indicates that privacy is situational, and
exchange of information is a balance between risks and benefits at that specific point
[6]. Experiences and privacy awareness significantly correlated to sharing behavior in
our survey/quiz. Similarly, in the focus groups, participants indicated experience with
age and bad experiences are factors for having concern to sharing information. How-
ever, despite having a privacy-concerned attitude, that does not ensure privacy correct
perception or behavior. In the work of Joinson et al. [25], where they addressed the
relationship between privacy concerns and users disclosure (behavior) online. They
concluded that privacy concerns do not necessary influence the perception of privacy-
related situation.

Privacy: Incentives and Reciprocities
From the 5 factors of the survey/quiz, there was a distinction between: “Effort for
privacy tradeoff”: willingness to make an effort to protect their privacy and “Privacy for
benefits tradeoff”: willingness to trade privacy for benefits. While in many cases there
are efforts to protect and enhance privacy, there are also instances where privacy is being
traded for other benefits. Consequently, indicating that privacy is not necessary the most
important incentive at all times. The voluntary act of sharing one’s information was
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discussed in the focus groups, and reciprocity was key factor in sharing information.
That happens when one is trading their privacy for other benefits (intrinsic and/or
extrinsic) such as social acceptance and likability, engaging and interacting, and per-
forming certain settings (context).

Influencing factors to sharing information, mentioned in the focus groups, con-
tained both intrinsic and extrinsic values. While in many cases the values were directly
associated with the benefit, the complexity of sharing information was further high-
lighted in the focus groups. Some participants mentioned that they chose to share more
information online to mitigate false profiling, thus by sharing correct information about
themselves, they control how they are profiled online. Also, a couple of participants
indicated that hiding information might be perceived as suspicious and thus chose to
share information in certain occasions consequently to avoid false image. The above-
mentioned instances show behaviors of sharing more information because of limited
control over the environment and fearing consequences of protecting their own privacy.
The contradiction in behavior (sharing information) and situation is an instance where
extrinsic (the situation) and intrinsic (privacy-aware) values are mismatching thus
affecting the behavior.

Similarly, related work by Li et al. addressed the entanglement of information as
non-independent activity from other happenings [6]. In their study, they addressed the
sharing of information as secondary exchange to a primary online shopping exchange.
Fairness and relatedness of information has shown to be important factor to the
information exchange. They also showed that monetary incentive (extrinsic value)
could have undermining effects on user’s willingness to share information if the
information is not relevant.

Discussions in the focus groups revealed a general attitude for having high regard
to privacy, however only some active efforts to protect one’s privacy were mentioned.
The main issue highlighted was that despite the acknowledgement of one’s privacy
being important, it fades when other incentives or needs are present, thus trading one’s
privacy in reciprocity for a service or functionality. Additionally, all the mentioned
efforts were perceived as inconvenient and the lack of suitable and usable alternatives
was a major issue. This indicates that efforts to protect one’s privacy are hindered by
the lack of suitable alternatives and not only attitudes; also, they fall short depending on
the situation and needs.

Limitations
Due to our empirical research, one main limitation is the sample size and scope. We
had only the countries involved in our both studies limited to our available resources,
and lacked international representatives of the sample. However since the research is
explorative, this could act as starting point to expand the study and perform some
comparative study with regions outside the European Union, where rules and regula-
tions differ and might influence voluntary sharing of information.
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5 Conclusions

Privacy has always been regarded as important, whether it is a personal freedom, right,
or preference. However, it is not always the most important incentive, which explains
why human behavior, as in the privacy paradox, contradicts to privacy concerns.
External influences and other factors are contributing to the perceived privacy
unfriendly behaviors. Future solutions should consider providing alternatives to
existing incentives that are being traded for one’s privacy. Reciprocity is key when
addressing privacy behaviors and considerations for different influencing factors are
crucial for future research and applications.
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Abstract. Faced with an increasing automation of everyday life, users’ trust in
autonomous technologies is a key factor for its successful adoption. Automation
of processes, at home or in the transport sector, can offer great advantages (e.g.,
more comfort and safety), however, transferring control from a human to tech-
nology is also a serious challenge for users. Hence, in this study, we examined
user diverse trust perceptions and evaluations in contextual comparison. An
online questionnaire study was conducted (N = 129), focusing on trust in and the
intention to use autonomous driving and smart home environments with regard to
different user groups. Results reveal that trust was context sensitive: in particular
gender and technical affinity influence users’ decision to (dis)trust autonomous
technologies. Also, incentives for the usage differed depending on the context.
Test environments were perceived as most important incentive for the context of
autonomous driving, whereas users strongly appreciated energy efficiency
referring to smart home. These results contribute to a deeper understanding of
user needs towards the acceptance of autonomous technologies.

Keywords: Trust in automation � Autonomous driving � Smart home �
Technology acceptance � User diversity

1 Users’ Trust in Autonomous Technologies

In view of technical influence on everyday life, automation plays an important role in
the current technological development. Today, automation is integrated in numerous
contexts like mobility, ambient assisted living, or energy supply. Assistance systems
that aim to support people in certain situations in their everyday lives contribute to the
introduction of autonomous technologies.

They represent the highest degree of automation, because they are supposed to
solve tasks without human control [1]. Therefore, they offer great potential and risks at
the same time. Among other things, they can improve the quality of life of potential
users by taking over everyday tasks for them [2]. Here, application contexts vary from
autonomous driving, industrial production, health care to smart homes.

However, there are still legal and also technical challenges to be solved, in order to
guarantee a failure-free usage of autonomous technologies (e.g., [3, 4]). Also, the use of
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new technologies might cause uncertainties among future users regarding their per-
ceived protection of privacy, controllability, and loss of autonomy (cf. [5]).

For autonomous technologies to be successful, they must be secure, function
properly, and be accepted by users. A major obstacle in acceptance of technology is the
users trust in the given technology. Since trust as a human social interaction is not only
intuitively important [6], but has an significant influence on (technology) acceptance,
this factor should be examined in different technology contexts focusing on further
possible influencing user factors (cf. [7]). In addition to that, trust is a key factor, on
which usage intention is dependent – which was also shown in other contexts before
[8]. Therefore, this research focused on: a context comparison with regard to users’
disposition to trust. Privacy, security, and trust play an especially important role in the
field of mobility and smart home and are therefore addressed in this work. The
following chapter will introduce both contexts and give a definition of the technology
as it is understood for this research.

1.1 Autonomous Driving

The technological developments in driving are without any doubt evolving at a high
pace. Over the last years more and more advanced driver assistance systems have been
introduced, like the adaptive cruise control as well as parking assistance systems,
Which steer the vehicle into the desired parking spot automatically [9].

During the next years autonomous driving (or highly automated/driverless/self-
driving) will be introduced. Here, vehicles equipped with highly connected sensor
systems, longitudinal and lateral guidance, cameras, ultra-sonic technology, and more
are supposed to “drive themselves on existing roads and can navigate many types of
roadways and environmental contexts with almost no direct human input” [10].

Currently there are different systems that classify different degrees of automation to
declare a vehicle as autonomous. The National Highway Transport Safety Adminis-
tration (NHTSA) standard, the SAE standard, or the German Federal Highway
Research Institute standard (BASt) are used to classify a vehicle automation level from
no intervening vehicle system activity to the system taking over the complete driving
task [11, 12]. This study examined vehicles technology at the highest level of
automation (no human input necessary).

The possible advantages of integrating autonomous driving technology in our
everyday life are enormous: traffic safety and travel efficiency could be increased, CO2

consumption reduced, and mobility made much more flexible for people with limited
mobility [13].

On the other side, the fear of failure of the technology is relatively high as several
studies showed [14, 15]: The question of the ethics of use has not yet been finally
clarified and the legal regulation debate has not reached a consensus yet. Also, the
technical facets still show many (perceived) barriers: Attacks by hackers, mistrust in
data protection, and the question of who may use and store the (partly personal) data
has not been answered yet [15].

Research focused on user-centered factors, to identify the most influential char-
acteristics. In that way, the user factors may be integrated into the early stages of
technology development. Here, it could be shown that user factors (e.g., age and
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gender) impact acceptance decisions [16, 17] as well as the perceived loss of control or
distrust of vehicle dependence, which are seen as serious barriers [15].

Considering the increasing automation of driving, further research is needed to
explore if and which user factors – here focusing on trust – are influencing factors for
increasing automation, even in different usage contexts: e.g., smart homes.

1.2 Smart Home

In recent years, the domestic integration of information and communication tech-
nologies (ICT) has increased and encountered great interest in research [18, 19]. Based
on ambient intelligence [20], modern living spaces serve as “digital environments that
are sensitive, adaptive, and responsive to human needs” [21], also referred to as smart
home [22]. In general, smart homes realize the interconnection, collaboration, and
automation of infrastructure by means of wireless networks to support residents in their
daily life [23]. Technically, smart homes are equipped with sensor and actuator tech-
nologies that are unobtrusively integrated into the living environment to collect data
(e.g., temperature, pressure, motion) and perform action, respectively [23, 24]. For
example, lights can turn on automatically when residents get out of bed [25].

Major fields of application are the automation of domestic tasks (e.g., automatic
door opening), energy management (e.g., heating control), communication and enter-
tainment (e.g., smart speaker), security and safety enhancement (e.g. camera moni-
toring), as well as health care assistance (e.g., floor sensors for fall detection) [18, 26].
Besides pre-programmed tasks, users can control and interact with their smart home
environment through natural communication (e.g., voice control) and well-known
interfaces (e.g., smartphones) [26]. Hence, residents can, for example, open the front
door remotely when a camera displays visitors at the entrance [25].

Smart home environments facilitate daily activities, provide more comfort, flexi-
bility, and sustainability, even though their acceptance is not given without restrictions.
In fact, it is dependent on, the type of monitoring system and recorded data (e.g., visual
vs. auditive) as well as the usage location (e.g., bathroom vs. living room), which may
cause distrust due to the feeling of “being observed” [27, 28]. Major perceived barriers
are privacy concerns and the system’s reliability, as data transfer and technical errors
pose serious uncertainties for users [29–31]. Hence, trust in smart technology is a key
factor to its successful adoption at users’ home [32].

Previous studies showed that the perception and evaluation of a smart home sys-
tem’s trustworthiness differ with regard to diverse user factors, such as gender, living
situation, and family background [33–35]. However, the focus so far has been pre-
dominantly on medical technologies for the elderly to support aging in place. Yet,
research intensity concerning trust in autonomous technologies for daily use, in par-
ticular with regard to younger users, who have learnt and experienced the use of
technology from an early age and may have different perspectives, is comparatively
sparse. Considering the increasing automation of domestic tasks, further research is
needed to explore under which conditions and to what extent diverse user groups trust
smart systems in their personal living environment.
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2 Method

The aim of this study was to examine user factors that influence trust in autonomous
technologies, with special regard to autonomous driving and smart home environments.
For this purpose, a quantitative online questionnaire study was conducted addressing
the following research questions (RQ):

RQ1 Does users’ trust in and intention to use autonomous technologies differ with
regard to autonomous driving and smart home?
RQ2 Does user diversity impact users’ trust in and intention to use autonomous
technologies with regard to autonomous driving and smart home?

The empirical study was conducted in Germany. Participation was on voluntary
basis, and data security and anonymity were guaranteed. The participants were pre-
dominately acquired by social media and were not compensated in any way. Pretests
ensured an overall understanding of the material and a maximum response time of
20 min.

2.1 Empirical Design

Based on preliminary qualitative studies in form of focus groups, two different user
scenarios were identified to understand the influence of context (autonomous vehicles
vs. smart home) towards trust and the intention to use a technology. The further
research presented here shows the results of the online study, which was constructed to
look closely into user patterns. With former results in mind, we questioned different
user dispositions: trust, privacy, and control (see Fig. 1).

Fig. 1. Empirical design of the online study.
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Demographics. The first part of the questionnaire addressed demographic data: age,
gender, information about the highest education level, and area of living (city, rural
area). In addition to the area, the current state of living (single, flat-sharing community,
etc.) and the monthly income was questioned. Given the technological context, the
perception of the participants of their self-assessment in handling technology was
measured (according to [36]).

User Perception Towards Trust, Privacy, and Control. The second part focused on
the participants according to their perceptions. A set of nine items (6-point Likert scale,
6 = full agreement) questioned the participants’ disposition to trust. Further, a set of
nine items (also 6-point Likert scale) measured the disposition to privacy (see Table 1).

A last set of six items (6-point Likert scale) questioned the participants’ disposition
to control. All disposition sets (based on [37–39]) had a high internal consistency, as
the reliability analysis with Cronbach’s a reveals: trust (a = .788), privacy (a = .827),
and control (a = .713).

Scenarios. The third part was divided into two beforehand identified user scenarios
with autonomous driving (I) and smart home (II) technology. First, a short introduction
to the technology and the understanding of the level of automation was given. After
that, a scenario description helped the participants envision the possibilities of the
addressed technology (see Figs. 2 and 3):

Table 1. Items of disposition to privacy.

To what extent do you agree with the following statements regarding the use of your data?

It is important to me to know what happens to my data
I do not mind, if my data is shared with third parties
I am happy to provide information on my habits and preferences, so that products and services
can be developed that really interest me
I want an overview at all times about which data is stored about me
The idea that detailed profiles of me exist, scares me
It is important to me that politics attaches a high priority to privacy
There are situations where it is important that information about me is on the internet
I have no problem revealing my data
I would disclose information, if I could get any financial benefit from its use

Fig. 2. Short version of the scenario introduction for the autonomous driving scenario.
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A further detailed description of possible actions (e.g. traffic light stop, traffic-jam
recognition or electronic door lock, camera surveillance etc.) was given as well as a
conceptual sketch to deepen the users’ understanding of technology-based possibilities.

2.2 Participants

In total, 129 participants took part in the online survey. The age ranged from 18 to 77
years (Mean (M) = 29.87; Standard Deviation (SD) = 13.60). The gender distribution
was asymmetrical with 69.8% women (n = 90) and 30.2% men (n = 39). The sample
contained 28.7% with a university degree or higher education level (n = 37). 13.2%
had completed a vocational training (n = 17), while further 47.3% (n = 61) answered
to have the A-level. The remaining participants reported a secondary school diploma.

When asked about the area of living, 27.1% stated to live in the inner city, 30.2% in
the suburban area, 18.6% in outlying districts near the city and 24.0% in rural areas.
Further, a large part of the sample stated own a driver’s license (97.7%). The mean of
the technical affinity was M = 4.01 (SD = 1.23) on a scale from 1 to 6 (max.).
Therefore, the sample can be assumed to be slightly tech-savvy.

For a better understanding of possible influencing user factors, the beforehand
described disposition to trust (M = 3.59, SD = 0.66), privacy (M = 4.37, SD = 0.86),
and control (M = 4.56, SD = 0.65) was also questioned on a scale from 1 to 6. A closer
look was also given to the correlations between the investigated user factors and the
trust in automation and usage intention (as can be seen in Table 2):

Fig. 3. Short version of the scenario introduction for the smart home scenario.

Table 2. Correlation (rs) between user factors and trust in automation (TiA) as well as use
intention (**p < 0.01).

Gender Age Technical
affinity

Trust
disposition

Privacy
disposition

Control
disposition

TiA −.270** .030 .285** .124 −.235** −.073
Use
intention

−.240** −.060 .222** .002 −.228** −.040
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3 Results

This chapter summarizes the obtained research results. First, general findings are
outlined with regard to the whole sample. Then, the influence of gender, technical
affinity, and privacy disposition on users’ trust in and intention to use autonomous
technologies is presented in detail.

Next to descriptive analyses, inferential statistics were conducted to measure
context differences and user diversity effects. Regarding technical affinity and privacy
disposition as independent variables, user groups were formed based on median split.

The level of significance (p value) was set at 5%. For effect sizes, the partial eta-
squared (η2) was reported. Mean values above the scale center (M > 3.5) indicated
acceptance, whereas mean values below the average (M < 3.5) were interpreted as
rejection.

3.1 General Findings

In general, with regard to the whole sample, results revealed that the participants were
willing to use autonomous technologies. In particular, the intention to use smart home
environments was slightly higher compared to autonomous driving, whereas trust
concerning both contexts was rather low (see Table 3). Faced with a decision scenario,
the majority preferred to use a living environment equipped with smart home appli-
cations (64.3%; n = 83) in contrast to an autonomous car (35.7%; n = 46).

To validate these context differences, a repeated measures analysis of variance was
conducted. Results revealed a significant main effect of trust (F1,128 = 49.063;
p = .000; η2 = 0.277). Hence, users’ trust differed significantly in both contexts, pro-
vided that smart home environments achieved higher evaluation patterns than auton-
omous driving. However, both contexts failed to reach the trust threshold of M > 3.5
(see Table 3).

Besides from that, the participants evaluated incentives for use, based on preceding
focus group discussions, for both contexts (see Fig. 4). Considering autonomous
driving, the opportunity to experience an autonomous car ride in a test environment was
mostly appreciated (M = 4.33; SD = 1.48), followed by environmental benefit
(M = 4.01; SD = 1.57), free provision (M = 3.96; SD = 1.66), and cost benefit
(M = 3.61; SD = 1.53), whereas trust in the manufacturer (M = 3.30; SD = 1.54) and
recommendation (e.g., by the media or friends) (M = 3.28; SD = 1.46) were not
perceived as fitting incentives for use. For comparison, energy efficiency (M = 4.20;
SD = 1.38) was identified as a major incentive to use smart home environments, next
to free provision (M = 3.88; SD = 1.64), cost benefit (M = 3.73; SD = 1.46), and test

Table 3. Evaluation of the intention to use and trust by context (N = 129).

Intention to use Trust

Smart home M = 3.60; SD = 1.18 M = 3.29; SD = 0.92
Autonomous driving M = 3.51; SD = 1.30 M = 3.06; SD = 1.04
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environment (e.g., smart house visiting) (M = 3.55; SD = 1.57), provided that trust in
the manufacturer (or installer) (M = 3.34; SD = 1.41) and recommendation
(M = 3.40; SD = 1.42) were not considered as incentives as well.

3.2 Gender

Trust. Analyses revealed a connection between gender and trust in smart home
(rs = −.211; p = .016) as well as trust in autonomous driving (rs = −.260; p = .003),
indicating that trust was more important to men than women in both contexts.
MANOVA measurements confirmed a significant main effect of gender
(F2,126 = 5.150; p = .007; η2 = .076). In detail, trust perceptions of women and men
varied significantly regarding either smart home (F1,127 = 6.300; p = .013; η2 = .047)
and autonomous driving (F1,127 = 9.153; p = .003; η2 = .067). Overall, men trusted
autonomous technologies to a greater extent, whereas women were more likely to
express distrust, in particular, concerning autonomous driving (see Table 4).

Intention to Use. According to analyses, gender was related to the intention to use
autonomous driving (rs = −.249; p = .004), indicating that men were more willing to
use autonomous cars than women. MANOVA measurements confirmed a significant

Fig. 4. Evaluation (mean) of incentives for use by context.

Table 4. Trust evaluation of context by gender.

Smart home Autonomous driving

Men (n = 39) M = 3.59; SD = 0.91 M = 3.47; SD = 1.09
Women (n = 90) M = 3.16; SD = 0.90 M = 2.88; SD = 0.98
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main effect of gender (F2,126 = 3.692; p = .028; η2 = .055), and, in detail, with regard
to autonomous driving (F1,127 = 7.226; p = .008; η2 = .054). Hence, the use intention
was greater with men (M = 3.96; SD = 1.46), whereas women (M = 3.31; SD = 1.17)
rather rejected autonomous driving.

3.3 Technical Affinity

For the analysis of group differences, based on technical affinity (Mdn = 4.25; SD =
1.24), participants with low (M = 3.15; SD = 0.88) and high technical affinity
(M = 5.13; SD = 0.55) were compared.

Trust. Correlation analyses revealed a connection between technical affinity and trust
in smart home technology (rs = .265; p = .002) as well as trust in autonomous driving
(rs = .230; p = .009). The greater the affinity for technology, the more trust could be
observed. MANOVA measurements confirmed a significant main effect of technical
affinity (F2,126 = 4.547; p = .012; η2 = .067). In detail, the participants evaluated trust
significantly differently depending on their technical affinity regarding either smart
home (F1,127 = 8.094; p = .005; η2 = .060) and autonomous driving (F1,127 = 5.578;
p = .020; η2 = .042). Overall, participants with high technical affinity trusted autono-
mous technologies to a greater extent, whereas participants with low technical affinity
were more likely to express distrust, in particular, concerning autonomous driving (see
Table 5).

Intention to Use. Technical affinity correlated with the intention to use autonomous
driving (rs = .223; p = .011), indicating that participants with high technical affinity
were more willing to use autonomous technologies in this context. However, MAN-
OVA measurements revealed no significant omnibus effect of technical affinity on
users’ intention to use autonomous technologies (F2,126 = 2.349; p = .100; n.s.).

3.4 Privacy Disposition

For the analysis of group differences, based on privacy disposition (Mdn = 4.33;
SD = 0.86), participants with rather low (M = 3.61; SD = 0.56) and high privacy
concerns (M = 4.96; SD = 0.53) were compared.

Trust. Based on correlation analyses, privacy disposition was related to trust in smart
home (rs = −.283; p = .001), indicating that participants with low privacy concerns
expressed higher trust levels in this context. However, MANOVA measurements
revealed no significant omnibus effect of privacy disposition on users’ trust in auton-
omous technologies (F2,126 = 2.881; p = .060; n.s.).

Table 5. Trust evaluation of context by technical affinity (KUT).

Smart home Autonomous driving

KUT low (n = 73) M = 3.09; SD = 0.91 M = 2.88; SD = 0.91
KUT high (n = 56) M = 3.55; SD = 0.88 M = 3.30; SD = 1.16
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Intention to Use. Privacy disposition correlated with the intention to use smart home
environments (rs = −.251; p = .004), indicating that participants with low privacy
concerns were more willing to use autonomous technologies in this context. Again,
MANOVA measurements revealed no significant omnibus effect (F2,126 = 2.087;
p = .128; n.s.).

4 Discussion

In this chapter, the obtained research results are summarized and interpreted. In
addition to that, an overview of limitations and future research tasks is given.

4.1 Interpreting Results

This study’s aim was to examine trust in automation under consideration of influencing
user factors in two contexts: autonomous driving and smart home. Key findings
revealed that trust was context sensitive, provided that users’ perception and evaluation
differed with regard to gender and technical affinity.

In general, the intention to use autonomous technologies was affirmative, whereas
users’ trust in automation was comparatively low. Our study revealed that trust differed
significantly with regard to context, with greater trust in smart home than autonomous
driving (RQ1). This could lead to the conclusion that there is a sense of attachment to
the technology: the technology is used at home and not in public space. This may lower
the threshold of trust in the technology.

For comparison, no significant context difference could be found for the intention to
use, which was positive overall. Hence, users’ trust seemed to rely to a greater extent
on the specific usage situation and type of technology, provided that autonomous
driving appeared as a more polarizing issue than smart home.

Considering incentives for use, the opportunity of a test environment was mostly
agreed upon in the context of autonomous driving, whereas energy efficiency was
perceived as the strongest motivation for smart home. One implication here is, that
potential users of autonomous vehicles primarily focused on the experience, which
complements studies that have also found an impact of user experience on the per-
ceived benefits and barriers (e.g., risk perception) in this context [40]. Also to keep in
mind: autonomous driving cannot be tested “at home”. There are spacial requirements
to use the technology properly, indicating that the test environment is a logical choice
for users as an attractive incentive.

Regarding smart home, participants were predominately concerned with energy
management, which goes in line with previous findings (e.g., [30]). In this case, future
smart home users emphasized resource motives more strongly, probably for cost and
environmental reasons, but also because they were not confronted with the perceived
necessity to use technology due to high safety risks, as frequently reported in ambient
assisted living scenarios [28]. Overall, trust in the manufacturer or installer as well as
recommendations by the media or friends did not influence the decision to use
autonomous technologies in either context.
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Concerning user diversity, significant effects of gender and technical affinity were
found (RQ2), according to which men and participants with high technical affinity
expressed stronger trust in autonomous technologies, especially in the context of smart
home. In contrast, women and participants with low technical affinity showed limited
trust levels and were particularly suspicious of autonomous driving. In this respect,
especially men were willing to use autonomous cars, which confirms previous research
in the field of new automotive technologies and their adopters [41]. Concerning the
participants’ privacy disposition, no significant group differences were found. How-
ever, a trend could be seen that participants with low privacy concerns were more
willing to trust and use autonomous technologies compared to participants with high
privacy concerns, in particular with regard to smart home. A reason for that could be
the group of low privacy concerns already has profound understanding of the benefits
of the technology. Therefore, cross-analysis should look upon a connection of low
privacy concerns and high technical affinity. An important point for follow-up studies,
focusing on more and different influencing user-diversity factors. Interestingly, trust
disposition and trust in automation were not related at all in this study, indicating that
interpersonal and human-computer trust depict individual processes, which in turn
emphasizes the relevance of research in this area.

4.2 Limitations and Future Research

The research results revealed profound insights into users’ trust in automation with
regard to different contexts. Yet, the study involved few limitations, which are dis-
cussed below, together with future research tasks.

First, regarding the sample, the number of participants and age distribution were
adequate, as they allowed to complement previous research, especially in the context of
smart home, which was so far rather health care and aging oriented (cf. [35]). However,
the proportion of women was considerably high. In particular with regard to the
obtained gender effects, our results should be validated in a broader sample, which also
addresses further user factors, such as privacy and trust disposition, as well as indi-
vidual needs for data security. Another point concerns that most of the participants hold
a driver’s license. Regarding autonomous driving, it would be interesting to know, how
people without a driver’s license or ability to drive (e.g., because of mobility restric-
tions) perceive and evaluate trust and use intention in this context.

Furthermore, it was particularly striking that the participants were willing to use
autonomous technologies, while indicating at the same time that they rather distrust them
in both contexts. This implies, on the one hand, that follow-up studies should investigate
the influence of trust on the intention to use automation more closely, also with regard to
other contexts (e.g., work and industrial production). On the other hand, the scenario-
based questionnaire used in the present study may influenced the participants’ response
behavior. To prevent method bias (cf. [31]), additional approaches should be used, in
particular experimental research designs and simulations, in which participants can
experience and evaluate the use of autonomous technologies in real life settings.

Finally, the study was conducted in the western part of Germany. Therefore, the
obtained results are to be understood against the cultural background of Germany with
its specific system of norms and values. For example, this could be relevant as regards
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the image of cars and traffic, which might differ from other countries, as well as the
perception and dealing with privacy concerns. In this respect, it would be interesting to
see, how participants with diverse cultural perspectives, which are probably also
expressed in people’s perception and behavior, evaluate trust in and the intention to use
autonomous technologies according to their increasing integration in everyday life.
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Abstract. We have developed a secure data-providing system for an
enriched-integrated service with feedback to providers featuring a veri-
fiable attribute-based keyword search (VABKS). One potential applica-
tion of the system is the Integrated Broadcast-Broadband (IBB) service,
which acquires information related to broadcast programs via broadband
networks. One of the services IBB provides is a recommendation service
that delivers recommended information matching user preferences (such
as TV programs) based on user viewing history. Another application is in
mobile environments featuring smart-phone usage, where services based
on user location can be suggested. In this study, we propose a secure
system that adds the functions of privacy preservation and feedback to
providers. Thereby the functions provide increased business benefit to
users of the IBB service for mobile usage, and feedback property pro-
vides another benefit to the providers of IBB services.

Keywords: Privacy preserving · Secure systems ·
Attribute-based keyword search · Attribute-based encryption ·
Integrated Broadcast-Broadband service

1 Introduction

1.1 Background

The environment surrounding electrical media has changed significantly in recent
years, and the Internet and mobile terminals have now come into everyday
use. Providing users (viewers) with valuable experiences through communica-
tion devices is an important issue concerning service providers. Many systems
for integrated services, such as Hulu, Netflix, and Amazon, have been devel-
oped. For example, by referencing a user’s purchasing, sightseeing, and viewing
history, a service provider can provide personally recommended goods, places,
and programs according to that user’s preference.

Access to traditional broadcasting was mainly limited to inside buildings. It
was not possible to provide personalized services because there was no Internet
environment. In light of the current circumstances, the broadcast industry has
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developed the Integrated Broadcast-Broadband (IBB) system, and the Interna-
tional Telecommunication Union (ITU) has approved several recommendations
related to IBB [1]. Many IBB systems have been developed on the basis of these
recommendations, such as Hybridcast in Japan, Freeview Play in the UK, Hybrid
broadcast broadband (Hbb) TV in Europe, and Ginga in Brazil, which enable
information related to a broadcast program to be transmitted via a broadband
network. It is expected that new user experiences will be provided in IBB ser-
vices.

The basic architecture of a mobile IBB system is shown in Fig. 1. As shown,
a broadcast reaches a TV set through the broadcast channel and a broadband
channel. The companion screen device (e.g., a smart phone or a tablet) is con-
nected to the TV set via a home LAN network and can be taken out of the
building. As a result, IBB services are able to provide recommended broadcast
programs that match the user’s preference according to the viewing history of
the broadcast program he or she has viewed in the past.

Fig. 1. Basic architecture of a mobile IBB system

Most IBB systems for mobile will use a cloud server, primarily because the
space for hardware can be reduced, and all parts of the data can be managed
centrally at the cloud server. When using the cloud server, one of the most
important issues is how to protect personal information. A cloud is considered
an untrusted environment when its resources are publicly used and communica-
tion is performed over an untrusted network. A report from the Cloud Security
Alliance [12] shows that the security problems are the threats in the cloud; these
threats along with solutions to them have been summarized by Tang et al. [17].
When using a cloud server, one of the most crucial issues is how to protect per-
sonal information. One way to protect it is by encryption when a data user puts
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their personal information on the cloud. However, using an IBB system with a
general encryption scheme, in which an encryption key and a decryption key are
one-to-one, is not efficient. In the case of transmitting personal information to
multiple service providers, it is necessary for users to use a different encryption
key each time, as each service provider uses a different key. As a result, when
the number of users becomes large, this becomes inefficient.

As a solution to the above, we focus on a scheme called verifiable attribute-
based keywords search (VABKS) [16], which associates secret keys or ciphertexts
with a set of attributes and enables access to be controlled in accordance with the
decryption condition (policy). Furthermore, since the VABKS scheme has func-
tions to search keywords while encrypting them and to verify the search results,
it can fulfil the requirements for our proposed IBB service model (described in
Sect. 3). With the above characteristics, we can satisfy the requirements of our
service model by using VABKS. One disadvantage is that, although VABKS is
highly functional, the search time is lengthy and it is not possible to construct
a system with a real-time property. Due to the properties of VABKS, privacy
preservation cannot be completely ensured at this point because only limited
entities can generate ciphertexts without ingenuity. In this paper, we propose
an efficient and secure system that outsources a large amount of data to a cloud
server and preserves multiple kinds of personal information by using VABKS.

1.2 Related Works

We focus on VABKS because of its high affinity with IBB services. VABKS can
trace its roots to attribute-based encryption (ABE) [7], which does not need to
generate a distinct encryption key for each entity, and a searchable encryption
[11], whose ciphertexts can be searched while encrypted.

In the case of an ABE scheme, only entities having an attribute that satis-
fies an access-control policy can decrypt a ciphertext, where decryption keys or
ciphertexts are generated based on attributes (residential place, sex, age, mem-
bership type, industry type, reputation, etc.). Therefore, one of the solutions
for combatting illegal access is to use an ABE. The first ABE scheme was pro-
posed as an extension of identity-based encryption (IBE) by Sahai et al. [7]. By
using VABKS, data such as personal information is encrypted only once. That
is, because only the attributes of the service provider that can decrypt at the
time of encryption are specified, it is possible to efficiently distribute personal
information to multiple service providers. ABE schemes are classified as either
key-policy ABE (KP-ABE) [8] or ciphertext-policy ABE (CP-ABE) [9]. In the
case of the KP-ABE scheme, a ciphertext is associated with a set of attributes,
and a private key is associated with a policy. In the case of the CP-ABE scheme,
a ciphertext is associated with a policy, a private key is associated with a set of
attributes, and a ciphertext can only be decrypted by a user whose attributes
satisfy the policy that is attached to the ciphertext. Ohtake, Ogawa, and Safavi-
Naini proposed a privacy preserving system for IBB services using CP-ABE [19].
One of the solutions for security threats in a cloud is to use a searchable encryp-
tion. As for the notion of searchable encryption, in a method proposed by Song,
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Wagner, and Perring [11], a client stores a set of encrypted files, as well as an
encrypted list of keywords for each file, on an untrusted server, and later, in the
search phase, the client can efficiently retrieve some of the encrypted files contain-
ing specific keywords while keeping the keywords and the files secret. Searchable
encryption schemes can be classified as either searchable symmetric encryption
(SSE) [11] or public-key encryption with keyword search (PEKS) [6]. PEKS was
integrated by Wang et al. [13] into CP-ABE to create a new cryptographic prim-
itive called “ciphertext-policy attribute-based encryption with keyword search
function” (KSF-CP-ABE) based on Waters’ CP-ABE [10]. However, it is inef-
ficient because it requires composite-order bilinear groups. Attribute-based key-
word search (ABKS), proposed in [13–15], satisfies the properties of both ABE
and searchable encryption. An ABKS scheme with efficient user revocation was
proposed by Sun et al. [15]. A novel cryptographic primitive verifiable ABKS
called VABKS was proposed by Zheng et al. [16], who proposed a generic con-
struction of VABKS that enables anyone to verify the result of a keyword search.

1.3 Contributions

In this work, we propose a data-providing system with feedback to providers
while preserving personal information by applying VABKS. There are three
contributions: a secure IBB system, an efficient keyword search system, and
an interactive system with feedback to providers.

Privacy-Preserving IBB System. A secure IBB system with cryptographic tech-
niques has not yet reached the point of practical application. We construct a
secure IBB system by applying VABKS, which has many functions. The first is
to control user access to a cloud. The users have attributes and they can access
the database only if their attributes satisfy an access-control policy, since access
is controlled by the attributes in our system. Our system also has functions to
search keywords, while keeping the viewing history and location data encrypted,
and to verify the result of the keyword search.

The proposed system preserves privacy by encrypting the user’s personal
information as search tokens. When a data owner outsources his or her data to a
cloud server, our system protects the data by means of the symmetric encryption
algorithm included in the VABKS scheme. We can then achieve a secure system
that exploits personal information while personal information is preserved.

Two-Stage Keyword-Search System. Although VABKS is highly functional, its
heavy computing and searching load means we cannot obtain a real-time prop-
erty just by applying VABKS to a system without any ingenuity. We therefore
construct an efficient two-stage system that incorporates the VABKS scheme. It
is assumed that a viewer has two kinds of personal information: viewing history
and location data. Viewing history is used for narrowing down the keywords
and data files in the database to make the user’s unique database, and location
data is used for queries to the user’s unique database. We implement a two-stage
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system and a one-stage (normal) system with VABKS. In the one-stage system,
the time required for the search increases linearly. This can be a fatal defect for
IBB services since virtually all of them require quick responses in real-time. In
our two-stage keyword-search system, we narrow down data relevant to the user
in advance. As a result, if the number of keywords is about fifty, it takes about
1 s to search for keywords. Therefore, the proposed system is more efficient than
a system that only repeats keyword searches at one stage.

Feedback to Provider. In our proposed service model, we consider not only the
business operator that provides the information to the user but also the feedback
that is given to the business provider. Concretely, in the service model without
feedback, a business operator only provides data and can not know who uses the
data or how many users are accessing it. If the business operator knows that, it
is possible to provide a personalized service or a new service utilizing statistical
analysis. This would also enable interactive communication between users and
service providers.

2 Envisioned IBB Service

We assume a case where an IBB service is enjoyed in a mobile environment and
a viewing history is stored in a mobile communication device that can be moved
around. It is possible to use not only information related to the viewing history
of the broadcast program but also the location information of the user by using
other functions (e.g., the GPS installed in the mobile device). As the information
that can be provided increases, better services will be possible. For example,
when a user is physically located in a place related to a broadcast program
that was previously viewed, services will soon be able to provide the user with
information about this place, namely, to provide on-the-spot information etc.

Fig. 2. Service model
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2.1 Service Model

Users obtain the service in the mobile environment and we extend existing ser-
vices to integrated services with mobile (see Fig. 2). For example, when a user
drives somewhere related to the viewed broadcast program, he or she is provided
with on-the-spot information about that place.

There are four entities involved in this model: providers, users, cloud, and
manager. Each provider provides data to the cloud and each user uses the data.
It is natural to use the cloud to reduce costs, but there are risks of information
leakage.

Users send their histories and their location data to the cloud and the cloud
chooses some data to recommend from among all the data provided by providers
in accordance with the user’s history and location. The user’s location data is
obtained by using the GPS function of the mobile device. As the provided data
increases, better services will be possible, but the time it takes to choose what
data to recommend will also increase. In addition, there still remains the crucial
issue of preserving personal information (such as user histories).

We assume that all subscribers (users) can enjoy an IBB service by using
a mobile terminal and that each user’s viewing history is stored in his or her
own mobile device, as shown in Fig. 2. It is possible to use not only information
related to the viewing history of the broadcast program but also the location
data of the user by using other functions such as GPS. For example, when the
user is physically located in a place related to the viewed broadcast program,
the services will inform the user of nearby places related to the program.

In addition, the service provider provides information on recommended pro-
grams and the like according to the user’s preference from the viewing history.
When a user drives a car, the provider provides certain information based on
both the user’s viewing history and the current location of the car. Private
navigation-guide services like that provide on-the-spot information. There are
other cases, where the service provider recommends TV programs related to the
driving route. In such a case, when the user finishes driving, the programs can
be transmitted from his or her mobile terminal to a TV set back at home, and
the user can watch it on TV later. Two systems—a TV set at home and a mobile
terminal in the car—are combined in this service model. We consider this private
navigation guide service as a form of IBB service.

2.2 Requirements

Since the proposed IBB service involves driving a car, high latency will signif-
icantly affect the system that provides “on-the-spot” information. This means
the proposed system needs to satisfy a low-latency property: real-time property,
as we say. In addition, the service utilizes the user’s viewing history and location
data. Such data comprises critical personal data and naturally must be pro-
tected. Data held by the service providers should not be leaked to unauthorized
entities and the recommended information to users should be sent only to the
target user. As for the recommended information, it should not be modified. We
thus define the requirements of this service as follows.
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– System requirements
• Light load: The user can access the service in real-time without high

latency.
• Efficient key management: Key management costs of each entity should

be light.
• Secret searchability: The cloud server can search without decryption.
• Feedback possibility: The service provider can know which users access

the data.
– Security requirements

• Privacy preservation: There are three considerations here. One, the user’s
personal data should not be leaked to any entities. Two, the source data
held by service providers should not be leaked to any unauthorized enti-
ties. Three, the personalized data sent to a certain user should not be
leaked to any entity other than that user.

• Verifiability: The personalized data sent to a certain user should be veri-
fiable by that user as to whether the information is correct.

• Unforgeability: The cloud server should not be able to forge any valid
data.

3 Preliminaries

3.1 Cryptographic Tools

We describe the cryptographic schemes and algorithms used in our proposed
system. Let a ← S denote selecting an element a from a set S uniformly at
random.

Symmetric Encryption. Let SE be a symmetric encryption, such that SE =
(KeyGenSE,EncSE,DecSE), where KeyGenSE is used for generating a symmetric
key, EncSE is used for encrypting a message, and DecSE is used for decrypting
the ciphertext.

Digital Signature. Let Sig be a digital signature, such that Sig =
(KeyGenSig,SignSig,VerifySig), where KeyGenSig is used for generating a pair of
public and private keys, SignSig is used for generating a signature for a message,
and VerifySig is used for verifying whether the message matches the signature.

Attribute-Based Encryption. CP-ABE is defined as follows.
Let SetupABE be an algorithm that generates public parameter pmABE and

master key mkABE. Let KGenABE be an algorithm that takes pmABE,mkABE, and
attribute A as inputs and outputs secret key skABE. Let EncABE be an algorithm
that takes access-control policy P and data d as inputs and outputs ciphertext c.
Let DecABE be an algorithm that decrypts d from c by using skABE. As a result,
ABE = (SetupABE, KGenABE, EncABE, DecABE) is given as the attribute-based
encryption scheme.

In this study, we consider CP-ABE, since the ciphertext should be decrypted
on the basis of an access-control policy in the proposed system.
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Verifiable Attribute-Based Keyword Search. A verifiable attribute-based
keyword search scheme (VABKS) can verify the correctness of search results. Let
data collections (also referred to as “data sets”) D = (KS,MP,FS) denote a set
of data files, keyword sets, and their indexes. KS = {KS1, . . . ,KSn} is a set of
n keyword sets, in which elements are encrypted with the same access-control
policy. MP = {MP(w)|w ∈ ⋃n

i=1 KSi} is the set of MP(w) that consists of a set
of identifiers for identifying data files associated with keyword w ∈ ⋃n

i=1 KSi.
FS = {F1, . . . ,FN} is a set of N data files. VABKS consists of six algorithms
(SetupVABKS, KeyGenVABKS, BuildIndexVABKS, TokenGenVABKS, SearchIndexVABKS,
VrfyVABKS) defined as

– (mkVABKS, pmVABKS) ← SetupVABKS(1l) takes system parameter l as input, and
generates public parameter pmVABKS and a master key mkVABKS.

– skVABKS ← KGenVABKS(mkVABKS,A) takes mkVABKS and A as inputs and gen-
erates a secret key skVABKS.

– (Au, Index,Dcph) ← BuildIndexVABKS(D,P,P ′): Auxiliary information Au,
Index and data ciphertext Dcph are obtained by running this algorithm by
encryption of D = (KS,MP,FS), where P is a set of access-control policies to
encrypt n keyword groups in KS and P ′ is a set of access-control policies for
encrypting N data files in FS.

– tkVABKS ← TokenGenVABKS(skVABKS, w) issues a search token tkVABKS with
credential skVABKS and a keyword w.

– (proof, rslt) ← SearchIndexVABKS(Au, Index,Dcph, tkVABKS) searches Index and
outputs search result rslt and a proof proof.

– {0, 1} ← VerifyVABKS(skVABKS, w, tkVABKS, rslt, proof) verifies (rslt, proof) with
respect to search token tkVABKS.

Correctness of VABKS requires that, given (mkVABKS, pmVABKS) ← Setup(1l),
skVABKS ← KGenVABKS(mkVABKS,A), for any keyword-based data collections D
and a keyword w, (Au, Index,Dcph) ← BuildIndexVABKS(D,P,P ′), tkVABKS ←
TokenGenVABKS(skVABKS, w), and (proof, rslt) ← SearchIndexVABKS(Au, Index,Dcph,
tkVABKS), (rslt, proof) always holds 1 ← VerifyVABKS(skVABKS, w, tkVABKS, rsltVABKS,
proof).

3.2 Preparations for Design

Here, we define the necessary entities and security requirements for the system
construction.

Entities. In this service, there are four entities: a trusted authority (TA) that is
a trusted third party such as a system administrator, a data owner (DO) such as
a broadcasting station, a data user (DU) who is both a subscriber and a driver,
and a cloud server (CL). We define the roles of these four entities as follows.

DU: DU obtains personalized data from DO. This data is based on DU’s per-
sonal information. DU does not want to leak his personal information to
anyone else. DU has his own attribute. If the attribute satisfies DO’s access-
control policy, DU can access the data provided from DO.
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DO: DO has a large amount of data. A data collection consists of data files,
keyword sets, and their indexes. DO has an access-control policy and controls
which users can access the data it provides. DO does not provide DU with
the data directly; instead, it passes the data to DU via CL. DO does not give
the data to anyone except for the authorized DUs.

CL: CL makes a bridge between DU and DO. CL receives DU’s personal infor-
mation and DO’s data. All data sent from DU and DO are encrypted.

TA: TA authorizes all DUs and DOs.

3.3 Security Model

Here, we show the security model for the proposed system. We define the secu-
rity requirements and attack models on the basis of the service requirements
described in Sect. 2.2. The definitions are specified for the proposed system.

We need to consider the security requirements assuming the worst case. A
malicious model is thus adopted for CL. It assumes that CL might not follow
the protocol and might illegally modify the data. Moreover, it might analyze the
data stored on the cloud server in order to learn personal information about DU
or obtain data files belonging to DO.

It is assumed that DUs are honest-but-curious entities, which means they
follow the protocols but try to access the data in CL. If DU do not follow the
protocols, they cannot enjoy the service, but they might illegally obtain another
user’s data in CL. From the viewpoint of privacy preservation, DU’s personal
information should not be leaked anywhere. DUs have several types of personal
information that is used as search keywords, and they want to obtain data files
possessed by DO according to DU’s personal information.

In the proposed system, DO plays the role of service provider. If DO is not
an honest entity, the system does not stand. If DO provides incorrect data files,
incorrect information will be sent to DU and the service will not work. Thus, an
honest model is adopted for DO.

The following properties are defined as the security requirements concerning
the system.

1. Data secrecy: The cloud server should not deduce any keyword from the
encrypted data files and search tokens. Data secrecy requires data sets whose
data files and keyword sets should be unrecoverable from encrypted data.

2. Unlinkability of search tokens: CL cannot link one search token to another
even if they are for an identical keyword. Unlinkability of search tokens
requires a non-deterministic search-token-generation function, and queries
must be properly represented and securely encrypted.

3. Data unforgeability: The malicious CL cannot forge any correctly encryp-
ted data files.

4. Verifiability of search results: If the malicious CL returns an incorrect
search result, DU can detect the cheating behavior.

5. Collusion resistance: The honest-but-curious DU can collude with other
DUs in order to obtain another DU’s secret key or access a personal database
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in CL. Collusion resistance requires that no DU be able to decrypt another
DU’s ciphertexts in an encrypted personal database even if all DUs except
for the authorized DUs collude.

Attack Models. In terms of level of privacy preservation, we consider two
threat models depending on the information available to CL and DU.

1. Known ciphertext model. The cloud server can only access the encrypted
data and the submitted search tokens, which are encrypted as ciphertexts. It
can also receive and record the search result. The semantic meanings of this
threat scenario are captured by the non-adaptive known ciphertext attack
model, in which a cloud server attacks with intent to forge encrypted data,
or to obtain information concerning DU’s keywords or DO’s data files.

2. Collusion attack model. In addition to the known ciphertext model, DU
colludes with another DU. They collude with the aim of obtaining another
user’s data possessed by the DO or another user’s secret key.

In the following section, we show the concrete construction of our proposed
system. It uses a VABKS scheme and meets the above security requirements
against the above attack models.

4 Proposed IBB System

We propose a secure and efficient system for the above service (see Fig. 3).

Fig. 3. Proposed system
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4.1 System Overview

The system utilizes the VABKS scheme. The algorithms of key generation,
encryption, decryption, and keyword search outlined below are those of VABKS.

TA generates public information including an encryption key, generates
decryption keys using DU’s attributes, and distributes each decryption key to
a distinct DU. The data is encrypted by DO, who also determines its access
policy. The encrypted data and DO’s public key, which is its original one and
not identical with that of VABKS, are outsourced to CL. When DU accesses
the data, he generates search tokens from his history and sends them to CL. CL
searches for encrypted data that matches the tokens and uses it to construct
DU’s private database. If DU’s attributes satisfy the policy, the correct search
results are obtained. We should point out here that the tokens are encrypted
and the DU’s attributes are embedded in the tokens, and that the size of the
private database is typically small. When DU travels somewhere and uses the
service, he or she makes another token from his location data and sends it to
CL. CL searches the matched data from the private database and returns it to
DU. DU decrypts the data and uses it. He or she also encrypts his or her ID and
the data’s ID by using the public key attached to the data and then sends it to
CL. CL adds the encrypted ID to the data that DU used. DO can know which
DU that accessed the data.

4.2 Construction

Here, we show the concrete construction of our proposed system with VABKS.
The basic idea underlying this construction is two-stage keyword searching. The
first is a preliminary stage to narrow down the large size of the original data
collections into a small size more suitable for DU’s personal database. The sec-
ond is a real-time stage to search personalized data, hence enabling high-speed
retrieval from the smaller database on the basis of DU’s keywords (e.g., personal
information). DO’s access-control policy P for the data and keyword search can
be specified by DO when it encrypts data in CL. DU possessing attribute A
satisfying P can search encrypted data.

The proposed system consists of Sig, SE, ABE, and VABKS. This system,
called “SYSV”, is shown below. Let {l1, l2, l3} be the security parameters. In
this system, we assume P = P ′.

Set-up phase: Given security parameters l1, l2, the TA executes (mk, pm) ←
SetupVABKS(1l1) and (mkABE, pmABE) ← SetupABE(1l2). It then sets mk = (mk,
mkABE) which the TA keeps secret, and pm = (pm, pmABE), which is publicly
known.

Key-generation phase: TA obtains A from DU, then generates sk = (sk, skABE)

such that sk = KeyGenVABKS(mk,A) and skABE = KeyGenABE(mkABE,A). TA
returns sk to DU.

Data-encryption phase: DO executes the following algorithm.
1. Generate a symmetric encryption key skSE ← KeyGenSE(1l3).
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2. Encrypt data (d1, . . . , dN ) by cdi
← EncSE(skSE, di) and generates

encrypted data set CD = {cd1 , . . . , cdN
}.

3. Encrypt symmetric key skSE by csk ← EncABE(skSE,P) using DO’s policy
P.

4. Execute (Au, Index,CPH) ← BuildIndexVABKS(D,P,P ′) and encrypt each
keyword (wi,1, . . . , wi,n) of the data di, which is in keyword set KS, and
then generate encrypted keywords CPH = {cphi,j}i,j and auxiliary infor-
mation Au = (σ,BF, vkSig), where σ is a digital signature for each keyword
set, BF is a bloom filter and vkSig is a verification key for SIG.

5. Set index set MP, which represents the relation between CD and CPH,
and send c = (CD, csk,CPH),MP,Au to CL.

Narrowing-down phase (preliminary stage): CL narrows down the
encrypted database as follows.
1. After CL receives c,MP, and Au from DO, they are stored in a database on

CL. Note that all data in the database are encrypted, except MP and Au.
2. DU takes keywords v = {v1, . . . , vq} and sk as inputs, generates tkv ←

TokenGenVABKS(sk, v), and sends tkv = {tkv1 . . . , tkvq
} to CL.

3. CL executes the search algorithm of VABKS for cphi,j by using a search
token tkv, and it outputs (proof′, rslt′) ← SearchIndexVABKS(Au, cphi,j , tkv),
where proof′ is a certification that includes σ, and rslt′ denotes the result
of the search.

4. Let encrypted data set CDDU = {cd1 , cd2 · · · } be in the user’s per-
sonal database which corresponds to cphi,j by using the index set MP.
Let CPHDU = {cphDU,1, cphDU,2, · · · } ⊆ CPH. Then, CL stores cDU =
(CDDU,CPHDU) in DU’s personal database.

Query phase (real-time stage): DU queries CL with DU’s personal database,
which is smaller than the original encrypted database, as follows.
1. DU takes a keyword g and sk as inputs and generates search tokens tkg ←

TokenGenVABKS(sk, g). DU then sends tkg to CL.
2. CL searches with DU’s personal encrypted data cDU by using tkg and

obtains (proof, rslt) ← SearchIndexVABKS(Au, cphDU,i, tkg), where proof
denotes a certification, and rslt denotes the result of the search.

3. CL returns csk and cdi
to DU corresponding to cphDU,i.

Decryption phase: DU decrypts (csk, cdi
) as follows.

1. DU verifies whether the results of searching by CL are forged; namely,
{0, 1} ← VerifyVABKS(sk, (v, g), (tkv, tkg), (proof, proof′)).

2. If Verify outputs 0, DU terminates decryption phase; otherwise, DU
decrypts skSE ← DecABE(skABE, csk) only when DU’s attribute A satis-
fies DO’s policy P. DU then obtains di ← DecSE(skSE, cdi

) according to
v and g.

Feedback phase: DO obtains DU’s ID IDu as follows.
If DU uses di, DU encrypts IDu, cID ← EncPKE(pkPKE, IDu) and send it to CL
with the index i.
CL add the cID to the line of cdi

.
DO accesses CL and obtains cID added to the data CD. DO knows who uses
DO’s data by executing ID = DecPKE(skPKW, cID).
As long as DU keeps accessing the service, it repeats the procedures from
query phase to decryption phase.
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4.3 System Security

We show that SYSV has the properties of data secrecy, unlinkability of search
token, data unforgeability, verifiability of search results, and collusion resistance.
Consequently, the proposed system for IBB service has high security.

Theorem 1. If VABKS is selectively secure against chosen-keyword attack
(CKA) in the generic bilinear group model and ABE and SE are secure against
chosen-plaintext attack (CPA), SYSV achieves data secrecy and unlinkability of
search tokens in the known ciphertext model.

Proof. We show that if there exists a polynomial-time algorithm A that breaks
SYSV’s data secrecy and search token unlinkability with the advantage ε, we can
construct a polynomial-time algorithm B that breaks CPA security for either
ABE or SE with the advantage of ε

N2 , or selective security against the CKA
game of VABKS with the advantage of ε

(NM)2 , where N is the number of data
files to be encrypted and M is the maximum number of keywords in one data
file; i.e., the number of keywords to be searched is bound to NM .

We consider two cases: (i) the challenger proceeds with a conventional CPA
security game with A, or (ii) it proceeds with a selective security against CKA
game with A. In the challenge phase, suppose A presents two data collections
D0 = (KS0 = {KS(0,1), . . . ,KS(0,M)}, MP, FS0 = {FS(0,1), . . . ,FS(0,N)}), D1 =
(KS1 = {KS(1,1), . . . ,KS(1,M)},MP,FS1 = {FS(1,1), . . . ,FS(1,N)}) and policy P.

(i) The challenger selects λ ← {0, 1} and encrypts FSλ with ABE and P. Now
let us consider the advantage of A correctly guessing λ. The advantage of
distinguishing which message was encrypted by the hybrid encryption of
ABE and SE is equal. Therefore, given two sets of data files FS0 and FS1,
if the advantage of distinguishing which data collection was encrypted is ε,
then the advantage of distinguishing which data file was encrypted is ε

N2 by
selecting one data file from FS0 and one from FS1.

(ii) The challenger selects λ ← {0, 1} and encrypts KS with VABKS. Since
ABE is CPA-secure, the probability of A inferring λ is negligible. Then, let
us consider the advantage of A correctly guessing λ from keyword cipher-
texts. The advantage of distinguishing two keywords encrypted by VABKS
is equal. Therefore, given two keyword sets KS0 and KS1, if the advantage
of distinguishing which keyword set was encrypted is ε, then the advantage
of distinguishing which keyword was encrypted is bounded by ε

(NM)2 by
selecting one keyword from KS0 and one from KS1.

Therefore, we can construct B whose advantage is M2+1
(NM)2 ε in a known ciphertext

model if there exists a polynomial-time algorithm A that breaks SYSV’s data
secrecy and search token unlinkability with the advantage ε. ��
Theorem 2. SYSV achieves data unforgeability and verifiability of search
results if Sig is non-adaptively unforgeable against a known ciphertext attack.



398 K. Kajita et al.

Proof. This theorem can be proved from the security definition of Sig directly.
Given correct (rslt, rslt′, proof, proof′) and (v, g, tkv, tkg), DU executes the veri-
fication algorithm and outputs 1 with overwhelming probability from the verifi-
ability of secure Sig. Moreover, we assume CL attacks in the known ciphertext
model. If Sig is non-adaptively unforgeable, CL cannot forge new encrypted date
files. ��
Theorem 3. SYSV achieves collusion resistance in the collusion attack model
if Theorem 1 holds.

Proof. This theorem can be proved from the security definition of ABE and
VABKS directly. Attackers can recover data only if they have enough attributes
to satisfy the tree T0, so at least one user should be valid to satisfy the privilege
tree. Even if multiple users collude in the collusion attack model, they are not
able to recover the other user’s secret key sk or to obtain the other user’s personal
database cDU since each secret key sk is randomized by secure key generation
algorithms KeyGenABE and KeyGenABKS. ��

5 Properties

The system makes it possible to search keywords, while keeping the history and
location data encrypted, and to securely provide more interesting and suitable
information for users by preventing leakage of personal information despite using
a cloud. In addition, the provider can know which user is accessing its data.
Concretely, it realizes the following properties:

Efficient Two-Stage Keyword-Search: We construct a two-stage system. In the
preliminary phase, the history is used for narrowing down the database in the
cloud and making a small, unique database for the user. This small size is what
makes the real-time service possible. This two-stage search is not limited to the
above application, and if the search process is divided into two processes, the
same construction is possible. Moreover, it is possible to construct a multiple-
stage search.

Privacy-Preservation: The search tokens from users are encrypted and the data
provided to the users are also encrypted. Hence, even the cloud cannot know the
information related to the users.

Data Secrecy: Users can access the database only if their attributes satisfy an
access-control policy.

Feedback to Provider: Only the provider who handles data used by a variety of
users can know exactly who the users are. When the provider charges the user,
this function is indispensable.

An integrated service with access control, privacy preservation, data secrecy,
and feedback to the provider has not yet reached practical application, so the
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Table 1. Property evaluation: comparison of proposed system with conventional
system

Conventional Proposed

Encryption and decryption load light heavy

Key management cost heavy light

Secret searchability —
√

Privacy preservation
√ √

Verifiability —
√

Unforgeability —
√

work we report is the first such system. In addition, we implemented the proposed
system and made sure of the real-time property.

We evaluate the proposed system from the viewpoints of both properties and
performance.

5.1 Property Evaluation

First, we evaluate the system from the viewpoint of properties. We compare our
proposed system, SYSV, with the most trivial system using only a symmetric
encryption scheme (as shown in Table 1). We found that the encryption and
decryption load of the trivial system was very light and its processes very fast due
to its use of the symmetric encryption scheme. Regarding CPU load, the trivial
system is superior to ours because it only uses the symmetric key encryption
scheme. DO has to manage all DUs’ encryption keys and its cost increases in
proportion to the number of DUs in the trivial system; however, the proposed
system, SYSV, can efficiently manage keys by using its unique attributes and
policies. Moreover, SYSV can search for the keywords and data files without
decryption. In both systems, CL cannot obtain any plaintexts (such as search
keywords and data files) from encrypted data since both systems protect data by
encryption. However, if all entities share the same secret keys, all data may be
leaked, since CL is a malicious entity. In this sense, the trivial system is a secure
system only when CL is not malicious. As we mentioned earlier, the proposed
system satisfies both verifiability and unforgeability.

5.2 Implementation

We next evaluate the proposed system from the viewpoint of performance.
Specifically, we implemented a two-stage searching system to achieve a real-
time property and evaluate its effects. Figure 4 shows the relationship between
the number of keywords in DO’s database and the search time, and the details
are shown in Table 2. All algorithms are implemented on a PC whose specifi-
cations are as follows: CPU: Intel Core i7-4790(3.60 GHz), memory: 8 GB, OS:
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Fig. 4. Relationship between the number of keywords and search time

Cent OS 7.2, and browser: Firefox 38.3.0. Almost all of the encryption algo-
rithms are written in JavaScript (some of them are written in C/C++ due
to the limitation of the crypto library). As shown in Figs. 4 and 2, the search
time is proportional to the number of keywords. The maximum number of data
files used in the experiments was 884 and the number of keywords was 3672.
The results show that it took 27.7 s to search data files matched to one token.
Actually, the number of data files provided by DOs is very large in the IBB
system, and the number of tokens may be more than one. We assume that
data files of DOs consist of program title data and time along with related
keywords (title, genre, cast members, etc.). Therefore, in the case where DO
is a broadcaster, the number of data files will increase in accordance with the
number of broadcast programs. For example, Ch.1 in Japan has about 300 pro-
grams per week and each program has its own keywords. The number of key-
words depends on the program and there are at least four keywords per pro-
gram. The number of all keywords per year is about 62400(keywords/year) =
300(programs/week) × 52(weeks/year) × 4(keywords/program) for the Ch.1.
When the data files of n channels are collected on CL, the number of keywords
would become its n-fold (≈ n × 62400). From the experimental results, it takes
roughly n × (62400/3672) × 27.7 sec (≈ 8n min) to search data files matched to
one token. When the number of tokens is m, the time rises another m-fold (8nm
min). Although the large size of data files enables a better recommendation, it
takes too much time to search the recommended data files. If the reply to a
query takes a long time, the service will not stand. In the preliminary stage,
the number of data files are narrowed down. If CL can narrow down the size to
25 data files including 100 keywords, DU can obtain the data files within about
1.5 s after DU sends a token to CL. Such services would be acceptable to DU.
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Table 2. Experiments results (sec). #Keywords denotes the number of keywords in a
database of DO. Encryption denotes the process time for encryption algorithm. Token-
Gen, SearchIndex, Verify, and Decrypt denote TokenGen, SearchIndex, Verify, and Dec
algorithms, respectively. Search denotes the summation of TokenGen, SearchIndex,
Verify, and Decrypt.

#Keywords Encryption time Search (total)

TokenGen SearchIndex Verify Decrypt

1 0.657 0.778

0.027 0.730 0.012 0.010

114 24.897 1.534

0.030 1.348 0.086 0.070

918 196.078 7.059

0.028 5.835 0.663 0.532

1836 401.522 13.345

0.029 10.941 1.319 1.057

2476 524.732 17.666

0.028 14.482 1.753 1.403

3672 804.076 27.674

0.029 21.165 3.608 2.871

6 Conclusion

We proposed an IBB system that provides users with information related to
TV programs while preserving their personal information by encryption of per-
sonal information such as viewing history and location data. We apply a VABKS
scheme to the proposed IBB service. As yet, there is no system that preserves
personal information such as viewing history in an IBB service. In our system,
it is possible to preserve personal information appropriately by cryptographic
technology and to eliminate information leakage on a cloud server. As a result,
users can access services with peace of mind. A malicious cloud server cannot
steal personal information since all the information sent to the cloud server is
encrypted.

Multiple different secret keys for each user’s attributes are generated in the
proposed system, and only one public key is used for encryption due to an access-
control policy. For this reason, it is necessary to encrypt the data of a broadcast
program only once using the public key, regardless of the number of users. There-
fore, the burden of key-storage management and key distribution can be reduced
compared to that in a system using a one-to-one cryptographic technique such as
TLS communication. Also, since keyword search is possible while data are being
encrypted, the cloud server does not need to ask the data owner for permission
for every search and can efficiently answer the user’s inquiries without leaking
information.
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In addition, since VABKS can verify the validity of the search result, it is
possible to detect if data has been forged. The algorithm loads on VABKS are
heavy, so if it is used straight-forwardly in the system, the IBB service will
need a lot of time to search for recommendation results, which is generally not
acceptable to users. We therefore proposed a two-stage keyword search system to
achieve faster real-time service. The proposed system with heavy load is run at
the preliminary stage, and the process with light load is run at the second real-
time stage. This is what enables the provision of real-time services. Subsequently,
we can construct a system that satisfies both high security and efficiency.

Future Works. In this paper, we did not address how DU generates keywords
from viewing history. A smart selection of keywords may enable DO to provide
the IBB service with higher satisfaction. Another future work is to consider the
optimum size of a personal database that can satisfy the user’s preference. The
reduction loss in Theorem 1 is loose, since the size of N and M are possibly very
large in the proposed system, so another future work is to minimize the security
reduction loss.
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Abstract. Smart homes are increasingly becoming popular because they make
living comfortable, enjoyable, and secure. People can remotely control various
aspects of their smart home environments. However, smart home appliances can
pose threats to privacy. The reason is that smart appliances collect and store
sensitive information, and if hackers gain access to this information, user pri-
vacy may be breached. It is difficult for users to constantly monitor and deter-
mine which data is sensitive to them and which one is not. Also, a user’s identity
can be leaked during sharing of information with different service providers such
as health care providers and utility companies. In this paper we address one
important privacy issue in smart homes, which is lack of users’ control over their
desired privacy. We propose a privacy decision framework which considers this
problem. In this framework, active learning (machine learning) technique is used
to help users detect sensitive information according to their privacy preferences.

Keywords: Smart home � Privacy violation � Pool-based active learning

1 Introduction

Smart home is a dwelling incorporating a communications network that connects the
appliances and services, and allows them to be remotely controlled, monitored or
accessed [1]. A statistic shows that in 2015 more than 60,000 people search for “smart
home” term per month and more than 250 companies invested in this technology [2].
The smart homes offer utility, economy, and comfort [3]. Smart devices perform some
of the household tasks and simplify household activities [2]. There is no need to be
close to these devices; for example, people are able to cook when they are at work.
These smart appliances not only provide comfort but also provide safety inside the
home. People can watch and monitor their family and the house from anywhere and
anytime [4].

In the context of smart home, privacy is about controlling sharing of information
collected by smart appliances. Gathering and sharing information about a person
without permission is a violation of privacy. Smart homes collect data such as one’s
activity levels, sleeping patterns or food intake behaviors from various smart devices
and share the information with health care providers or family members [5]. These
devices interact with one another and display and analyze the data that they receive in
order to exchange information with users or to provide services [6]. Although these
services make life easier, they raise concerns about violation of privacy. Studies show
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that users are concerned about privacy. Due to the privacy issues in smart homes,
people have concerns about releasing their private information [7], and they may be
hesitant to use the smart devices and live in smart homes. In smart home, users do not
have adequate control over their privacy. In November 2018, there was a survey by
Deloitte that showed 40% of respondents said that they felt smart home technology
“reveals too much about their personal lives,” while another 40% said they were
worried about their usage being tracked [8]. Smart devices collect various types of user
information, and the collected data needs to be categorized into sensitive and non-
sensitive data in order to decide which data (non-sensitive data) users want to share and
which ones (sensitive data) they do not. Different users have different privacy prefer-
ences. When a user desires a high level of privacy, they do not want to share their
information; on the other hand, some users may share their information for some
reasons such as for medical research. Therefore, some data may be sensitive to some
users, but not to some other users. As a result, labeling of collected data into sensitive
and non-sensitive category is a non-trivial task.

In this research we study the lack of users’ control over their privacy in smart
homes. We address this issue by developing a privacy decision framework, and a
machine learning technique, active learning, is employed to classify the information
into sensitive and non-sensitive categories. With data classification, users’ privacy
preferences can easily be handled. In this research, we simulated different sensors and
gathered sound, light, motion and timestamp data in smart homes to create a dataset of
sensitive and non-sensitive data.

2 Related Work

The data shared from smart homes can be stored and later analyzed for extracting users’
identity information. To protect released data from such privacy attack, statistical
privacy techniques may be used. Statistical privacy computes statistics, answer queries
or perform other processing of sensitive datasets without revealing sensitive informa-
tion [9]. One of the notions in statistical privacy is differential privacy. Differential
privacy (DP) is a technique that we can use to mask sensitive information before
releasing. This technique helps to minimize the chances of revealing personally
identifiable information about the users and violating their privacy [10]. If someone
(e.g., a researcher) issues some queries about the dataset for different purposes (e.g.,
analyzing data to reveal the beginnings of disease outbreak), no one can understand
about individual’s data in dataset just by looking at the responses to the queries by
implementing DP algorithm. The outcome of this algorithm on a database containing
some individuals’ information is the same as it comes from a database without those
individuals’ information, which is helpful to balance the utility of released data as well
as privacy of the individuals in the dataset.

Another notion of statistical privacy is k-anonymity, which guarantees that the
individuals included in an aggregate cannot be identified when the data is released. In
other words, k-anonymity property is a property of the released data if the information
for each person is indistinguishable from at least k – 1 individuals who are also
included in the released dataset [11, 12].
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The other notion of statistical privacy is l-diversity which can reduce the granularity
of data by using different techniques such as generalization and suppression. Sup-
pression is a method that purges some values of the attributes of released data. Gen-
eralization is a method that replaces individual values of attributes by a broader
category. The l-diversity reduces the weakness of the k-anonymity such as homo-
geneity attacks (this attack discloses the case where all values of a sensitive attribute are
identical within k records) by adding the diversity for sensitive data in the
anonymization mechanism [13–15]. These notions are complementary and we need to
consider all of them in order to implement security and privacy in smart homes.

Human labor has significantly been replaced by domestic appliances in homes [16].
In smart homes, smart appliances communicate with each other through IoT tech-
nologies. These smart appliances capture data about users by using different sensors
such as light, sound and temperature. All the capture data transmitted by various
communication technologies such as ZigBee and cellular model [17] over the IP net-
work to the Data Management System (DMS) for storage. With user permission, data
can be delivered for different usages such as health care, energy management and
security. Figure 1 illustrates different domains of the smart home infrastructure,
including consumer domain, communication, data management system and various
companies that use the data collected from smart devices.

Fig. 1. Different domains of smart home infrastructure
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2.1 Privacy Issues with Collected Personal Data

As we mentioned before one privacy problem in the smart homes is that the users are
not able to express their preferences, control the sharing of information and choose who
can access to this information and for what purposes (See Fig. 2). For example, Zero-
Conf configuration in smart homes forces users to accept the vendor’s specified default
security [18]. As a result, users have very little opportunities to configure their own
devices and control the sharing of information or to choose which devices collect what
data.

Different users have different expectations of privacy [19]. Different people have
different understanding of privacy and they react to issues not in the same way. People
can be categorized into 3 different groups based on their levels of privacy concerns:
privacy unconcerned users, privacy pragmatist users, and privacy fundamentalist users
[20]. In other words, we have different types of users with different expectations of
privacy. Some users are very strict about their privacy and they do not want to share
data with other people in any cases (i.e., privacy fundamentalist). Some users do not
have a problem about sharing their information with other users for different purposes
such as medical research (i.e., privacy pragmatist). If a user’s privacy expectation is not
considered during collecting data, Personal Identifiable Information (PII) can be
released. PII is any data that could release some information about a user that helps us
to identify a specific individual [21]. PII includes: (1) any information that help
attackers to distinguish or trace an individual’s identity, such as name, social security
number, date and place of birth, mother’s maiden name, or biometric records; and
(2) any information that is linked or linkable to an individual, such as medical, edu-
cational, financial, and employment information. If user preferences are not considered
during sharing of data for a service, privacy violation could happen. That is why, users
in smart homes should be able to express their preferences and have options to manage
their own privacy.

The other way of breaching the privacy is analysis of the user behavior (See Fig. 2).
A careful observation of user activities and behavior can leak sensitive information.
Some information is not sensitive and if hackers access to this information they cannot
identify the user. However, if the observed information connects to other unobserved
information, someone may be able to link the information from the two databases and
identify individual by accessing to both databases with different PII elements. In fact,
the attacker can see data flows generated in a target home by wireless sniffing tools.
The encryption cannot protect data because it just protects all the transmitted infor-
mation, not the source and the destination. For example, the flow between the MAC
address of the smart TV and the access point would allow guessing when the users
watch TV or goes to sleep by analyzing the flow of the traffic [22].

Table 1 displays some sensitive PII information that the collected data from smart
devices may release. Based on preferences, users can label the collected data as sen-
sitive and non-sensitive to express their privacy preferences. However, lacking of
users’ technical knowledge of smart home devices [23] and an understanding of how
the data of smart devices can be accessed by other people [19] will make that task
impossible.
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2.2 Existing Solutions

The collected data from smart devices can be used for different usages such as safety,
smart health care and energy management. We can see a lot of privacy violations
happened during sharing the smart data for these purposes. In this section we surveyed
several solutions on privacy issues in smart homes.

One of the usages of collected data from users is providing services for smart home
users’ safety and comfort. A smart refrigerator helps users easily track the items in the
refrigerator that helps them in shopping by the use of RFID tags that attached to user’s

Table 1. Some examples of sensitive data that can be gathered from smart devices

Device Information collected Sensitive/Non-sensitive

Gate
reminder

Use RFID system to detect the users’ objects Sensitive (PII): Personal
attributes and belongings

Smart bed Sensors track heart rate, breathing and
movement

Sensitive (PII): Medical
information

Smart
thermostat

Use motion sensor, and it can understand when
occupants leave the home or go to sleep

Sensitive (PII):
Geographical indicators

Smart
dressing

Light level information Non-sensitive

Fig. 2. Privacy issues with collected data
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purchased items. As mentioned before the privacy violations can happen during the
communication between the smartphone and the home server. One solution to protect
the communication is through HTTPS communication protocol that uses cryptographic
tunneling. However, with HTTPS communication users face other threats. There are
powerful RFID readers outside of smart homes that attacker can impersonate a genuine
RFID reader-enabled smart device inside the home. In this case, the home server would
need to generate a private key and public key certificate for a new RFID reader-enabled
device. Fernandes et al. propose for the problem that for device and home server to
successfully establish HTTPS communication, user need to configure the smart device
with its private key and public key certificate and install the public key certificate of the
home server [24, 25].

Some devices such as smart camera and smart baby monitor are used for providing
safety of users, but there are some reports of eavesdropping attacks, access remote
attacks, identity spoofing attacks, and linking attacks by using these security devices.
For example, some cases of hackers breaking into smart baby monitors to intrude on
the family and speak obscenities are reported [26]. One attack can be man-in-the-
middle attack because all the data exchange is transmitted in plain-text [27]. Also some
researchers (e.g., Chattopadhyay et al. [28]) studied the security and privacy of smart
cameras such as PrivacyCam. This device is a Digital Signal Processor (DSP) based
system that motion regions are encrypted before images are streamed. Dufaux et al.
[29] scramble regions of interest as part of MPEG-4 and MJPEG encoding instead of
relying on cryptography. Baaziz et al. [30] also ensured data integrity by embedding
water marks into images. Tansuriyavong et al. [31] performed face recognition and
obscure silhouettes of persons. Most of these researchers are focused on identifying
privacy relevant image regions.

The other usage of data collected from smart devices is using them for providing
healthcare services. In this case, users can regularly monitor their own health in their
own homes at their own convenience. Previously, users have to frequently visit their
personal doctors for health services and the accumulated visits can be costly. This
scenario allows users to reduce their health care costs by eliminating the needs to visit
the doctors. However, health information privacy is so important. Disclosure of private
health information such as physical and mental health status, behaviors and relation-
ships may cause discrimination, stigma and embarrassment. Therefore protecting
medical records of users from different attacks such as eavesdropping attacks and
linking attacks is essential.

Although there are some solutions to reduce the risk of privacy violations during
transforming the collected data for those usages, still we have a problem about different
levels of user’s privacy concerns or identifying sensitive data. User privacy preference
is an illustration of how all data related to the users in the smart homes can be managed
based on user’s expectation. There are some solutions for the issues in smart homes
such as configuring their privacy setting by themselves but some challenges exist with
this solution. In this solution users need to label all of data and identify which infor-
mation is sensitive for them and which one is non-sensitive. However, the accuracy of
the privacy setting relies on user input and all the burdens are on the users. The user
input is unpredictable and so laborious that users will not do it. The alternative solution
is based on the active learning that users label some data, and a machine learning
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classifier labels other data on the basis of those user-labeled data. In this solution users
are able to determine to whom and with what level of details the information will be
shared.

3 Methodology

In this section we implement a solution for the problem of lack of users’ control over
their sensitive data (privacy) by developing a privacy decision framework (Fig. 3).

The first step of this framework is Data Collection. In this step all smart devices
send the collected data to Data Management System for storage. The next step is
sending data to machine learning module. In this step we will address the problem of
lack of users’ control over their privacy by considering different levels of privacy
concerns. By using a technique of machine learning, which is called pool-based active
learning [32], users are able to label a small amount of the collected data as sensitive
and non-sensitive then by using this technique, the model will learn the user’s privacy
concerns and label the rest of the data. After labeling data as sensitive and non-sensitive
we can identify which data can be shared and which cannot. In this way we can protect
user’s privacy in smart homes.

3.1 Data Collection

We simulated the smart home environment by using different sensors such as light,
sound, motion and also timestamp and two individuals played the role of users in smart
homes. In this simulated environment we collected data such as their movements, when
they turn on or off the light and the amount of sound in the simulated smart home
environment to create a dataset. All the data are collected form these sensors by
communication through a Raspberry Pi, a single board computer that runs on Rasp-
bian OS. The dataset includes 2079 instances, four features (sound, light, motion, and
timestamp) and two classes (Sensitive and Non-Sensitive). The class of instances will

Fig. 3. Privacy decision framework
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be determined based on the user’s privacy preferences. Users classify the instances
based on their desire for privacy as a sensitive or non-sensitive data.

Table 2 represents the range of sound sensors which can be divided into 3 cate-
gories based on decibel (dB) values and how many data points are collected in what
time period (morning, midday and night).

Light can be divided into different groups based on LUX values (Table 3).

Table 4 presents the categories of motion sensor and the class.

After we collected data from different sensors, we classified data into two groups:
sensitive and non-sensitive. We labeled data into sensitive or non-sensitive category
based on user’s privacy expectations. Table 5 is a small sample of collected data. For
example, for the first record in the dataset the sound intensity is 33.97 dB, which it
means the environment is quiet, the light intensity is 7 lx, which means the environ-
ment is dark, there is no light, motion sensor shows 0 that means no movement and the
timestamp is 557 that means the data was collected during early in the morning. The
users looked at the first record and realized that this specific data is not sensitive to
them so they labeled it as non-sensitive one.

Table 2. Sound sensor and timestamp

Sound Range (dB) Timestamp Range

Quiet 20–39 Morning 0–900
Conversation 40–50 Midday 901–1797
Loud 50–70 Night 1798–2079

Table 3. Light sensor

Light Range (LUX)

No light 0–20
General light in the morning 21–130
Office light 131–140
Very bright 141–150

Table 4. Motion sensor and class

Motion Range Class Range

No movement 0 Sensitive 1
Movement 1 Non-sensitive 2
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3.2 Consider Different Levels of Privacy Concerns

In this step we address the problem of lacking user’s control over their privacy. Active
learning technique is implemented on the collected data to consider different levels of
users’ privacy concerns and giving them options to express their desired privacy. We
used pool-based sampling scenario to label data as sensitive and non-sensitive. In the
pool-based scenario, users are asked to label a small amount of data as a training
dataset and the rest of data is considered as a pool of unlabeled data. Then this training
dataset is used to build and train a model and get an initial accuracy. After that a data
record for which the model has the least confidence in its label and mostly likely to
label is selected and asked from users to label this data. After labeling data by users, the
labeled data is added to the training dataset, removed from the pool of unlabeled data
and used to retrain the training dataset. This iteration continues until the performance
does not significantly improve.

4 Experiment and Results

We used Python language and active learning libraries to build a model for labeling
data as sensitive and non-sensitive. The Python libraries that we used in our imple-
mentation are SciPy, NumPy, matplotlib, pandas, and Scikit-learn, we used ModAL to
use the features of active learning such as pool-based sampling and query strategies.
KNN and Random Forest are two classification algorithms we used in order to train the
model.

4.1 Accuracy Results of Passive Learning Techniques

Before implementing the active learning technique we use passive learning technique
in which we split the data into training dataset and test dataset. As shown in the
Table 6, we started with 50% of training dataset in order to train the classifier and
obtain 99.6% accuracy. In each time we added 10% of data to the training dataset and
realize that the accuracy has increased. At the end we obtained 99.8% of accuracy with
90% of training dataset.

Table 5. A sample of smart home sensor dataset

Sound data Light data Motion data Timestamp Class

33.97142125 7 0 557 2
41.91279507 138 0 849 2
34.72463897 141 1 1125 1
46.97244913 140 0 1352 1
36.76028213 133 0 822 2
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4.2 Accuracy Results of Active Learning Technique

First, we divided the dataset into training (10% of data) and test (90% of data) datasets.
We then trained the model with KNN and Random Forest classifiers, tested the dataset
with the accuracy result of 99.4%.

After the initial training dataset, in each iteration one query is asked from the oracle
to label data and added to the training dataset in order to retrain the model. As we can
see in Table 7, the accuracy is increased after the 10 queries and the final accuracy is
99.8%. The reason for increase in accuracy is that in the active learning technique the
training dataset was not chosen randomly. We chose the instances from the pool of
unlabeled dataset that we are not sure about the labels and added to the training datasets
and retrained the model until the performance does not significantly improve.

After each query the accuracy result has increased, and the final accuracy result is
99.7% (Table 8).

In our research the precision is 0.998 and the recall is 0.997 (Table 9) which means
the model classifies data into sensitive and non-sensitive categories with a higher
accuracy.

Table 6. Classification accuracy with the passive learning technique

Percentage of
training dataset

Accuracy result

50% 0.996309
60% 0.997154
70% 0.997769
80% 0.998077
90% 0.998261

Table 7. Accuracy result after each query

Accuracy after
query number

Result

1 0.994463
2 0.994463
3 0.994463
4 0.996678
5 0.997785
6 0.997785
7 0.998154
8 0.998893
9 0.998893
10 0.998893
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4.3 Comparison of Active Learning and Passive Learning

As we can see, in the first iteration with a smaller training set, passive learning tech-
nique achieved higher accuracy than the active learning technique. However, the initial
data that we need to label for training dataset in active learning is 207 instances and in
passive learning is 1039 instances. In order to improve the accuracy result in passive
learning we need to use 60% of data from the dataset as a training dataset which means
the users need to label 1247 instances in a dataset and add them to the training dataset.
But for the next iteration, in active learning, the system just choose one data instance at
the time from pool of unlabeled data and ask from human oracle to label it. At the end,
the final accuracy results with passive learning is 99.8% with 1871 data out of 2079
training instances and the final accuracy result with active learning is 99.9% with just
217 examples for training instances. As a result, in active learning technique, the fewer
amounts of data instances are needed to label and use for training and obtain higher
accuracy than the passive learning technique. For this reason, we prefer to use active
learning technique to build a model of labeling sensitive and non-sensitive smart home
data for user’s privacy concerns. It gives more accurate result and also saves the time of
labeling.

5 Conclusion

Users have significant privacy concerns in smart homes. In order to deliver high quality
services to users or for various research communities that require user information, user
data is needed which may cause privacy violation. We present an implementation of a
data labeling solution. In this work, we consider different levels of privacy concerns by

Table 8. Accuracy result after each query

Accuracy after
query number

Result

1 0.992617
2 0.992986
3 0.992986
4 0.994832
5 0.994832
6 0.995939
7 0.995939
8 0.998154
9 0.997785
10 0.997785

Table 9. Model evaluation

Accuracy Precision Recall F1-score

0.998 0.998 0.997 0.9898
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using active learning machine learning technique, which can prevent the privacy
violation in smart homes by considering user preferences in order to label data as
sensitive or non-sensitive. The machine learning model is implemented to label the
collected data automatically. Also in this research we compared two machine learning
techniques, which are passive learning and active learning techniques to show that the
active learning technique is a promising method for data labeling for privacy.
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Abstract. In pay-TV services, content is encrypted and transmitted to
subscribers. Each subscriber has a security module that holds a decryp-
tion key(s) for the encrypted content. A set-top box or a smart card is
often used as the security module. When a subscriber wants to obtain the
same services outside the home, the subscriber has to bring the security
module. However, even if the security module is a card, it is not easy to
take it out because of the structure of TV sets and set-top boxes.

As a way of improving current pay-TV services, Ogawa, Tamura, and
Hanaoka (OTH17) proposed a system using an attribute-based encryp-
tion scheme (ABE). ABE is used to restrict the time and location at
which a subscriber can obtain the service.

However, OTH17 requires a third trusted party (TTP) for key and
ciphertext generation; thus, the TTP knows the time and location of
the subscriber. This means that the subscriber’s private information is
disclosed to the party.

Here, we propose a system that avoids disclosure of private data by
adding a multi-party computation (MPC). In addition, MPC makes the
TTP unnecessary.

Keywords: Pay-TV services · Attribute-based encryption ·
Multi-party computation · Privacy preserving · Non-trusted party

1 Introduction

1.1 Background

Broadcasting and cable TV services encrypt content for the purpose of copyright
protection before distributing it to subscribers. Each subscriber needs a decoder
with a decryption module for decrypting the content. In Japan, a smart card or
a LSI (card what it follows) is used as a security module, and a decryption key
is generated in the card [32,33]. Moreover, pay-TV services use the same card
to control subscribers’ access to their content. The card holds a subscriber’s
contract information, and the decryption keys are generated on the basis of the
information in the card.
c© Springer Nature Switzerland AG 2019
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If the card were be able to be taken out of the TV set or set-top box, sub-
scribers would be able to get identical services outside the home, but it is not easy
to take the card out of the receivers, because manufacturers produce receivers,
considering breakage of cards.

If the decryption key(s) could be removed electronically and stored in such
devices as a mobile phone or tablet PC, the subscriber would not need to take
the card out; this would improve quality of service.

Nowadays, there are hybrid systems, such as youview [38], HbbTV [36],
Hulu [37], and Hybridcast [35], that offer broadcasting services through the air
and network services through the Internet. These systems consider cooperation
of receivers and mobile terminals, meaning that it is easy to transmit data from
the receiver to the mobile terminal. However, when a third party who can access
and use the data transmitted to the mobile terminal illegally use the system in
a way that the copyright would be infringed, for example. Hence, in cases in
which data can be transmitted to the mobile terminal, countermeasures against
possible illegal use of that data should be taken.

Ogawa, Hanaoka, and Imai (OHI07) [26] proposed a method in which a
decryption key is updated periodically and a temporal decryption key can be
taken out, as a way of improving the currently offered services. That is, the
subscriber can obtain identical services outside the home only during a limited
period. In this case, even if the decryption key is leaked, the damage caused by
the leakage will not extend beyond the valid period of the key. Ogawa, Tamura,
and Hanaoka (OTH17) proposed another countermeasure in which an attribute-
based encryption scheme (ABE) is used and the location and time are used
as attributes. That is, the subscriber can obtain services outside only during a
limited period and in restricted area. Even if the decryption key is leaked, the
damage would not extend beyond the valid period and the restricted area.

1.2 Contributions

The services considered in this paper are the same as those in OTH17. First, we
consider a situation in which subscribers bring the decryption keys with them
and obtain identical services outside their homes. The situation corresponds to
one of traveling on business or sightseeing. In such a situation, the location
where the subscriber stays during the period is usually decided before leaving
the home. Moreover, it would likely be a hotel or similar establishment where the
subscriber would most want to obtain the services. Furthermore, the time during
which the subscriber would obtain the services at the hotel would be limited.
Then, by generating a decryption key that can be used at the hotel during the
time of stay and storing the key in the mobile terminal electronically would make
it possible for a subscriber outside the home to obtain identical services to those
received at home when he or she wants them.

OTH17 uses ABE to control accesses to content, and the location and time
are used as its attributes. In addition, a trusted third party (TTP) is needed to
issue certain decryption keys, and private information, such as the place where
the subscriber is and the period of the stay, is sent to the party in plaintext.



Privacy Preservation for Versatile Pay-TV Services 419

That the TTP gets such information is not preferable from the viewpoint of
privacy preserving. Moreover, if the party is untrusted, there is a risk that the
subscriber’s private information will be disclosed. Such a system lacks versatility.

We propose a system that overcomes the above drawback. In order to reduce
the risk, we add the multi-party computation protocol (MPC) [1,7,14,24,25,29,
30] to OTH17. In MPC, it is impossible to recover original private data from the
share provided to each party. Thus, MPC improves the OTH17 system into one
that does not disclose any private information.

1.3 Related Works

The system we propose uses time and location data to control access to the
content. As far as we know, there has not been any related proposal except for
OHI07 and OTH17 regarding access control to pay-TV services. However, these
systems do not consider privacy preservation. Although OHI07 cannot control
the location at which the decryption key is used, OTH17 can do so, making it
superior to OHI07 with regard to content copyright protection. However, OTH17
is still poor from the viewpoint of privacy preservation, because the user has to
tell the place where he or she will use the decryption key.

A position based cryptography scheme (PBC) [6,8–10,16,20,28], which con-
trols the decryption of a ciphertext according to the location the message sender
specifies, and a time released encryption scheme (TRE) [3,13,15,18,19,21,22,
27,31], which controls the decryption of a ciphertext according to the time the
message sender specifies, can be used for the same purpose. However, the use of
such schemes entails sending private data, such as the place and time of stay,
in plaintext to certain parties; they too are not preferable from the viewpoint
of privacy preservation. The use of PBC and TRE with homomorphic prop-
erties may make it possible to eliminate the above risk, but their use requires
two encryptions or decryptions; moreover, homomorphic properties seem to raise
computational costs.

2 Preliminary

2.1 Current Broadcasting System and OTH17

There are a lot of pay-TV services in North America, Europe, and Asia. The
systems in North America and Europe vary from broadcaster to broadcaster,
and their details are not disclosed. Although the Common Descrambling System
of Digital Video Broadcasting (DVB-CSA) [34] is standardized in Europe, a non-
disclosure agreement must be signed in order to see its details, and naturally,
the details cannot be disclosed. On the other hand, the Japanese broadcasting
system has been disclosed. Figure 1 shows the current broadcasting system used
in Japan [32,33].
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Fig. 1. Japanese Broadcasting System: ks is the content (scramble) key, kw is the work
key, and km is the master key.

The broadcaster encrypts the content M by using a scramble key ks. It
broadcasts the encrypted content CM = Enc(ks,M). Enc(k,M) denotes that
the plaintext M is encrypted by using a key k. ks is encrypted by using a work key
kw, and the broadcaster generates an encrypted scramble key Cks

= Enc(kw, ks).
In addition, kw is encrypted by using a master key km, and the broadcaster
generates an encrypted work key Ckw

= Enc(km, kw). CM , Cks
, and Ckw

are
multiplexed and transmitted to the subscribers.

The Japanese system has multiple symmetric encryption schemes. That is,
the scrambling scheme used for content encryption is different from the encryp-
tion scheme used for encrypting ks and kw. This difference does not affect the
proposed system. Hence, we will use the same notation Enc(·, ·) as in symmetric
encryption.

Each receiver needs a smart card or LSI as a security module to hold a km.
Each security module has a distinct km, and broadcasters can transmit private
contract information to each subscriber (receiver) by using km. CM , Cks

, and
Ckw

, which are transmitted through the air, are demultiplexed in the receiver. kw

is decrypted by using km in the security module as follows: kw = Dec(km, Ckw
).

Dec(k,C) denotes that a ciphertext C is decrypted by using a key k. ks is
decrypted by using kw: ks = Dec(kw, Cks

). ks is sent to the receiver, and M is
decrypted (descrambled) by using ks: M = Dec(ks, CM ) in the receiver.

Since all the encryption schemes are symmetric, their encryption and decryp-
tion keys are identical. In the Japanese broadcasting system, the descrambling
scheme used for content decryption is different from the scheme of decrypting
kw and ks, but this difference does not affect the proposed system. Hence, we
will use the same notation Dec(·, ·).
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Fig. 2. OTH17 system

OTH17 is constructed on the basis of the above Japanese system. Figure 2
shows this system. It introduces a new work key kwt

, and ABE is used to control
accesses to broadcast content.

The broadcaster generates kwt
and encrypts ks by using kwt

. Receivers receive
kwt

from the mobile terminals and decrypt ks by using kwt
. The key issuance

center gets kwt
from the broadcaster, sets up the ABE scheme, generates a

decryption key skt, encrypts kwt
, and generates Ckwt

= ABE Enc(pk, β, kwt
).

The mobile terminals need to store skt securely, obtain Ckwt
from the key

issuance center, and decrypt kwt
= ABE Dec(skt, Ckwt

).

2.2 Attribute-Based Encryption

ABE [2,5,12,17] can prescribe the logic of encryption or decryption by embed-
ding attributes or conditions of attributes into a ciphertext or a decryption key.
Arbitrary functions, described as combinations of AND gates, OR gates, NOT
gates, and threshold gates, are possible conditions.

Ciphertext-policy ABE is a kind of ABE that embeds attribute data into a
decryption key and a policy (condition), such as Boolean formula, into a cipher-
text. It consists of four algorithms (ABE Setup,ABE Gen,ABE Enc,ABE Dec).

– ABE Setup(1λ) → (msk, pk): The set-up algorithm takes a security parameter
1λ as input and outputs a master key msk and a public key pk.
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– ABE Gen(msk, S) → sk: The decryption key generation algorithm takes msk
and attributes of a decryption key S as inputs and outputs a decryption key
sk.

– ABE Enc(pk, β,M) → C: The encryption algorithm takes pk, attributes, and
its condition β, such as a Boolean function, and a message M as inputs and
outputs a ciphertext C.

– ABE Dec(sk, C, β) → M : The decryption algorithm takes sk, C, and β as
inputs and outputs M .

The proposed system uses the above ciphertext-policy ABE. More specif-
ically, it employs the attribute-based encryption scheme proposed by Attra-
padung et al. [2] that can assign an attribute with a range. Attrapadung et
al.’s scheme can specify the range of an attribute by a direct expression {a, b}
and can calculate condition equations by using a tree-based attribute label. The
range is included in β.

2.3 Multi-Party Computation

Multi-party computation (MPC) is a method in which multiple parties collabo-
rate to calculate a function f() without disclosure of the secret shares (informa-
tion) that each party holds. By using MPC, it is possible to modify an arbitrary
algorithm (function) into an information-theoretically secure one under certain
conditions [4,11]. In MPC, a secret sharing algorithm makes secret shares from
an input x to f , and multiple servers obtain distinct shares and execute some
calculations. The user gets output shares from the servers and calculates the
output y = f(x). The original input x cannot be revealed from any of the secret
shares or from any of the information communicated between the servers.

Here, we will assume a semi-honest model. That is, all entities execute their
roles without any error. The secret sharing scheme and client-aided client-server
model [23,24] used in this paper are described below.

Secret Sharing. A secret sharing scheme consists of two algorithms: Share
and Reveal. Share takes as input x and outputs shares ([[x]]1, · · · , [[x]]N ),
([[x]]1, · · · , [[x]]N ) ← Share(x), where N is the number of parties and [[x]]i denotes
a share for the i-th (i ∈ [1, N ]) party. Reveal takes as input ([[x]]1, · · · , [[x]]N ) and
outputs [[x]], [[x]] ← Reveal([[x]]1, · · · , [[x]]N ). In this paper, we set N = 2. That is,
we will use the

(
2
2

)
-secret sharing scheme, where Share generates two shares and

REVEAL takes input two shares.

Client-Aided Client-Server Model. We employ Morita and et al.’s secret-sharing
based MPC in the client-aided client-server model [24]. Its procedure is as follows:

Suppose there are N servers and t clients.

1. Client-j(j ∈ [1, t]) takes input aj ∈ A and generates shares [[aj ]] = ([[aj ]]1, · · · ,
[[aj ]]N ) ← Share(aj) for N servers. Client-1 generates a set of aiding informa-
tion (Beaver triple) BT1, · · · , BTN that helps each server’s calculation.
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2. Client-j sends [[aj ]]i to Server-i and Client-1 sends BTi to Server-i.
3. Server-i calculates its output [[bi]] from t inputs ([[a1]]i, · · · , [[at]]i), communi-

cating with the other servers.
4. Server-i sends [[bi]] to all clients.
5. Each client takes n inputs ([[b1]], · · · , [[bN ]]) and obtains b = f(a1, · · · , at) by

performing b ← Reveal([[b1]], · · · , [[bN ]]).

3 Proposal

OTH17 employs a trusted third party (TTP) and subscribers’ private informa-
tion; e.g., the subscriber’s travel destination is disclosed to the TTP. In contrast,
we construct a system that preserves subscribers’ private information while main-
taining the other properties of OTH17.

Let us suppose that a subscriber carries keys and obtains services outside
his or her home (at a hotel). Furthermore, the period of stay at the hotel is
limited. Accordingly, a decryption key that can only be used during the stay at
the hotel and that can be stored in the subscriber’s mobile terminal would make
it possible to obtain the expected services.

From the viewpoint of privacy preservation, the data supplied by the sub-
scriber should be kept secret from every other party. To ensure this, we employ
the multi-party computation protocol (MPC). In particular, the calculation of
TTP in OTH17 is divided up into multiple parts and each part is performed
by a separate distinct party. The output of each party is sent to the subscriber.
MPC is secure if the original data cannot be recovered from the share of any
party. Hence, due to the MPC, no party can obtain original data from its share
and the subscriber’s privacy is preserved.

3.1 System

Figure 3 shows the proposed system using MPC. There are four entities.

– Mobile terminal: It belongs to a subscriber who has a contract with a broad-
caster.

– Broadcaster: It encrypts content and transmits it to all subscribers.
– Server-1, 2: It plays the role of a key issuance center. It generates pk and msk

of ABE and issues skt and Ckwt
.

– Outside receiver: It is a receiver at a hotel, for example.

The broadcaster encrypts ks by using kwt
and broadcasts the encrypted

Cks
= Enc(kwt

, ks) through the air. kwt
is also encrypted and sent to the outside

receiver through communication channels. MPC is used for kwt
’s encryption.

Before the subscriber gets kwt
, the decryption key skt of ABE is generated

from the location and date attributes of where and when the subscriber plans to
obtain the service. This key is generated by using MPC. That is, the subscriber
generates multiple shares from his or her attributes (Gen. Shares for MPC-ABE
Enc.) and sends each share to a distinct party. Each party generates an output
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Fig. 3. Proposed System: pk and msk are public and master keys for ABE. MPC-ABE
Enc. and Gen Dec. key for MPC-ABE are encryption and decryption-key generation
functions of ABE using a multi-party computation. Gen. Shares for MPC-ABE Enc. is
a share-generation function for MPC-ABE Enc. and Gen. Shares for MPC-ABE Dec.
key is a share-generation function for Gen. Dec. key for MPC-ABE. Gen. Ciphertext
for ABE and Gen. Dec. key for ABE are ciphertext-generation and decryption-key-
generation functions for ABE.

share from its input and returns it to the subscriber. This algorithm (Gen. Dec.
Key for MPC-ABE) is for generating skt. The subscriber generates skt from
the outputs of all parties. The subscriber stores skt in the mobile terminal and
brings it to the travel destination.

A ciphertext of kwt
is necessary at the hotel. The subscriber generates multiple

shares from his or her attributes (Gen. Shares for MPC-ABE Enc.) and sends each
share to a distinct party. Each party generates its output share from its input and
transmits it through communication networks to the mobile terminal. The algo-
rithm (MPC-ABE Enc.) is for generating the ciphertext. The terminal generates
a ciphertext of kwt

from the outputs of all parties. Finally, the subscriber gets the
service at the hotel by using skt and the ciphertext of kwt

.
This system enables subscribers to enjoy enriched services without having to

disclose any of their private information.
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Fig. 4. Service procedure

3.2 Service Procedure

Figure 4 shows the service procedure in the system.

(1) The subscriber obtains a token β from the broadcaster after its authenti-
cation and saves it in the mobile terminal.

(2) The subscriber inputs its private information, the place (px, py) and time
tp at which the subscriber will obtain the service, to its mobile terminal.

(3) The mobile terminal performs
(
2
2

)
-secret sharing protocol with (px, py) and

tp, generates shares ([[p1]], [[p2]]) ← Share(px||py||tp||β), and sends [[pi]] to the
server-i(i ∈ {1, 2}). In addition, aiding shares BT1 and BT2 are generated
and BTi is sent to server-i.

(4) After receiving [[pi]] from the mobile terminal, server-i generates a share
[[skti ]] to calculate a function fkg(px||py||tp||β||α) and returns it to the
mobile terminal, where α is secret data that all servers share.

(5) After receiving [[skt1 ]] and [[skt2 ]] from the servers, the mobile terminal cal-
culates a secret key skt ← Reveal([[skt1 ]], [[skt2 ]]).

(6) The broadcaster generates kwt
, and sends it to server-1 and 2.

(7) At the destination, the mobile terminal generates shares of the current place
(pcx, pcy) and time tcp by performing

(
2
2

)
-secret sharing protocol ([[pc1]],

[[pc2]]) ← Share(pcx||pcy||tcp||β), and sends [[pci]](i ∈ {1, 2}) to server-i. In
addition, the terminal generates shares BTc1 and BTc2, and sends BTci(i ∈
{1, 2}) to server-i.

(8) After receiving kwt
from the broadcaster, [[pci]] and [[BTci]] from the mobile

terminal, server-i generates a share [[ci]] to calculate a function Ckwt
=

fcg(pcx||pcy||tcp||β||α, kwt
) and returns it to the mobile terminal.
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(9) After receiving [[c1]] and [[c2]] from the servers, the mobile terminal recon-
structs the encrypted temporal work key Ckwt

← Reveal([[c1]], [[c2]]).
(10) The mobile terminal decrypts the temporal work key kwt

= Dec(skt, Ckwt
)

and sends it to the outside receiver.
(11) The outside receiver decrypts the scramble key ks = Dec(kwt

, Cks
) and

finally decrypts the content M = Dec(ks, CM ).

As can be seen, the set (ppx, ppy) at the subscriber’s home should be the
same with (pcx, pcy) obtained at the travel destination. If this is not the case,
the subscriber cannot get the service.

Steps (8) to (11) of the mobile terminal are performed only once at the start
of the service at the travel destination.

4 Conclusion

We proposed a method that enables the subscriber to obtain services at a travel
destination. In the system, a secret key is generated on the basis of location
and time information. That is, the place and time are used to control the sub-
scriber’s access to the content. In addition, this system does not require a TTP
and it preserves the subscriber’s private information; thus, the system can use
an untrusted server. Moreover, there are some information-theoretically secure
MPCs, and when the system uses such an information-theoretically secure MPC,
it becomes secure against attacks from quantum computers.
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Abstract. As work becomes increasingly digital, companies store and process
more personally identifiable information of their employees. This is typically
beneficial for both employees and employers, who take advantage of simplified
digital work processes and tools. The problem is that there is typically no opt-out
option for employees, and employers canmisuse collected data for productiveness
tracking and other analyses that might be problematic with regard to privacy.
Furthermore, employees oftentimes do not know (lack of transparency) and cannot
influence (lack of self-determination) which personally identifiable information
the employer collects and uses. As a result, many employees have a variety of
privacy concerns. While various online services have recently successfully
implemented so-called “privacy dashboards” for their users, comparable services
are virtually unknown in the workplace. In this paper, we present employees’
needs and requirements with regard to transparency and self-determination in the
company context. The elicitation was based on a requirements model we intro-
duce.We conducted twoworkshopswith participants from four research institutes
and one company. The results were compared to the state of the practice and used
to build models that serve as a baseline for company privacy dashboards.

Keywords: Privacy � Privacy needs � Privacy requirements � Transparency �
Self-determination � Privacy dashboard � Employee privacy

1 Introduction

With the rise of digital technology, companies are increasingly processing personally
identifiable information (PII) to offer services to their customers, company members
and partners. Thus, the management of PII is now an integral part of companies’ daily
activities. Requirements for the management of PII are, at least partially, addressed by
legal regulations, such as the EU-GDPR [1]. However, data protection is not only a
matter of legal compliance. Individuals are becoming more and more sensitive to the
risks associated with the handling of their data. In this context, data protection has
become mandatory to both attract and retain customers. Nowadays, data protection is a
prerequisite for every relationship (of trust) between a company and, for example, its
customers and partners. Hence, it is mandatory for a company to be trustworthy
towards all the stakeholders it deals with.
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However, when looking at the state of the art and the state of the practice, one
stakeholder group is still not much considered—namely, the company’s own
employees. Management of recruitment files or personnel records, use of RFID badges,
video surveillance or geolocation tracking—all these are examples of employees’ PII
that are processed by employers. Of course, companies have an intrinsic interest in
legal compliance and in trust as the basis for a fruitful employment relation-
ship. However, this does not necessarily mean that employees do not have (potentially
unfulfilled) needs and requirements regarding transparency and self-determination with
respect to the processing of their data.

In this paper, we aim to elicit these needs and requirements. This helps us to
understand the issues and challenges employees face in that respect. Eventually, we
aim to build a central “company privacy dashboard” that meets the employees’
demands. The results presented in this paper are a first step towards this direction, and
our project is still work in progress. The approach we took, as well as the structure of
this paper, follows the process shown in Fig. 1.

First, we created a requirements model that serves as a baseline for the requirements
elicitation and helps us to structure the employees’ needs and requirements. This model
is, among other factors, based on the state of the art, which is presented in Sect. 2. We
then planned the requirements elicitation. Section 3 presents both the requirements
model and the elicitation process. Section 4 summarizes the results of the requirements
elicitation. In Sect. 5, we investigate the state of the practice regarding the imple-
mentation of transparency and self-determination in companies. The comparison
between the as-is situation and the requirements we elicited shows that there are major
discrepancies. All these insights are the baseline for a generic dashboard model,
described in Sect. 6.

2 Related Work

There is a variety of tools tackling transparency issues, so called Transparency
Enhancing Technologies (TETs). Hedbom [2] and Janic et al. [3] provide overviews of
different (generic) TETs. In addition, Hedbom provides a classification of TETs.

Fig. 1. Conception process for company privacy dashboards
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Besides generic TETs, there is some related work in the area of privacy cockpits or
privacy dashboards. However, none of the following work explicitly covers the
company use-case that we have in focus.

Angulo et al. [4] developed a user interface prototype of a transparency tool that
displays an overview of a user’s data disclosures to online service providers and allows
the user to access its personal data stored at the services’ sides. In [5], they also explain
how ‘Data Track’ can help to technically enforce the principles of ex-post transparency
(i.e., “providing users with insights about what data have been processed about them
and what possible consequences might arise after their data have been revealed” [6]).
The focus and stakeholders differ from our work, as we target employees.

The aim of the project myneDATA [7] is to create a personal data cockpit. Matzutt
et al. propose a transparent and user-controlled data market in which users can directly
and consensually share their personal data with interested parties for monetary com-
pensation. They define a simple model for such an ecosystem and identify pressing
challenges arising within this model with respect to the users and data processor
demands, legal obligations, and technological limitations. They propose a conceptual
architecture for a trusted online platform to overcome these challenges.

The SeDaFa project [8] presents a theory-driven approach to design a vehicular
privacy application that is thought to foster self-determined privacy control. Thereby,
they draw back on the privacy calculus model and present potential benefits and
privacy risk-related information when users have to make privacy decisions. In this
study, users acknowledged the dichotomy between functional benefits and privacy-
related risks. Both myneDATA and SeDaFa base their model on privacy calculus
theory.

The DaSoMan [9] project aims to provide end users of apps or web applications
with more transparency and decision-making options regarding the use of their data,
where the system should nonetheless support legally compliant data usage. DaSoMan
manages data and permissions of the end users, informs them if a data transfer allows
conclusions to be drawn about their identity and enables them to change their user
settings accordingly. Again, in contrast to our work, the emphasis of the project has not
been put on employees’ data privacy but on “connected user” data privacy.

3 Elicitation Method

In order to elicit employees’ needs and requirements, we created a requirements model
that covers all relevant aspects for building a solution to achieve transparency and self-
determination in a company (i.e., a privacy dashboard). This model is based on the state
of the art regarding transparency and self-determination and prior experiences we
gained from the application of different requirements elicitation methods.

3.1 Requirements Model

The requirements model (cf. Fig. 2) describes all aspects that have an impact on the
privacy dashboard concept. In the following, we define and describe all aspects of the
model.
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As depicted in the model, there are several aspects that influence the Requirements
concerning the Company Privacy Dashboard. The requirements stem from stakehold-
ers, regulations, privacy needs and the context of use. Stakeholders are all persons that
have an interest in the company privacy dashboard. Among others, employees, man-
agers and workers councils are stakeholders. Stakeholders have requirements, or at least
they influence them. Managers, for instance, decide how much financial resources are
provided, thus affecting the number of features that actually will be implemented in the
final dashboard. The key stakeholder in our concept is the Employee. Employees have
privacy needs. We define Privacy Needs as an individual’s desires or needs regarding
the preservation of its privacy. There are at least two types of privacy needs: trans-
parency needs and self-determination needs. Transparency Needs relate to demands for
a clear visibility of aspects relevant to the employees’ data and privacy [10]. Self-
Determination Needs relate to demands that enable employees to decide on their degree
of informational privacy. All privacy needs relate to the collection, storage, usage,
sharing and deletion of PII. In contrast, stakeholders whose tasks depend on PII have
Data Usage Needs with respect to PII. However, these data usage needs may conflict
with the employee’s privacy needs related to these data. For example, employers would
like to optimize work processes based on data referring to employees, but employees
would worry about being tracked and assessed. We call such a conflict a Privacy Issue.

The privacy needs are refined into requirements for the company privacy dash-
board. While privacy needs are abstract and could also be met by organizational
measures, requirements are more precise and refer to the technical solution, i.e., to the
company privacy dashboard. Requirements not only emerge from privacy needs, but
also from the Context of Use and from Regulations. The context in which a company
privacy dashboard is intended to be used particularly affects the Usability Require-
ments. Regulations include all legal obligations, as well as internal company rules (e.g.,
company agreements). Our requirements model guides the elicitation of requirements.

Fig. 2. Requirements model
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3.2 Elicitation

The requirements elicitation is based on the requirements model presented in Sect. 3.1.
Thus, we mainly need to elicit Data, Data Usage Needs, Privacy Issues, Privacy
Needs, Context of Use and (Usability) Requirements. The elicitation can be done by
means of workshops; except for the elicitation of data usage needs: they should be
elicited by analyzing the processes inside a company. For the workshop, we defined a
set of five questions that guide the elicitation.

1. “What PII do you consider worth of protection at your working place?”
The answers to this question relate to Data.

2. “What are the privacy issues you see in your company?”
The answers to this question relate to Privacy Issues and Privacy Needs.

3. “Suppose there is a tool you can use to define and monitor your company-wide
privacy settings: What will be better than today in terms of respecting your privacy
with the tool?”
The answers to this question relate to Privacy Needs and Requirements.

4. “What are your wishes for the use (usability) of such a tool?”
The answers to this question relate to the Context of Use and Usability
Requirements.

5. “What would prevent you from using such a tool?”
The answers to this question relate to Requirements and Usability Requirements.

Workshops can be conducted with different stakeholders as long as there is no
conflict of interests. For example, employees and the CEO likely have different
interests and should not participate in the same workshop in order to prevent problems
like overruling. In addition, the participants should reflect diversity regarding certain
characteristics that might affect their needs and requirements. We consider the fol-
lowing characteristics in the participant selection process:

• gender
• seniority of service and professional experience
• type of position (trainee, scientific staff, non-scientific staff)
• department (since processes might differ among the departments)
• role (e.g. department head, equal opportunities officer, member of workers council)

Ideally, larger groups are split into smaller groups of three to five persons, and the
groups work in parallel in the workshop.

During the workshops, it is likely that questions and uncertainties concerning the
processing of PII in the participants’ companies emerge. If possible, these issues should
be clarified directly at the end of the workshop—in particular, if the company already
implements corresponding privacy controls. In our opinion, such a closure is beneficial
so that the employees to not leave the workshop worrying that their PII are insuffi-
ciently protected.
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3.3 Conduction

So far, we conducted two workshops: the first one took place with representatives from
four research institutes and one company, whereas the second one took place with
representatives from a single institute. The number of participants was eleven and nine,
respectively. The duration of the workshop was three to four hours. The workshop will
be repeated within other companies and research institutes in the near future to com-
plement our findings and evaluate our hypotheses. The data usage needs will also be
conducted in near future.

4 Elicitation Results

In the following, we present a summary of the workshop results. We present data
employees consider valuable, as well as their needs and requirements with respect to
the protection of these data.

4.1 Valuable Data from the Employees’ Point of View

A variety of examples were named during the workshops, which can be categorized as
follows:

• master data (e.g., personal contact data, bank account information)
• family-related information (e.g., marital status, children’s birth certificate)
• contract information and details (e.g., fixed-term vs. permanent contract, salary)
• official certifications/documents (e.g., driver license)
• health data (e.g., number of sick notes and similar statistics, biometrics)
• photos showing the employee (e.g., snapshots taken at events)
• logs (e.g., access logs, video surveillance, time tracking, browser history)
• data that gives insights into the employees’ attitudes and convictions (e.g., religion,

sexual orientation)
• communication data and meta-data
• all data that can be used for location tracking or performance monitoring
• private data (i.e., data that stem from private use of company devices).

4.2 Employees’ Needs and Requirements

During the workshops, participants expressed many needs and requirements. In this
section, needs and requirements regarding transparency, self-determination and
usability are summarized. We do not describe data usage needs, as explained in
Sect. 3.1.

Transparency. Participants want to have an overview of all their PII existing within
the company, including storage locations. They would like to see which person in their
company has which usage permission for which of their data and for which purpose. In
addition, they want to be actively informed when certain data are actually used (e.g.,
accessed, forwarded, deleted). In some situations, for example, when pictures depicting

434 S. Polst et al.



them are supposed to be uploaded to social media, employees even want to be informed
before the actual usage happens in order to have the chance to veto.

Participants request an overview and management capabilities for all privacy-
relevant information, including permissions, usages, (missing) consents and data
retention times. Appropriate search functions (e.g., reverse search by data) are also
demanded.

Self-determination. In general, participants expect their employers to handle their
data in a legally compliant and trustworthy manner. This includes secure defaults
(esp. regarding privacy) for all security measures. Besides, the most frequently
demanded requirement was the possibility to give explicit consent for certain usages.
This consent may be given for individual actions (e.g., uploading a particular photo to
social media) or bound to a specific purpose (e.g., only for internal evaluations). The
consent may include different kinds of usage constraints (e.g., anonymization, limited
data retention). Furthermore, participants want to have the option to delete or correct
their data.

Usability. Participants want to have a centralized tool with a GUI to manage all of
their privacy settings and information and to directly access their PII. However, some
of them also want privacy-relevant information to be shown outside the dashboard,
directly integrated into their work processes. Critical information should always be
explicitly highlighted in the dashboard. Data export functionality and barrier-free
accessibility to the dashboard was also demanded by some participants.

Participants want their data to be protected. However, they themselves do not want
to spend much time and effort on protecting their data. Thus, they want to be informed
actively by configurable notifications. They also mentioned, though, that they do not
want to get irritated by overly frequent notifications and that their work should not be
disturbed by the privacy dashboard. Thus, the number of notifications needs to be
limited. Alternatively, notifications could be provided on demand. Participants require
default settings to be in the interest of the employee and not the employer. Changes to
these settings should be possible for individual data items, as well as simultaneously for
numerous data sets (batch processing). Individual settings can become very fine-
grained.

Participants also want to be able to decide about the use of their PII, even if they are
on a business trip. Therefore, they ask for a mobile application and offline capabilities.
Moreover, they want to access the system easily. For this purpose, they are asking for
single sign on, and no extra device should be required.

Our findings reflect the current state of our project. The needs and requirements
were elicited mainly from employees working for research institutes. Employees in
industrial and commercial enterprises might have other needs and requirements
regarding a company privacy dashboard. For the elicitation of their needs and
requirements, further workshops are necessary.
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5 Fulfillment of Needs and Requirements in Practice

In general, dashboards are used to present a global view of a system: overview of
clients, overview of applications and overview of activities (logs). These dashboards
usually contain graphical representations of these entities. Regarding data protection,
users are getting more and more used to set their privacy preferences on the web.
Dedicated privacy dashboards are becoming increasingly common, especially for large
providers such as Google, Microsoft, Instagram or Twitter. These dashboards are more
or less explicit, but typically integrated into the user’s profile management interface.
They allow users to protect their personal sphere in a more or less detailed way by
allowing or denying certain data usages by the service provider and third parties.

The requirements we obtained from the workshops revealed that employees want a
similar tool in the workplace in order to determine and understand what is happening
with their PII. Our preliminary results revealed that transparency is the most important
functionality that a dashboard for employees PII should fulfill. Unfortunately, we could
not find any reference to such privacy dashboards used within companies for
employees’ PII. Of course, this does not mean that employees’ privacy is currently
unprotected or unregulated. Thus, we compared the needs and requirements with other
measures used in practice that enable transparency or self-determination.

Indeed, most of the European medium and large-sized companies have worker
councils and define rules for protecting employees’ rights. Regulations, such as com-
pany agreements, internal rules and organizational instructions establish boundaries,
guidelines and best practices. They allow employees and employers to see where and
how PII is used and are thus a transparency measure. However, due to the number and
length of materials to go through, and also due to the legalese used in the regulations,
searching for the information is not an easy task. For an employee, the first difficulty
lies in finding the right document, then sometimes hundreds of pages have to be
skimmed through, which is very time consuming. The burden of this task is the first
major mismatch between the state of the practice and the requirements from the
workshop participants.

Options for self-determination are even rarer in practice. Our discussions revealed
that most of the time there is at best a verbal agreement, but no traceability and no fine-
grained access or usage permissions are available. Explicit agreement, for example via
forms, only occurs very rarely.

6 Company Privacy Dashboard Models

From our workshop results and derived requirements, we developed different models
that, in combination, consider all aspects described in the previous sections. They serve
as a baseline for information to be presented and measures to be controlled in the
privacy dashboard. The Data Usage Model reflects how data is or can be used. The
Document Model reflects where data are stored and categorized.

The Data Usage Model (cf. Fig. 3) describes how Data Consumers use Data, in
particular Personally Identifiable Information. Data consumers can be either Persons or
Systems. The Usage of Data is bound to a certain Purpose. Usages can be either the
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Collection, Storage, Processing, Sharing or Deletion of Data. If some data is owned by
a person (either because it is Personal Data or because certain processes or regulations
define the ownership), the usage requires an explicit Consent, which is technically
implemented by Permissions. For our dashboard, both usages and permissions are
important concepts. While permissions describe what a data consumer can potentially
do with the data, usage describes what a data consumer has actually done. In general,
usage is a special type of Action. At work, a lot of actions are executed (e.g., as part of
Processes or Projects) that do not include the technical usage of data, such face-to-face
communication. However, these actions can still be relevant from a privacy perspective.

Obviously, privacy always relates to individuals with certain Attitudes and Values.
Also, persons have Relationships to other persons, and they are both data consumer and
Data Owner, depending on the use case and the data. As we are focusing on company
privacy dashboards, the main Person of interest is the Employee. An Employee is in an
Employment Relationship with an Employer, which gives the legal justification for
many data usages. In particular, the Personnel Record contains a variety of documents
containing Personal Data.

Fig. 3. Data usage model
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Different Labels can be assigned to data. They characterize data in more details and
enable employees to define privacy rules based on these labels (e.g., inhibit access to
‘secret’ data). Examples for labels include the classification of data (e.g., whether data
are secret), the scope (i.e., whether it is personal or business data) and the category. For
example, the EU-GDPR defines ‘special categories of personal data, as “ethnic origin,
political opinions, religious or philosophical beliefs, or trade union membership, and
the processing of genetic data, biometric data for the purpose of uniquely identifying a
natural person, data concerning health or data concerning a natural person’s sex life or
sexual orientation” [1].

A Document Model (cf. Fig. 4), which describes where data are stored, comple-
ments the Data Usage Model.

The core element is a Document that contains Data Representations of Data,
stemming from a particular data source. The idea is that the same data can be contained
in different documents (i.e., copies or derivatives). Documents can contain or relate to
other documents and have a certain MIME type. They can be part of the Personnel
Record.

For our dashboard concept, we consider the following document types: Personal
Documents, Official Documents, Work Documents, Administrative Documents, Tech-
nical Documents and Logs. Personal Documents are documents that stem from per-
sonal use of the company’s infrastructure or systems (e.g., if business email is allowed
to be used for personal purposes). Official Documents are documents that stem from
public or similar authorities (e.g., driver’s license). Work Documents are documents an
employee produces during work (e.g., project results). Administrative Documents are
documents that the employer produces about an employee (e.g., payroll). Technical
Documents are documents that relate to IT systems (e.g., configurations). Finally, Logs
are special documents that contain data that protocolize certain activities.

Fig. 4. Document model
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7 Conclusion and Future Work

We elicited and presented data protection needs of employees and their privacy
requirements on their employers. Our research showed that, especially in larger com-
panies, the enforcement of privacy protection is rather mature. Measures are regulated in
company agreements, instructions, and security concepts, and they have to be aligned
with the local workers councils. However, when comparing the state of the practice with
the needs and requirements we elicited, there are still major discrepancies with respect to
transparency and self-determination. Even though the above-mentioned agreements and
regulation exist, they are oftentimes hard to find, to follow and to understand for the
average employee. Of course, this leads to some kind of lose-lose situation. While
companies spend a lot of time on effective data protection, they fall short in communi-
cating these efforts to their employees. Also, static documents cannot implement one of
the most urgent needs employees reported during our elicitation—namely, there desire to
be informed about certain events (such as data sharing) and to have a veto option. In
summary, our main conclusion is that a central technical system for the management of
privacy (i.e., a privacy dashboard) would be a major advantage for employees and
employers alike, as it would strengthen both transparency and self-determination.

We presented two models that are meant to serve as a baseline for the imple-
mentation of such dashboards. However, many aspects are still open and need to be
further explored. These open issues include a detailed user interface and interaction
concept, leading to high levels of usability and user experience. Also, the technical
integration into current company infrastructure is a challenging open issue. While this
integration might be rather straightforward for transparency, enforcement of privacy
settings (i.e., self-determination) presumably requires major changes in the current IT
systems. Finally, another interesting issue is whether the introduction of a central
privacy management tool also entails new risks, especially regarding privacy. All of
these questions need to be resolved for a comprehensive privacy dashboard concept
and are thus part of our future work.
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Abstract. Knowledge of personal data enjoys a long history of use in
authentication. Given expanding personal data availability, authentication sys-
tems are at risk from sharing data online. This study explores the discoverability
of the data – specifically, whether individuals tasked with finding the data were
able to accurately identify it using public online sources. The location of suc-
cessfully located data reveals patterns of data availability and demonstrates
vulnerabilities of personal data, which inform current and future models of
authentication from a human computer interaction (HCI) perspective. Data
location suggests the control users exert of their personal data availability in the
United States. The impact of personal control is vital to understanding privacy
behaviors, human computer interaction around privacy and authentication,
building usable authenticators, and providing meaningful advances in security
and privacy.
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1 Introduction

HCI around personal data significantly influence privacy and security. User behavior
has long flummoxed studies in this area leading to the well-known “weakest link” and
“privacy paradox” problems (cite). Meanwhile, privacy perspectives have widely
shifted from a “right to be left alone”, to “control” to “obscurity” (cite), highlighting the
lack of personal self-determination in online data privacy.

The exploration of online personal data highlights the problems of data availability
that compromises the integrity of authentication systems and personal efficacy in data
protection as revealed by the location of personal data. The data selected for the study
focused on personal data used in authentication as a subset of more general data to
improve understanding of personal influence on data that is generally significant to
human computer interactions (HCI) and speaks to broader privacy interests.
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2 Background

Key to understanding the current issues around privacy, power and authentication is the
coalescence big data, personal data, data control and personal data use in authentication.

2.1 Personal Data Availability

The web and evolution of big data revolutionized personal data availability. As
companies and governments use, and make data available, they contribute to personal
data availability. Individuals also have unprecedented abilities to self-propagate per-
sonal data [1]. “Neither criminal skill, nor advanced technical knowledge, nor even
rudimentary understanding of password cracking tools, is required to access this per-
sonal information which is believed to be attainable readily” [2].

Personal data is exposed on online social media, where seemingly insignificant data
could compromise security [3]. Previous studies have indicated that personal data
exposure may vary widely and while many studies have explored privacy attitudes and
sharing behavior [4, 5].

A movement towards real identities online requirement altered the nature of online
identity and made individuals identifiable by name across platforms [6, 7]. One study
demonstrated links in social networks reveal private information that users do not wish
to reveal, such as political affiliation [8]. Although users may take steps to obscure
specific data, such as the names of children, this information may also be revealed
secondarily, for example, by other members of the social network [6]. While some
research looks at personal data sharing, less attention has been dedicated to empirically
understanding what data is available and where it is located and who controls it,
particularly with a direct link to security considerations.

It is known that specific information of interest to authentication protocols is
available online. Data used in authentication and security protocols, such as a mother’s
maiden name, can be retrieved from public records [9]. Pet’s names were slightly harder
to guess than human names, but are also vulnerable to statistical analysis. [10, 11]. In
summary, we know that a vast amount of personal data is publicly available online and
that the user does not always directly control this data.

2.2 Personal Data Use in Authentication

The contribution of personal data to account compromise are recognized and well
addressed in the literature [1, 12–14]. However, personal data continues in use for
authentication because of user behavior and by design.

There is a fundamental gap between “good” passwords and human cognition
[15–18]. The design of a “good” password is a superb example of failure to attend to the
“human” aspect of HCI. Changing how humans interact with passwords is an unlikely
solution with users most often compensating by the use of personal data [16]. According
to Richards, 2017, the problem of personal data use in authentication is not limited to
password authenticators, “some points of personal data connected to other various
authentication schemes” [2]. For example, knowledge of social relationships is dis-
coverable online and useful in determining social information used in some types of 5th

factor authentication [19].
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2.3 Personal Data Control

Control of personal data is clearly an important factor influencing data availability.
Individually certainly, and often copiously share their personal data online. Com-
pounding the security problem presented by wide spread personal data sharing through
online venues, is the failure of privacy controls on popular Social Networking Sites
(SNS) to accurately reflect user intentions [20]. Limits to privacy control render some
aspects of availability, and by extension, security, meaningless on an individual user
level.

On a broader social level, control over data is also evident in secondary parties,
such as government and corporations. Personal information is increasingly collected in
a wide variety of circumstances [21]. At times, this data has been reverse engineered to
reveal personal information [22, 23], demonstrating the secondary nature of data
control. Many different entities may actually be responsible for personal data prolif-
eration on the web [24].

2.4 Background Summary

Lacking in research is a clear relationship between personal data stored online in a
variety of public or semi-public venues such as SNS and personal information used in
authentication protocols. Furthermore, the ease of discovering personal data by other
individuals and the Web locations posing the greatest practical threat are unknown.
Thus, while personal information online poses a credible threat to security accom-
plished through password protection and secondary authentication using personal data;
the empirical extent of the threat is unknown.

The study described seeks to clearly connect specific personal data to web locations
most likely to reveal accuracy. By establishing this connection, the power dynamic of
personal data becomes more readily recognizable.

3 Methods

The study was designed to reflect previous models based around acquaintances,
friends, or family members guessing personal data of other individuals [25]. Replacing
the acquaintances in the model, strangers to the participants volunteered to search
public, online spaces and make their best guess about the personal data.

3.1 Participants

Two different groups of participants were recruited to a multiphase study. One group
provided permission to search for their data and one group to look for the data online.
These two groups replace acquaintance pairs in previous study models.

Four source participants provided basic demographic data, photograph and verifi-
cation of data retrieved. Four source participants were recruited to represent a variety of
backgrounds, particularly with regard to age and gender. Two female and two male
recruits from a variety of age groupings are recruited, reflecting recruitment patterns in
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similar studies [25]. Pew’s research study groupings for studies of social media use
which include adults ages 18–29, 30–49, 50–64 and over 65 [26]. One adult was
recruited from each age group to represent a spectrum of online engagement and data
exposure across various generations. Participant DK is a 58-year-old female. OV is a
31-year-old male. GC is a 26-year-old female and KT is a 65 year old male.

Seeker participants, all unacquainted with the source participants, used free, online
resources to look for the particular personal data. They reported the personal data they
found – their best guess at the answer, along with a location, the time taken to find the
data and their perception of the difficulty of locating the data. Between 35 and 50
seeker participants were recruited for each source yielding up to 205 responses to each
data point.

3.2 Personal Data

The personal data points include commonly used questions for secondary authentica-
tion as well as the personal data most commonly used in passwords derived from
currently available literature on the topics of password creation and secondary
authentication. The participants attempted to locate the following data: mother’s
maiden name, middle name, mobile phone number, pet’s names, children’s names, and
nicknames. These data points were selected based on their significance in authentica-
tion protocols and previous studies of guessable authenticators. Seeker participants
used a survey to record the personal data found, location of data, the time searched, and
the seeker’s perception of the difficulty of discovery on a Likert scale.

3.3 Procedure

The seeker participants were first recruited and provided with the IRB approved
consent. After consent, they provided their name, city and state location and a pho-
tograph. Personal data was not collected at this time. This decision was made to protect
seeker participants. If personal data was not recovered from publicly available web
information, then that personal data would remain protected in the course of the study
and could not be compromised.

The seeker participant was provided with the name and city and state of the source
participants and asked to identify the source participant as a stranger, that is, someone
with which they have not previously communicated directly either in person or online.
The data provided the seeker participant included a photograph of the source partici-
pant, determined necessary in the pilot study. None of the biographical description
includes any part of the personal data sought. For each point of personal data, the
seeker participant provides the requested personal data and may supply multiple
guesses, if desired. This design is reflected in other studies as well [25]. Additionally,
the approximate time as reported by the seeker spent locating the data, the location of
the data, and the perceived difficulty of locating the data were obtained. The web based
survey allowed for timing the beginning and end of the web survey. Following seeker
participant data collection, the source participants verified the accuracy of collected
data.
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4 Analysis

Analysis of the data collected included an in-depth exploration of accuracy, time and
difficulty, the results of which can be found elsewhere [2]. To understand the data
control dynamics associated with data availability, the data location is highlighted here
with references to accuracy.

Location was evaluated post facto with analysis of similarities and differences
between source participants to providing insight into areas of vulnerability in personal
data on the web [27]. The data was then categorized by the researchers. A detailed
summary by each data point is discussed in the results. Due to space limitations, the
data set is not provided here. The detailed data is available elsewhere [2].

The methodology design allows for examinations of multiple aspects of HCI in
personal data. One of the most interesting was the exploring the sources of the personal
data online provided by a variety of actors such as the source participants themselves,
family and friends, government entities, businesses and employers.

5 Results

Every personal data point was discovered, although not for every source participant.
One of the more interesting discoveries was that several important personal data points
were not directly self-propagated by source participants, but instead were primarily
made available by government entities and commercial enterprises for several of the
data points. Official state record systems were utilized to provide accurate answers, as
were commercial enterprises such as Ancestory.com, online newspapers, and even
RateMyProfessor. Although social media, particularly Facebook, social media was the
most searched location, it was not a consistent source of accurate information for
several of the data points. Detailed results of location data are provided for each source
participant followed by a discussion of the significance with reference to each data
point. Data location is non-specific and anonymized to protect source participants.

Data locations were most frequently reported as direct Uniform Resource Locators
(URLs). For this reason, data locations were not published directly, as this would reveal
the identities of the participants. Rather, all the data locations were tabulated and
summarized. The locations are reported both as individual, unique entities, such as
“Facebook” or “Ancestery.com” and also as groupings for analysis. At times, partic-
ipants also reported non-specific locations, such as “checked everywhere” or “Google
search”. These types of identifies occurred most frequently when reporting failure to
find information – such as concluding that a participant did not have children or a pet.

5.1 Detailed Results by Source Participant

Each source participant’s location data are provided below and are organized by dat-
apoint. “Most searched” location refers to the most frequently reported source of data,
even when that data is most accurate. Accuracy is not the primary focus of this
particular analysis, but a brief discussion of accuracy designations are necessary to
understand the locations described.
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In analysis, it became impractical to categorize data as “correct” or “incorrect”, as
there were multiple instances of partially correct data, such as identifying two of three
children’s names correctly or in cases were multiple guesses were provided, some of
which were correct. To clearly report these types of cases, multiple categories were
developed. “Correct” referred to completely, complete data accurate data. No erroneous
guesses were made for “correct” data and no data was mission. For data designed as
“Correct/incomplete”, all the guesses provided were correct, but not all the data pos-
sible was identified. This category was particularly prevalent with Children’s Names
and Pets, when multiple correct guesses were necessary for a complete set of data.
“Partially correct” designates situations were both correct and incorrect data were
provided, for example, Children’s names were identified correctly, but additional
names were included that were not correct. Finally, “Incorrect” is differentiated from
“Not Found”. “Incorrect” data was reported as accurate by seeker participants while
“Not found” data were acknowledge by seeker participants as unidentified. A detailed
analysis of accuracy can be found elsewhere [27].

Mother’s Maiden Name. For mother’s maiden name, all correct data was located
only on government or commercial sources. In every case, Facebook was the most
popularly searched location, but in only one case did any social media lead to a correct
result. Official state record systems, commercial birth record systems and obituary
notices provided accurate answers in three of four cases. Facebook was the most
frequently searched location in all cases.

DK – No correct results were identified.
GC – The only correct result originated from a government source, the Minnesota

Official Marriage System.
KT – Correct results came exclusively from commercial sources including a

Newspaper Obituary and commercial genealogy source: familysearch.org.
OV – Mother’s Maiden Name was searched for and discovered in a variety of

locations. 31 total distinct locations were reported. When compared to accuracy, all the
correct answers, save one, were located using social media. The remaining correct
answer was located using commercial genealogy site Moose-Roots Birth Records.

Nickname. Facebook was the most popular search location and the most frequently
cited for correct answers, however, the rate of accuracy was lower than other search
locations. Many different sources provided correct results.

DK – Facebook the most popular search location and was correct in some
instances. Correct answers were also located using Google, Newspaper Obituary
Notices and Truthfinder.

GC – All correct answers were located on Facebook
KT – Correct answers were supplied from a variety of locations, including Face-

book, Rate my Professor, Google, and Truthfinder and an employer’s website. The rate
of accuracy was lower for Facebook with an accuracy of Interestingly, while Facebook
was the most searched, it did not provide the most consistent correct answers. 21.43%
of answers supplied from Facebook were correct compared to 75.00% correct guesses
from Rate My Professor.

OV – Correct answers were located via Facebook, Linkedin and Twitter. Finally,
unspecified “Birth Records” also provided accurate results.
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Child(ren’s) Name(s). The only correct answer containing accurately identified
children across all seeker participants for all source participants was located on intelius.
com and applied to KT. In the case of OV, “none” and synonyms or variants such as
“doesn’t have any” were coded by the researchers and considered correct answers. All
other answers ranged from partially correct to incorrect.

DK – The partially correct/incomplete and correct/incomplete answers were
derived exclusively from Facebook. No correct answers were discovered by searchers.

GC – The partially correct/incomplete and correct/incomplete answers were derived
exclusively from Facebook. No correct answers were discovered by searchers.

KT – The one accurate answer was provided from a commercial source intelius.com.
Partially correct/incomplete and correct/incomplete were located using Facebook. Some
non-specific data was also supplied, such as “Public Records”, “People search” and
“Image search” that yielded correct data. At some points, participants provided more
insight into the search process, “circular queries using bits of information mined by
google search links > [Newspaper website with obituary]” and, “her wife’s Facebook
page” [2].

OV – “None” was considered a correct answer for Children’s Name, rendering it a
particularly interesting search. Searchers support correct conclusions in a variety of
ways, including citing Facebook, White Pages, Twitter, Quanki, Spokeo and Google.
“Lack of evidence” and “Search on multiple sites”.

Pet’s Name. Facebook was the most frequent source for correct answers. It was also
the most cited as a source for lack of evidence leading to a “None” conclusion by
seeker participants. Some reported locations also gave insight into the search process
for a “None” conclusion - “lack of evidence on social media”. Accurate answers were
also obtained from blogs, Snap chat, Twitter, unspecified “social media”, Twitter, Bing,
Google, My Heritage, Pipl, Spokeo, Snapchat, Truthfinder and Yahoo also yielded
accurate results.

DK – Correct answers were obtained from a variety of sources including Google,
Yahoo, Pipl and Bing and My Heritage, unspecified, “Social Media”, and Facebook.

GC – Correct sources included Google, Truthfinder and Facebook.
KT – One successful search yielded a correct result from Facebook.
OV – Correct data was discovered in 8 total distinct locations were reported.

Facebook, Twitter, nonspecific, “His Blog”, LinkedIn. The commercial source Google
was also a frequently reported source. Two participants also added “no evidence on
multiple sites” in their responses. Uniquely for this point and participant, all given
answers were correct.

Middle Name. This data point was accurately reported from employers, government
records, social media and commercial enterprises. It was by far the most accurately
discovered data.

DK – White Pages is the most popular search location. Correct answers were
located using White Pages, 411 and an employer’s website.

GC – The Ohio Resident Database is the most popular search location, followed by
Nuwber. Been Verified, Google, White Pages, MyLife, Truthfinder, VoterRecords,
Peoplesmart, Whitepages, Quanki, and Instant Checkmate provided accurate answers
as well.

Privacy and Power Implications of Web Location 447

http://intelius.com
http://intelius.com
http://intelius.com


KT – Correct answers were located via Facebook, White Pages, Truthfinder,
Youtube, Public Records 360, Nuwber, Mylife, Spokeo, Been Verified, Google, White
Pages, and Yellow Pages. Facebook was the most frequently searched source.

OV – White Pages is the most popular search location. Two participants also
“guessed” after discovering an initial. One of these guesses was correct and one was
incorrect. Correct answers included White Pages, Been Verified, an employer’s web-
site, Academia.edu, and “Guess” provided accurate information.

Mobile Phone Number. Correct answers were located on social media venue You-
tube for KT. Commercial venues Been Verified, Facebook, Pipl, Spokeo, and White-
Pages each provided a correct answer for OV. Finally, a partially correct answer was
located using commercial venue Truthfinder.

DK – No correct answer was located.
GC – No completely correct answer was located. Facebook remained the most

popular search location, followed by WhitePages and Google, but the popular searches
did not yield correct answers. A Partially Correct/Incomplete answer was found via
commercial source, Truthfinder.

KT – Nuwber and Been Verified were the most popular search locations. Correct
answers were only successfully located on Youtube. The researchers viewed the video
using the link and discovered that it was a video introducing a course taught by the
source participant in the course of employment.

OV – Facebook remained the most popular search location, followed by White
Pages and Google. Correct answers were discovered using Facebook, Been Verified,
Pipl, Spokeo, and White Pages.

6 Discussion

Data availability and the location of data reveal key factors in privacy, particularly as
they relate to data used in authentication models. Facebook was the most frequently
cited source of personal data searching, it did not always lead to most accurate results
for some data points. This was particularly true of data points that were more difficult to
find, such as mother’s maiden name.

Some the effects of obscurity through data volume were observed in the data. Many
data points involved some amount of “too much” data to find actual accurate answers.
This was particularly true of the female search participants, where there were many
inaccurate guesses compared to mobile phone number, which most seekers realized
they did not find accurately. Obscurity seemed to be more effective in the social media
than in other sources.

With regard to data location, source participants had direct power or influence over
some of their data placement. Mother’s maiden name did not appear to be self-
propagated in most instances, with primary correct locations of discovery on govern-
ment and commercial sites. In contrast, Pet’s names, Nicknames, Children’s names and
Middle names were very discoverable via social media as well as from numerous other
venues as compared to Mother’s maiden name and Mobile phone number. Mobile
phone numbers were only discovered on one social media source (Youtube) and on
multiple commercial venues.
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One of the most interesting observations, therefore, is that highly available data is
highly availability from a wide variety of sources. However, less available data, which
would therefore be better candidates as potential authenticators, were not primarily self-
propagated. A key lesson therefore, is to design authentication systems around data that
is more difficult to locate and assure, as much as possible, that this data is not prop-
agated outside of the user’s control. Users may also be cautioned about self-
propagation of data that are used in authentication models.

Future research is needed to establish more clarity on other data used for authen-
tication. Data which is used for authentication should not be propagated on government
websites or by employers and that authentication models should be designed around
data which is empirically more obscure on the web. There may be some reason to
believe that there is a level of protection for individuals in the vast array of data in
online social media. More empirical research is needed to discover which data can
safely be used in authentication models and what data needs to be considered private,
and treated as private by all entities involved in online data publication, both individual
users and governments and corporations.

7 Limitations

Many limiting factors were present in this study. A desire to protect source participants –
therefore, the study avoided any deeply sensitive data and did not collect personal data
from source participants in advance of the search process. As a result, it was not feasible
to reward correct guesses, however, theoretically most people would have some moti-
vation for some kind of reward for searching for personal data.

All participants were volunteers, and so privacy attitudes of source participants and
the skills of seeker participants also influenced outcomes in unknown ways. Studies
that examine privacy attitudes and data availability are currently planned.

Personal data for search were selected on the basis of their significance to
authentication. Additional data points were ruled out because of privacy concerns.
Repeated experimentation with additional data points are recommended for under-
standing more about availability of personal data and its significance to authentication.

8 Future Work

Current work by the researchers is seeking to provide additional studies with
approximately 60 source participants to expand an understanding of the patterns
revealed in this study. More work is needed to establish more clearly which individuals
or organizations control data availability and how this data may be protected on the
context of authenticators.

As new authenticators are explored, it is recommended that serious consideration be
given to the availability of data and how the availability may change over time. It will
also be vital to attend to ownership of authenticating data and insure that the data is not
easily obtained and perpetuated.

Privacy and Power Implications of Web Location 449



In an era of big data, understanding how data relates to authentication and whom is
in control of authenticating data is vital to continued security. The development of new
models of authentication and the improvement of current models need to consider the
context of publicly available data and seek at a minimum to make the data required to
deceptively authenticate more difficult to obtain. Understanding privacy and security
related behaviors in the context of data sharing may help elucidate complex user
sharing behaviors.

Current studies are planned or underway that explore gender differences in data
availability, personality as related to data privacy, control and sharing behaviors, and
education and income as context for data availability and sharing behaviors.
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Abstract. Automation and autonomous systems are becoming increasingly
pervasive in society, as are the software systems that control them. There is a
need for safe and secure software systems. Automated code repair provides a
promising solution. The present research investigates programmers’ perceptions
of trustworthiness and trust in automated code repair, how those perceptions and
intentions differed from code ostensibly repaired by a human, and the effects of
repair transparency. The present research comprises two studies, each with a
unique sample. The first sample included inexperienced developers (N = 24),
and the second sample included experienced developers (N = 24). Participants
were presented with five different pieces of code before and after being repaired
by an automated code repair program, and were asked to rate the trustworthiness
of the repairs and whether they would endorse using the code. Each study was a
2 � 2 between-subjects design with repeated measures. The first factor
manipulated the purported source of the repairs (human vs automated code
repair program). The second factor manipulated the transparency of the repairs
(deleted vs commented out). Results suggest that inexperienced developers find
automated code repair more trustworthy than repairs made by a human. Both
experienced and inexperienced developers trusted the human repairer less after
reviewing the repairs, but did not significantly differ in their intentions to trust
the automated code repair program after reviewing the repairs.

Keywords: Computer code � Automated code repair � Cyber security � Trust �
Genetic algorithms

1 Introduction

Cyber security has become a topic of major concern since the rise of computing and the
internet. The loss of personally identifying information (e.g., [1]), accidents due to code
issues (e.g., [2]), and banking errors (e.g., [3]) have increased the demand for safe,
secure, and resilient systems. However, no system is completely secure if it operates on
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an outward facing network. Security vulnerabilities have led computer programmers to
work on minimizing threats in a timely manner, reducing the down time of systems and
reducing the amount of information an outsider threat can access. One response to
cyber-attacks is the use of automated code repair tools that can patch vulnerabilities,
such as Clear View [4], ARMOR [5], and GenProg [6]. Although these tools are still in
their infancy and not yet deployable to use at runtime, the design of such systems is
critically important for human operators. If operators do not trust the automated code
repair tool, they will not deploy the tool, leading to vulnerabilities not being patched in a
timely manner. Research on psychological principles that influence trust can help
software engineers understand what design aspects lead to proper trust calibration
(i.e., increasing user trust as a function of system effectiveness; see [7]), which can
improve automated code repair tool accessibility and usability. The current study seeks
to explore the factors that influence human trust in the GenProg [6] automated code
repair tool.

1.1 Automated Code Repair Tools

Software is now embedded in almost every aspect of modern life from industrial
control systems, banking software, “Internet of Things”, and wearable technology. This
ubiquity of software has led to a need for secure, efficient, and timely code repairs.
However, the number of defects in software often exceeds the number of assets
available to deal with them [8]. Technology exists for automatically detecting vul-
nerabilities in software such as through the use of static analysis [9, 10], intrusion
detection [11], and software diversity methods [12]. However, identifying the issue is
only half of the problem; the issue must still be fixed. Research in computer science has
started employing evolutionary computation [13] and genetic programming [6] to
repair code when predefined test cases fail. Genetic programming utilizes genetic
mutations to change and test repairs to software, reducing the time and money spent on
code repair [14]. Potential repairs are constructed offline and retested before being
placed into the code.

Advances have been made in the field of genetic programming over the course of
the past decade, with the GenProg program expanding from the C programming lan-
guage to include the Java language [15]. However, little research has explored genetic
programming from a human factors perspective. As the code repair software uses
genetic mutations to find adequate solutions for bugs, it remains to be seen how
programmers perceive such patches and repairs. As noted in the human factors liter-
ature, users must trust a system or the system will not be implemented [7].

1.2 Trust in Automation

Trust has been defined as the willingness to be vulnerable to another with the expec-
tation of a positive outcome [16]. Although this definition was originally adopted for
studying human-human trust, research has extended the definition of trust to human-
automation relationships. Trust is an important issue in automation design as trust can
facilitate reliance behaviors [7]. Sheridan [17] noted that the level of trust an operator
has in an automated system can significantly influence how the automated system is
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used. The use of automation and its reliability does not always follow a one-to-one
relationship. People may rely too little on capable automated systems (under trust) or
too much on systems that do not operate at their assumed level (over trust). Over-
trusting automation can lead to accidents, such as when drivers do not pay attention to
the autopilot functions of Tesla cars [18]. Conversely, under-trust can also lead to
accidents, such as not utilizing automation that helps alleviate driver fatigue when the
human operator is too tired to drive safely (e.g., driver lane assist). As such, proper trust
calibration is desired in contexts in which humans interact with automated aids.

1.3 Trust in Code

Recently, the findings from interpersonal and automation trust literatures have been
applied to research on computer programming. Research in the computer and psy-
chological sciences has explored how programmers perceive computer code [19].
However, until recently no research has explored how programmers perceive the
trustworthiness of computer code and the psychological processes behind these per-
ceptions. Alarcon et al. [20] performed a cognitive task analysis and found three factors
influence perceived trustworthiness and decisions to reuse code, namely reputation,
transparency, and performance. Research has been conducted on these three factors,
empirically demonstrating the factors are present in code and that researchers can
manipulate them [21, 22].

To understand the psychological processes occurring when programmers review
code, the heuristic-systematic processing model [23] was applied to perceptions of code
[19]. The model hypothesizes that two process occur when a decision is being made to
trust code: heuristic and systematic processing. Heuristic processing comprises the use
of rules or norms to form judgements and make decisions about a referent. In contrast,
systematic processing constitutes more effortful processing by performing critical
thinking about the referent to reach a decision. For example, Alarcon et al. [21] found
reducing the readability or credibility of computer code led to quicker decisions to
abandon code, indicating heuristic processing. In contrast, degrading the organization
of computer code led programmers to spend more time on the code, indicating sys-
tematic processing. Results indicated that programmers trusted code that was degraded
in organization because they spent more time evaluating the code and found it was
functional. Additionally, the authors replicated these effects in an additional sample in
the same paper.

A key tenet of the HSM is the sufficiency principle [23]. Perceivers are motivated to
perform efficient processing, not wanting to process more information than necessary.
This efficiency is coupled with confidence. The model posits that there is an actual
confidence level and a desired confidence level that humans possess. If the actual level
is at or above the desired level, processing stops. However, if actual confidence is
below the desired level then processing continues. In the HSM, perceivers are moti-
vated to exert the least amount of processing to determine a particular confidence level.
The balance between being efficient but attaining enough information to meet the
desired confidence level is called the sufficiency principle [23].
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1.4 Trust in Automated Code Generation

Research in the field of trust in automation has burgeoned in the last two decades. Hoff
and Bashir [24] conducted a comprehensive review of the trust in automation literature
and found three factors influence trust in automation: human factors, situational factors,
and learned trust factors. Biases in trust beliefs—such as perceived trustworthiness—
may influence both the human and learned trust factors. Human factors aspects, such as
certain personality and dispositional variables, may impact perceived trustworthiness
[25]. These trust perceptions are important, as they lead to reliance behavior [7, 26].

There is a great deal of literature covering aspects of the trust process in automa-
tion, such as in ground collision avoidance software [27], solider detection [28], and x-
ray screening tasks [29]. However, the authors are not aware of any research that has
explored these aspects in automated computer code. As mentioned above, research on
automated code is growing rapidly. It is important to determine the psychological
aspects of the human user that facilitate trust in the automated software code repair
tools so that when the system is ready to deploy, programmers will appropriately trust
in the system and use it when needed.

1.5 Deleting vs Commenting Out Changes

Humans are more sensitive to errors made by automation, with trust declining sharply
when automation commits errors compared to when a human commits errors [30]. In
initial interactions with automation, users typically monitor the automated system to
ensure the system is functioning properly. Transparency is a key aspect when deter-
mining whether to trust a system, as transparency conveys information to the user about
the decision/task the automation is performing [7]. Lyons et al. [31] found that trust in
the automatic ground collision avoidance system in fighter jets increased when infor-
mation about the system was added to their display, providing greater transparency.
Similarly, Alarcon et al. [21] found transparency was a key factor in assessing whether
programmers would reuse code, such that more transparent code was reused more often
by programmers. Research has consistently demonstrated that transparency is a key
factor in software contexts [22, 32]. As such, one of the code functions that may be
important for adaptive computer programs is whether they delete or comment out code.
Deleting the code can be problematic as the user will have to refer to older versions of
the architecture to retrieve the code that was deleted, reducing transparency of the
program. In contrast, when the program comments out pieces of the code, the modified
section remains in the architecture and can be easily reviewed, providing greater
transparency. A commented out section may be reintroduced if needed by removing the
comment characters.

1.6 Human vs Computer Repair Trustworthiness

Another important factor to consider when using the code is reputation. Reputation is
defined as “perceived code trustworthiness cues based on external information,” such
as, “the source of the code, information available in reviews, and the number of current
users of the software” [20, p. 112]. As such, trust in the code repair may depend on
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whether an automated aid or a human completed the repair. The complexity of truly
autonomous systems comes at a cost. Greater system complexity often means less
control and predictability of system behavior [33], all of which may challenge human
trust in that system. The ability to adapt, learn, and dynamically respond to environ-
mental stimuli are foundational attributes of a truly autonomous system, yet such
capabilities come with inherent expectations and a need for traceability regarding the
appropriateness of the system’s decision logic [34]. Automated systems capable of
learning and adapting may have the capability to perform tasks themselves, but the
operator must trust the system to perform the task with little oversight in order for a
“reliable” system to achieve maximum benefit. However, trust in automation may differ
from trust towards humans [7].

Programmers generally trust other programmers when they review and accept code
revisions from those other programmers [21]. Accepting a code revision may be based
on aspects such as experience of the programmer who receives the code, experience of
the programmer that made changes to the code, or the reputation of the repository from
which the code was retrieved. However, there may be differences in how programmers
trust a computer program that repairs software compared to a human that repairs
software. Lewandosky and colleagues [35] found that automation faults reduced a
user’s self-confidence in performing a task and reduced trust in their partner when
participants perceived they were being paired with an automated system. In contrast,
when the participant perceived they were paired with a human partner, self-confidence
was not affected, even though all participants were paired with an automated system.
These results demonstrate extreme polarization of trust and distrust in human-machine
teaming but not in human-human teaming, as performance faults influence trust more
in the former compared to the latter. These results are consistent with other research
that has found that people are less extreme in their assessments of human-human
distrust relative to human-human trust in word elicitation, questionnaires, and paired
comparison studies [36]. In contrast, assessments in human-machine trust are less
extreme, yet human-machine distrust is more extreme [36]. In other words, humans are
more extreme in their distrust of machines and more extreme in their trust of humans.

In the current study, we hypothesize that there are differences in how people trust
humans compared to automated systems and the changes made by each to software.
Specifically, we expect programmers to want more transparency from automation, such
that commented out changes to the code will lead to higher perceptions of trustwor-
thiness and higher use endorsement rates compared to deleted code. We also expect
programmers to trust human repairs more, compared to an automated repair program.

2 Study 1

2.1 Study 1 Method

Participants. A total of 24 student programmers from a Midwest university were
recruited to participate in the study in exchange for $50 (USD) in financial remuner-
ation. Participants were required to have a minimum of four years of experience with
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software development and a sufficient knowledge of the C programming language. The
sample was primarily male (70.1%) with a mean age of 24.38 (SD = 3.50) years, a
mean of 6.29 (SD = 3.37) years total programming experience, and 58% stated they
use C on a weekly basis.

Design. Participants were asked to review and assess repairs made to source code
written in C. The study utilized a 2 � 2 between-subject design, with 5 within-subject
trials. The between-subject factors consisted of the type of repair made (i.e. deleting
lines of code vs commenting out lines of code) and the reported source of the repairs
(i.e. human vs automation). The 5 within-subject trials consisted of 5 different pieces of
source code and their repairs. Participants were randomly assigned to one of the four
conditions and completed each of the five trials. A fully balanced design was achieved
with 6 participants in each condition and 5 trials for each participant.

2.2 Study 1 Measures

Trustworthiness. We used a single-item measure to asses overall perceived trust-
worthiness, consistent with previous studies on trust in code [21, 22]. Participants
indicated their perceptions of trustworthiness with the item “How trustworthy do you
find this repair?” on a scale ranging from 1 = Not at all Trustworthy to 7 = Very
Trustworthy. Research has indicated single item measures are appropriate when the
construct is well-defined and multiple items are likely to result in response fatigue [37].

Review Time. The time spent on the code was assessed with HTML timestamps from
each page. A timestamp was used to assess when a participant started reviewing the
code repairs and when the participant left the code repair to write their assessments.
Each page contained only one stimulus.

Trust Intentions. We adapted Mayer and Davis’ [38] trust intentions scale to assess
intentions to trust the referent (i.e., the software repairer). The scale consists of four
items. All items were rated on a 5-point Likert scale (1 = Strongly Disagree to
5 = Strong Agree). The first and third items were reverse coded. We adapted the scale
to reflect the referent being assessed. An example item is “I would be comfortable
giving [Bill, GenProg] a task or problem which was critical to me, even if I could not
monitor their actions. Participants rated their intentions to trust the referent once before
beginning the experiment and once after they had finished reviewing all code stimuli.
Additionally, participants were asked with a single item whether they would endorse
the code repair for use with “Use” or “Don’t Use” as response options. This provided a
single measure of reviewers’ intention to trust for each of the code repairs.

2.3 Study 1 Stimuli

An HTML testbed was created for participants to review the five pieces of code written
in C. The testbed presented the code by emulating a diff utility, which provides a side-
by-side comparison of two different files, typically source code, and highlights the
differences between the two (see Fig. 1). Shortcut buttons were provided at the top of
the test bed for participants to quickly navigate to the sections of the code where
changes were made.
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Before and after seeing each code repair, participants were shown a list of test cases
and whether they passed or failed (see Fig. 2). Stimuli consisted of 5 successful patches
that were produced by the GenProg program. The stimuli consisted of code samples
ranging from 7874 to 16779 lines of code with between 3 and 18 repaired lines across 1
to 5 locations within the code. The code artifacts were ordered such that the simplest
changes were shown first, with changes becoming progressively more complex (based
on the number of modified lines) as the participants moved through the study. Changes
included replacing lines of code with code found elsewhere in the sample, deleting
lines of code, and copying lines of code from elsewhere in the sample. Before and after
code comparisons (i.e., diffs) were presented in the color scheme used by Visual Studio
Code (a popular, free software development tool). All samples were shown in the

Fig. 1. Example of diff stimuli.

Fig. 2. Example of test cases stimuli.
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format provided by GenProg, which was modified from the original by expanding
multiple single-line commands into multi-line commands.

2.4 Study 1 Procedure

Participants completed demographic information and background surveys on a locally
hosted website. Participants were then informed of their task and were given a brief
description of the source of the code repairs (i.e., GenProg or a human programmer
named Bill). After being read the description of the source, participants completed an
initial trust intentions survey. Participants then conducted the task, reviewing 5 pieces
of repaired code. Unbeknownst to the participants, all repairs were produced by
GenProg and were the same across both referent conditions (i.e., Bill vs GenProg).
After reviewing each repair, participants rated their perceived trustworthiness of the
repair, indicated whether they would endorse the repair for use, and wrote any remarks
they had about the code repair in provided textboxes. After reviewing all 5 code
patches, participants completed the trust intentions questionnaire in regards to their
assigned referent for a second time.

2.5 Study 1 Results

Missing data was observed for one participant for their fifth and final trial when
providing responses for trustworthiness, use endorsement, and trust intentions. Values
were multiply-imputed with 20 datasets to replace the missing data via the bootstrapped
EM algorithm provided by the Amelia package [39] in R1. Reliabilities, means, stan-
dard deviations, and zero-order correlations for trust intentions and perceived code
trustworthiness in Study 1 are available from the first author.

Trustworthiness. A repeated-measures analysis of variance (RM ANOVA) was
conducted to analyze differences in perceived trustworthiness of the code repairs,
factored by the source, type of repair, trial, and their interaction. The design was
counter-balanced with six subjects in each condition and 5 observations per subject.
Mauchly’s test of sphericity was non-significant, v2(4) = 0.42, p = .069, indicating
equal variances across the repeated measurements. Type III sum of squares was used
for interpretation of the effects. Source of repair, F(1, 20) = 5.14, p = .035, g2

p = .20,
significantly predicted perceived trustworthiness. Estimated marginal means, presented
in Fig. 3, suggest that repairs made by GenProg (M = 4.87) were significantly higher in
perceived trustworthiness than repairs made by Bill (M = 3.44). Neither the type of
repair, F(1, 20) = 0.00, p = .993, nor the trial number, F(4, 80) = 1.13, p = .348,
provided significant explanation of the variance in perceived trustworthiness. Finally,
the two-way interactions between source of repair and type of repair, F(1, 20) = 0.00,
p = .993, source of repair and trial, F(4, 80) = 1.42, p = .235, type of repair and trial, F
(4, 80) = 1.37, p = .250, and the three-way interaction between source of repair, type
of repair, and trial, F(4, 80) = 0.02, p = .823, were all non-significant.

1 Details of the multiple imputation procedure are available from the first author.
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Review Time. Previous studies have analyzed time taken to review code to investigate
increased engagement with computer code [21, 22]. Thus, we conducted a second
RM ANOVA to analyze differences in review time, factored by source of repair, type of
repair, and trial. Mauchly’s test of sphericity, v2 (4) = .36, p = .025, indicated significant
differences in variances between the repeated measures. As such, a Greenhouse-Geisser
correction was applied to the degrees of freedom for interpreting the model effects.
Neither source of repair, F(1, 20) = 0.13, p = .719, nor type of repair, F(1, 20) = 0.01,

Fig. 3. Student programmers’ perceptions of trustworthiness marginal means and standard
errors.

Fig. 4. Student programmers’ time to review code marginal means and standard errors.
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p = .941, were significant. However, trial, F(2.80, 56.02) = 2.98, p = .042, g2
p = .13,

had a significant main effect on review time. A post-hoc analysis of estimated marginal
means revealed linear, b = −100.80, t(80) = −2.45, p = .017, and cubic, b = 91.37,
t(80) = 2.22, p = .029, trends in the average time taken to review code across the five
time points, averaging across levels of source of repair and type of repair. The linear trend
indicates participants took less time to review code with each successive piece of code, as
illustrated in Fig. 4. The cubic trend suggests an initial increase in review time followed
by a decrease.

Probability of Use and Trust Intentions. A generalized linear mixed effects
regression analysis was conducted to analyze the probability that participants would
endorse each code repair for use, factored by the source of repair and type of repair.
The main effects of source of repair, b = −1.09, SE = .62, z = −1.78, p = .076, type of
repair, b = −0.39, SE = .58, z = −0.67, p = .502, and the two-way interaction between
repair source and type of repair, b = 0.11, SE = .57, z = 0.19, p = .848, were all non-
significant. Next, we examined intentions to trust the referent with the trust intentions
scale using a RM ANOVA. The scale reliabilities were .48 and .72 for the first and
second assessments, respectively. The main effect of trial, F(1, 20) = 8.71, p = .008,
g2
p = 0.30, and interaction between trial and source of repair, F(1, 20) = 12.59,

p = .002, g2
p = 0.39, were both significant. Intentions to trust the referent declined

between the initial (M = 3.04) and final assessments (M = 2.49), illustrated in Fig. 5.
The decay in trust was moderated by the source of the repair, such that trust in Bill
significantly declined between the initial (M = 3.31) and final (M = 2.10) assessments,
t(20) = −4.60, p < .001, trust in GenProg did not significantly change between the
initial (M = 2.76) and final (M = 2.88) assessments, t(20) = 0.42, p = .997, and the
differences in change between Bill (M = −1.21) and GenProg (M = 0.11) across the
two time points was significantly different, t(20) = 2.95, p = .039. The main effect of
repair source, F(1, 20) = 0.32, p = .576, type of repair, F(1, 20) = 2.12, p = .161 and

Fig. 5. Student programmers’ intentions to trust estimated marginal means and standard errors.

Trust in Automated Software Repair 461



the interactions between repair source and type, F(1, 20) = 0.79, p = .385, repair type
and trial, F(1, 20) = 0.80, p = .381, and repair source, type, and trial, F(1, 20) = 0.80,
p = .381, were all non-significant.

2.6 Study 1 Discussion

In Study 1, student programmers perceived the code repairs as more trustworthy when
GenProg was the source of repair rather than the human programmer, Bill. This result
may have occurred because of how the code was repaired. All code stimuli were
originally repaired by GenProg, which often does so in a way that is not intuitive. This
method of repair often violates conventional approaches and may therefore inhibit
perceived trustworthiness. This effect may be diminished for participants in the Gen-
Prog condition because they do not have strong expectations for how automated repair
should be accomplished.

Over the sequential trials, the student sample spent less time reviewing each of the
code repairs. This finding contrasts with our a priori expectations. Although not a
specific hypothesis, one may expect programmers would have spent more time
reviewing the code repairs, as those repairs became more complicated over the course
of the experiment. The cubic trend that emerged indicates students spent more time
reviewing code in the beginning of the experiment, but eventually they decreased the
time they spent reviewing code over the course of the study. It may be that as the
repairs became more complex, students leveraged their previously established heuris-
tics for code review, leading to less time spent scrutinizing the code. However, this
supposition is merely speculation until more data can be gathered.

Intentions to trust the repairer, or referent, decayed between the initial and final
assessments. However, the source of the repair must be taken into consideration.
Intentions to trust Bill declined sharply while intentions to trust GenProg did not
change. Similar to perceptions of repair trustworthiness, trust in GenProg was less
affected by the unconventional repairs than trust in Bill. Participants may not hold
strong beliefs about how GenProg should have conducted the repairs.

3 Study 2

Alarcon et al. [21] CTA postulated that individual differences should play a role in the
perception of and decision to trust code. Indeed, research on dual process models in
psychology has focused on individual differences in information processing (e.g., [40])
and personality traits characterizing more or less enjoyment in thinking (e.g., need for
cognition; [41]). One important individual difference that has been studied in both the
psychology and computer science literatures is experience of the perceiver. A majority
of research in psychology, and to a degree computer science, has utilized university
students in their experiments. However, researchers have cautioned against using
students as they may not be representative of the target population [42]. Indeed,
research and theory has supported this idea.

Experts and novices perform different types of cognitive processing when
reviewing code, namely top-down and bottom-up [43]. Top-down processing is the
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development of pattern recognition through the use of contextual information [44]. The
contextual information helps in the perception of the referent as previous knowledge
helps to make predictions of current stimuli. In the context of programming, top-down
processing involves reconstructing information about the domain of the program and
mapping this knowledge to the referent code [45]. In contrast, bottom-up processing is
driven by data that is first perceived and then interpreted [46]. Bottom-up processing in
program comprehension theorizes programmers first read code snippets and then
cluster these snippets into higher level abstractions [47].

Research has demonstrated that experts more accurately recall code that is properly
structured compared to unstructured code [48, 49], indicating a top-down processing
approach as the structured code fits their schemas and thus is easily remembered.
Ichinco and Kelleher [50] found experienced programmers recalled larger percentages
of code snippets. Experienced programmers used schemas to chunk critical data, but
novices did not perform the same processes. Additionally, novices have more trouble
with static typing than more experienced programmers. In a study of lambda use in C++,
compared to novice programmers, experienced programmers completed projects more
rapidly accounting for 45.7% of the variance in completion time [51]. The authors
concluded that lambdas are harder to use in the first few years of working with C++, but
with experience, programmers begin to comprehend them.

As the first sample utilized students, we attempted to replicate the findings of Study
1 with professional programmers. As described above, more experienced programmers
should perform top-down processing and should be more experienced with reading
code. In addition, there has been a call in the social sciences, and all sciences to a
degree, to replicate findings to ensure results are not by chance. By using the same
stimuli in the same order, we were able to test the replicability of our findings, as
replication with code stimuli may depend on the actual code itself, not just the
experimental manipulations to the code [21, 22].

3.1 Study 2 Method

Participants. A total of 24 professional programmers, 2 active duty military personnel
and 22 contractors on Department of Defense contracts, were recruited to participate in
the study in exchange for $50 (USD) in financial remuneration. Participants were
required to have a minimum of four years of experience with software development and
know the C programming language. The sample was primarily male (83%) with a mean
age of 40.75 (SD = 11.20) years, a mean of 16.12 (SD = 10.02) years total program-
ming experience, and 50% stated they use C on a weekly basis. A set of t-tests
indicated that the professional sample was significantly older, t(27.45) = −6.72,
p < .001, and significantly more experienced, t(28.15) = −4.48, p < .001, than the
student sample. The study design was counter-balanced with 6 participants in each
condition.

3.2 Stimuli and Procedure

The same stimuli and procedure were used as in Study 1.
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3.3 Study 2 Results

No missing data was observed for Study 2. Means, standard deviations, and zero-order
correlations for perceived trustworthiness and review time in Study 2 are available from
the first author.

Trustworthiness. A RM ANOVA was conducted to analyze differences in perceived
trustworthiness between source of repair, type of repair, and trial. Mauchly’s test of
sphericity, v2 (9) = 15.71, p = .07, found no significant differences in variance
between trials. The main effects of source of repair, F(1, 20) = 1.23, p = .281, type of
repair, F(1, 20) = 1.70, p = .207, and trial, F(4, 80) = 1.44, p = .228, were all non-
significant. The two-way interactions between source of repair and type of repair,
F(1, 20) = 0.61, p = .443, source of repair and trial, F(4, 80) = 0.47, p = .757, type of
repair and trial, F(4, 80) = 1.33, p = .265, and the three-way interaction between
source of repair, type of repair, and order, F(4, 80) = 0.28, p = .893, were all non-
significant.

Time. Next, we conducted a repeated measures analysis of variance on review time,
factored by source of repair, type of repair, and trial. Mauchly’s test of sphericity,
v2 (9) = 44.31, p < .001, found significant differences in variability between trials.
A Greenhouse-Geisser correction was applied to the degrees of freedom for interpreting
the model effects. Neither source of repair, F(1, 20) = 0.23, p = .637, nor type of
repair, F(1, 20) = 0.41, p = .532, nor the interaction between the two, F(1, 20) = 0.21,
p = .649, were significant predictors of review time. The within-subject effects
revealed no significant effects for trial, F(2.06, 41.11) = 0.82, p = .449, trial and repair
source, F(2.06, 41.11) = 1.11, p = .339, trial and repair type, F(2.06, 41.11) = 1.07,
p = .356, or trial, repair source, and repair type, F(2.06, 41.11) = 0.32, p = .736.

Probability of Use and Trust Intentions. A generalized linear mixed effects model
was used to analyze participant endorsement of code for use, and the effects of repair
source and type. The main effects of both source of repair, b = 0.79, z = 1.17,
p = 0.243, and repair type, b = 0.34, z = 0.50, p = .617, were both non-significant.
The interaction between source of repair and type of repair, b = −1.94, z = −1.92,
p = .056, was also non-significant.

Next, we examined the trust intentions toward the referent. The scale reliabilities
for trust intentions for both time points one and two were .62 and .66, respectively. The
between-subject effects of source, F(1, 20) = 0.00, p = .954, type, F(1, 20) = 0.41,
p = .530, and their interaction, F(1, 20) = 3.24, p = .087, were all non-significant. The
within-subjects effects of trial, F(1, 20) = 29.92, p < .001, g2

p = 0.60, and trial x repair

source, F(1, 20) = 14.71, p = .001, g2
p = 0.42, were both significant. Results indicate

that overall trust intentions were higher at the initial assessment (M = 3.05) than the
final assessment (M = 2.15). This was moderated by repair source, such that trust in
Bill significantly decreased, t(20) = −6.58, p < .001, between the initial (M = 3.38)
and final assessments (M = 1.83), while trust in GenProg did not significantly differ,
t(20) = −1.16, p = .597, between the initial (M = 2.73) and final assessments
(M = 2.46), illustrated in Fig. 6. The difference in the change across time points
between Bill and GenProg was also significant, t(20) = −2.56, p = .043.
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3.4 Study 2 Discussion

In Study 2, we assessed whether the source and type of code repair influenced the trust
process in a sample of professional software developers. There were no significant
effects for perceived trustworthiness, amount of time spent on code review, or use
endorsement. With regard to trust intentions, participants trusted Bill less after
reviewing the code, while their intentions to trust GenProg did not change significantly.
This coincides with the findings on trust and trust intentions in study 1.

4 General Discussion

As society’s dependency on software increases, so too will the demand for functional
code that is both safe and reliable. Based on a dearth of manpower, software demands
will necessitate humans leveraging automated repair tools to help with vetting and
repairing software. The current paper investigated the biases programmers have
towards code that is repaired by either another human or an automated repair aid. All
participants received code that was repaired by GenProg, but half of the participants
were told that a human performed the repairs. By investigating these biases, the present
research aimed to decipher the difference in human trust towards human repairs versus
automated repair tools when the repairs vary in transparency.

In Study 1, student programmers perceived the repaired code as more trustworthy
when they believed the code was repaired by the automated repair software (GenProg)
compared to a human programmer (Bill). Participants also trusted Bill far less after
reviewing the code, while trust in GenProg was not significantly affected. Even though
the repairs were identical for both Bill and GenProg conditions, student software
developers may have different expectations for how humans versus automation should
function [30, 36], as GenProg does not repair code in a way that a human would repair
software [52].

Fig. 6. Experienced programmers’ intentions to trust.
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Another reason that students may have perceived GenProg as more trustworthy in
the student sample compared to the experienced programmer sample is because the
students were younger (mean age difference of approximately 16 years). Although we
did not measure propensity to trust in automation, previous researchers have found a
negative relationship between propensity to trust automation and age [25], such that as
age increases, propensity to trust automation decreases. The younger sample may have
had a higher propensity to trust automation and therefore would be more likely to trust
the changes GenProg made.

Similar to study 1, study 2 showed that intentions to trust Bill decreased, regardless
of the type of repair, as the experiment progressed. This was not the case for GenProg,
such that trust intentions remained stable across time points. Previous research has
shown that trust in automated agents is largely determined by the performance of the
automated system, while trust in humans incorporates other non-performance-based
factors such as perceptions of integrity and benevolence [16]. The information pre-
sented by the test cases and the code diff allowed the reviewers to verify that the
patches were effective. This verification of sufficient performance may be the pre-
dominant factor in trusting GenProg. Conversely, assessments of trust in a human
repairer would necessitate other information and greater scrutiny of non-performance
factors related to the patches, such as readability or maintainability of the patch. This
would explain why trust in Bill declined sharply while trust in GenProg did not change.

In contrast to our hypotheses, the student sample spent less time reviewing each of
the code repairs. As the repairs became more complex, students may have leveraged
their previously established heuristics for code review which require less time spent
scrutinizing code. When students were more familiar with the task over time, they spent
less time looking over how the changes were made, possibly utilizing select-out
heuristics more with each successive trial. On the contrary, no significant differences in
review time were observed for the professional sample. Experienced developers may be
more studious in understanding the code they are reviewing, opting for a more sys-
tematic approach to processing information about the stimuli, regardless of their
familiarity with the task or method of repair.

4.1 Limitations

Study 1 and study 2 were limited in a few ways. The effect sizes for the manipulated
factors were smaller than anticipated. This may, in part, be due to the novelty of the
stimuli. Because the patches produced by GenProg are often unintuitive and uncon-
ventional, trust in the patch itself would be less influenced by manipulations to the
source and type of repair. In the extreme case, participants examining changes made by
a human may not have believed that it was a human that made the changes, affecting
our results in adverse ways. Finally, the trust intentions scale displayed less than
adequate reliability. This may be because of the brevity of the scale, or the items may
require a more concrete context with which to assess the referent.
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4.2 Implications

The present research has implications for human/automation teaming, specific to
software development contexts. As shown in past research [30, 36], humans have
different expectancies for human versus automated partners (see also [7]). Though our
studies were underpowered, we have provided an impetus for future work to further
investigate human biases towards human/automation teammates in software develop-
ment contexts with larger sample sizes. The present work identified the biases that may
shape intentions to reuse software, regardless of the software content and performance
specifics. Identifying humans’ biases, which may fluctuate depending on supposed
source of repair, provides another useful variable that shapes human trust in software
development.

As more technology is introduced into our lives, our reliance on computer code will
need to increase. Computer programmers who do not trust computer code from others
or computer code that is computer-generated will either have to re-write the code from
scratch or spend several hours on the code reading it line by line to ensure there are no
issues. Computer generated code offers an efficient solution to programmers without
sacrificing functionality. This study is, to the authors’ knowledge, the first study to
examine how transparency influences the way computer programmers perceive how
trustworthy code repair tools are when manipulating factors such as source and types of
repairs.

4.3 Conclusion

In conclusion, novice programmers are more accepting of unconventional software
patches when they believe the patches were generated by an automated tool rather than
a human. The time that novice computer programmers spent reviewing code pieces
decreased over time, regardless of condition, indicating they may have had greater
reliance on heuristics in contrast to the more experienced programmers. Finally, the
present study provides evidence that trust in an automated repair tool may be pre-
dominantly influenced by its performance, while trust in a human that makes similar
repairs is influenced by other non-performance factors.

References

1. Fung, B.: 145 million social security numbers, 99 million addresses and more: every type of
personal data Equifax lost to hackers, by the numbers. The Washington Post (2018). https://
www.washingtonpost.com/news/the-switch/wp/2018/05/08/every-type-of-personal-data-
equifax-lost-to-hackers-by-the-numbers/?noredirect=on&utm_term=.aa92dfb95b08. Acces-
sed 20 Dec 2018

2. Reuters: Lion Air reviewing Boeing jet purchases after crash that killed 189: report. Business
Standard (2018). https://www.business-standard.com/article/international/lion-air-reviewing-
boeing-jet-purchases-after-crash-that-killed-189-report-118120301164_1.html. Accessed 20
Dec 2018

Trust in Automated Software Repair 467

https://www.washingtonpost.com/news/the-switch/wp/2018/05/08/every-type-of-personal-data-equifax-lost-to-hackers-by-the-numbers/%3fnoredirect%3don%26utm_term%3d.aa92dfb95b08
https://www.washingtonpost.com/news/the-switch/wp/2018/05/08/every-type-of-personal-data-equifax-lost-to-hackers-by-the-numbers/%3fnoredirect%3don%26utm_term%3d.aa92dfb95b08
https://www.washingtonpost.com/news/the-switch/wp/2018/05/08/every-type-of-personal-data-equifax-lost-to-hackers-by-the-numbers/%3fnoredirect%3don%26utm_term%3d.aa92dfb95b08
https://www.business-standard.com/article/international/lion-air-reviewing-boeing-jet-purchases-after-crash-that-killed-189-report-118120301164_1.html
https://www.business-standard.com/article/international/lion-air-reviewing-boeing-jet-purchases-after-crash-that-killed-189-report-118120301164_1.html


3. CBS Interactive Inc.: Wells Fargo computer glitch blamed as hundreds lose their homes.
CBS News (2018). https://www.cbsnews.com/news/wells-fargo-loan-modification-error-
homeowners-who-went-into-foreclosure-seek-answers/. Accessed 20 Dec 2018

4. Perkins, J.H., et al.: Automatically patching errors in deployed software. In: 22nd
Symposium on Operating Systems Principles, SOSP, Big Sky, pp. 87–102 (2009). https://
doi.org/10.1145/1629575.1629585

5. Carzaniga, A., Gorla, A., Mattavelli, A., Perino, N., Pezzè, M.: Automatic recovery from
runtime failures. In: Proceedings of the 2013 International Conference on Software
Engineering, pp. 782–791. IEEE Press, Piscataway (2013)

6. Le Goues, C., Nguyen, T., Forrest, S., Weimer, W.: GenProg: a generic method for
automatic software repair. J. IEEE Trans. Soft. Eng. 38, 54–72 (2012). https://doi.org/10.
1109/TSE.2011.104

7. Lee, J.D., See, K.A.: Trust in automation: designing for appropriate reliance. Hum.
Factors J. Hum. Fac. Erg. Soc. 46, 50–80 (2004). https://doi.org/10.1518/hfes.46.1.50_
30392

8. Anvik, J., Hiew, L., Murphy, G.C.: Coping with an open bug repository. In: Proceedings of
the 2005 OOPSLA Workshop on Eclipse Technology Exchange, pp. 35–39. ACM, New
York (2005). https://doi.org/10.1145/1117696.1117704

9. Ball, T., Rajamani, S.K.: Automatically validating temporal safety properties of interfaces.
In: Dwyer, M. (ed.) SPIN 2001. LNCS, vol. 2057, pp. 102–122. Springer, Heidelberg
(2001). https://doi.org/10.1007/3-540-45139-0_7

10. Hovemeyer, D., Pugh, W.: Finding bugs is easy. ACM SIGPLAN Notices 39, 92–106
(2004). https://doi.org/10.1145/1052883.1052895

11. Denning, D.E.: An intrusion-detection model. J. IEEE Trans. Soft. Eng. SE-13, 222–232
(1987). https://doi.org/10.1109/tse.1987.232894

12. Cox, B., et al.: N-variant systems: a secretless framework for security through diversity. In:
Proceedings of the 15th Conference on USENIX Security Symposium, pp. 105–120.
USENIX Association, Berkeley (2006)

13. Arcuri, A.: Evolutionary repair of faulty software. J. App. Soft Comput. 11, 3494–3514
(2011). https://doi.org/10.1016/j.asoc.2011.01.023

14. Le Goues, C., Dewey-Vogt, M., Forrest, S., Weimer, W.: A systematic study of automated
program repair: fixing 55 out of 105 bugs. In: 34th International Conference on Software
Engineering, pp. 3–13. IEEE Press, Zurich (2012). https://doi.org/10.1109/icse.2012.
6227211

15. Yuan, Y., Banzhaf, W.: ARJA: automated repair of java programs via multi-objective
genetic programming. J. LaTex Class Files 14, 1–30 (2015). https://doi.org/10.1109/TSE.
2018.2874648

16. Mayer, R.C., Davis, H.C., Schoorman, F.D.: An integrative model of organizational trust.
J. Acad. Manag. Rev. 20, 709–734 (1995). https://doi.org/10.5465/amr.1995.9508080335

17. Sheridan, T.B.: Humans and Automation: System Design and Research Issues. Wiley, New
York (2002)

18. Lambert, F.: Tesla driver was pulled over by cops after allegedly sleeping drunk on autopilot
for 7 miles. Electrek (2018). https://electrek.co/2018/12/01/tesla-pulled-over-cops-sleeping-
drunk-autopilot/. Accessed 20 Dec 2018

19. Alarcon, G.M., Ryan, T.J.: Trustworthiness perceptions of computer code: a heuristic-
systematic processing model. In: Proceedings of the 51st Hawaii International Conference on
System Sciences, pp. 5384–5393 (2018). https://doi.org/10.24251/hicss.2018.671

20. Alarcon, G.M., Militello, L.G., Ryan, P., Jessup, S.A., Calhoun, C.S., Lyons, J.B.: A
descriptive model of computer code trustworthiness. J. Cog. Eng. Dec. Making 11, 107–121
(2016). https://doi.org/10.1177/1555343416657236

468 T. J. Ryan et al.

https://www.cbsnews.com/news/wells-fargo-loan-modification-error-homeowners-who-went-into-foreclosure-seek-answers/
https://www.cbsnews.com/news/wells-fargo-loan-modification-error-homeowners-who-went-into-foreclosure-seek-answers/
http://dx.doi.org/10.1145/1629575.1629585
http://dx.doi.org/10.1145/1629575.1629585
http://dx.doi.org/10.1109/TSE.2011.104
http://dx.doi.org/10.1109/TSE.2011.104
http://dx.doi.org/10.1518/hfes.46.1.50_30392
http://dx.doi.org/10.1518/hfes.46.1.50_30392
http://dx.doi.org/10.1145/1117696.1117704
http://dx.doi.org/10.1007/3-540-45139-0_7
http://dx.doi.org/10.1145/1052883.1052895
http://dx.doi.org/10.1109/tse.1987.232894
http://dx.doi.org/10.1016/j.asoc.2011.01.023
http://dx.doi.org/10.1109/icse.2012.6227211
http://dx.doi.org/10.1109/icse.2012.6227211
http://dx.doi.org/10.1109/TSE.2018.2874648
http://dx.doi.org/10.1109/TSE.2018.2874648
http://dx.doi.org/10.5465/amr.1995.9508080335
https://electrek.co/2018/12/01/tesla-pulled-over-cops-sleeping-drunk-autopilot/
https://electrek.co/2018/12/01/tesla-pulled-over-cops-sleeping-drunk-autopilot/
http://dx.doi.org/10.24251/hicss.2018.671
http://dx.doi.org/10.1177/1555343416657236


21. Alarcon, G.M., et al.: Application of the heuristic-systematic model to computer code
trustworthiness: the influence of reputation and transparency. J. Cogent Psych. 4, 1–22
(2017). https://doi.org/10.1080/23311908.2017.1389640

22. Alarcon, G.M., et al.: The influence of commenting validity, placement, and style on
perceptions of computer code trustworthiness: a heuristic-systematic processing approach.
J. App. Erg. 70, 182–193 (2018). https://doi.org/10.1016/j.apergo.2018.02.027

23. Chaiken, S.: Heuristic versus systematic information processing and the use of source versus
message cues in persuasion. J. Pers. Soc. Psych. 39, 752–766 (1980). https://doi.org/10.
1037/0022-3514.39.5.752

24. Hoff, K.A., Bashir, M.: Trust in automation: integrating empirical evidence on factors that
influence trust. J. Hum. Fact. 57, 407–434 (2015). https://doi.org/10.1177/
0018720814547570

25. Merritt, S.M., Ilgen, D.R.: Not all trust is created equal: dispositional and history-based trust
in human-automation interactions. J. Hum. Fact. 50, 194–210 (2008). https://doi.org/10.
1518/001872008X288574

26. Ryan, T.J., Walter, C., Alarcon, G.M., Gamble, R.F., Jessup, S.A., Capiola, A.: The
influence of personality on code reuse. In: Proceedings of the 52nd Hawaii International
Conference on System Sciences, University of Hawaii, Manoa, 8–11 January 2019

27. Lyons, J.B., et al.: Trust-based analysis of an air force collision avoidance system. J. Erg.
Des. 24, 9–12 (2016). https://doi.org/10.1177/1064804615611274

28. Dzindoleta, M.T., Peterson, S.A., Pomranky, R.A., Pierce, L.G., Beck, H.P.: The role of trust
in automation reliance. J. Hum. Comput. Stud. 58, 697–718 (2003). https://doi.org/10.1016/
S1071-5819(03)00038-7

29. Merritt, S.M., Heimbaugh, H., LaChapell, J., Lee, D.: I trust it, but I don’t know why: effects
of implicit attitudes toward automation on trust in an automated system. J. Hum. Fact. 55,
520–534 (2013). https://doi.org/10.1177/0018720812465081

30. Dzindoler, M.T., Beck, H.P., Pierce, L.G., Dawe, L.A.: A framework of automation use.
Technical report, Army Research Laboratory (2001)

31. Lyons, J.B., et al.: Trust of an automatic ground collision avoidance technology: a fighter
pilot perspective. J. Mil. Psych. 28, 271–277 (2016). https://doi.org/10.1037/mil0000124

32. Ryan, T.J., Walter, C., Alarcon, G.M., Gamble, R.F., Jessup, S.A., Capiola, A.A.: Individual
differences in trust in code: the moderating effects of personality on the trustworthiness-trust
relationship. In: Stephanidis, C. (ed.) HCI 2018. CCIS, vol. 850, pp. 370–376. Springer,
Cham (2018). https://doi.org/10.1007/978-3-319-92270-6_53

33. Chen, J.Y.C., Barnes, M.J.: Human-agent teaming for multirobot control: a review of human
factors issues. IEEE Trans. Hum. Mach. Syst. 44, 13–29 (2014). https://doi.org/10.1109/
THMS.2013.2293535

34. Arkin, R.C., Ulam, P., Wagner, A.R.: Moral decision making in autonomous systems:
enforcement, moral emotions, dignity, trust, and deception. In: Proceedings of IEEE,
pp. 571–589. IEEE Press, New York (2012). https://doi.org/10.1109/jproc.2011.2173265

35. Lewandowsky, S., Mundy, M., Tan, G.P.A.: The dynamic of trust: comparing humans to
automation. J. Exp. Psych. 6, 104–123 (2000). https://doi.org/10.1037//1076-898X.6.2.104

36. Jian, J., Bisantz, A.M., Drury, C.G.: Foundations for an empirically determined scale of trust
in automated systems. Int. J. Cog. Erg. 4, 53–71 (2000). https://doi.org/10.1207/
S15327566IJCE0401_04

37. Wanous, J.P., Reichers, A.E., Hudy, M.J.: Overall job satisfaction: how good are single-item
measures? J. App. Psych. 82, 247–252 (1997). https://doi.org/10.1037/0021-9010.82.2.247

38. Mayer, R.C., Davis, J.H.: The effect of the performance appraisal system on trust for
management: a field quasi-experiment. J. App. Psych. 84, 123–136 (1999). https://doi.org/
10.1037/0021-9010.84.1.123

Trust in Automated Software Repair 469

http://dx.doi.org/10.1080/23311908.2017.1389640
http://dx.doi.org/10.1016/j.apergo.2018.02.027
http://dx.doi.org/10.1037/0022-3514.39.5.752
http://dx.doi.org/10.1037/0022-3514.39.5.752
http://dx.doi.org/10.1177/0018720814547570
http://dx.doi.org/10.1177/0018720814547570
http://dx.doi.org/10.1518/001872008X288574
http://dx.doi.org/10.1518/001872008X288574
http://dx.doi.org/10.1177/1064804615611274
http://dx.doi.org/10.1016/S1071-5819(03)00038-7
http://dx.doi.org/10.1016/S1071-5819(03)00038-7
http://dx.doi.org/10.1177/0018720812465081
http://dx.doi.org/10.1037/mil0000124
http://dx.doi.org/10.1007/978-3-319-92270-6_53
http://dx.doi.org/10.1109/THMS.2013.2293535
http://dx.doi.org/10.1109/THMS.2013.2293535
http://dx.doi.org/10.1109/jproc.2011.2173265
http://dx.doi.org/10.1037//1076-898X.6.2.104
http://dx.doi.org/10.1207/S15327566IJCE0401_04
http://dx.doi.org/10.1207/S15327566IJCE0401_04
http://dx.doi.org/10.1037/0021-9010.82.2.247
http://dx.doi.org/10.1037/0021-9010.84.1.123
http://dx.doi.org/10.1037/0021-9010.84.1.123


39. Honaker, J., King, G., Blackwell, M.: Amelia II: a program for missing data. J. Stat. Soft. 45,
1–47 (2011). https://doi.org/10.18637/jss.v045.i07

40. Epstein, S., Pacini, R., Denes-Raj, V., Heier, H.: Individual differences in intuitive-
experiential and analytical-rational thinking styles. J. Pers. Soc. Psych. 71, 390–405 (1996).
https://doi.org/10.1037/0022-3514.71.2.390

41. Cacioppo, J.T., Petty, R.E.: The need for cognition. J. Pers. Soc. Psych. 42, 116–131 (1982).
https://doi.org/10.1037/0022-3514.42.1.116

42. Henrich, J., Heine, S.J., Norenzayan, A.: The weirdest people in the world. J. Behav. Brain
Sci. 33, 61–83 (2010). https://doi.org/10.1017/S0140525X0999152X

43. Adelson, B.: When novices surpass experts: the difficulty of a task may increase with
expertise. J. Exp. Psych: Learn. Mem. Cogn. 10, 483–495 (1984). https://doi.org/10.1037/
0278-7393.10.3.483

44. Dror, I.E., Basola, B., Busemeyer, J.R.: Decision making under time pressure: an
independent test of sequential sampling models. J. Mem. Cog. 27, 713–725 (1999).
https://doi.org/10.3758/BF03211564

45. Brooks, P.B.: No Silver Bullet. Elsevier Science Publishers B.V, North-Holland (1986)
46. Gibson, J.J.: The Senses Considered as Perceptual Systems. Houghton Mifflin, Oxford

(1966)
47. Storey, M.: Theories, methods and tools in program comprehension: past, present and future.

In: 13th International Workshop on Program Comprehension, pp. 181–191. IEEE Press,
New York (2005). https://doi.org/10.1109/wpc.2005.38

48. Shneiderman, B.: Exploratory experiments in programmer behavior. J. Comp. Info. Sci. 5,
123–143 (1976). https://doi.org/10.1007/BF00975629

49. Tait, P., Vessey, I.: The effect of user involvement on system success: a contingency
approach. MIS Q. 12, 91–108 (1988). https://doi.org/10.2307/248809

50. Ichino, M., Kelleher, C.: The need for improved support for interacting with block examples.
In: IEEE Blocks and Beyond Workshop, pp. 69–70. IEEE Press, Raleigh (2017). https://doi.
org/10.1109/blocks.2017.8120415

51. Altadmri, A., Brown, N.C.C.: 37 million compilations: investigating novice programming
mistakes in large-scale student data. In: 46th ACM Technical Symposium on Computer
Science Education, pp. 522–527. ACM, New York (2015). https://doi.org/10.1145/2676723.
2677258

52. Nakajima, H., Higo, Y., Yokoyama, H., Kusumoto, S.: Toward developer-like automated
program repair – modification comparisons between GenProg and developers. In: 23rd Asia-
Pacific Software Engineering Conference, pp. 241–248, IEEE Press, Hamilton (2016).
https://doi.org/10.1109/apsec.2016.042

470 T. J. Ryan et al.

http://dx.doi.org/10.18637/jss.v045.i07
http://dx.doi.org/10.1037/0022-3514.71.2.390
http://dx.doi.org/10.1037/0022-3514.42.1.116
http://dx.doi.org/10.1017/S0140525X0999152X
http://dx.doi.org/10.1037/0278-7393.10.3.483
http://dx.doi.org/10.1037/0278-7393.10.3.483
http://dx.doi.org/10.3758/BF03211564
http://dx.doi.org/10.1109/wpc.2005.38
http://dx.doi.org/10.1007/BF00975629
http://dx.doi.org/10.2307/248809
http://dx.doi.org/10.1109/blocks.2017.8120415
http://dx.doi.org/10.1109/blocks.2017.8120415
http://dx.doi.org/10.1145/2676723.2677258
http://dx.doi.org/10.1145/2676723.2677258
http://dx.doi.org/10.1109/apsec.2016.042


Measuring Network User Trust via Mouse
Behavior Characteristics Under Different

Emotions

Biao Wang1, Shiquan Xiong1(&), Shuping Yi1, Qian Yi2,
and Fangfei Yan1

1 Department of Industrial Engineering, Chongqing University,
Chongqing 400044, China

{wangbiao,ysp,201707131206}@cqu.edu.cn,

xiongshquan@163.com
2 Department of Mechanical Design and Manufacturing, Chongqing University,

Chongqing 400044, China
yiqian@cqu.edu.cn

Abstract. Authentication based on mouse behavior is a guarantee for network
information security. But the mouse behavior is affected by the user’s emotions.
Therefore, this study aims to analyze the user’s mouse behavior characteristics
to measure the identity trust of users under different emotions, and to verify
whether there is a significant difference. To achieve this goal, an experiment was
conducted. A total of 18 college students participated in this study. The results
show that there are differences in the accuracy of authentication based on the
user’s mouse sliding behavior in three different emotional states, but the dif-
ference is not significant. The average accuracy of authentication under neutral,
positive and negative emotions were 83.6%, 80.3% and 81.9%, respectively.
The results also show that although the user performs human-computer inter-
action under different emotions, it will not essentially affect user authentication.
Therefore, it can conclude that measuring network user trust via mouse behavior
characteristics under different emotions is credible.

Keywords: Mouse behavior characteristics � Emotion �
Accuracy of authentication � Network user

1 Introduction

With the rapid development of Internet technology and the implementation of “Internet
+” actions, a variety of web applications are widely used. However, there are also many
information security issues which cause huge economic losses. In recent years, identity
authentication based on user behavior has become a hot topic in the field of network
user authentication research. The approach only needs to use the human-computer
interaction device to collect the data of the end user behavior, and then analyze the
network user behavior characteristics to perform the user identification.

Most researchers have analyzed user behavior from different perspectives for user
authentication [1, 2]. For example, researchers analyze the user’s mouse dynamics to
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achieve static or continuous authentication of user identities. Although the authenti-
cation based on user’s mouse behavior characteristics has a good accuracy rate, the
emotional state of the user’s human-computer interaction is not considered.

In many scenarios, users will perform human-computer interaction under different
emotions even for the same task [3, 4]. It becomes more difficult to authenticate the
network user by behavior data under different emotions, because it is not sure whether
the network user’ behavior pattern will be affected by emotions, and also the extent to
which different emotions change the network user’ behavior. Therefore, this study
analyzes the user’s mouse behavior characteristics to measure the identity trust of users
under different emotions, and to verify whether there is a significant difference.

2 Literature Review

Authentication based on user’s biological characteristics is another guarantee of net-
work information security. Researchers analyze the data of users’ mouse and keyboard
to build a biometric system [1, 5]. Therefore, most researchers require users to use the
mouse to complete a specified task, then extract velocity vector features and detect
mouse movements to identify the user [6, 7]. The results of the study show that
although the same task is completed, the mouse movements of different users are
different. Then, researchers extract more mouse behavior characteristics to build user
models. Mondal and Bours [8] extracts five characteristics (type of action, direction,
speed of the mouse action, reciprocal acceleration of the mouse action, traveled dis-
tance in bins) of mouse behavior, and uses algorithms to establish different levels of
trust models to achieve continuous identity authentication. Feher [9] divides the mouse
operation into three levels, extracts features according to motion state and mouse
function, and then constructs a classifier for each action type to construct a multi-level
model for continuous authentication. In the experimental control environment, static
authentication can be performed based on mouse behavior characteristics. However,
Jorgensen and Yu [10] believed that the mouse operating environment should not be
controlled, and the user’s natural behavior should be collected for continuous
authentication. Whether or not in the experimental control environment, authentication
based on mouse behavior is to analyze whether the deviation of mouse behavior is
within the normal range. Although the authentication based on user’s mouse behavior
characteristics has a good accuracy rate, the emotional state of the user’s human-
computer interaction is not considered.

In addition, users have different emotions, which is very important in the process of
human-computer interaction. Some researchers explore the changes of users’ emotions
to design human-machine interface for higher user experience and satisfaction [11].
And scholars have conducted research on emotion recognition in human-computer
interaction [12, 13]. However, at present, most of the research is to collect the digital
content (text, audio, pictures, etc.) of user interaction and establish an emotional
recognition model [14], so that emotional content can be divided into positive or
negative, or objective (neutral) [15]. Although most researchers agree that behavior in
human-computer interaction can distinguish the user’s emotions, it is difficult to ana-
lyze from mouse behavior. There are only a few studies based on mouse behavior to
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measure user emotions, and few mouse behavior features are selected in the exploration
[16]. In the current study, it is more to analyze the mouse behavior from the time
dimension to predict the change of emotion, instead of analyzing the motion charac-
teristics of mouse movement. However, simple dimensions make it difficult to get
accurate results in a complex website operating environment. To deal with this prob-
lem, considering the complex environment of using computers and selecting more
mouse behavior characteristics to build a model, the relationship between emotion and
mouse is more clearly reflected.

Therefore, this study considers the emotional changes in human-computer inter-
action, and explores the impact of different emotional states of users on the accuracy of
authentication based on mouse behavior.

3 Methodology

3.1 Independent and Dependent Variables

The independent variable was emotional state in the experiment, and was designed in
group. Emotion state had three levels: neutral emotion, positive emotion, negative
emotion. In the experiment, participants need to complete tasks after their emotions
were aroused, so the extend of emotional arousal was the focus of consideration.
Therefore, video was used to arouse user’s emotional changes, and Facereader was
used to detect participants’ emotional changes and duration. In order to achieve the
purpose of human-computer interaction after the participants’ emotions were aroused.

The dependent variable was the accuracy of authentication based on the charac-
teristics of the mouse sliding behavior. The accuracy of authentication was the result of
classifying the characteristics of mouse sliding by random forest classifier.

3.2 Participants

In the early stage of the study, ten postgraduates majoring in laboratory-related subjects
were invited to conduct multiple emotional tests and pre-experiments. Eighteen college
students (9 males and 9 females) form Chongqing University were recruited to be
participants during the formal experiment. Their average age was 22.67 (SD = 0.796).
They have the ability to operate computer skillfully, and the average year of experience
is 4.48 (SD = 1.167). Moreover, 90.47% of participants believed that video could
stimulate human emotions, and 9.53% of participants expressed uncertainty.

3.3 Equipment

Preliminary experiments and formal experiments were conducted in the human factors
engineering laboratory of Chongqing University. In the preliminary experiment, par-
ticipants’ emotions were detected by installing facereader software on a laptop (HP
ProBook 440 G4). Facereader is a software that automatically analyses facial expres-
sions (Neutral, Happy, Sad, Angry, Surprised, Scared, Disgusted). Facereader can get
the percentage value of the corresponding emotion based on the user’s facial
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expression. In order to create a real user operating environment (experimental envi-
ronment) without changing participants’ usual mouse operating habits, participants
used their own computers and mouse. Finally, interactive data were collected using
experimental equipment (HP ProBook 440 G4).

3.4 The Design of Emotional Arousal

In this experiment, three videos were selected to stimulate users’ neutral, positive and
negative emotions. Previously, 10 participants were invited to test and facereader was
used to detect the effect of video on emotional arousal and to verify the duration of
emotional arousal. Facereader analyzed participants’ facial expressions while watching
videos to get percentages of seven basic emotions (Neutral, Happy, Sad, Angry,
Surprised, Scare, Disgusted). Neutral was classified as neutral emotions, Happy and
Surprised as positive emotions, and the rest as negative emotions.

After repeated tests and adjustments, video 1, video 2 and video 3 were finally used
to stimulate users ‘neutral, positive and negative emotions. The effect of emotional
arousal was showed using percentage of Facereader tests (as shown in Fig. 1). For the
first 120S, the percentage of emotions was more than 50%, so the three videos were
considered to be successful in stimulating participants’ emotions. From 130S to 330S,
neutral emotions and negative emotions remained, while positive emotions showed a
downward trend in 290S. Therefore, the emotions stimulated by the video can last for
about 2.5 min. The mouse operation data in the 2.5 min was also collected in the
formal experiment.

3.5 Experimental Systems and Tasks

The experimental system was a self-built academic exchange website of the research
group (http://www.cquieaml.com/). The front-end web page (as shown in Fig. 2) was
developed using HTML and javescript and consists of seven parts (academic research,
scientific research results, corporate communication, forum interaction, research team,
resource sharing, management center). The structure of the website was well structured

Fig. 1. The percentage and duration of video-inspired emotions
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and the content of the website was rich. Users can browse papers, post or comment on
the website. Therefore, this experiment can create a real user operating environment
and get the most realistic user behavior data. Javascript codes recorded users mouse
data, like click and move, and then transformed the data into back-end sever and saved
them.

Each participant needs to complete two tasks in the event that one emotion was
activated, each task needs to be operated on the website using the mouse. For example,
browsing the post content and posting, this is a simple task. Participants open the
specified post, browse, and then copy a piece of text for evaluation and posting. The
more difficult task was to test the participants’ familiarity with the site. Participants
need to answer questions set in advance, and the answers to the questions require the
user to find them in the seven sections of the website. In order to avoid the learning
effect, the tasks in different emotions had the same form, but the content was different.

3.6 Procedures

The whole experiment process was as follows: First, the experimenter introduces the
purpose, content and precautions of the experiment to the participants. Second, par-
ticipants were required to fill out a basic information questionnaire, including basic
personal information (age, gender, etc.), computer mouse operation, and so on. The
experimenter introduced the experiment task to the participants and instructed the
participants to complete all the tutorial operations. Participants were required to per-
form continuous task operations immediately after watching the video, and there was
no mandatory sequence for completing two tasks.

Fig. 2. Interface of experimental system
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After completing the tutorial, enter the formal experiment, the experimental
sequence was as follows: It was conducted in four days (four times). On the first day,
the participants completed the tutorial independently, familiar with the task flow and
the structure of the website, and avoided the influence of the experiment on the mouse
operation due to unfamiliar experiments. Then, in three days, watching the video to
stimulate different emotions to complete the task to avoid the interference of the
subject’s fatigue or emotional changes. After the video 1 was watched the next day, the
task operation was performed. After video 2 was watched on the third day, the task
operation was performed, and after the video 3 was watched on the fourth day, the task
operation was performed. The whole experimental process creates a real user operating
environment (experimental environment), in order not to change the usual mouse
operation behavior habits of the test.

3.7 Data Processing

The original mouse data collected by participants interacting with the website includes
five values: the type of mouse event, the x-coordinates of mouse pointer, the y-
coordinates of mouse pointer (y), the time (t) of mouse event and user ID. Most
researchers believe that the basic events of mouse behavior were click and slide. This
paper focuses on move sequences to better illustrate user mouse behavior. Firstly, data
of mouse behavior were cleaned, classified, and featured through R programing, and
the mouse data with emotional tags (2.5 min) was sorted out. Then, according to the
mouse action, the move sequences characteristics (as shown in Table 1) were
calculated.

The participant’s move sequences characteristics values were calculated according
to the formula, and then the average of each of the above feature values was taken to
reflect the mouse behavior. The accuracy of authentication was based on the charac-
teristics of mouse movement to establish model calculation results. Several machine
learning methods were compared, and the random forest algorithm was chosen to build
the model because of the high precision. Firstly, the whole mouse sliding operation
characteristics value of eighteen participants on the first day was used as the training
set, and the random forest algorithm was used to establish the model. Then the mouse
sliding characteristics value (2.5 min) under different emotions was tested as the data of
the test set. The accuracy of authentication based on the characteristics of the mouse
sliding behavior under different emotions was obtained. Finally, the accuracy rate of
eighteen participants under different emotions was conducted using repeated ANOVA.
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4 Results and Discussion

4.1 Influence of Emotion on the Accuracy of Authentication

First, the confusion matrix of 18 participants in neutral emotions, positive emotions, and
negative emotions was obtained by random forest classifier (as shown in Figs. 3a–c).
The average accuracy of authentication under neutral, positive and negative emotions
were 83.6%, 80.3% and 81.9%, respectively. At the same time, the accuracy of
authentication based on mouse sliding behavior of 18 participants in three different
emotions was obtained (as shown in Table 2). Then, the accuracy of 18 participants’
authentication under three emotions was analyzed by variance analysis. The results
show that different emotional states of users have no significant impact on the accuracy

Table 1. Description of Mouse move sequences characteristics

Operation
category

Characteristics
name

Description Formal definition

Movement
sequence
(MS)

Duration of
movement

The sum of mouse
sliding time

tn

Traveled
distance

The sum of mouse
sliding paths

Sn; S1 ¼ 0

Horizontal
velocity

Mouse movement speed
on screen horizontal
axis

vx ¼ dx=dt

Vertical
velocity

Mouse movement speed
on screen longitudinal
axis

vy ¼ dy=dt

Velocity Tangential direction
speed of mouse
movement curve

v ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

v2x þ v2y
q

Acceleration The rate of change of
the tangential velocity
of mouse movement to
time

_v ¼ dv=dt

Angle of
movement

Path angle between
mouse movement and
screen horizontal axis

hi ¼ arctan dy1=dx1ð Þþ P

i

j¼1
dhj

Angular
velocity

Time variation rate of
angular displacement of
mouse movement

w ¼ dht=dt

Curvature Rotation rate of arc
length in tangential
direction of mouse
movement

c ¼ dh=ds

Jitter Ratio of slip
displacement to sliding
path distance

S ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðx1�xnÞ2 þðy1�ynÞ2
p

Sn
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of authentication. Then, the accuracy of authentication of the 18 participants in the three
emotions was analyzed by ANOVA. The results show that there was no significant
difference in the accuracy of user authentication under different emotional states
(F(2, 34) = 0.551, p = 0.582 > 0.05).

Fig. 3. (a) Confusion matrix under neutral emotion. (b) Confusion matrix under positive
emotion. (c) Confusion matrix under negative emotion.

Table 2. Accuracy of authentication of 18 participants in three emotions

Participant
number

Accuracy rate in
neutral emotions

Accuracy rate in
positive emotions

Accuracy rate in
negative emotions

1 0.719 0.806 1.000
2 0.793 0.714 0.654
3 0.923 0.769 0.769
4 0.926 0.769 0.808
5 0.903 0.560 0.852
6 0.719 0.704 0.714
7 0.767 0.731 0.923

(continued)
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4.2 Discussion

This study examined the use of the mouse in neutral, positive, and negative emotional
states. Then, the trust of the user authentication is measured based on the user’s mouse
sliding behavior under different emotional states.

It can be seen from Table 2 that the accuracy of user authentication based on the
mouse sliding characteristics under different emotions is different. Most participants
have a high accuracy of authentication, and only a few participants have low accuracy
of authentication under different emotional states. It can be seen from the results that
some participants have similar and higher accuracy of authentication in neutral and
positive emotions, while their accuracy in negative emotions is lower. For example,
participants 9 and 13. Participants No. 13 achieved 100% accuracy in authentication
under neutral and positive emotions. It may be because the mouse operations of these
participants are more affected by negative emotions. Some participants had a very high
accuracy of authentication in negative emotions, but very low in positive emotions. For
example, participants such as No. 1, No. 5 and No. 15 may be because their bodies are
relaxed at the same time when they have a positive emotional state, thus affecting the
mouse operation. Among them, the accuracy of authentication of participants 6 in the
three emotions is basically the same and low, around 0.71. It may be that emotional
changes have a greater impact on the mouse behavior of participant 6. As to the
accuracy of authentication, the average accuracy of 18 participants was 83.6% in
neutral emotional state, 80.3% in positive emotional state and 81.9% in negative
emotional state. The accuracy of authentication fluctuates slightly under different
emotions. Although the user’s authentication accuracy is different under different
emotions, the credibility of authentication based on mouse behavior is not affected.

In general, the user identification model based on the mouse movement feature
calculates that the accuracy of authentication is different under three different emotional
states. And this difference is the content of experimental research. However, the user’s

Table 2. (continued)

Participant
number

Accuracy rate in
neutral emotions

Accuracy rate in
positive emotions

Accuracy rate in
negative emotions

8 0.704 0.846 0.741
9 1.000 1.000 0.839
10 0.828 0.862 0.840
11 0.731 0.808 0.786
12 0.833 0.897 0.769
13 0.943 0.963 0.846
14 0.935 0.769 0.786
15 0.862 0.714 0.923
16 0.767 0.679 0.889
17 0.815 0.931 0.875
18 0.938 0.962 0.897
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mouse behavior data with different emotions for human-computer interaction has no
significant effect on the results of the identification research.

5 Limitations and Future Work

Three limitations of this study are noted. First, the study was to stimulate user emotions
through video, but different participants may be induced with different emotional
intensities, which may bias the results. Future studies may explore the effects of dif-
ferent intensity levels of different emotional states.

Second, this study recruited participants who were students from Chongqing
University, regardless of age or occupation. Future studies may extend this study to
other populations to check generalizability of findings from this study.

Third, this study only considers a few classification algorithms. Future studies
should try to use different classifiers and prediction methods to improve accuracy and
reliability.

6 Conclusions

Authentication based on mouse behavior is a guarantee for network information
security. But the mouse behavior is affected by the user’s emotions. Hence, this study
aims to explore the effect of user emotions on the accuracy of authentication based on
user mouse behavior. In order to achieve this goal, this study conducted an experiment
to explore the user’s mouse behavior under different emotions.

The experiment results show that there are differences in the accuracy of authen-
tication based on the user’s mouse sliding behavior in three different emotional states,
but the difference is not significant. Although the accuracy of the authentication of the
18 participants in neutral emotions, positive emotions, and negative emotions fluctu-
ated greatly, the average accuracy rates were 80%, 81%, and 84%, respectively. The
results also show that although the user performs human-computer interaction under
different emotions, it will not essentially affect user authentication. Therefore, it can
conclude that measuring network user trust via mouse behavior characteristics under
different emotions is credible.
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