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Preface

We are delighted to introduce the proceedings of the 2nd International Conference
on 5G for Ubiquitous Connectivity (5GU 2018). The aim of this conference is to
bring together researchers and developers as well as regulators and policy makers to
present their latest views on 5G: New networking, new wireless communications,
resource control and management, future access techniques, new emerging applica-
tions, and of course, latest findings in key research activities on 5G.

The technical program of 5GU 2018 consisted of 15 full papers at the main
conference tracks. The conference tracks were Track 1—New networking for
5G and beyond; Track 2—New wireless communications for 5G; Track 3—
Resource control and management for 5G; Track 4—Future access techniques,
and Track 5—New emerging applications. Aside from the high-quality technical
paper presentations, the technical program also featured two keynote speeches. The
two keynote speeches were by Dr. Ing. Thorsten Herfet from Saarland Informatics
Campus, Germany, and Dr. Shi Jin from Southeast University, China.

Coordination with the steering chair, Prof. Imrich Chlamtac, was essential for the
success of the conference. We sincerely appreciate the contribution of two general
chairs, Prof. Baoliu Ye and Prof. Weihua Zhuang. It was also a great pleasure to
work with such an excellent organizing committee team for their hard work in
organizing and supporting the conference. In particular, the Technical Program
Committee, led by our TPC Chair, Prof. Song Guo, who have completed the peer
review process of technical papers and made a high-quality technical program. We
are also grateful to all the authors who submitted their papers to the 5GU conference.

We strongly believe that 5GU 2018 conference provides a good forum for all
researcher, developers, and practitioners to discuss all science and technology aspects
that are relevant to 5G. We also expect that the future 5GU conference will be as suc-
cessful and stimulating as indicated by the contributions presented in this volume.

Nanjing, China Baoliu Ye
Waterloo, ON, Canada Weihua Zhuang
Hong Kong, Kowloon, Hong Kong Song Guo
Aizuwakamatsu, Japan Peng Li
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Collaborative Inference for Mobile Deep
Learning Applications

Qinglin Yang, Xiaofei Luo, Peng Li, and Toshiaki Miyazaki

1 Introduction

Algorithmic breakthroughs of deep learning in the past decades has attracted wide
interest of developing artificial intelligence (AI) empowered mobile applications,
such as Tencent QQ, Google Map, Apple Health, and Avast Mobile Security,
etc., to conduct language translation, object recognition, health monitoring, and
malware detection. The intelligent services provided by these mobile applications
generally enable people to enjoy a more convenient as well as smarter mobile
life. Although today’s mobile devices become much more powerful than ever
with greater computing capability and longer battery life, it might notice that
not every people is able to be equipped with the newest and most powerful
mobile devices. This indicates that significant heterogeneity (of available storage,
CPUs, and batteries) exist between peoples’ mobile devices. Furthermore, such
heterogeneity will also emerge due to the different preferences of how people to use
mobile devices, and sometimes leads related services to interrupt. It is an interesting
yet much challenging topic to keep the accessibility of mobile services.

A nature way to tackle this challenge is to employ cloud computing by offloading
the computation tasks to remote servers (aka on the cloud). For example, when
the local mobile device needs to recognize the man in a picture, it only needs
to upload this picture to the cloud and waits for a remote response of the final
recognition result. However, there are two major concerns about this kind of could-
computing based method: The first is the data transmission will consume a great
amount of bandwidth for the cloud side. The traffic loads will get heavier as the users
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2 Q. Yang et al.

accumulate, and eventually make adverse impact on the cloud’s QoS; The second
concern is the transmission latency between the local mobile device and the remote
cloud. In some emergency scenarios, users might expect near real-time response
from the remote, while the transmission latency will be a big problem. To address
these challenges, local offloading like fog computing and mobile edge computing
is developed. So that many mobile devices now are able to contribute great GPU or
even NPU computation capability. These mobile devices can partially serve the role
of the cloud computation, and is fast to connect through Wi-Fi, Bluetooth, or near
field communication(NFC).

In this paper, we propose employ local offloading to enable collaborative
inference among local mobile devices. We first use a random structure to model
the connections among mobile devices regarding their mobility. After the local
link connections between mobile devices are established, the transmission latency
on each link is assumed to remain constant yet various from each other. In what
we show later the practical inference procedure is near real-time, mobile devices
therefore are reasonably regarded as staying static until they receive the computation
results. Then to accurately select the best local mobile device as the computation
node illustrated in Fig. 1, our main concern naturally focuses on minimizing the
whole time costs, which are induced by the data/result transmission between the
computation nodes and the user nodes (that offload computation tasks), and task
computation in the computation nodes. Unfortunately, the local connections will be
updated from time to time due to the mobility of local mobile devices, making the
optimal selection of computation nodes at one time not always suitable to the next
time. This requires our collaborative inference scheme to not only find the optimal
set of computation nodes in a short time, but also to be able to track the optimal

Fig. 1 System overview
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selections in a dynamic environment. Obviously, optimization methods that are
capable of constantly adapting the solution to a changing environment are expected.
To meet this demand, we propose to employ partial swarm optimization (PSO) that
is a versatile population-based stochastic optimization technique, to help design our
collaborative inference scheme. The contributions of our work are summarized in
the followings:

– We propose a system model with random structures to describe the (locally)
collaborative inference among mobile services;

– We design an algorithm based on PSO to efficiently minimize the total time costs
for collaborative inference, with a dynamic procedure of selecting the optimal
computing nodes from local mobile devices;

– We conduct extensive simulations to evaluate the performances of our proposed
algorithm, and demonstrate its comprehensive advantages to the optimal results
obtained from Gurobi.

The rest of this paper are organized as below: in Sect. 2, we introduce the
motivation of our work; in Sect. 3, we firstly formulate our system model and
then we detail the PSO algorithm which is used to solve our problem; and the
corresponding evaluation results are presented in Sect. 4. We demonstrate the related
works in Sect. 5, and finally conclude this paper and in Sect. 6.

2 Motivation

We conduct experiments using three typical CNN models (AlexNet [10], Goog
LeNet [13], and Lenet [11]) using Nvidia GTX1080. We collect GPU runtime
information of the inference time by using Linux shell command. The CNN models
are trained by Caffe [8], a popular open-source conventional neural networks
framework which is widely used in both academia and industry. The training process
and inference data of Lenet come from caffe models. As for GoogLeNet and
AlexNet, we construct two figure recognition models with 209 classes in order
to keep same model size with Lenet. The three models have the same amount of
inference data(10000) downloaded from Imagenet [4]. And then, inference time
under different batch sizes as shown in Fig. 2. The lines in Fig. 2 represents inference
time per image on each architecture, with a function of image batch size(from 1 to
512). We notice that inference time across different batch sizes with a logarithmic
ordinate. Missing data points are due to lack of enough graphics memory required to
process larger batches. The inference time costing gradually decrease as the increase
of batch size. Motivated by the trend, We think that to collect multi-users’ data to
handling by paralleling will be better than individually, though the transmission
delay should be considered. We also find the view is novel and meaningful to
research. We will introduce the model about the view detailed in next section.
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Fig. 2 Inference time vs. Batch size. This chart shows inference time across different batch size.
Missing data points are due to lack of enough graphic memory required to process larger batches

3 System Model

We consider a set N of mobile devices running an application powered by deep
neural networks (DNNs). The DNN model has been well trained and installed on
mobile devices. Each device i ∈ N has an amount of nj data to process using
equipped mobile GPU. These devices can connect with each other using direct
links, e.g., Bluetooth and WiFi Direct, or cellular links. The neighbors of node i is
included in set Ni . The communication delay between two devices i and j is denoted
by dij . As we have shown that ML workload batching on GPU can effectively reduce
the processing time, multiple mobile devices can aggregate their workloads on a
single one.

We define a binary variable xi to indicates whether node i ∈ N is an aggregation
node.

xi =
{

1, aggregation node
0, otherwise.

Note that some nodes process only their own data, without receiving workloads
from other nodes. We also treat them as aggregation nodes with xi = 1. Each
non-aggregation node may connect to multiple aggregation nodes. We define a
variable yij to indicate the portion of workloads offloaded from node i to j . Since
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aggregation nodes do not offload their workload to others, we have
∑

j∈Ni
yij = 0.

For each non-aggregation node, we have
∑

j∈Ni
yij = 1. In summary,

yij ≤ xi,∀i ∈ N, j ∈ N; (1)

xi +
∑
j∈N

yij = 1,∀i ∈ N. (2)

We define a total cost Ti of node i as the sum of its computation and
communication cost, i.e.,

Ti = 2 ∗
∑
j

dij ∗ yij + f
(∑

j

yji ∗ nj

)
, (3)

where f (·) is a non-decreasing function that describes the relationship between
GPU processing time and workloads. With an objective of minimizing the total of
cost among all mobile devices, our studied problem can be formulated as:

min
∑
i∈N

Ti

subject to: (1), (2) and (3).

In this section, we propose a heuristic algorithm based on particle swarm
optimization (PSO), which is motivated by the phenomenon of bird predating. The
key of PSO is to iterative improve a candidate solution with regard to a given
measure of quality [12]. The solution obtained by the PSO may not be a theoretically
optimal, but it can quickly generate a solution with satisfied performance in practice.

3.1 Procedure for PSO

The Particle Swarm Optimization procedure consists of vi and Xi two parts’ update,
as shown in line 6 of algorithm and line 7 of algorithm. The vi is a group of randomly
generated feasible break-reconnect information which consists of ni , mi and ri ,
represented by (4).

[ni,mi, ri] ∈ vi (4)

The ni denotes the non-aggregation node which should removed from mi . The
mi denotes the aggregation node which connected to ni . The ri denotes the other
aggregation node. A simple instance shown in Fig. 3 is used to explain the update
for X in line 6 of algorithm, in which the structure of vi and Xi are provided. In
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Fig. 3 Simple instance for line 7 of algorithm

Table 1 Variables and
symbols

Notations Description

Xi The present solution

vi A group of randomly generated feasible

break-reconnect information

pd The local optimum in dth loop

pg The global optimum in all previous pd

w The inertia weight

c1, c2 Acceleration constants, which are used to
adjust step

h1, h2 Two random functions, whose field is [0,1],

which are used to increase search randomness

V The set of vi

ni The non-aggregation node which should
removed from mi

mi Denotes the aggregation node which con-
nected to ni

ri Denotes the other aggregation node

F The fitness for swarm

f Describes the relationship between

GPU processing time and workloads

P Particle swarm, it is equal to the dimensions
of V

addition, R in line 6 of algorithm represents a set operations generate randomly in
each iteration. The other major notations used in this algorithm are summarized in
Table 1.

For instance, We assume there are five mobile nodes in the model, which may
construct many different typologies as solutions for information propagation. We
use Xi to represent the ith solution, which shown in the left of Fig. 3. The ith
solution has two aggregation nodes whose number is 2 and 3 with other non-
aggregation nodes connected. In order to get the optimal solution, the algorithm
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gives a operation set to make the ith solution converge to optimal solution, that is
giving it a ‘velocity’ vi towards the new solution.

The diagram shows the instance vi as [4, 2, 3] and [5, 3, 2], in which the first
set means the operation for non-aggregation node 4 would break the connectivity
with aggregation node 2, and create a new connectivity to aggregation node 3; the
similar operation towards the latter set. We named the aforementioned operation as
break-reconnect. After the operation, the ith solution gets update, as shown in the
right of Fig. 3.

As for a large model, there are much more complicated conditions that includes
isolated aggregation node without nodes connected. There is also the condition
for solution that makes aggregation node convert into non-aggregation,and then
reconnect to other aggregation node. Hence, the previous non-aggregation nodes
need to reallocate.

Line 6 of algorithm denotes how to get new break-reconnect information, and
line 7 of algorithm represents how to get new solution. The right side in line 6 of
algorithm is comprised of break-reconnect information, local optimum and global
optimum. Then, according to update vi , the Xi gets its update. Parameters c1 and
c2 are used to adjust the maximum step of iteration. In addition, h1 and h2 are two
random numbers which contributed to search randomness.

3.2 Description of the Algorithm

First, in the initialization step, input V = {v1, v2, . . . , vp} is a set of vi . The
operation for particle made by the break-reconnect information vi is to remove the
connectivity between the ni and mi , and then create a new connectivity for ni with
the aggregation node ri . P is particle swarm, which is equal to the dimensions of
V . After input V and P , we initialize pd as p0 which denotes the local optimum
related to best solution in P before the loop start.

Then, we should consider all kinds of structures of vi . Firstly, we should consider
when the ni transformed from general node to a aggregation node, the ni need
to disconnect the connectivity without establishing any connection with others
aggregation nodes at the time. Under the situation, we set ci = 0. Similarly, there is
also a case where ri in vi , which means that the ni who is the aggregation node in
the old particle should be converted into the non-aggregation node in new particle
and establish connectivity with aggregation node mi . At this time, if the ni acted
as aggregation node in old particle has no connectivity with other non-aggregation
nodes, then we just create a connection to aggregation node mi in our algorithm.

When go in the loop, mi , ri , vi and Xi are updated in each iteration. In addition,
the fitness(k) can be calculated according to (3) and f (·). Once get the fitness value
F , the local optimum and global optimum can be determined by line 1 of algorithm
and line 15 of algorithm.

If the ni is selected as the aggregation node by other general nodes in the old
particle, we need to look for the computation which meet the condition that can be
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connected with other nodes in new particles. In addition, through analysis, it can be
found that mi and ri are not equal to 0 at the same time. Finally, the output pg is the
global optimum we seek to.

Algorithm 1: Implementation of PSO algorithm
1: Input: V , P ;
2: d = 1;
3: while d ≤ Loop do
4: for k in P do
5: for i in N do
6: vi ← w ∗ R + c1h1 ⊗ (pd − Xi) + c2h2 ⊗ (pg − Xi);
7: Xi ← Xi + vi ;
8: end for
9: F ← Fitness(k);

10: if pd > F then
11: pd ← F ;
12: end if
13: end for
14: if pg > pd then
15: pg ← pd ;
16: end if
17: d = d + 1;
18: end while
19: Output: pg ;

4 Performance Evaluation

4.1 Settings

In this subsection, we implement an extensive simulation to evaluate the perfor-
mance of PSO algorithm. We compare our approach with the optimal solution
implemented by Gurobi that is state-of-the-art (http://www.gurobi.com/products/
features-benefits). In the evaluation, assuming there are no more than 30 users in
our experiment environment, because of limitation of the license of Gurobi. The
algorithms write in Python, and the program runs on DELL, whose CPU Core is
i5@2.30GHZ and memory 16GB. At the beginning, we set the popsize as 30 for
our PSO. In other words, there are 30 groups random solution initially. The weight
w and Loop are normally recommended as 0.5 and 50.

4.2 Results Prediction

In this subsection, we show the experimental results for overall prediction per-
formance of the proposed model. In Fig. 4, we mainly compare three conditions
Random, PSO, and Optimal. Considering the Random, whose fitness calculated with

http://www.gurobi.com/products/features-benefits
http://www.gurobi.com/products/features-benefits
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Fig. 4 Performance analysis comparison of the proposed algorithm with Gurobi and all users act
as aggregation node
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Fig. 5 With the increment of the magnitude of users N, which ranging from 1 to 30, the fitness of
Optimal and PSO maintain the same growth trend

the condition that each user is treated as aggregation node. The red line denotes the
optimal fitness generated by Gurobi, with 30 users in the environment. The green
curve represents the process of iteration of fitness for our algorithm. As shown,
when the iteration times exceeds 30, the green line tends to converge, whose value
is far smaller than Random and close to the optimal. In Fig. 5, with the increase of
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Fig. 6 The magnitude of aggregation nodes selected by different methods

the magnitude of users N, which range from 1 to 30, the fitness of Optimal and PSO
maintain the same growth trend. And the value of fitness gained by PSO is very
close to Optimal. In Fig. 6, the number of aggregation nodes of Random generated
randomly at the beginning of initialization. Compared with Random, the number of
aggregation nodes of Optimal and PSO is always smaller.

5 Related Work

5.1 Inference Process in Machine Learning

Much research work about efficiency in machine learning and cooperation in the
mobile cloud has been done. In [3], Sharan Chetlur et al. improve the performance
by 36% for convolution neural networks on caffe framework and reduce the memory
consumption. In [1], Alfredo et al. do any analysis on accuracy, power consumption,
inference time, memory footprint by experiments on framework named caffe. In [6],
Han et al. benchmark the layer-wise speed up on CPU, GPU, and mobile GPU by
deep compression for networks. In [14], Tang et al. propose a client-architecture
where training process is implemented in a server, and then mobile device download
the trained predictor from the server to make transmission decisions.
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5.2 Job Scheduling and Cooperation

In [2], the lab established a SmartLab with 40 Android devices which cloud provide
an open testbed to facilitate research and smart phone applications can be deployed
massively. In [7], Heyi et al. propose a back-end general architecture which is able
to require crowd-sourcing for mobile applications. And they adopt Microsoft Azure
cloud computing platform to deploy their back-end. In [15], Yao et al. introduce
a mobile cloud service framework based on crowdsourcing which meets mobile
users requirement by sensing their context information and provide corresponding
services to each of the users. In [9], Considering a dynamic network in which mobile
devices may join and leave the network at any time, Ke et al. merge crowdsourcing
into existing mobile cloud framework where data acquisition and processing can
be conducted. In [5], Fan et al. propose a novel privacy-aware and trustworthy
data aggregation protocol based on the malicious behavior like submitting data to
damage the fog system for mobile sensing.

6 Conclusions

In this paper, we construct a model for transmission to implement local cooperation
among mobile devices motivated by the inference process of machine learning,
which can be used to guide the mobile users to choose which approach to handle
their data for the goal of improving efficiency. By performance evaluation, we find
that the collaborative inference scheme can reduce global dealing time in given
field compared with handling the data which is affected by the high transmission
latency between mobile device and cloud. As a global optimization random search
algorithm, the particle swarm optimization algorithm has the characteristics of fast
convergence and high precision.
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Compressed Sensing Channel Estimation
for LTE-V

Kelvin Chelli, Ramzi Theodory, and Thorsten Herfet

1 Preliminaries

With the advent of 5G and the convergence of broadcast and broadband technolo-
gies, the consequences of high mobility at both the transmitter and receiver along
with the methods to compensate the same has become an important consideration in
the design and development of modern telecommunication systems. The Release-
14 of LTE introduces various improvements to the standard to enable vehicular
communication [2].

Vehicular environments are characterized by varying degrees of mobility result-
ing in a heterogeneous channel. In cases of high mobility, a temporally-varying
multipath channel that displays selectivity in both the frequency and time domains
whereas, under low mobility a pure frequency selective channel is present. Thus,
channel estimation schemes have to work robustly in these heterogeneous channel
conditions. Moreover, the computational complexity of these schemes must be
relevant for consumer hardware implementation.

In our paper, we develop a scheme for channel estimation that takes into
consideration the temporal variations in the channel and that is able to provide good
results with normalized Doppler shifts of up to 10%. The Rake-Matching Pursuit
(RMP) algorithm is a Compressed Sensing (CS) scheme that is able to exploit the
inherent sparsity of wireless channels and supply a precise estimate of a channel
that is doubly selective [4]. On the other hand, a simple scheme like the Least
Squares (LS) estimator is used in low mobility conditions. Switching between the
two schemes is enabled by a simple cognitive framework based on the Index of
Dispersion that determines the time variation of the channel.
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This paper is arranged in the following manner. A short summary of the literature
survey is provided in Sect. 1.1. The LTE-V system model is introduced in Sect. 1.2.
The RMP algorithm for estimating the channel along with the cognitive scheme to
adapt estimation is introduced in Sect. 2. The simulation results and the associated
computational complexity is consolidated in Sect. 3. Finally, a few concluding
remarks are given in Sect. 4.

We assume the subsequent notations in our paper: C represents a complex
number set. While matrices are denoted using upper boldface letters, column vectors
are represented by lower boldface letters. The Hermitian transpose is expressed by
(·)H . Finally, the �2-norm of a vector is given by ‖·‖2 and the absolute value is
represented by |·|.

1.1 Literature Survey

Vehicular environments are characterized by heterogeneous channels caused mainly
due to changes in mobility. In pure multipath environments, a frequency domain
one tap equalization is the conventional choice [15]. However, under high mobility
conditions, a time varying multipath channel is present. Estimation and compen-
sation of such channels is a non trivial task and requires more advanced channel
estimation schemes [3, 7, 11]. The multidimensional filtering algorithms based on
minimum mean square error and the well known Basis Expansion Model (BEM)
based methods for estimation are shown to work well for such channels. However,
these schemes are either too expensive computationally, or provide an estimate
that is unable to fully compensate the channel [14]. The Rake-Matching Pursuit
(RMP) algorithm stems from the theory of Compressed Sensing (CS) and is shown
to robustly estimate a time varying multipath channel [4–7]. As a consequence
of their merits, CS schemes are being studied and developed as a tool for the
estimation of doubly selective channels [10, 12, 14]. However, an ideal channel
estimator must also work in scenarios of low mobility with a correspondingly lower
computational effort. Thus, in such heterogeneous channel conditions an adaptive
channel estimation scheme is envisioned and is the goal of this paper.

1.2 The LTE-V System Model

Release-14 of LTE introduces support for V2X to enable robust vehicular com-
munication. The enhancements introduced in this release that are relevant for this
paper are the use of SC-FDMA that stands for Single-Carrier Frequency Division
Multiple Access and an improved pilot pattern. SC-FDMA is closely related to
Orthogonal Frequency-Division Multiple Access (OFDMA) and is regarded as a
DFT-spread OFDMA. It has the same foundations of OFDMA and as such has
the same merits with respect to multipath robustness and simple equalization. The
only difference is the application of a DFT to the modulated input symbols that has
the effect of spreading the symbols over all the subcarriers and thus producing a
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virtual single carrier structure. This means that in SC-FDMA each subcarrier will
carry information about all of the transmitted symbols. Contrastingly in OFDMA,
each subcarrier carries information about a single input symbol. As a consequence,
a relatively low peak-to-average power ratio compared to OFDMA is achieved.
This makes it a good alternative to OFDMA in terms of power consumption by
circumventing the need for power amplifiers that are highly linear. Furthermore,
since DFT spreading ensures that all subcarriers carry information about all the
input signals the robustness to deep narrowband fading is enhanced. On the other
hand, IDFT despreading spreads the additive noise power resulting in a phenomenon
called noise enhancement at the receiver. Consequently, the performance of the SC-
FDMA system is degraded [13]. A typical V2X system is shown in Fig. 1.

One of the most important modifications introduced in V2X is the addition of
more reference symbols in order to cope with higher Doppler shifts. Figure 2 shows
how the reference symbols are distributed in a subframe. The additional reference
symbols aid in channel estimation.

QPSK / QAM
mapper

Pilot symbols

MUX IFFT and CP
insertion

Dynamic
Channel

CP removal and
FFTEqualizationQPSK / QAM de-

mapper

Channel
estimation

Bit Stream

Received 
Bit Stream IDFT

DFT

Receiver

Transmitter

Channel

Fig. 1 V2X system model
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Reference signal Last Symbol is used for Tx-Rx
turnaround and downlink timing 
adjustment

Fig. 2 V2X reference symbols [1]
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2 Techniques for Channel Estimation

Learning the properties of the wireless channel by using a set of known symbols
called pilots is considered as channel estimation. It plays a vital step in coherent
equalization techniques and help in compensating the effects of the underlying
channel [9].

2.1 The Rake-Matching Pursuit Algorithm

Here we propose the Rake-Matching Pursuit (RMP) algorithm to perform esti-
mation of the channel. A dictionary denoted D serves as a reference database of
channel distortions and is a prerequisite for the RMP algorithm. The columns of
the dictionary consist of the reference pilot symbols that are corrupted by different
amounts of delays. An echo due to multipath results in a delay τk at the receiver,
which in the frequency domain corresponds to a phase shift dependent on the
frequency. Mathematically, it is a multiplication with e−j2πf τk , where f is the
frequency index. Now, if lp represents the specified symbol containing pilots, every
column of the dictionary dp ∈ C

M×1 can be computed by Eq. (1). Here M is the
number of subcarriers that are pilots.

dp = lp ◦ e−j2πf τk (1)

The resulting dictionary D ∈ C
M×K is a collection of the column vectors, where

K is the maximum number of delays that have to be searched after an adequate
sampling of the underlying delay profile. The proposed delay search metric is
amplitude normalized and thus searches only for the phase variations in the signal.
This ensures that the search metric is not affected by noise and provides a robust
estimate of the delays caused by multipath [7].

The RMP algorithm is listed in Algorithm 1. The rank-1 projections computed in
Eq. (3) are robust to amplitude distortions because of the normalization in Eq. (2).
Thus the correct delays in the wireless channel are estimated. In the next step, the
projections are maximized resulting in an estimate of the first delay tap as in Eq. (4).
The complex weighting factor of the delay tap is calculated in Eq. (6). In the next
step, the contribution of the previous tap dsp is subtracted as shown in Eq. (7). In
this manner, the algorithm continues until either the maximum allowed iterations
are completed or a defined stopping condition is fulfilled. The result is a set of
delays and their corresponding complex tap coefficients.

After getting the delays and their coefficients for the symbols which contain the
pilots, the channel at these symbol locations can be reconstructed. A Doppler shift
introduces a temporal variation of the channel. Estimating the channel at the location
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Algorithm 1 Rake-matching pursuit
Initialization
r0 = y

|y| (2)

b0,j = dH
j r0, for j = 1 · · ·K (3)

s1 = arg max
j=1···K

|b0,j |2

‖dj‖2
(4)

i1 = {s1} (5)

x̂1 = b0,s1∥∥ds1

∥∥2
2

(6)

b1,j = b0,j − x̂1d
H
j ds1 , for j = 1 · · ·K, j /∈ i1 (7)

the pth iteration, p > 1

sp = arg max
j=1···K,j /∈ip−1

|bp−1,j |2

‖dj‖2
(8)

ip = {
ip−1, sp

}
(9)

x̂p = bp−1,sp∥∥∥dsp

∥∥∥2

2

(10)

bp,j = bp−1,j − x̂pdH
j dsp , for j = 1 · · ·K, j /∈ ip

(11)

of the pilot symbols and performing interpolation between them is an implicit
method to track the channel and thereby estimate the Doppler shift [7].

2.2 Cognitive Channel Estimation

The wireless communication channel is a natural phenomenon and the inherent
variation of its characteristics requires a channel estimation scheme that adapts
itself accordingly. If the channel is pseudo stationary, a simple low complexity
channel estimation scheme is apt, whereas under high mobility, the channel is
changing rapidly across time and a more complex channel estimation scheme is
required. Cognition is achievable only when the variation of channel characteristics
is quantifiable.

The index of dispersion or Variance to Mean ratio (VMR) is a normalized
measure of dispersion and is proposed to quantify the channel variations. It is

defined as D = σ 2

μ
, where σ 2 is the variance and μ is the mean. The VMR is

calculated for a pilot subcarrier across an LTE subframe. To avoid the influence
of noise, the VMR is calculated as an average between a set of pilot subcarriers
from the received subframe. A single threshold is then used to switch between
the RMP and a simple estimation scheme, which in our case is the LS estimator.
A VMR value of zero indicates that the data is not dispersed, which means that
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Fig. 3 Decision flowchart
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the channel is stationary, a value between 0 and 1 means that the data is under-
dispersed, and a value larger than 1 implies that the data is over-dispersed [8]. This
means that a threshold value between zero and one can be used in order to switch
between the RMP and any arbitrary estimation scheme suited for low mobility. The
threshold chooses a channel estimation scheme and thus, a fixed or static threshold
is not suitable in the presence of noise. Consequently, a dynamic threshold ξ that is
inversely proportional to the noise power estimate Np is implemented.

The cognitive framework is illustrated by the decision flowchart in Fig. 3. At
the beginning of a frame where a previous estimate of the channel is not available,
the LS estimates at the pilot locations are calculated, and a noise power estimate
Np is computed that is used to tune and adapt the threshold ξ . Next, the channel
variation is quantified by the VMR metric. After thresholding, either the LS or the
RMP scheme is used to perform estimation for the subframe. This ensures that at
any given subframe, the most optimal channel estimation scheme is employed.

2.3 Equalization

The proposed framework for estimation provides the channel transfer function for
the physical layer frame. A one-tap equalizer is then applied to compensate the
effects of the channel. For an estimate that accurately represents the underlying
channel, an adequate compensation of channel distortions is ensured [5].
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3 Evaluation

The performance of the proposed framework for estimation is analyzed using the
signal to noise ratio versus bit error rate graphs (SNR vs. BER). Standard compliant
LTE-V (Release-14), uplink and downlink PHY frames are generated which are
then corrupted by the channel. The wireless channel is simulated by the multipath
fading model from the Matlab® LTE system toolbox. The Extended Vehicular A
(EVA) delay profile shown in Table 1 is used along with varying amounts of
normalized Doppler shifts up to 10%. The normalized Doppler shift values represent
the Doppler shift as a percentage of the subcarrier spacing.

At the receiver, the pilots are extracted from the frame and used for estimation
and construct the channel transfer function. The equalizer then attempts to equalize
the distortions of the wireless channel.

3.1 Simulation Results

The proposed RMP algorithm along with the cognitive framework is compared
to the conventional LS channel estimation under varying mobility conditions. The
results for the LTE-Uplink, LTE-Downlink and LTE-V are shown for every channel
configuration. Due to the fact that the LTE modes have different physical layer
parameters such as the pilot pattern, number of pilot symbols and the choice of
the waveform, a direct influence on the effectiveness of estimation methods is
expected. Accordingly, the LTE-Downlink mode that specifies an OFDM waveform
with a comb-like pilot structure is best suited to track the temporal variations in the
channel. The LTE-Uplink and the LTE-V modes both specify SC-FDMA waveforms
with a block-type pilot pattern. The LTE-V mode has double the pilot symbols in
comparison to the LTE-Uplink and thus performs significantly better under high
mobility by being able to track the channel variations more effectively. However,
the use of SC-FDMA waveform spreads the channel distortions [13] and thereby

Table 1 EVA profile for
delays

Tap delay (μs) Power (dBm)

0 30.0

0.03 28.5

0.150 28.6

0.310 26.4

0.370 29.4

0.710 20.9

1.090 23.0

1.730 18.0

2.510 13.1
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Fig. 4 Comparison for 0% normalized Doppler shift. (a) Downlink. (b) Uplink. (c) V2X pilot
pattern

results in a slightly worse performance compared to the LTE-Downlink mode (uses
OFDM).

Investigating the performance for a given channel condition, where stationary
channel conditions are simulated in Fig. 4, the RMP algorithm as well as the
cognitive channel estimation scheme perform equally well. The framework for
cognition correctly detects the channel conditions and appropriately chooses the
right channel estimation scheme.

Increasing the normalized Doppler to 5% already shows the merits of the RMP
algorithm in the estimation of doubly-selective channels when compared to the LS
estimator as seen in Fig. 5. A 5% normalized Doppler shift corresponds to 750 Hz
and can be considered as a fringe case where, using a single threshold makes it
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Fig. 5 Comparison for 5% normalized Doppler shift. (a) Downlink. (b) Uplink. (c) V2X pilot
pattern

difficult to appoint the correct scheme to perform estimation. Nevertheless, the
dynamic VMR metric in the proposed framework accurately quantifies the channel
and chooses the RMP algorithm most of the time to estimate the channel.

Finally, for Fig. 6a 1500 Hz Doppler shift that corresponds to a relative velocity
of 275 km/h and a normalized Doppler shift of 10% is simulated. The results exhibit
a clear gain in performance with the RMP as well as the cognitive framework.

The coherence times for the 5% and 10% normalized Doppler shifts are 666.67
and 333.33 μs respectively, which means that in both cases the channel exhibits
temporal variation within a physical layer subframe that has a duration of 1 ms. The
results show that the proposed RMP algorithm is capable of precisely estimating
varying channel conditions. Moreover, the cognitive framework is able to quantify
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Fig. 6 Comparison for 10% normalized Doppler shift. (a) Downlink. (b) Uplink. (c) V2X pilot
pattern

the channel and adapt the channel estimation schemes to keep the complexity
relevant while still performing better than the conventional schemes.

3.2 Complexity

The computation complexity for LS in each subframe is O(PM), where M denotes
the pilot subcarriers and P are the pilot symbols. However, the computational
complexity of the RMP scheme is significantly higher at O(PKqM), where K

represents the maximum number of delays to be searched, and the maximum
number of iterations is given by q. In addition to this, linear interpolation is
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performed to calculate the wireless channel for the data OFDMA/SC-FDMA
symbols in the physical layer frame. The cognitive framework further reduces the
computational effort by switching between the estimation schemes based on the
channel conditions.

4 Conclusion

With the advent of 5G and the inevitable convergence of broadband, broadcast
and cellular technologies, a reliable, robust and flexible wireless communication
system is envisioned. Consequently a heterogeneous channel with a varying degree
of mobility has to be compensated. Here, we suggest a hybrid channel estimation
scheme that is able to robustly estimate the wireless channel with an optimal
complexity compared to conventional methods. The underlying idea has been
to employ channel estimation schemes that are appropriate for a given channel
condition. The results not only confirm the benefits of the RMP algorithm under high
mobility channel conditions, but also exhibit gains in complexity that are enabled
by the cognitive framework. Thus, the proposed schemes are ideally suited for the
estimation of a heterogeneous wireless channel with a computational complexity
that is viable for implementation on consumer hardware.
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Power Allocation Scheme for
Non-Orthogonal Multiple Access
in Cloud Radio Access Networks

Benben Wen, Tao Liu, Xiangbin Yu, and Fengcheng Xu

1 Introduction

Non-orthogonal multiple access (NOMA) has been considered as a promising
candidate multiple access technology for the fifth generation (5G) communication
because of the high utilization of resource blocks [1, 2]. Different from the existing
orthogonal multiple access (OMA) system, NOMA system can serve multi-users
with same frequency and time resource-blocks by making full use of the resources
of power domain [3]. The NOMA users can decode signal from the superposed
symbols by using successive interference cancellation (SIC) [4].

The cloud radio access networks (C-RANs) is also a key technology in current
communication architecture [5, 6]. Compared with the conventional networks, C-
RAN has spatially separated remote radio heads (RRHs) distributed in the whole
cellular network, which can effectively reduce average access distance and improve
spectral efficiency (SE) [7]. However, as the RRH numbers grows, the available
resource-blocks are becoming rarer. Hence, it is necessary to implement NOMA
technology in C-RAN, i.e., C-RAN-NOMA, to improve the utilization of resource.

There have been many researches for the performance analysis and power
allocation in NOMA system. The performance of NOMA system is analyzed
in paper [8], where users are randomly deployed in the cellular network. The
results show that the SE performance in NOMA is significantly better than that
in conventional orthogonal multiple access. The application of NOMA in C-RAN
is discussed in [9], and the outage probability is studied and corresponding closed-
form approximate expression is derived. The power allocation of NOMA in C-RAN
is studied in [10]. However, each user in this system is served by a single RRH,
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which may waste some power of other RRHs. To the best of my knowledge, the
research on the optimal power allocation scheme design for C-RAN-NOMA is
addressed less.

Therefore, the optimal power allocation of a C-RAN-NOMA system is studied in
this paper, where two NOMA users served by C-RAN are considered and the RRHs
are uniformly distributed in a cellular network. The main contributions of the paper
are summarized: (1) By maximizing the sum rate, an optimization model of power
allocation for C-RAN-NOMA is proposed under the minimum rate constraints.
(2) According to the proposed optimization model, an optimal power allocation
scheme is developed, and an efficient method based on the linear programming
(LP) algorithm is proposed to obtain the optimal solution of power allocation.
(3) Simulation results verify the effectiveness of the developed scheme, and can
outperform the conventional equal power scheme.

2 System Model

Consider a downlink C-RAN-NOMA system model similar to the model in [9], as
shown in Fig. 1, where N RRHs are uniformly distributed in a disk and serve two
NOMA users equipped with single antenna simultaneously in the same time and
frequency resource-block. User-1 is located at the center of the cell, i.e., center-

RRH 3

RRH N

RRH 2
RRH 1

User 1

User 2

BBU Pool

Fig. 1 A simplified C-RAN-NOMA system model
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user. User-2 is located at the edge region of the cell, i.e., edge-user. In other words,
User-1 has better channel condition than User-2 for most of the RRHs.

In the proposed system model, the superposed signal transmitted by RRH-i is
given by

xi =
√

ai
1Ps1 +

√
ai

2Ps2, (1)

where ai
j denotes the power allocation coefficient for User-j on RRH-i, i.e., ai

1 +
ai

2 = 1, and ai
1 ≤ ai

2 should be ensured in NOMA system [8], P is the transmit power
of each RRH, s1, s2 denote the desired signal of User-1 and User-2, respectively.

Both the small-scale and large-scale fading are considered in this paper. There-
fore, the channel between RRH-i and User-j can be modeled as

hi
j = h̃i

j√
1 +

(
di
j

)α
, (2)

where di
j denotes the distance between RRH-i and User-j, α is the path loss

exponent, h̃i
j represents the Rayleigh fading coefficient between RRH-i and User-j,

which is modeled as an independent and identically distributed complex Gaussian

random variable, i.e., h̃i
j ∼ CN (0, 1). Let gi

j =
∣∣∣hi

j

∣∣∣2 denote the channel gain

between RRH-i and User-j.
Therefore, the received signals at User-1 and User-2 are given by

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

y1 =
(

N∑
i=1

hi
1

√
ai

1P

)
s1 +

(
N∑

i=1
hi

1

√
ai

2P

)
s2 + n1,

y2 =
(

N∑
i=1

hi
2

√
ai

1P

)
s1 +

(
N∑

i=1
hi

2

√
ai

2P

)
s2 + n2,

(3)

where ni represents the complex Gaussian noise with zero-mean and variance σ 2,
i.e., ni ∼ CN

(
0, σ 2

)
.

According to the principle of NOMA, User-1 will first decode the signal of User-
2 from the superposed signal and then decode s1 without the interference of User-2,
while User-2 decodes the desired signal s2 from the superposed signal directly by
treating the signal of User-1 as noise [11]. Therefore, the sum rate of User-1 and
User-2 can be expressed as

RS = R1 + R2, (4)

where R1 and R2 denote the achievable rates of User-1 and User-2, respectively,
which are given by
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⎧⎪⎪⎨
⎪⎪⎩

R1 = log2

(
1 + P

∑N
i=1a

i
1g

i
1

σ 2

)
,

R2 = log2

(
1 + P

∑N
i=1a

i
2g

i
2

P
∑N

i=1a
i
1g

i
2+σ 2

)
.

(5)

3 Power Allocation for Sum Rate Maximization

Based on the system model proposed in Sect. 2, the optimization problem for the
sum rate maximization can be formulated as

max{
ai

1,a
i
2

} RS = log2

(
1 + P

∑N
i=1a

i
1g

i
1

σ 2

)
+ log2

(
1 + P

∑N
i=1a

i
2g

i
2

P
∑N

i=1a
i
1g

i
2+σ 2

)

s.t. ai
1 + ai

2 = 1, 1 ≤ j ≤ N,

ai
1 ≤ ai

2, 1 ≤ j ≤ N,

R1 ≥ Rmin
1 ,

R2 ≥ Rmin
2 ,

(6)

where Rmin
i denotes the minimum rate constraint of User-i.

The optimization problem (6) can be transformed into the following problem (7):

max
a1

RS (a1) = log2
(
gT

1 a1P + σ 2
)− log2

(
gT

2 a1P + σ 2
)+ log2

(
1 + P

∑N
i=1g

i
2

σ 2

)

= fcave (a1) + fvex (a1) + log2

(
1 + P

∑N
i=1g

i
2/σ

2
)

s.t. C1 : 0N×1 � a1 � 1
2 1N×1,

C2 : gT
1 a1 ≥

(
2Rmin

1 − 1
)

σ 2/P,

C3 : gT
2 a1 ≤ gT

2 1N×1P+σ 2

2Rmin
2 P

− σ 2

P
,

(7)

where a1 = [
a1

1, . . . , aN
1

]T
, gi = [

g1
i , . . . , g

N
i

]T
, 0N×1 =

⎡
⎣0, . . . , 0︸ ︷︷ ︸

N

⎤
⎦

T

, 1N×1 =
⎡
⎣1, . . . , 1︸ ︷︷ ︸

N

⎤
⎦

T

and

{
fcave (a1) = log2

(
gT

1 a1P + σ 2
)
,

fvex (a1) = −log2
(
gT

2 a1P + σ 2
)
.

(8)
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Although the third item of the objective function of (7) is constant during the
transmission, RS(a1) is the difference of convex functions, which is inconvenient
to solve directly. The exhaustive search algorithm can be adopted here with much
higher complexity. To reduce the computational complexity, a more appropriate
algorithm should be proposed. Firstly, we transform the objective function of (7)
into

RS (a1) = log2

(
gT

1 a1P+σ 2

gT
2 a1P+σ 2

)
+ log2

(
1 + P

∑N
i=1g

i
2

σ 2

)

= log2 [flin (a1)] + log2

(
1 + P

∑N
i=1g

i
2/σ

2
)

,

(9)

where flin (a1) = (
gT

1 a1P + σ 2
)
/
(
gT

2 a1P + σ 2
)
. The maximization of (9) is

equivalent to the maximization of flin(a1). Moreover, flin(a1) can be converted into

flin (a1) = gT
1 a1P + σ 2

gT
2 a1P + σ 2

− 1 + 1 =
(
gT

1 − gT
2

)
a1P

gT
2 a1P + σ 2

+ 1. (10)

Let b1 = a1
gT

2 a1P+σ 2 , c = (
gT

1 − gT
2

)
P , f̃lin (b1) = cb1 + 1, then we can obtain

f̃lin (b1) = flin (a1). For a given b1, a unique a1 can be derived as

a1 = σ 2
(

IN − b1gT
2 P
)−1

b1. (11)

Based on the Sherman-Morrison formula, (11) can be simplified as

a1 = σ 2

(
IN + b1gT

2 P

1 − gT
2 b1P

)
b1. (12)

Thus, the problem (7) is equivalent to

max
b1

f̃lin (b1)

s.t. C4 : b1 � 0N×1,

C5 : gT
2 b1P ≤ 1,

C6 :
(
σ 2 + 1

2 1N×1gT
2 P
)

b1 � 1
2 1N×1,

C7 :
[
σ 2gT

1 +
(

2Rmin
1 − 1

)
σ 2gT

2

]
b1 ≥

(
1 − 2Rmin

1

)
σ 2/P,

C8 : (gT
2 1N×1P + σ 2

)
gT

2 b1 ≤ gT
2 1N×1P +

(
1 − 2Rmin

2

)
σ 2/P,

(13)

where the constraints C4, C5, C6 are derived from the constraint C1, and the
constraints C7, C8 are derived from constraints C2, C3, respectively.

Problem (13) is a standard LP problem and the procedure for solving LP problem
is already quite mature, such as simplex algorithm and Interior-point method and so
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on. For convenience, the “linprog” tool in Matlab is utilized in this paper. Based on
the obtained optimal solution b∗

1 of (13), the optimal solution of (7) can be derived
by (12).

4 Numerical Results

In this section, the performance of the proposed power allocation scheme for the
sum rate maximization is evaluated through computer simulation. Without loss of
generality, we consider a scenario that N = 3/5/7 RRHs are distributed in the cell.
The radius of the cell is set to 500 m [10]. The path loss exponent is α = 4 and
the power of noise is σ 2 = –104dBm. The minimum rate constraints of User-1
and User-2 are, respectively, Rmin

1 = Rmin
2 = 3bit/s/Hz. Each simulation figure is

carried out based on 105 channel realizations.
Figure 2 gives the performances of C-RAN-NOMA with the proposed power

allocation scheme based on the LP algorithm, exhaustive search algorithm and the
equal power allocation scheme with N = 3. It can be observed that the scheme with
equal power allocation has lowest sum rate, while our proposed scheme can even
achieve better performance than the inefficient exhaustive algorithm. This is because
the equal power scheme does not consider the difference of channel condition

Fig. 2 Comparison of sum rate with different power allocation schemes
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Fig. 3 Comparison of sum rate with different number of RRHs

among different RRHs, and the channel state information is not fully utilized,
which results in worst performance. Moreover, our scheme has the same rate as
the exhaustive search algorithm, but the latter has much higher complexity because
it needs to perform multi-dimensional search for achieving superior performance,
especially for large number of RRH, N. Whereas for our scheme, it is obtained
based on the maximization of sum rate and can adapt to the change of channel state
information. Thus, it exhibits superior performance over the equal power allocation
scheme, which implies the validity of the proposed scheme.

Figure 3 shows the comparison of sum rate with different number of RRHs.
It can be found that as the N increases the performance of sum rate has notable
improvement. It is because the raise of RRHs will introduce more diversity gain,
and higher rate can be attained. Figure 4 compares the rate performance of User-1
and User-2 with the proposed scheme. Firstly, we can find that the rates of User-1
and User-2 can both satisfy the minimum rate constraint which is set to 3 bit/s/Hz in
the simulation, and the rates become higher with the increase of transmit power
P. Besides, User-1 has superior rate performance over User-2 because of better
channel condition and SIC procedure. What is more, the increment of N brings
the improvement of rate for either User-1 or User-2. The reason is already shown in
the analysis of Fig. 3.
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Fig. 4 Comparison of the rates of User-1 and User-2

5 Conclusion

In this paper, the optimal power allocation scheme for maximizing the sum rate in
C-RAN-NOMA with two users is developed, and with this scheme, a LP algorithm
is proposed to achieve the optimal performance. The simulation results validate the
effectiveness of the proposed scheme and algorithm. In the future, we will address
the power allocation and pairing scheme designs for the C-RAN-NOMA system
with more users for catering to the demand of 5G communications.
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Energy Efficient Optimization Scheme
for Uplink Distributed Antenna System
with D2D Communication

Guangying Wang, Tao Teng, Xiangbin Yu, and Qiuming Zhu

1 Introduction

In recent years, the number of communication applications is drastically increasing
with a higher energy consumption. To satisfy the rising demands of data rate,
the fifth generation (5G) mobile communication has been put forward. Energy
efficiency (EE) is one of the key performance indicators in 5G networks [1, 2].
Therefore, it is essential to reconsider the existing cellular system and propose
new schemes to meet the needs of 5G mobile communication. In contrast with the
traditional centralized antenna system (CAS), the distributed antenna system (DAS)
has been proved as a promising architecture [3, 4], which can obtain higher EE. A
vital technology of 5G is D2D communication, which allows direct communication
between two proximate devices [5]. Both of them are very flexible techniques to
improve the EE, can reduce the delay and decrease the energy consumption in future
communication system.

There are many literatures aiming at the EE in D2D communication. In [6],
the authors optimize the total throughput in D2D communication underlaying
cellular system. To fulfill the optimization problem, the resource sharing scheme is
proposed. Taking the power control into consideration, [7] develops an analytical
approach to optimize the EE, which can mitigate the interference between the
D2D user (DU) and the cellular user (CU). In [8], the optimal power control
scheme in cellular network with D2D communication is proposed to maximize the
energy efficiency of DU. The authors in [9] investigate the energy-efficient resource
allocation with D2D communication in the CAS. In order to solve the optimal power
allocation problem and improve the EE, the authors use fractional programming
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method. The system performance of CAS with D2D communication and downlink
resources allocation are respectively studied in [10, 11]. However, there are few
works addressing uplink resources optimization in DAS with D2D communication.

In this paper, we study an energy-efficient optimization for D2D communication
in distributed antenna system, and the corresponding optimal power allocation is
developed. A DAS model including D2D communication is considered, where a
D2D pair reuses the uplink channel resources of DAS. We formulate an optimiza-
tion problem based on the maximum EE, which considers the maximum power
constraint and the minimum rate constraints of CU and DU. Considering the pseudo-
concave of objective function in optimization problem, we propose an effective
search algorithm with gradient descent method and Armijo method to maximize
the EE. Simulation results are shown to the effectiveness of the proposed scheme
and algorithm.

The rest of this paper is as follows. The DAS model with D2D communication
is established in Sect. 2. In Sect. 3, we formulate the optimization problems for
maximizing EE subject to the minimum CU and D2D rates. An optimal algorithm
with gradient descent method and Armijo method is proposed. In Sect. 4, simulation
results are presented to demonstrate the effectiveness of the proposed algorithm.
Finally, we conclude the paper in Sect. 5.

2 System Model

We consider a single-cell uplink DAS with D2D communication, where one CU
and a D2D pair (DU1 and DU2) share the spectrum resources as illustrated in Fig.
1. RAi, i = 1, . . . , N is the i-th remote antenna distributed randomly in the cell,
and both the CU and DU are equipped with single antenna. For simplicity, DU1 and
DU2 are denoted as D2D-T and D2D-R, respectively.

According to the system model, the achievable rate of CU is expressed as

Rc = log2

(
1 + p

∑N
i=1gi,c

q
∑N

i=1gi,d + σ 2
n

)
(1)

and the achievable rate of D2D is written as

Rd = log2

(
1 + qgdd

pgcd + σ 2
n

)
(2)

where p denotes the transmit power of CU, q denotes the transmit power of D2D-T.
gi, c is channel power gain from CU to RAi, gi, d is the channel power gain from
D2D-T to RAi, gdd is the channel power gain from D2D-T to D2D-R, gcd is the
channel power gain from CU to D2D-R, and σ 2

n is the noise power. The system
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Fig. 1 System model of DAS
with D2D

CU RA3

RA2

RA4

RA1

RAN...

BS

DU2

DU1

has maximum total power constraint Pmax, and thus p + q ≤ Pmax. Without loss of
generality, we normalize the total system bandwidth into unit.

We consider the composite fading channel, which includes path loss and
Rayleigh fading. The channel power gain gi, c is written as

gi,c = d
−β
i,c

∣∣hi,c

∣∣2 (3)

where di, c is the distance from CU to RAi. β is the path loss factor. hi, c denotes
the small-scale fading coefficient between CU to RAi, which can be modeled as
complex Gaussian random variables with zero mean and unit variance.

Similarly, gi,d = d
−β
i,d

∣∣hi,d

∣∣2, gcd = d
−β
cd |hcd |2 and gdd = d

−β
dd |hdd |2 represent

the channel power gain between D2D-T and RAi, CU and D2D-R, D2D-T and D2D-
R, respectively. Where di, d, dcd, ddd and hi, d, hcd, hdd are the distances and the
small-scale fading coefficients between D2D-T and RAi, CU and D2D-R, D2D-T
and D2D-R, respectively.

3 Power Allocation for EE Maximization

According to the system model, an optimization problem for maximizing EE is
established. The maximum total power constraint and the minimum rate constraints
of the CU and DU are considered. The optimization problem is expressed as
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max
p,q

ηEE = 1
p+q+Pc

(Rc + Rd)

s.t. Rc ≥ Rmin,c, Rd ≥ Rmin,d ,

0 ≤ p + q ≤ Pmax,

p ≥ 0, q ≥ 0

(4)

where ηEE is the EE. Pc is the fixed circuit power consumption of system. Rmin, c

denotes the minimum rate of CU and Rmin, d denotes the minimum rate of DU.
Let p = αP, q = (1 − α)P, and 0 ≤ α ≤ 1, then P ≤ Pmax. Using the

transformation of the variables above, we can obtain:

Rc = log2

(
1 + m1αP

m2 (1 − α) P + 1

)
(5)

Rd = log2

(
1 + m3 (1 − α) P

m4αP + 1

)
(6)

where m1 =
∑N

i=1 gi,c

σ 2
n

,m2 =
∑N

i=1 gi,d

σ 2
n

,m3 = gdd

σ 2
n

,m4 = gcd

σ 2
n

.

With (5) and (6), the problem (4) can be changed into

max
P

ηEE = 1

P + Pc

(Rc + Rd) (7)

s.t. Rc ≥ Rmin,c, Rd ≥ Rmin,d ,

0 ≤ P ≤ Pmax
(8)

Corollary 1 ηEE is pseudo-concave in P.

Proof Let M1 = m1α + m2(1 − α), M2 = m2(1 − α), M3 = m3(1 − α) + m4α,
M4 = m4α, then the sum of rate of CU and DU, R in (7) is given by

R = Rc+Rd = log2 (1+M1P) −log2 (1+M2P) +log2 (1+M3P) −log2 (1+M4P)

For the given α, we can calculate the first derivative and the second derivative of
R with respect to P as follows:

∂R

∂P
= M1

1 + M1P
− M2

1 + M2P
+ M3

1 + M3P
− M4

1 + M4P
(9)

∂2R

∂P 2 = (M1+M2+2M1M2P) (M2−M1)

(1+M1P)2(1+M2P)2 + (M3 + M4 + 2M3M4P) (M4 − M3)

(1 + M3P)2(1 + M4P)2

(10)
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Since (M1 + M2 + 2M1M2P) > 0, (M3 + M4 + 2M3M4P) > 0, M2 < M1, M4 < M3 we
can get ∂2R

∂P 2 < 0. Therefore, R is strictly concave in P. In addition, the denominator
is linear in equation (7). Thus, ηEE is a pseudo-concave function of P.

Corollary 2 For a given P, the upper and lower bounds of α are [α1, α2] ⊂ [0, 1].

Proof Considering the constraints of minimum rate Rc ≥ Rmin, c, Rd ≥ Rmin, d, with
(5) and (6), it is easily proved that α1 ≤ α ≤ α2, where α1 = r1+m2r1P

m1P+m2r1P
, α2 =

m3P−r2
m3P+m4r2P

, r1 = 2Rc,min − 1 and r2 = 2Rd,min − 1. Hence, we have α ∈ [α1, α2].
Utilizing α1 ≤ α2, we can obtain that Pmin ≤ P ≤ Pmax, where Pmin > 0 and

Pmin = m1r2+m2r1r2+m4r1r2+m3r1
m1m3−m2m4r1r2

. For the given P ∈ [Pmin, Pmax], we have:

ηEE (α, P ) = 1

P + Pc

(
log2

(
1 + m1αP

m2 (1−α) P+1

)
+log2

(
1 + m3 (1 − α) P

m4αP + 1

))

(11)

With Corollary 1 and Corollary 2, the optimization problem can be solved
effectively. For this reason, we present an efficient algorithm based on gradient
descent method and Armijo method. The procedure is summarized in Algorithm 1.

Algorithm 1 The Optimization Algorithm

1: For given P ∈ [Pmin, Pmax], set the step εP and the best EE ηP
EE under P

2: For αl ∈ [α1, α2], set the step εα and the best solution P ∗
l

(2.1) Set initial point P(0), the initial step ε(0), termination error ξ and the
iteration index k = 0

(2.2) Calculate the negative gradient s(k) = − ∇ ηEE(αl, P(k))
(2.3) Calculate the best step ε(k) by Armijo method, P(k + 1) = P(k) − ε(k)s(k)

(2.4) If �P(k + 1) − P(k)
� < ξ , go to (2.5)

else k = k + 1, P(k) = P(k + 1), go to (2.2)
(2.5) Output the optimal solution Pl

(2.6) If Pl > P then P ∗
l = P

else if Pl ≤ P then
if Rc(αl, Pl) < Rmin, c & Rd(αl, Pl) ≥ Rmin, d, then P ∗

l = r1
m1αl−m2r1(1−αl)

if Rc(αl, Pl) ≥ Rmin, c & Rd(αl, Pl) < Rmin, d, then P ∗
l = r2

m3(1−αl)−m4r2αl

if Rc(αl, Pl) < Rmin, c & Rd(αl, Pl) < Rmin, d, then

P ∗
l = max

{
r1

m1αl−m2r1(1−αl)
, r2

m3(1−αl)−m4r2αl

}
if Rc(αl, Pl) ≥ Rmin, c && Rd(αl, Pl) ≥ Rmin, d, then P ∗

l = Pl

(2.7) Calculate ηEE

(
αl, P

∗
l

)
by (11)

3: ηEE(P ) = max
{[

ηEE

(
α1, P

∗
1

)
, · · · , ηEE

(
αl, P

∗
l

)
, · · · ηEE

(
α2, P

∗
2

)]}
4: ηP

EE = max {[ηEE (Pmin) , · · · , ηEE(P )]}
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4 Simulation Results

In this section, we evaluate the validity of the proposed scheme by the computer sim-
ulation. We consider an uplink DAS with Nt remote antennas. The polar coordinate
of RA1 is (0, 0), the (Nt − 1) RA’s polar coordinates are

(√
3/7r, πi/3

)
, i =

1, · · · , Nt − 1, where Nt = 7, r = 1000m is the radius of the cell. The location of
CU is (7r/10, π /3), the D2D-T is (8r/10, π /2), and D2D-R is (9r/10, π /2). The
maximum total transmit power of CU and D2D-T is Pmax=2W. The noise power
is σ 2

n = −70dBm, the path loss factor is β = 3, the step is εP = 0.05 and the
circuit power is Pc = 5W. For simplicity, we consider Rmin, c = Rmin, d = Rmin. The
simulation results are illustrated in Figs. 2, 3 and 4, respectively.

In Fig. 2, the results of EE versus total power constraint Pmax under different
minimum rate constraints Rmin are shown, where εα = 0.05. We consider two
minimum rate constraints Rmin=4 bit/s/Hz and Rmin=5 bit/s/Hz. Based on two
different minimum rate constraints, we find that the EE with Rmin=4 bit/s/Hz is
higher than that with Rmin=5 bit/s/Hz. The reason is that the increase of minimum
rate constraint results in the increase of transmit power because of the requirement
of higher rate, which brings about the decrease of EE. Besides, the EE increases
firstly and then remains constant with the increase of Pmax. This is because when
the maximum total power Pmax is small, the CU’s and DU’s powers are limited
due to the maximum power constraint. As Pmax increases, however, both of them
can achieve optimal power and the EE begins to increase as well. Besides, due to
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Fig. 2 The EE with different minimum rate constraints
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the minimum rate constraints of CU and DU, the EE remains constant when Pmax
increases to a certain value.

Figure 3 shows the EE versus total power under different steps εα . In this
simulation, we set the minimum rate constraint is Rmin = 5bit/s/Hz. As shown in
Fig. 3, the EE with step εα = 0.05 is higher than that with εα = 0.1, as expected.
The reason is that εα = 0.05 has a higher degree of accuracy than εα = 0.1, and
more accurate value of power allocation can be attained. Therefore, the former can
achieve higher EE than the latter.

From Fig. 4, it is found that the EE versus total power under different D2D
locations, where Rmin = 5bit/s/Hz and εα = 0.05. The polar coordinates of
location 1 are (8r/10, 5π /12) for D2D-T and (9r/10, 5π /12) for D2D-R. The polar
coordinates of location 2 are (8r/10, π /2) for D2D-T and (9r/10, π /2) for D2D-
R. The polar coordinates of location 3 are (8r/10, 7π /12) for D2D-T and (9r/10,
7π /12) for D2D-R. Three different locations change the distance from DU to CU
and the EE increases as the distance increases, as expected. This is because when
DU is closer to CU, the interference between DU and CU increases and the transmit
power decreases accordingly. Namely, CU and DU sharing the spectrum resources
should stay away from each other when we design a distributed antenna system with
D2D communication.
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5 Conclusion

We have developed an energy-efficient power allocation scheme for D2D com-
munication underlaying distributed antenna system. Compared with the existing
research work, we present a D2D pair reuses the uplink channel resources of the
DAS. To fulfill the maximum EE, we formulate the optimization problem subject to
the maximum total power constraint and the minimum rate constraints of CU and
DU. Due to the pseudo-concave of objective function in optimization problem, we
propose an effective algorithm based on the gradient descent method and Armijo
method to maximize the EE. Numerical results have demonstrated the validity of
the proposed scheme and algorithm, and it can achieve superior EE performance.
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A Cluster-Based Interference
Management with Successive
Cancellation for UDNs

Lihua Yang, Junhui Zhao, Feifei Gao, and Yi Gong

1 Introduction

In order to satisfy the requirements of the wireless communication, the fifth gener-
ation (5G) communication networks have been widely developed in the following
three aspects: spectral efficiency, spectrum expansion and network densification [1].
As one of the promising approaches to improve the system spectral efficiency,
massive multiple-input multiple-output (MIMO) has the capability to enhance the
5G network reliability [2]. Providing Gigahertz transmission bandwidth, millimeter-
wave (mmWave) can effectively expand the spectrum resources [3]. As the core
characteristics of 5G cellular networks, the ultra-dense network (UDN) has appeared
to meet the explosive capacity of mobile communication systems [4]. Consists
of plenty of macro base stations (MBSs) and many types of small base stations
(SBSs), the UDN is developed from the heterogeneous network (HetNet) to meet
the demands of the high mobile data volume [5]. However, the increasing number
and the decreasing size of base stations (BSs) result in the complicated topology of
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networks and serious interference. Therefore, the interference management plays a
more and more important role in improving the performance of network.

Previous researchers have provided an overview of interference management
scheme in cellular networks [6–9], e.g., cell range expansion, enhanced inter-cell
interference coordination, cognitive interference management, and so on. However,
these studies only focussed on decreasing the cross-tier interference and there was
little advantage of co-tier interference mitigation in the network. Unfortunately,
some of them possessed high computational complexity which made it difficult to be
applied in UDNs. Recently, many researchers have paid more attention to reducing
co-tier interference and computational complexity. Clustering is considered to be
one of the promising ways to reduce the co-tier interference and make the topology
structures of UDN be simplified.

Cluster-based interference management schemes have been studied in many
literatures [10–14]. In the literature [10], authors designed a distributed interference
management scheme in two-tier networks. Abdelnasser et al. proposed a clustering
algorithm to decrease the co-tier interference in FBSs [11]. However, the authors
ignored the quality of service (QoS) of users, and these two schemes were unable
to guarantee the high transfer rate of users in the network. Wei et al. [12] studied a
cluster-based wireless resource management which was split into a modified K-
means algorithm and a supplementary allocation algorithm in UDN. The work
in [13] presented a cluster-based energy-efficient resource allocation scheme to
improve the energy-efficient of the network. To improve the throughout of FBS
networks, Dai et al. [14] proposed an interference management scheme based on
joint clustering and resource allocation with an acceptable complexity. Nevertheless,
the above interference management schemes did not consider the interference
among users (i.e., intra-cluster interference) which was serious in hot spot region.
Nam et al. [15] indicated that the interference among users can be decreased by
advanced receivers (i.e., successive interference cancellation) with interference joint
detection or decoding. Hence, to decrease all types of interference simultaneously
in UDN, we are looking forward to designing an effective interference management
scheme.

The main contribution of this paper can be summarized as follows: 1) Consid-
ering all types of interference, we formulate an optimization problem based on
joint clustering, subchannel allocation and successive cancellation among users. 2)
To solve this optimization problem, we propose a clustering algorithm based on
interference graph which can distribute FBSs and femto user equipments (FUEs)
into disjoint clusters and groups synchronously. 3) Then, a subchannel allocation
algorithm, which aims to allot the subchannel to each FBS cluster, is provided to
minimize the cross-tier interference. 4) Moreover, detecting and demodulating suc-
cessively the largest received power of FUE, a successive interference cancellation
(SIC) detection algorithm is developed to reduce the interference among users in the
same FUE group. Numerical results validate the effectiveness and efficiency of our
proposal.
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2 Model and Formulation

2.1 System Model

A two-tier downlink UDN with densely deployed FBSs operating within a MBS
is considered in this paper. All MBSs and FBSs are located with the same radius
Rm and Rf , respectively. Users are distributed randomly within the coverage of the
MBS. To allow all users to access flexibly, all FBSs are assumed to adopt the open
subscriber group (OSG) configuration. Furthermore, it is assumed that the frequency
reuse factor is equal to one. Figure 1 shows the topology under consideration in
this paper, and it demonstrates that there are two types of interference (cross-tier
interference and co-tier interference) in the downlink. Our hypothesis also contains
that all users in the network are capable of identifying the interference source [16].

A user is considered to be a macro user equipment (MUE) only if the signal
power received from MBSs is greater than FBSs, and vice versa, which is called the
maximal received power association. We utilize signal to interference-plus-noise
ratio (SINR) to evaluate the performance of the network. Moreover, we assume that
all MBSs and FBSs transmit in the same frequency (i.e., co-channel deployment).
The SINR of MUE m served by MBS l using subchannel n is given by

SINR(n)
l,m = Plβ

(n)
l,mϕl,m

IM+IF +IU+N0B
, (1)

where Pl represents the transmission power of BS, β
(n)
l,m is the fast fading power

from BS l to user m in subchannel n, ϕl,m is the path loss attenuation factor from

FBS

FBS

MBS
MUE

FUE
FUE

Received Signal Cross-tier Interference Co-tier Interference

Fig. 1 Network topology under consideration
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BS l to user m, IM = ∑
τ �=l,τ∈

Pτβ
(n)
τ,mϕτ,m describes the interference from other

MBSs, IF = ∑
κ∈�l

Pκ(l)β
(n)
κ(l),mϕκ(l),m is the total interference from all FBSs in MBS

l,  = {1, 2, · · · , L} and � = {�1,�2, · · · ,�L} are the set of all MBSs and
FBSs in the network respectively, �l denotes the set of FBSs located in MBS l,
IU = ∑

m
′ ∈Ul ,m

′ �=m

P
m

′ β(n)

l,m
′ ϕm,m

′ is the interference from other MUEs served by the

same MBS with user m, U = {U1,U2, · · · ,UL} denotes the set of all MUEs in the
network, Ul is the set of MUEs in MBS l, N0 = −174dBm/Hz is the noise power
spectral density, and B is the transmission bandwidth.

Similarly, the corresponding SINR of FUE j associated with FBS f in the
coverage of MBS l is expressed as

SINR(n)
f (l),j = Pf (l)β

(n)
f (l),j ϕf (l),j

IM+IF +IU+N0B
, (2)

where IM = ∑
τ∈

Pτβ
(n)
τ,j ϕτ,j is the cross-tier interference from all MBSs, IF =

∑
κ �=f,κ∈�l

Pκ(l)β
(n)
κ(l),j ϕκ(l),j is the co-tier interference from all FBSs except the

serving FBS in MBS l, and IU = ∑
j

′ ∈Ff (l),j
′ �=j

P
j

′ β(n)

l,j
′ ϕj,j

′ is the interference from

other FUEs associated with the same FBS in MBS l, F = {F1,F2, · · · ,FL} is the
set of all FUEs in the network, Fl = {

F1(l),F2(l), · · · ,FD(l)

}
is the set of FUEs in

MBS l.
Accordingly, we can obtain the capacity of MUE m and FUE j in subchannel n

and the expressions are

R(n)
l,m = ξl,m × log2(1 + SINR(n)

l,m) (3)

and

R(n)
f (l),j = ηl,j × log2(1 + SINR(n)

f (l),j ), (4)

where ξl,m = B
/
Ul

and ηl,j = B
/
Fl

are the bandwidths of the MUE and FUE,
respectively, Ul is the number of MUEs in MBS l, and Fl is the number of FUEs in
MBS l.

2.2 Problem Formulation

Jointing clustering, subchannel allocation and successive cancellation among users,
we formulate the following optimization problem to maximize the system capacity,
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max
L∑

l=1

∑
m∈Ul

N∑
n=1

ρ
(n)
l,mR(n)

l,m+
L∑

l=1

|Cl |∑
i=1

∑
f ∈Ci(l)

∑
j∈Ff (l)

N∑
n=1

ρ
(n)
f (l),j R(n)

f (l),j

s.t. C1 :
N∑

n=1

ρ
(n)
l,mR

(n)
l,m � Rm,min,∀l, m,

C2 :
N∑

n=1

ρ
(n)
f (l),j R(n)

f (l),j � Rj,min,∀l, f, j,

C3 :
∑
m∈Ul

ρ
(n)
l,m = 1,

∑
j∈Ff (l)

ρ
(n)
f (l),j = 1,∀l, f, n,

C4 :ρ(n)
l,m ∈ {0, 1} ,∀l, m, n,

C5 :ρ(n)
f (l),j ∈ {0, 1} ,∀l, f, j, n,

C6 :
L⋃

l=1

|Cl |⋃
i=1

Ci(l) = C,

|Cl |⋂
i=1

Ci(l) = ∅,

(5)

where ρ
(n)
l,m and ρ

(n)
f (l),j can only be either 0 or 1 indicating whether the nth sub-

channel is occupied by a user or not, Rm,min and Rj,min are the minimal rate
requirements of user m and j respectively, C = {C1, C2, · · · , CL} is the set of total
FBS clusters in the network, Cl = {

C1(l), C2(l), · · · , Ci(l), · · ·
}

is the set of FBS
clusters in MBS l, and Ci(l) is the ith FBS cluster set in MBS l.

In the optimization problem (5), the objective is to maximize the system capacity
of the network subject to data rate requirement Rm,min and Rj,min as indicated in
C1 and C2. C3, C4 and C5 are the exclusion constraints indicating that subchannel
n can be only used in one MBS or FBS, respectively. Constraints C6 indicates that
the set of FBS clusters Cl of all MBSs form the entire cluster C in the network and
the arbitrary two FBS clusters in a MBS are disjoint.

3 Interference Management Scheme

Involving variables Ci(l), Cl and binary variables ρ
(n)
l,m, ρ

(n)
f (l),j , problem (5) is

complicated to obtain the optimal solution. To obtain the solution, we divide it
into three procedures: clustering algorithm, subchannel allocation and SIC detection
algorithm. In the clustering algorithm, all FBSs and FUEs in the network are divided
into several clusters and groups simultaneously based on interference graph to avoid
the co-tier interference. Meanwhile, the cross-tier interference can be reduced via
the subchannel allocation algorithm which distributes different subchannels to all
FBS clusters. Moreover, we use SIC detection algorithm to reduce the interference
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among users in the same group. The detailed procedures of the proposed algorithm
will be shown in the following sub-sections.

3.1 Structure of Interference Graph

Given interference graph G(E,W) with nodes (from set E) and edge weight
w(a, b) for each edge (a, b) (from set W ), we regard users as nodes in the graph.
Denoting the edge weight as the interference degree, the interference between users
is simplified to that between nodes. Moreover, W is the bi-directional edge set and
each element possess a non-negative weight. Hence, the equation w(a, b) = w(b, a)

can be established. We assume that there are 5 users, and the interference graph is
shown in Fig. 2. The critical factor to structure the interference graph is to calculate
the edge weights. The detailed processes are illustrated in the following.

1. First, we obtain SINRs of FUEs which constitute the interference graph.
2. Then, taking user u as the target and v as the interference, the edge weight

between two users is calculated by

λu,v = 1 + 1/
SINRu

1 + 1/
SINRv

, (6)

3. Similar to (6), we can obtain the expression of λv,u. The edge weight between
user u and v is represented as

w (u, v) =w (v, u)= max
(
λu,v, λv,u

)
. (7)

Fig. 2 The interference graph constructed of users
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3.2 Clustering Algorithm

After obtain the edge weights, we compute some necessary variables first.

1. Calculate the sum of edge weights of user u as

Wu =
∑Fl

v=1,v �=u
w(u, v), (8)

2. Define the harmonic mean of distance du as

du = 1∑Fl

u=1,u�=v du,v
−1

, (9)

where du,v is the distance between user u and v.

3. Combining Wu and du, the combination weight is shown as

Wupdate = k1 × Wu + k2 × A × du, (10)

where k1 and k2 are weight factors, and the sum of two values equals to 1.

We assume that GU = {GU1,GU2, . . . ,GUL} denotes the set of FUE groups in
the network and each element in GU represents a set of FUE groups in a MBS. Our
clustering algorithm is described detailedly in Algorithm 1.

3.3 Subchannel Allocation

After accomplishing the clustering algorithm, we have obtained the FBS clusters
and FUE groups to reduce the constraint conditions in (5) and the optimization
problem can be rewritten as

max
L∑

l=1

∑
m∈Ul

N∑
n=1

ρ
(n)
l,mR(n)

l,m+
L∑

l=1

|Cl |∑
i=1

∑
f ∈ci(l)

∑
j∈Ff (l)

N∑
n=1

ρ
(n)
f (l),j R(n)

f (l),j

s.t. C1, C2, C3, C4, C5,∀l, m, f, j, n

(11)

Our goal is to find the channel assignment set Y = {Y1,Y2, . . . ,YL} for clusters
in the network, where Yl = [

yi,n

]
and yi,n is equal to one if subchannel n is assigned

to ith cluster Ci(l) in MBS l and zero, otherwise. Let � = {�1,�2, . . . , �L} be the
subchannel pool, where �l = {1, 2, . . . N}. To obtain the optimal subchannel for
each cluster, the subchannel allocation algorithm used in this paper is exhaustive
search instead of the algorithm in [16], where calculate the sum rate of each cluster,
assign the optimal n∗ in �l to the corresponding cluster, and repeat several times
until all clusters are allocated with subchannels.
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Algorithm 1 Clustering algorithm
Input: Wupdate, w2, c, w(u, v), F, V(intermediate variable);
Output: GU, C;

1 Initialize: Unum, wth, V = F, |GU| = c, w2 and c are contents, GU and C are sets of FUE
groups and FBS clusters;

2 for l = 1 : L do
3 Calculate wth according to wth = ∣∣C

l

∣∣× w2;
4 Sort Wupdate of in ascending order to get the array Unum;
5 for i = 1 : (|GUl | − 1) do
6 Select the smallest element Umin in array Unum and remove it from Unum ;
7 Regard the corresponding user u as the ith FUE group head and let

GUi(l) = GUi(l) ∪ {u}, Fl = Fl\{u};
8 for v = 1 : |Vl | do
9 Vl ← Vl\ {u};

10 if w (u,Vl (v)) � wth then
11 Add Vl (v) into GUi(l) as GUi(l) ← GUi(l) ∪ {Vl (v)}, remove {Vl (v)}

from Vl as Vl ← Vl\ {Vl (v)}, and remove the corresponding Wupdate

from Unum;
12 else
13 v = v + 1;
14 end
15 end
16 end
17 Put the surplus elements of set Vl into the last group, and then form the previous FUE

group GUl .
18 end
19 for l = 1 : L do
20 for i = 1 : ∣∣GU

l

∣∣ do
21 Search the served FBS for each FUE in the group GUi(l) successively to form the

corresponding set of FBS cluster Ci(l);
22 Search FUEs served by FBSs in cluster Ci(l) and put them into the corresponding

group to update the FUE group GUi(l);
23 end
24 Delete the repetitive FBSs and FUEs of all clusters and groups in MBS l to form the

final FBS cluster Cl and FUE group GUl .
25 end

3.4 SIC Detection Algorithm

When users utilize the non-orthogonal multiple access, the information received
by the downlink user contains multiple access interference from other users. The
idea of SIC detection is to strip the user data successively. We assume the set
P = {P1,P2, . . . ,PL} stores the power values of all FUEs, and I = {I1, I2, . . . , IL}
represents the interference from other FUEs in the same group. The details are given
in Algorithm 2.
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Algorithm 2 SIC detection algorithm

Input: GU, P, F;
Output: I;

1 Initialize: ζ = ∅, I = ∅;
2 for l = 1 : L do
3 for i = 1 : |GUl | do
4 Select the maximal power of users in Gi(l);
5 Regard the corresponding user as u∗, then delete the power of u∗ and add user u∗

into ζ as ζ ← ζ ∪ {u∗};
6 while {u} ∈ GUi(l) do
7 Reselect the maximal power, and add the corresponding user v into ζ as

ζ ← ζ ∪ {v};
8 Calculate the interference among users by IU = ∑

m
′ ∈GUi(l)\ζ

P
m

′ β(n)

l,m
′ ϕm,m

′ and

put it into Il as Il ← Il ∪ {IU };
9 Remove Pmax from Pi(l).

10 end
11 end
12 end

We analyze the complexity of our proposed scheme in different stages. Assuming
the average number of clusters and FBSs located in each cluster in a MBS are
Cg and Bg , respectively. Moreover, the assumptions also contain that the average
number of FUE groups in a MBS is GUg , and the average number of FUEs located
in each group is Fg . In the worst case, the clustering algorithm has a complexity
of O

(
Fl

2 + Fl + CgBg + GUgFg

)
. The computational complexity of subchannel

allocation algorithm is O
(
Cg!
)

in the worst case. The computational complexity of
SIC detection algorithm is O

(
GUgFg

2
)
. With the accepted complexity, the pro-

posed interference management scheme effectively reduces the co-tier interference
by clustering algorithm, cross-tier interference by subchannel allocation algorithm
and the interference among users in the same group by SIC detection algorithm.

4 Simulation Results

In this section, we conduct the simulations to verify the effectiveness of the proposed
interference management scheme in UDN. Considering a scenario with plenty of
MBSs and FBSs, we utilize Reyleigh fading to model the channels between BSs
and users. The path loss between MBS and MUE is 128.1+37.6*log10D, and it is
140.7+36.7*log10d between FBS and FUE. Other simulation parameters are shown
in Table 1. We evaluate the performance of our proposed scheme in comparison with
the following two schemes: the optimal FBS subchannel allocation (OFBSSA) and
cluster-based FBS subchannel allocation (CFBSSA).
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Table 1 Simulation parameters

Parameter Value Parameter Value

Number of MBS L 19 Total bandwidth B 10 MHz

Transmit power of MBS 46 dBm Transmit power of FBS 23 dBm

Coverage area of MBS Rm 500 m Coverage area of FBS Rf 20 m
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Fig. 3 System capacity vs users

Figure 3 shows the simulation results between the system capacity and the
number of users located in overlapping region of two FBSs. The holistic tendency
of the figure shows that the system capacity decreases with the increasing number
of users. The main reason is that the interference increases with the growth of the
edge users in FBSs. Hence, the system capacity decreases sharply. Comparing the
three curves in the graph, it can be found that the capacity of the proposed scheme
is better than the other two options when the number of users in the overlapping
region is communal. The advantage is more significant when the number of edge
users is big enough. Moreover, Fig. 3 shows that the proposed scheme reduces the
interference of edge users and improves the system capacity.

Figure 4 is about the performance of three schemes in Fig. 3. We can see that
the proposed scheme has great preponderance in improving the system capacity,
especially when there are plenty of edge users. When the number of users is fixed,
the percentage of the OFBSSA and our proposed scheme is higher than the CFBSSA
and our proposed scheme. With a growing number of users located in overlapping
region, it is clear that the improved percentage becomes higher. Furthermore, the
advantage of the proposed scheme is gradually distinct and it is in a position to meet
the capacity requirements of users in hotspot areas.
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Fig. 5 System capacity vs FBSs

Figure 5 describes the relationship between the number of FBSs located in
overlapping region and the system capacity. The result shows that the system
capacity is reduced with the increasing number of FBSs owning the common
coverage. When the total number of FBSs is fixed, the maximal received power
of users are constants. However, the interference becomes more and more serious
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Fig. 6 System capacity vs the density of FBSs

as the number of FBSs located in overlapping region increases. Therefore, the three
curves show a decreasing trend in Fig. 5. Nevertheless, the system capacity of the
proposed scheme is larger than the other two schemes clearly. Hence, the proposed
scheme shows a certain application value in specific dense areas.

We also investigate the system capacity with the density of FBSs in Fig. 6. On
the one hand, it indicates that the system capacity increases as the density of FBSs
increases, which is caused by the face that FUEs have more choices to associate with
the FBS providing a higher power. Moreover, the co-tier interference is reduced
with the increasing number of FBSs compared with OFBSSA and CFBSSA. The
SIC detection algorithm can decrease the interference among FUEs in the same
group contrasting of CFBSSA scheme and our proposed scheme. On the other
hand, compared with the other two schemes, the capacity of the proposed scheme is
significantly improved when the number of FBSs is a constant.

Finally, we compare the spectral efficiency of the three schemes by varying the
number of FBSs and the simulation result is shown in Fig. 7. As the number of FBS
increases, the spectral efficiency of the system increases for three schemes in Fig. 7.
The reason is that the proposed scheme can obviously improve the SINR of all users,
which results in the increasing of spectral efficiency under the average bandwidth
allocation condition. Moreover, it is obvious that our proposed scheme has a greater
promotion in improving the spectral efficiency, which is significative for the future
network.
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5 Conclusions

In this paper, we have proposed an interference management scheme in UDN
which has been verified to be an effective scheme to improve the system capacity
and spectral efficiency. The scheme has three stages, namely, clustering algorithm,
subchannel allocation and SIC detection algorithm. In the clustering algorithm, to
avoid the co-tier interference, we have divided the FBSs and FUEs into different
clusters and groups respectively based on the interference graph. In the subchannel
allocation stage, we have utilized a exhaustive search to reduce the cross-tier
interference. Moreover, the interference among users in the same group has been
decreased by using the SIC detection algorithm. Simulation results show that
the system capacity and spectral efficiency have been improved compared with
OFBSSA scheme and CFBSSA scheme. Furthermore, the proposed interference
management scheme has a certain application prospect in 5G communication.
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Delay Sensitive Application Partitioning
and Task Scheduling in Mobile Edge
Cloud Prototyping

Abdullah Lakhan, Dileep Kumar Sajnani, Muhammad Tahir,
Muhammad Aamir, and Rakhshanda Lodhi

1 Introduction

Nowadays, proliferation of the mobile devices and computation demands of delay
sensitive applications is becoming ubiquitous [1]. The MEC augment the capa-
bilities of resource-constraint mobile devices and enable them to perform any
compute intensive type application to execute. An offloading system is a technique
in MEC which moves compute intensive tasks of mobile application to the edge or
remote cloud for further processing. The foremost cost of the offloading system
is computation and communication cost. The delay sensitive application can be
modeled as a call graph. It is a challenge to partition the application based on those
factors that degrade the QOS of the application, and efficient task scheduling such
that average total time can be minimized.

In this paper, we are formulating the application partitioning and task scheduling
problem for delay sensitive applications in mobile edge cloud environment. How-
ever, the application partitioning problem allows us to execute compute intensive
application on the mobile device and offload heavy tasks from limited constraint
mobile onto the cloud server for the execution. In this way, the quality of user
experience is satisfied. On the other hand, after the application partitioning the
divided tasks is executed such that application hard constraint could not be
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compromised, to cope up with challenging task scheduling is efficient to execute
all tasks on appropriate resources. Furthermore, the application can be represented
as a call graph in which each node represented a task and each edge shows the data
dependencies between tasks. The preliminary constraint for the application is that it
must be executed within a given deadline.

MEC is the combination of three different technologies such as, mobile comput-
ing, wireless technology and cloud computing paradigm. However, In the literature,
many architectures were proposed such as MAUI [1], CloneCloud [2], Cuckoo [3],
ThinkAir [4] to achieved their objective, the primary objective was to offload the
heavy computation of the application to the cloud server so that minimized mobile
computation power and boosted the application performance. However, However,
80% compute intensive tasks of the mobile application have to be offloaded to
the cloud server for execution, but the performance of the cloud server has not
been considered in the literature. It is notable if cloud services are not efficient for
offloaded tasks the primary objective of mobile cloud architecture quit meaningless.
Existing research did not consider the performance of the cloud resources and
transmission delays together which could be degrading the performance of the
application. However, current literature research on mobile offloading system
needed to be addressed following questions issues:

– Offloading decision: it is the fundamental phase in application partitioning what
to, how to and where to migrate the application tasks for execution. But there is
a big challenge, how to partition the application in an accurate way, in a more
general way which factors should be considered for the application partition so
that application can be executed within a given deadline.

– Task Assignment: mobile cloud application tasks are divided into two disjoint
sets, for example local disjoint set of tasks and cloud disjoint set of tasks. It is a
challenging how to schedule the tasks on mobile device and cloud resources so
that average response time of the application would be minimized without any
violation.

– Environment Adaptation: however, mobile cloud computing architecture is the
amalgamation of different technologies so it can adaptively change the network
connection environment (i.e., WIFI, cellular network) when user mobility is
facilitated, due to heavy load cloud service resources could be overloaded.
To cope with the aforementioned case application portioning and offloading
decision must be dynamic and support any adaptation in environment.

To cope up with the above questions we have following contribution answers in this
paper:

– For offloading system we are formulating min-cut cost optimization problem.
In which application can be partitioned into a local disjoint set and cloud
disjoint via min-cut algorithm. To cope up with the min-cut problem with
environment adaptation, we have proposed a Dynamic Application Partitioning
Task Scheduling which has to be followed phases: (i) partition the application
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into local execution and cloud execution based on following factors, for example,
task size, mobile CPU speed, available network bandwidth, Cloud server speed,
and cloud resource availability, (ii) schedule the local tasks on the mobile device
(e.g., heterogeneous CPU cores), (iii) schedule cloud tasks on the efficient
network wireless channel band and (iv) schedule all offloaded task on the cloud
resources. It is noteworthy, mobile scheduler only schedule the local tasks on
the mobile device and wireless network where it cannot schedule task on cloud
resources, however it can be anticipated the execution time of task on cloud
resources.

– Task Assignment: we formulate task assignment mixed as an integer linear
programming and scheduling problem. The application deadline is a positive
integer. The application execution must be feasible and less than a given positive
number. The task scheduling is an efficient to execute the tasks on the mobile
device and a cloud resource in an optimal way. The proposed algorithm DAPTS
which first order the task sequence and then schedule them on appropriate mobile
and cloud resource so that minimize the average response of the application.

– The DAPTS supports environment adaptation when network bandwidth and
cloud resources are not sufficient for execution while application in the progress
it will re-partitioned the application according to new available parameters.

The rest of the paper is organized as follows. Related works are reviewed in Sect. 2.
Sections 3 and 4 describes and formalizes the problem under study. A heuristic
is proposed for the considered problem in Sects. 5 and 6. Section 5 evaluates
the performance of the proposal under different workload scenarios followed by
conclusions in Sect. 6.

2 Related Work

In mobile Cloud Architecture, application partitioning is hot favorite topic nowa-
days. The Offloading technique is an efficient to allow executing compute intensive
applications inside mobile device. Many efforts have been made on application
partitioning framework such as in [4] Mobile Assistance User Interface (MAUI)
proposed the framework in which the objective was to minimize the device
energy during computation offloading. MAUI framework is consisted two run time
environments (such as mobile run time and cloud run time) to support mobile cloud
application. MAUI has considered only mobile end run time performance it did not
consider cloud end offloaded cost. CloneCloud run time environment framework for
computational offloading proposed in [5]. The objective is to minimize the device
energy consumption. It is highly dynamic technique for computational offloading
in which mobile application services wrapped into a virtual machine. Application
run time manager captured the full image of the application and offload to the cloud
server for execution. However, mobile application and cloud server both have virtual
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environment for the offloading and execution. CloneCloud run time focused on
mobile device execution time performance and did not consider the cloud server
end.

Nevertheless, computational offloading to remote cloud is not favorable environ-
ment for real time applications because they have required lower end to end latency.
On the other hand remote cloud located the multiple hops away from mobile device
application, it incurred longer delay. In [6] run time environment for computational
offloading to the local cloudlet server has been proposed. Whereas, the local cloudlet
is the subset of remote cloud, it enables and extends the remote cloud service at
the edge of the network. In order to support the real time application according to
given latency bound. Furthermore Cuckoo [7] and Jade [8] run time frameworks
have considered only mobile end performance to minimize the latency, minimize
the device energy consumption and increase the throughput of the application. In
addition, mobile run time frameworks with various objectives has been invested
in [9].

With the best of our knowledge, application partitioning and task assignment
problem by considering mobile performance and cloud resource performance
together has not been studied yet for delay sensitive application. Summary, in this
paper we are formulate the application partition and the task assignment problem
for delay sensitive application in mobile cloud environment where application run
time is executed locally and remotely on the cloud resources, while the application
is bounded by deadline constraint. The objective function is to minimize average
response time of the application.

3 Proposed Description

We are analyzing an application partitioning and the task assignment problem
for delay sensitive application. To cope up with the problem we have proposed
a novel mobile cloud offloading architecture as shown in Fig. 1. Mobile end user
submitted healthcare application (Health-APP) as a thin client. It starts with static
analysis technology which tells about native and remote task which is developed
during design time. However, after application install by mobile user mobile master
node performs some operation via following components: (i) task management
component is the responsible to estimate the task execution time on the mobile side
and on the cloud resources in advance and sequence the tasks in specified order,
(ii) offloading decision makes application partitioning decision based on available
bandwidth, mobile CPU, server speed, (iii) partitioning results component shows
which tasks are executed locally and which tasks are offloaded to the server, then
mobile scheduler send offloaded tasks to the cloud via wireless channel band and
remaining entire tasks are schedule locally on the mobile device. On the other cloud
scheduler allocate the resources to the offloaded tasks and sent back their results to
the mobile device after execution.
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Fig. 1 Mobile cloud application partitioning and task assignment

3.1 Proposed Model and Problem Formulation

3.2 Task Execution Scenario

We have made following assumption to task execution: (i) Each application vi

can be executed on a mobile device or on a cloud resource, it depends on task
characterization such as a task data size, if a task is compute intensive it need to be
offloaded to the cloud server else execute on a local mobile, (ii) network connection
is not fixed between mobile user application and cloud server for both uploading and
downloading data, (iii) offload task must be compressed with fixed ratio, in general
terms the offloaded tasks size must 6–10 MB, (iv) application response time has
linear relationship with task execution time.

3.3 Application Characteristics

A Mobile Cloud Architecture (MCA) is the combination of the wireless network,
mobile edge server and cloud server. The Mathematical Notations are marked
in Table 1. In MCA a workflow, mobile healthcare application is modeled as
consumption weighted Directed Acyclic Graph (DAG) i.e., G (V, E). Whereas,
each task vi is represented by a node vi ∈ V . An edge e(vi, vj ) ∈ E represents
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Table 1 Mathematical
notation

Notation Description

V Number of tasks v

VZ Number of virtual machines V
Vj j th virtual machine in edge server

vi Workflow application task

Wi Weight of the each task

DG Deadline of the application G

ζj Speed of j th virtual machine

ζm Speed of mobile processor vi

Ce
i Execution cost of task vi on cloud

xij Assignment of task vi on virtual machine j

Bi Begin time of the task vi

Fi Finish time of the task vi

G DAG graph

A Most Tightly Connected Vertices

a Arbitrary of vertex G
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Fig. 2 Application partitioning consumption graph. (a) Application consumption call graph. (b)
Application weighted consumption graph

communication between vi to vj . A task vi could be started until associated all
predecessors complete. v1 and vn are two dummy tasks (i.e., entry task and exist
task). A task could be started until associated predecessors complete. In simple
words vj cannot be started in anticipation of vi get the job done and i < j . We
partition the call graph into consumption graph as shown in Fig. 2b based on static
analysis technology and profiling technology, we convert the call graph into a task
weighted consumption graph after offloading decision as explained in architecture.
We formulate this problem as min-cut cost problem and we divide the mobile
application tasks the local disjoint set, i.e., Vloc and Vcl by min-cut. The application
is bounded by deadline constraint DG.
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3.4 Mobile Task Assignment

Each task has wi as input data, and it generates the output data wi , it requires mobile
CPU m instruction for execution (per second), where mobile device has M CPU
cores, i.e., M = {m1,m2, .,M} with homogeneous speed. The decision variable
shows that either task executes on mobile core or not and denoted as a y = {vi ∈
V,m ∈ M}, whereas, yi,m={0, 1}. The yi,m = 1 or yi,m = 0 shows assignment
either an execution occur on mobile core or not. The execution time of the each task
on the mobile device can be calculated in the following way:

T loc
i = wi

ζm

, (1)

the average execution of all tasks on local mobile device can be expressed in the
following way:

V∑
i=1

M∑
m=1

T loc
i × yi,m, (2)

mobile scheduler can scheduler one task at a time. However, mobile device can
schedule remote task on the wireless channel band one task a time, offload task
incurs with communication time which could be expressed in the following way:

T e
i,j =

(
w

(i, j

Bupload

)
+
(

w′ (j, i

Bdownload

)
, (3)

whereas, average communication cost can be calculated explained in the following
way:

∑
e(vi ,vj )∈E

T e
i,j . (4)

3.5 Cloud Task Assignment

A set of cloud edge servers can be represented by K={k1, . . . .., kn}. We presuppose
that each k server holds one virtual machine type, that all virtual machine instances
are heterogeneous, every virtual machine (VM) has dissimilar computation speed
which are illustrated as ζj = (j = 1, . . . ., Z). A set of virtual machine instance can
be shown by V K={vk1, . . . .., vkn}, in which Kvk

i is the virtual machine assignment
for vi . Each workflow application has workload Wi={i = 1, . . . .., N} with deadline
Di . To minimize the response time of the submitted workflow tasks, we assign each
application task to the optimal VM while meeting the deadline Di , because the
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optimal VMs always leads to lower response time. Since a task vi is only can be
performed by one VM j , a decision variable xij ∈ {0, 1} is utilized, xij =1 only if
the task vi is assigned to the VM Vj .

T cl
i = wi

ζj

, (5)

the average execution of all tasks on cloud virtual can be expressed in the following
way:

V∑
i=1

Z∑
j=1

T cl
i xi,j × T cl

i . (6)

In the same way, the vector Prv = {Vloc ∈ V, Vcl ∈ V } with variable indicates
whether execution offloading or not, namely:

Prv =
{

1, if vi ∈ Vloc

0, if vi ∈ Vcl
(7)

According to Eq. (4), the communication cost is determined by Ecut=1, otherwise
same location tasks have no communication cost as shown in Fig. 2.

Pre =
{

1, if e ∈ Ecut

0, if e /∈ Ecut
(8)

3.6 Application Response Time

The total response time of workflow application is an amalgamation of computation
time and communication time. Since, computation cost could location and remote
execution after application partitioning. The communication cost is determined by
weight of data transport and available network bandwidth. The average response of
workflow application due to offloading is expressed as follows:

Ttotal =
∑
v∈V

P rv.T
loc
v +

∑
v∈V

(1 − Prv).T
cl
v

+
∑

e(vi ,vj )∈E

P re.T
trans
e ,

(9)

whereas, Eq. (9) describes that the average response of workflow application is the
sum of local and remote computation cost and communication cost. The considered
problem is mathematically modeled as bellow:
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minimize
T

Ttotal

subject to Ttotal ≤ DG,

(10)

Tj,0 = 0, Tm,0 = 0, (11)

V∑
i=1

M∑
m=1

T loc
i × yi,m,

V∑
i=1

Z∑
j=1

T cl
i xi,j × T cl

i , (12)

Fcl
i =

Z∑
j=1

T cl
i,j xi,j , F

loc
i =

M∑
m=1

T loc
i,m yi,m, (13)

V∑
i=1

xi,j = 1,

Z∑
j=1

xi,j = 1,

M∑
m=1

xi,j = 1, (14)

Ttotal ≤ DG, xi,j {0, 1}, (15)

xi,j {0, 1}, (16)

yi,m{0, 1}, (17)

However, Eq. (9) calculates the average response time of all tasks. In this paper,
we assume at the start and end of the task on a cloud virtual machine, because all
compute intensive tasks are executed on the cloud. According to Eq. (10) initial of
any virtual machine is assumed to be zero. The finish time of task vi on virtual
machine j and mobile device m is Ti,j , Ti,m determined by the previous task vi-1
execution time that is

∑V
v=1 xi,j T

cl
i ,
∑V

v=1 yi,mT loc
i . Equation (11) determines the

execution cost of a task on the cloud and mobile device according to their speed and
weight. The task finish time is determined by Eq. (12). Equations (13), (15), (16)
demonstrates that each task can only be assigned to one virtual machine and the
each virtual machine can be only assigned to on Task. According to Eq. (14) finish
time of application G should be less than a give deadline DG.

4 Proposed Algorithm

The objective function is to minimize the average response time (i.e., total time)
of application which has a hard constraint deadline. Each application should follow
the precedence constraint rule, its general terms one task execute at a time either
on a mobile device or offloaded to the cloud server for execution. For considered
problem we have proposed, a novel DAPTS algorithm which has following phases:
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(i) it starts with application partitioning based on static analysis technology and
profiling technology, (ii) offloading decision is an important phase in which we
divide the application into local execution and remote cloud based on following
factors: network bandwidth, task size, task type (unoffload, offloaded), cloud server
speed, mobile CPU speed and server memory., (iii) after partitioning resulting
mobile scheduler schedule all native tasks on the mobile cores and schedule remote
tasks on the efficient wireless channel band, (iv) cloud schedule all offloaded tasks
and after execution their results sent back to the mobile device. However, for phase
(i) and (ii) we formulated min-cut problem and proposed Algorithms 1, 2 and 3
based on min-cut traditional algorithm. For phase (iii) and (iv) we formulate task
scheduling problem, and proposed iterative Algorithm 5 which effectively execute
the all tasks without violate any application deadline. The Algorithm 1 shows we
can optimize phase (i) and (ii) based on min-cut algorithm, whereas, phase (iii) and
(iv) can be optimize based on iterative algorithm 5.

Algorithm 1 DAPTS framework
Input : vi ∈ V ;
Output: minZ ;

1 begin
2 Z ←0;
3 Application Partitioning based on Eq. (2) Workflow Task Sequence;
4 foreach vi ∈ V do
5 Optimal VM Searching ;

6 Task Sequence Adjustment;
7 return Z;

4.1 Application Partitioning Phase (i) and (ii)

For phase (i) and (ii) the application partition algorithm is formulated as the min-
cut procedure (i.e., function) in algorithmic 2, whereas every phase j it called the
procedure Min-Cut-Phase function while explained in algorithmic 3. While few
tasks will have to be either executed locally or remotely, we need to be merged
all of them into new single node. The basic fundamental of this algorithm to make
the process very easy to select the subsequently vertex that would be added to
the given vertex set A, that is MTCV (Merge Most Tightly Connected Vertex) as
shown in Fig. 3, which is described as the node whose �(v) to vertex A is highest.
Nevertheless, �(v)=w(e(A, v))-[wloc(v)−wcl(v)]. Additional, the entirety cost of
partitioning is followed:

Costcut (A−t,t = Cloc − [wloc(v) − wcl(v)] +
∑

v∈A\t
w(e(A, v)). (18)
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Fig. 3 Merging tightly connected vertex to A

Let assumed the local cost at the mobile device Cm =
∑

v∈V [wloc(v)] and same
formula for remote cost, while the cut-value Costcut (A−t,t) is the partitioning cost,
wloc(g) − wcl(g) is the gain g vertex from offloading and

∑
v∈A\t w(e(A, v)) is

communication cost incurred by offloading. Input is G(V,E) workflow application
edges with non-negative incident weight, output return minimum cut of G as shown
in Fig. 3.

Algorithm 2 Merging function

Input: (G,w);
1 begin
2 gs,t ⇐ s ∪ t ;
3 for graph all vertices v ∈ V do
4 if v �= {s, t} then
5 wt(e(gs,t , v))=wt(e(s, v)) + wt(e(t, v));

// all edges weights added here
6 [wm(gst )], [wrc(gst )]= [wm(s)] + [wm(t)], [wrc(s)] + [wrc(t)];

// all nodes weights added here
7 E ⇐ E ∪ e(gst , v);

// edges are added

8 E∗ ⇐ E \ {e(s, v)}{e(t, v)};
9 V ∗ ⇐ E \ {s, t} ∪ gs,t ;

10 return G∗(V ∗, E∗)

Algorithm 2, merge those all vertices which are closely related to MTVC A.
Algorithm 4 always return optimal min-cut as shown in Fig. 4.
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Algorithm 3 Min-cut function
Input : (G,w);

1 begin
2 wt(mincut ⇐ ∞;
3 for m=1;length(source-vertices) do

// Off and Unoff vertices merged into single node
4 (G,wt )= merging(G,wt , source-vertices, source-vertices(m));
5 while | v ∈ V |> 1 do
6 [Cut (A − t, t), s, t]=Min-Cut-Phase(G,wt );
7 if wt(cut (A − t, t)) < wt (mincut ) then

8 mincut ⇐ cut (A − t, t);

9 merging(G,wt , s, t);

10 return mincut , Min-Cut-Grouping-List;
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Fig. 4 Application partitioning consumption graph

4.2 Task Assignment Phase (iii) and (iv)

The aim of the task scheduling problem is to find a task assignment and the start
times of the tasks to the processors in a way that the schedule span is minimized
and, in the same time, the precedence constraints are preserved. For phase (iii) and
(iv) we have proposed greedy algorithm based iterative Algorithm 5, in which we
can execute the application tasks on appropriate resources. We perform here static
scheduling mechanism, whereas proposed algorithm 5 is involved in three stages:
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first we sequence the task based on HEFT algorithm [10], second stage, sort out
all the mobile cores and virtual machines in optimal order, third stage, schedule
all tasks to the optimal appropriate mobile cores and cloud virtual machine so that
minimize maximum lateness and execute them within application deadline. The task
sequence ordering in the following way:

– Shortest deadline First (SDF): We sort the set of workflow applications based on
their deadline. The small deadline application sort first and the bigger one later.
If the deadline is same then FCFS policy will be apply.

– Shortest slack time first (STF): The application tasks are sorts according to the
task slack time (TST). The task which has shortest slack time, they schedule first.

– Shortest weight First (SWF): The applications are sequenced based on the
weight of all tasks, shortest weight application arranged first and the bigger one
later.

Algorithm 4 Min-cut-phase function

Input : (G,w);
1 begin
2 a ⇐ random node of Gj ;
3 Added vertex a ⇐ {A};
4 while [A �= Vj ] do
5 Maximum=-∞;
6 vmaximum=null;
7 for v ∈ Vj do
8 if v �= A then

// Performance add a task v to the remote cloud
9 �v ⇐ wt(e(A, v)) − [wm(v) − wrc(v)] // Determine the node

that is the MTCV to A

10 if Maximum≤ Δv then
11 Maximum=�v;
12 vmaximum = v;

13 A ⇐ A ∪ {vmaximum};
14 a ⇐ merging(Gj ,wt , a, vmaximum);

15 Lastly vertex source s would be added to the MTCV A;
16 Lastly vertex sink t would be added to the MTCV A;
17 return mincut (A − t, t), ;

For sequence the task slack time T slack
i must be minimized. The slack time T slack

i

of the task vi is found by the definite finish time Fi and the deadline DG i.e.,
T slack

i =Fi−DG. The finish time Fi of the task vi is determined by the execution time
T cl

i , T loc
i and the available time of the assigned mobile core and virtual machine.

Nevertheless, T cl
i , T loc

i must be determined earlier than scheduling, the regular
execution time T slack

i is mathematically defined as:

T slack
i = Di − Fi (19)



72 A. Lakhan et al.

T slack
i = Di − Fi (20)

Fi =
∑

T e
i

∑M
j=1 Wi∑M
j=1 ζi

(21)

4.3 Greedy Task Scheduling Algorithm

The task sequence is produced by the proposed task sequencing method; the goal is
to assign tasks to optimal mobile core and cloud virtual machines, which has lower
lateness. The existing approach The allocation of each task vi to a mobile core and
virtual machine is to make a decision on the xi,j , the xi,j = 1 if the vi is assigned
to the VM Vj As depicted in Eq. (21), the optimal virtual machine is decided by the
ζj speed of the assigned VM and the task execution time T e

i . The optimal virtual
machine selection is defined as follows:

ζ ∗
j = wi

ζj
(22)

Optimal mobile core for local task assignment is expressed in the following way:

ζ ∗
m = wi

ζm
(23)

The greedy Algorithm 5 performs on phase (iii) and (iv), line 2–3 sort out all mobile
cores and the virtual machine in ascending order in the context of their speed. Line
4–13 calculate the execution on all possible cloud virtual machines with minimum
lateness and calculate the average execution of all tasks on the cloud. Line 15–23
the execution on all possible mobile cores with minimum lateness and calculate the
average execution of all tasks on the mobile cores. Line 24–25 describe that the total
execution of all tasks must be less than the given deadline. Line 26 returns optimal
average response time of the application after optimal searching appropriate virtual
machines and mobile cores.

4.4 Time Complexity

The running time of DAPTS is O(N × N3)=n4. The DAPTS algorithm is iterative
in nature. Previously proposed framework [4–6] and [11] have running time more
than n5. Proposed algorithm DAPTS works better even though in worst case.
For simulation, we have application scenario based on Fig. 5, the scenario is the
combination of the mobile computing resources, network base stations and cloud
resources (edge cloud servers and remote cloud server). Each application tasks can
be executed either on locally on the mobile cores or remote cloud. The fundamental
time is the computation time (i.e., local execution time and cloud execution time)
and communication time when remote tasks offloaded to a base station or wireless
channel band to the cloud server for the computation.
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Fig. 5 Application simulation scenario

Algorithm 5 Optimal mobile and VM searching

Input : (vi ∈ V ) to Scheduling;
Output: minT ;

1 begin
2 Qvm ← Sort all VMs by their speed ζ ∗

j with ascending order;

3 Qm ← Sort all mobile by their speed ζ ∗
m with ascending order;

4 V ←Null;
5 m ←Null;
6 foreach Vj ∈ Qvm do
7 Tj,0 ← 0;

8 foreach Vj ∈ Qvm do
9 Calculate T cl

i of V| based on Eq. (8);
10 if Tj,i−1+ T cl

i =1 then
11 Calculate the Tj,i of Vj by Eq. (7);
12 V ← Vj ;
13 break;

14 Calculate the average execution of all tasks based on Eq. (6);

15 foreach Vj ∈ Qvm do
16 Tj,0 ← 0;

17 foreach m ∈ Qm do
18 Calculate T loc

i of m based on Eq. (11);
19 if Tm,i−1+ T loc

i =1 then
20 Calculate the Tm,i of m by Eq. (12);
21 m ← m;
22 break;

23 Calculate the average execution of local tasks based on Eq. (2);

24 if m+V ≤ DG then
25 Ttotal=m+V;

26 return T
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5 Performance Evaluation

In this paper, we have divided the evaluation part into two phases such as optimal
application partitioning phase and task scheduling phase.

5.1 Application Evaluation

To estimate the partitioning DAPTS algorithm, the following fixed values must
be known in advance. For example, fixed values: these values are closely related
to power consumption Pm, Pi , and Ptr and to the specific mobile device. The
configuration we have employed such as PDA HP IPAQ with large Intel-Scale
processor by subsequent values: Ptr ≈ 1.3W , Pm ≈ 0.3W and Pi ≈ 0.7W . Precise
values: these parameters are closely related data transfer size, network upload and
download and current mobile and cloud speed factor F . Fluctuation values: these
values are scrupulously to mobile device current workload status, network status
and cloud status. Due to adaption and fluctuation, it is not trivial to calculate this
value initially. The profiling (program (i.e., mobile workload and other status) and
network (i.e., bandwidth and available 3G/4G, WIFI and etc) can be enabled to
calculate these values during fluctuation and adaption.

5.2 Task Scheduling Evaluation

In this paper, proposed algorithm DAPTS is composed of various parameters and
components. However, the calibration algorithm parameters and components, the
evaluation relating the proposed DAPTS and huge benchmark heuristics [12–14]
which are already employed in the WorkflowSim Cloudsim stand. However, existing
workflowsim only hold ups, remote cloud data center services, the platform services
extended to the proximity mobile edge closer to the mobile user network in this
paper. The simulation parameters are explained in Table 2.

5.3 Simulation Setup

Simulation setup again divides the application workload into mobile execution and
remote execution, and then schedule related tasks along their respective processor.

Dynamic Application Partitioning Setup The healthcare workflow application
is partitioned as depicted in Fig. 6. Each task is represented by a node, whereas,
each node has exactly two costs (i.e., local execution and cloud execution cost). We
partitioned the application under F=2 speed up factor and available bandwidth =1
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Table 2 Simulation parameters

Simulation parameters Values

λi user arrival time 5 s

Languages JAVA, XML, Python

Applications A.G, Healthcare

Application workload Tasks

Application fine-grained Methods

No. of tasks 1/250

Benchmark workload Augmented Reality (AG)

Simulation time 6 h

Experiment repetition 14

No. of mobile devices 100–1000

Location user mobility M-M-Nomodic

WAN-WLAN Network Bandwidth 20–300 mbps

WAN-Propagation Delay 50–150 mbps

Standard task size 1500–2000 MI

Upload/download data size 2000/150 KB

Possibility offload to edge cloudlet 80%

Possibility offload to remote cloud 12%

Container processing speed cloudlet/cloud 1200/22,000 MIPS

No. VMs per cloudlet/cloud 3/∞
No. of Mobile heterogeneous cors 6

No. of VMs. 10–200

Container speed 500–2500 MIPS

Container RAM 2–4 GB

CPU-Utilization for Healthcare APP. cloudlet/cloud 15–0

M/B respectively. Still, blue nodes are performed locally, and reds are offloaded to
the cloud for performing. However, DAPTS will re-partition the application if the
wireless bandwidth B or the speedup factor F diverges.

Task Scheduling Setup Task scheduling is not trivial with optimal assignment
[15]. For task scheduling, algorithm values should calibrate the components
and parameters, and workflow applications are generated randomly [16].
Healthcare workflow applications are created with different five sizes such
as Qw ∈ {20, 40, 60, 80, 100}. Since, each healthcare workflow application is
comprised of four unlike figures of tasks i.e., Qt ∈ {50, 100, 200, 500}. We produce
ten combinations of Qw and Qt respectively. However, each healthcare workflow
application is bounded by deadline. The deadline of each workflow Dw is expressed
as follows:

Dw = T fi
w + γ + T fi

w , (24)
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T
fi
w is the workflow of tasks with finish time, whereas fi is calculated based on

Eq. (15). A γ is described as a factor to control the tightness of the deadline Dw,
and γ ∈ {0.2, 0.4, 0.6, 0.8, 1}. Hence, each healthcare workflow application exactly
has diverse deadline i.e., {D1,D2,D3,D4,D5}. To evaluate the performance of the
proposed DAPTS algorithm next to healthcare heuristics based DEA benchmark
[17] and [18] to verify the strength of the proposed algorithm. The calibration
parameters of tasks are same as a healthcare workflow, the performance evaluation
of the DAPTS is measured at diverse deadlines since strict to lose. The DAPTS has
RPD (Relative-Percentage-Division) is utilized to compare with existing schemes
such as non-offloading and described as follow:

RPD% = Z − Z∗

Z
× 100%, (25)

Whereas, Z is the local cost i.e., Tloc, and Z∗ is the total cost Ttotal =∑
v∈V P rv.T

loc
v + ∑

v∈V (1 − Prv).T
cl
v + ∑

e(vi ,vj )∈E P re.T
trans
e . The evaluation

is carried out in mobile cloud architecture, which is geo-graphically distributed in
nature. In MCA has following virtual machine configuration: V M1 (Core: 1, MIPS:
200, RAM 1024 GB RAM), V M2 (Core:1, MIPS: 400, RAM 2048 GB RAM),
V M3 (Core:1, MIPS: 600, RAM 3072 GB RAM), V M4(Core:1, MIPS: 800, RAM
4096 GB RAM), the CPU of every VM is locate to be 1, but the processing speed
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are diverse. Each type of VM is generated randomly. Each created VM must be
matched and optimal earlier than calibrating parameters and components towards
algorithm evaluation.

5.4 Parameter and Components Calibration

In the DAPTS framework, there are six components for the healthcare workflow
application i.e., partitioning and sequencing: Merging function, min-cut phase
and min-cut, SDF, ST, and SWF respectively. Each workflow application tasks
is represented by nw, and τ ∈ {0.2, 0.4, 0.6, 0.8, 1} is tightly value of workflow
application Gw.

5.5 Algorithm Comparison

Based on the ANOVA technique, Fig. 7 describes that the mean plot of τ by 95.0%
Tukey HSD intervals. It can observe that RPD% reduces when τ increases from
0.2 to 0.4. Existing heuristic such as full offloading (FUL), non-offloading (NOF),
partial offloading (PAR) is compared with proposed DAPTS based algorithm
components. As we described above in DAPTS has six components likewise,
Merging function, min-cut phase and min-cut, SDF, ST, and SWF respectively. We
evaluated the overall performance and validity based on above components, and all
RPDs results proposed algorithm are better as compared to all benchmark heuristics
bounded by deadline constraints [19] and [20]. According to Fig. 8 proposed
algorithm RPD% is better on different speedup factor F and B bandwidth than
existing heuristic techniques. Figure 9 shows that healthcare workflow application
tasks are completed within a given deadline after partitioning. The RPD% of
proposed algorithm DAPTS is optimal in all workflow applications as shown in
Fig. 10.

Fig. 7 The mean plot of with 95.0% Tukey HSD intervals and The mean plot of workflow
sequence rules with 95.0% Tukey HSD intervals
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6 Conclusion

In this paper, we have proposed dynamic application partitioning (DAPTS) algo-
rithm and task scheduling for real time healthcare application. We have evaluated
our proposed algorithm in the healthcare benchmark workflow application and
comparison with benchmark heuristics, and finish all workflow tasks within a given
deadline. In this paper, our goal is to minimize the average response time of all
healthcare applications. Another hand, optimal the virtual machine is allocated to
workflow application. In future work, we will study bi-objective such response
time and energy consumption minimization in the dynamic application partitioning
problem.
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Clustering Priority-Based User-Centric
Interference Mitigation Scheme in the
Ultra Dense Network

Guomin Wu, Guoping Tan, Fei Feng, Yannan Wang, Hanfu Xun, Qi Wang,
and Defu Jiang

1 Introduction

It is common knowledge that UDN is one of the key technologies to promote the
development of 5G technology [1, 2]. It increases its density for low-power node
deployment, which makes them closer to terminal and greatly improves system
capacity. At the same time, spectrum efficiency and power efficiency are improved
as well. The UDN can maximize the advantages of proximal transmissions and
spatial availability for system resources [3]. However, due to the reduction of
node spacing, the transmission loss of adjacent nodes may make more serious
interference for terminal [4]. As to the aforementioned problem, how to improve
user performance with network cooperation and interference management shows to
be critical, which becomes a challenge in UDN research field.

In recent years, researchers have proposed many solutions to deal with inter-
cell interference issues [5]. For example, a gossip based distributed power control
(GBDPC) algorithm is proposed to combat the co-channel interference in a dis-
tributed manner [6]. Give another example, the interference list can be built to
construct virtual cell clusters. Then corresponding beamforming matrices can be
designed for all user equipment [7]. The performance limits of ultra-dense cloud

G. Wu
Hohai University, Nanjing, China

Yancheng Institute of Technology, Yancheng, China

G. Tan (�) · F. Feng · Y. Wang · D. Jiang
Hohai University, Nanjing, China
e-mail: gptan@hhu.edu.cn

H. Xun · Q. Wang
Yancheng Institute of Technology, Yancheng, China

© Springer Nature Switzerland AG 2020
B. Ye et al. (eds.), 2nd International Conference on 5G for Ubiquitous Connectivity,
EAI/Springer Innovations in Communication and Computing,
https://doi.org/10.1007/978-3-030-22316-8_7

81

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-22316-8_7&domain=pdf
mailto:gptan@hhu.edu.cn
https://doi.org/10.1007/978-3-030-22316-8_7


82 G. Wu et al.

access network are investigated without and with successive interference cancella-
tion (SIC) [8]. At the same time, to address the mobile traffic offloading and resource
allocation problem, decentralized traffic offloading scheme is designed to encourage
each small-cell to achieves its own maximum utility [9]. Under the premise of high
service quality, a new measurement for effective capacity is proposed to quantify the
maximum sustainable data rate in heterogeneous ultra-dense distributed networks
[10]. Based on the distributed chunk-based optimization algorithm, the power and
subcarrier allocation problems are jointly optimized. The proposed algorithm can
strike a balance between the complexity and performance in the multi-carrier Ultra-
Dense Networks [11]. This literature reveals user location prediction-based cell
discovery (ULPCD) scheme for user-centric ultra-dense network (UUDN). It mainly
sends network deployment information to user equipment (UE) where terminal user
enters cell coverage for the first time [12]. In Ref. [13], the authors further analyzed
the limitation of MIMO and investigate the limitation with efficient interference
management strategies. Under the Consideration of handover and interference for
edge users, a user-centric transmission scheme is adopted, which uses ZF coding
scheme to eliminate the interference [14]. Similarly, the user-centered inter-cellular
interference Coordination is proposed. Users are required to request interference
nulling for interference base stations in the range of interference coordination. And
main interferences for each user are suppressed, which makes its performance better
than existing base station clustering methods. However, the process of interference
nulling is random, and the remaining interference may still have an adverse effect on
user performance especially in the UDN scenarios [15]. Thus, the lowest possible
complexity is explored to further improve user performance.

Therefore, a novel user-centric interference coordination (CPUCIC) scheme
based on cluster and priority is presented. Its corresponding procedure is as
follows. On the one hand, some interference is transformed as useful signal with
CoMP technology. On the other hand, some other interference is set null with
beamforming. As a result, main interference for objective user can be mitigated.
And user performance is improved with CPUCIC scheme.

The remainder of this paper is organized as follows. Section 2 presents system
model and problem formulation. In the Sect. 3, CPUCIC scheme is proposed to
solve the problem. Simulation results are demonstrated for verification in Sect. 4.
Finally, Sect. 5 concludes the paper and presents future work.

2 System Model and Problem Formulation

2.1 System Model

In this paper, UDN with inter-cell interference is shown in Fig. 1. Multiple-antenna
base stations and corresponding single-antenna users are distributed randomly in a
particular area. In detail, the number of base stations is denoted as LOBS (LOBS =
LO+1, the 0th base station is the target base station, LO is the number of interfering
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Fig. 1 System model

base stations). And the number of users is K . The service base station is assigned
with the closest user, and the others are regarded as interfering base stations.All
the interference BSs are divided into three clusters. The first cluster is the set of
interference BSs with cooperation, which makes interference into useful signal.
And the second cluster is the set of neighboring BSs with zero-forcing pre-coding
technology. Then the third cluster is the remaining BSs. Each BS with multiple
antennas forms a sub cluster. One of BSs is selected as cluster header to transmit
data to objective user.

2.2 Problem Formulation

In the downlink of cellular communication network, the received signal for user
k contains not only useful signal SIk,i from serving base station i, but also the
interference signal INk,j from adjacent base stations j (j = 1, . . . , LOBS and j �=
i). The total signal for user k is denoted as Xk,i .

Xk,i = SIk,i +
LOBS∑

j=1,j �=i

INk,j + N (1)

where SIk,i = gk,ihk,ixk,i is the desired signal for user k from base station i,
INk,j = gk,j hk,j xk,j represents an interference signal for user k from the base
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station j , and N is white Gaussian noise. Besides, gk,i = pid
−α
k,i represents large-

scale fading of base station i to user k, pi is transmission power from base station
i, dk,i is the distance between base station i and user k, and α is attenuation factor.
hk,i Represents the small-scale fading of base station i to userk, and xk,i represents
the transmission signal of base station i.

In the model, the user ranks all the received interference power POi (i =
1, · · · , LO ) from interference base stations in the descending order. It ranks results
from the priority order of interference coordination, and IN1, IN2 . . . , INLO is
obtained. After a series of user judgments, the minimum LO1 and LO2 can be
determined by the conditions that meet SINR ≥ γ (γ is the threshold required for
the minimum SINR of the user service). LO1 represents the number of base stations
that cooperate with serving base station BS0 for the user, and LO2 is denoted as the
number of base stations BS0 where serving base station is changed to the nulling
beamforming.

It is assumed that the set of base station cooperating with serving base station
and the set of base station with interference nulling determines the following parts
�1,�2. At this time, signals in the set �1 become to be useful for corresponding
user. Meanwhile, signals in the set �2 are still interference signals, which become
to be zero by beamforming. The receiving signal of user is expressed as follows.

X0 = SI0 +
∑
a∈�1

IN0,a +
∑
b∈�2

IN0,b +
∑

c∈ψICBS−�1−�2

IN0,c + N (2)

where SI0 + ∑
a∈�1

IN0,a is the useful signal received by the objective user, and two

parts
∑

b∈�2

IN0,b+ ∑
c∈ψICBS−�1−�2

IN0,c is the interference for the objective user, the

interference nulling
∑

b∈�2

IN0,b is attained after serving base station beamforming,

and
∑

c∈ψICBS−�1−�2

IN0,c is the remaining interference. Therefore, the received

signal of the user is expressed as follows.

X0 = SI0 +
∑
a∈�1

IN0,a +
∑

c∈ψICBS−�1−�2

IN0,c + N (3)

At the point, the strong interference around the user UE0 is converted into useful
signal. A large part of the sub-strong interference is suppressed, which means that
the remaining small part of interference no longer has any large impact on user
performance. In addition, LO1 and LO2 which adjudicated by SINR ≥ γ are the
smaller value during the user decision process. Therefore, the amount of information
that the user UE0 feeds back to local base station can also be reduced.

In this paper, we assume that all base stations have the same transmission power.
Corresponding SINR for UE0 is as follows.
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SINRk =
SI0 + ∑

a∈�1

IN0,a

∑
c∈ψICBS−�1−�2

IN0,c + N
(4)

SI0 + ∑
a∈�1

IN0,a is the power from its serving base station power and the other

cooperative BSs.
∑

c∈ψICBS−�1−�2

IN0,c + N is the sum of interference base station

power and noise.
The average SINR for users is as follows.

SINRavg = 1

K

K∑
k=1

SINRk (5)

The data rate of user is following.

Rk = Bklog2(1 + SINRk) (6)

Among them, the bandwidth Bk is allocated for the user k. Afterwards, we can
obtain the average data rata of the user with following part.

Ravg = 1

K

K∑
k=1

Rk (7)

The total throughput in the system is following.

Csy =
K∑

k=1

Rk (8)

The spectral efficiency in the system is following.

ηSE = Csy

Bsy

(9)

Bsy is denoted as the system bandwidth. It means the bandwidth is allocated by base
station i for user k.

Bk,i = Bi

Ki

(10)

In this, Ki is the total number of users for BSi , Bi is the bandwidth of the base
station i, all base station share the same bandwidth.

In additions, a new performance parameter named average bandwidth gain-to-
loss. Its expression is as follows.
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ηBk,i
= Bk,i

Bnon
k,i

·
(

SINRk,i

SINRnon
k,i

)−1

(11)

where Bnon
k,i is the bandwidth of users and SINRnon

k,i is the SINR under the NONCO
scheme.

When Bk,i

Bnon
k,i

>
SINRk,i

SINRnon
k,i

the cost of the bandwidth for CPUCIC is at loss. When
Bk,i

Bnon
k,i

= SINRk,i

SINRnon
k,i

, the cost of the bandwidth for CPUCIC is equal to gain. In

other words, the cost of the bandwidth between loss and gain for CPUCIC reaches
balance. When ηBk,i

is less than 1, bandwidth losses are less than performance gains

ηB =
∑
K

ηBk,i

K
(12)

And
∑
K

ηBk,i
is the sum of the above performance for all users. ηB is average value

in the whole system.

3 CPUCIC Scheme

The CPUCIC scheme mainly consists of three modules, including generation
for coordination priorities, user decision procedures and cooperative transmission
interference nulling process [16, 17]. The detailed description is as follows.

3.1 Generation for Coordination Priorities

The user firstly obtains the priority order of the interference coordination, according
to the received signal power P. It is obtained from the surrounding LO interfering
base stations  = {IN1, IN2, . . . , INLO}. Detailed description is shown in Fig. 2.

3.2 User Judgment Process

According to the coordination priority, the corresponding SINR is traversed suc-
cessively. And the corresponding SINR is estimated, thus the minimum LO1 and
LO2 that satisfy the conditions of SINR ≥ γ are calculated. LO1 is the number of
the BSs for cooperation in �1. And LO2 is the number of the BSs for interference
nulling in �2.
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Fig. 2 Interference coordination priority

3.3 Collaborative Transmission and Interference Nulling
Process

The LO1 cooperative base stations and the LO2 interference nulling base stations
respectively implement the corresponding cooperative transmission [18] and inter-
ference nulling [19] for the objective user. At this point, the signal from the base
station in the set �1 becomes a useful signal for the UE0. Meanwhile, the signal
from the base station in the set �2 is still an interference signal for the UE0.
However, the later signal can be set zero.

3.4 Corresponding Algorithm

Algorithm 1 System procedure

1. Input LO1, LO2.
2. Obtain Coordinate priority for each received power in Sect. 3.1
3. User determines LO1 and LO2 in Sect. 3.2.
4. LO1 is used for coordination transmission, and LO2 is used for interference

nulling in Sect. 3.3.
5. Output LO1,LO2
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4 CPUCIC Performance Analysis

In order to effectively evaluate the performances of CPUCIC, UCIIC and NONCO
schemes are used for performance comparison. The UCIIC scheme randomly copes
with interference in the optimal user-centered interference range. NONCO is a
traditional interference suppression mechanism without base station collaboration
and interference zero-forcing. The detailed comparable simulation is shown as
follows.

4.1 Performance Analysis of CPUCIC in the Case of Different
Base Stations

The corresponding simulation parameters are listed in Table 1, and Figs. 3, 4, 5 show
the comparison of the average user SINR and the average user SE with different base
station numbers. In addition, corresponding analysis for average bandwidth gain-to-
loss rates is provided as follows.

As shown in Fig. 3, average users’ SINR with CPUCIC scheme is above the
12dB while the number of BSs is different. There has an increase compared to the
UCIIC scheme in the range of 8∼22dB. Besides, CPUCIC scheme has an obvious
increase compared to the NONCO scheme in the range of 7∼14dB. The reason is
as follows. No matter how many serving BSs and interfering BSs stay around the
user, CPUCIC scheme can ensure its performance with BSs collaboration, when the
condition SINR ≥ γ is met. Even the UCIIC scheme proceeds interference zero-
forcing by determining the user-centric coordination range. Although the NONCO
scheme can mitigate little strong interference, the SINR improvement of UCIIC
scheme is far less than that of CPUCIC scheme. On one side, less strong interference
from surrounding BSs generates and the user SINR can be easily improved by base
station collaboration and interference zero-forcing when the number of BSs is small.
On the other side, there has strong interference around objective users when the

Table 1 System parameters
with different BSs

Parameter Values

Radius of simulation
area (m)

50

BS bandwidth BSBW
(MHz)

20

SINR threshold γ

(dB)
10

Base station antenna
number T

4

Number of users
UENUM

15

Number of BSs (m) 5–20
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Fig. 3 The number of base stations vs. average user SINR (dB)
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Fig. 4 The number of base stations vs. average user SE (bps/Hz)

number of BSs is large. If the user SINR will be kept at the same SINR level as
mentioned above, you need more collaboration BSs to serve the user. Nevertheless,
CPUCIC scheme will not take advantage of BS with no limitation. It will select the
minimum L1 to control complexity as low as possible, which satisfies the decision
condition SINR ≥ γ .

Consequently, the increasing number of BSs makes target user SINR reduced
for the CPUCIC scheme. Nevertheless, it is not mainly actual cause. Considered
from the fact, the increasing number of BSs produces higher complexity for
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Fig. 5 The number of base stations vs. average bandwidth gain-to-loss of users

their collaboration, which leads SINR curve to tend to threshold. Thus, the BSs
collaboration increase. It can be shown in Fig. 3 that the corresponding part has
fallen.

As shown in Fig. 4, the average SE of NONCO scheme has a slight downward
trend with the different BS numbers. The average SE with UCIIC scheme also
has a slight downward trend. Nevertheless, the average SE with CPUCIC scheme
decreased slightly while the number of BSs continues to increase. In the whole
process, the SE basically remains above 3.5bps. UCIIC and CPUCIC schemes have
obvious advantages for NONCO scheme. When the number of users is fixed, the
increasing number of BSs may induce more interference for target users. According
to Fig. 3, the users’ SINR value for CPUCIC scheme has a slight downward trend
and tends to be stable with the increasing BSs number. Afterwards, the bandwidth
for each user is reduced, and the capacity of users tends to decrease. Due to two
aforementioned analysis, the average SE with CPUCIC scheme tends to decrease
and to be stable step by step. The user bandwidth remains unchanged in the
other two mechanisms and the user SINR continues to decrease at the same time.
Therefore, both of their user SE values has also been decreasing. Subsequently,
the number of BSs continues to increase, and the SE of CPUCIC tends to be
stable. It indicates that the advantages of CPUCIC at this stage begin to fully show.
On account of the SINR differences between CPUCIC scheme and the other two
schemes, the differences in SE become more and more obvious in the three schemes.
User’s SINR keeps above the SINR threshold, and the increase for total user capacity
is larger than the increase of user bandwidth. Accordingly, CPUCIC scheme is
equivalent to used limited bandwidth to exchange for larger SINR gain. And the
user SE with CPUCIC scheme has been improved.
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As shown in Fig. 5, the average bandwidth balance rate ηB
K,i with CPUCIC

scheme decreases when the number of BSs increases. The value of ηB
K,i is less

than 1 when the number of BSs is above 7. The value of ηB
K,i is always greater

than 1 when the number of BSs is between 5 and 7. The average bandwidth gain-to-
loss ηB

K,i <1, which means that the bandwidth loss is less than user performance
gain. Furthermore, it is the gain for users. While the ratio ηB

K,i >1 indicates that
the bandwidth loss is greater than the user performance gain, that is the loss. In
addition, the average bandwidth balance rate ηB

K,i has a slight decrease and shows
to be stable as the increasing BSs number continuously. It indicates that the average
bandwidth gain-to-loss gradually has the tendency to draw near to turning point.
The reason is as follows. More BSs there are, more serious interference exists
around the objective user. To meet SINR threshold condition, the user requires
more collaboration BSs. Therefore, the more bandwidth loss generates. As the
number of BSs increases, SINR values is stably around the SINR threshold. The
average bandwidth gain-to-loss ηB

K,i will naturally decrease. This indicates that
CPUCIC scheme attains the user SINR improvement at the cost of bandwidth loss.
Consequently, the gain-to-loss is acceptable when the number of BSs is moderate,
such as 8 to 20. As a result, CPUCIC scheme is effective and valuable.

Compared with the traditional interference suppression scheme UCIIC and
NONCO, CPUCIC has improved effectively on user’s SINR. As to the case of
large number of BSs, although there are some limitations in terms of the number
of antennas, CPUCIC effectively improves the user’s SINR as well.

4.2 Performance Analysis of CPUCIC in the Case of
Changeable Users

When the number of BSs is fixed, and more users appear in the wireless network.
The corresponding parameters are set as shown in Table 2. Figures 6 and 7 show the
comparison with the average SINR and user SE with the scheme CPUCIC, UCIIC,

Table 2 System parameters
with different users

Parameter Values

Radius of simulation area
(m)

50

BS bandwidth BSBW
(MHz)

20

SINR threshold γ (dB) 10

Base station antenna
number T

4

Number of base stations
BSNUM

40

Number of users
UENUM (m)

5–20
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Fig. 7 The number of users vs. average user SE (bps/Hz)

and NONCO respectively in different numbers of users. In additions, the effect of
base station number on the average bandwidth gain-to-loss of CPUCIC is analyzed.

First of all, the average SINR value for CPUCIC user approach to be 11dB
stably in the case of different users in Fig. 6. The plots of UCIIC and NONCO
fluctuate slightly in the range of 2.3∼4dB and 1.8∼3.8 dB respectively, but these
two schemes do not vary greatly. The SINR threshold has been determined when
the BSs number is not changed. The user SINR only fluctuate slightly around the
SINR threshold in the scenario, which the number of BSs remains unchanged. Thus,
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Fig. 8 The number of users vs. average bandwidth gain-to-loss ratio of users

the SINR performance remains stable. For the other two compared mechanisms, the
number of BSs with strong interference is random. Consequently, the user SINR is
also fluctuated randomly.

For UCIIC scheme, the allocated bandwidth for each user is decreased because
of the increasing number of users. Nevertheless, the total bandwidth for all users
remains invariable. As shown in Fig. 7, user SINR value with UCIIC scheme shows
slight random fluctuation when the number of users increases. Corresponding user
capacity shows slight random fluctuation too. The average SE fluctuation for UCIIC
scheme is totally triggered by the fluctuation of its users’ SINR. For NONCO
scheme, the modification for the number of users has slight effect on the sum of
users’ SINR. Therefore, the average SE plot also shows a slight fluctuation.

Finally, the values of ηB
K,i always have a slight fluctuation with more users for

CPUCIC scheme in Fig. 8. The value of ηB
K,i is always less than 0.6 while the

number of users is in the range of 5∼20. ηB > 1 means that the bandwidth loss is
greater than the user performance gain, which means loss. ηB < 1 shows that the
user performance gain is greater than the bandwidth loss, which means gain. Some
reasons are shown as follows. The number of users is small. And a small amount
of bandwidth and SINR gain for each user can be obtained compared with NONCO
scheme. Consequently, the average bandwidth gain-to-loss is at gain state at this
stage. Afterwards, it leads to the result that the sum of the bandwidth has a slight
fluctuation when the number of users increases. Consequently, the average balance
bandwidth gain-to-loss ratio is at gain state. The user SINR with CPUCIC scheme
is indeed improved, compared with the other two schemes. As a result, CPUCIC
scheme improves the performance of users at the cost of bandwidth. On condition
that the number of users is in the range of 5∼20, and such balance is acceptable.
Furthermore, CPUCIC scheme is effectively valuable.
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5 Conclusion

In this paper, the CPUCIC scheme is proposed for the UDN downlink interference,
which significantly affects objective user performance. The CPUCIC scheme can
further improve network performance, compared with UCIIC and NONCO scheme.
However, the scheme is at the expense of more bandwidth consumption. The trade-
off between bandwidth consumption and performance gain is deferred to future
work.
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SAR Target Recognition via Enhanced
Kernel Sparse Representation
of Monogenic Signal

Chen Ning, Wenbo Liu, Gong Zhang, and Xin Wang

1 Introduction

As a significant means of remote sensing, synthetic aperture radar (SAR) has an
important ability to produce high resolution images of surveillance, even in night
and inclement weather conditions, due to its penetration capability and all-weather
adaptability [1–3]. SAR automatic target recognition (ATR) has become a rapidly
developing research field in radar post-processing and computer vision, and been
studied thoroughly in the past several decades [4–6].

At present, the SAR ATR methods are mainly composed of three categories:
template matching, model-based method and feature-based method. Template
matching aims to search through the template library, which is generated by the
training samples, to find the most matched template so as to obtain the classification
label [7–10]. To handle these limitations, model-based methods for SAR ATR [11,
12] are addressed. Moreover, the model-based methods also include statistical type
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[11] and physical type [12]. Recent studies on SAR ATR address feature-based
method [13–17], which mainly has feature extraction step and classification step
[18–20].

SAR ATR is still confronted with some challenges at present. One difficulty is
that it is short of a compact, broad, and discriminative feature representation method
for SAR targets [21]. Another challenge is how to design a robust and reliable
classification algorithm when the features of different categories are not linearly
separable. In the last few years, Felsberg [22] has proposed a new feature extraction
method named monogenic signal, which combines the original 2-D signal with its
Riesz transformation result to produce a new complicated analytic signal [23]. After
introducing the multi-scale bandpass filter, the monogenic signal could be expressed
by three orthogonal components, namely local phase, amplitude and orientation.
Such decomposition lets monogenic signal be able to capture both the spatial
information and spectral feature of SAR images at the same time [24]. Furthermore,
to design a reliable classifier for the general target recognition problems, [25, 26]
have present a kernel sparse representation-based classification method (KSRC).
It utilizes kernel trick to map the original data which are non-linear into another
feature space, which is sometimes higher dimensional. Thus, in the new space, the
data of different classes can be linearly separable.

We present a novel SAR ATR algorithm based on the enhanced kernel sparse
representation of monogenic signal here. Our main contributions include two
aspects: (1) To capture the spectral and spatial features of a target at the same
time, a multi-scale monogenic feature extraction scheme is proposed for SAR
targets. (2) An enhanced kernel sparse representation-based classification method
(KSRC) is designed. Different from the traditional KSRC, in the enhanced KSRC,
we first integrate the KPCA as well as the kernel fisher discriminant analysis
(KFDA) to generate an augmented pseudo-transformation matrix. Then, a new
discriminative feature mapping approach is presented by exploiting the augmented
pseudo-transformation matrix so that the feature dimension of the kernel feature
space can be effectively reduced. At last, the �1-norm minimization is utilized to
calculate sparse coefficients for a test sample, and the inference can be obtained by
total reconstruction error minimization.

2 Related Work

2.1 The Monogenic Feature

Suppose f (z) be a 2-D image and fR(z) be its Riesz-transformation result. Here,
z = (x, y)T is the 2-D coordinate vector of spatial domain. Then, we can get the
monogenic signal fM(z):

fM (z) = f (z) − (i, j) fR (z) (1)
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Here, i and j are the imagery units [24]. After decomposition, we can compute the
three orthogonal components of monogenic feature for the original 2-D images,
namely, local amplitude, phase, and orientation respectively.

⎧⎪⎨
⎪⎩

amplitude : A (z) =
√

f (z)2 + |fR (z)|2
phase : ϕ (z) = atan (|fR (z)| , f (z)) ∈ (−π, π ]

orientation : θ (z) = atan
(
fy (z) /fx (z)

) ∈ (−π
2 , π

2

] (2)

In (2), the local amplitude, phase and orientation represent the local energetic,
orientation and structural features for the original images, respectively.

2.2 Kernel Sparse Representation

Suppose {xi , yi}ni=1 be the training set with n training samples. Here, xi ∈ χ ⊂ Rm

and yi ∈ {1, 2, . . . , c} with c-class totally. If there exists a nonlinear map function
, which is implicitly linked to a kernel function k(·, ·), we can utilize  to map
the data of the original nonlinear space to a kernel feature space F [26]. Thus, the
training samples can be linearly separable in the new space.

 : x ∈ χ → (x) = [φ1 (x) , φ2 (x) , . . . , φD (x)]T ∈ F (3)

Here, (x) ∈ RD indicates the image of x, with D � m being the dimension of the
new kernel space. So, the images of the training samples xi are (xi), i = 1, . . . , n.
Then, according to the sparse representation theory, the image of test sample can be
represented by linearly combining the ones of training set in the kernel space:

(x) =
n∑

i=1

αi (xi ) = �α (4)

Here, α = [α1, α2, . . . , αn]T is the sparse representation coefficient vector, which
holds the coefficients for the images (xi). So, we can get the new image matrix:

� = [(x1) , (x2) , . . . ,  (xn)] ∈ RD×n (5)

We can get the new sparse representation optimization problem by replacing the
SRC constraint by (4)

min
α

‖α‖1 subject to (x) = �α (6)

However,  is often unknown and it is difficult to solve the (6) optimization
problem directly. Yet, it is fortunate for us to be able to utilize the kernel trick and
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kernel-based dimension reduction methods to turn (6) to a feasible optimization
problem. Suppose P ∈ RD × d be the transformation matrix. By multiplying it to
both sides of (4), we can get the formula:

PT  (x) = PT �α (7)

Inspired by the idea of kernelized dimension reduction methods such as KPCA
[27] and KFDA [28], we can use the linear combination of training set images to
represent the column vector Pj of transformation matrix P = [P1, . . . , Pd], i.e., the
projection vector:

Pj =
n∑

i=1

βj,i (xi ) = �βj (8)

Here, βj = [β j, 1, . . . , β j, n]T and B = [β1, . . . , βd] are the pseudo-transformation
vector and pseudo-transformation matrix respectively. So, we can get the transfor-
mation matrix:

P = �B (9)

Substituting (9) into (7), we get

BT k (·, x) = BT Kα (10)

where k(·, x) = [k(x1, x), . . . , k(xn, x)]T = �T(x), K = �T� ∈ Rn × n is the kernel
matrix and its elements Kij = k(xi, xj). In order to finding the pseudo-transformation
matrix B, [26] describes the schemes such as KPCA and KFDA.

3 Presented Method

3.1 Multi-Scale Monogenic Feature Extraction

Since the monogenic feature has the good feature of capturing both spatial and
spectral information at the same time [29], we adopt multi-scale monogenic signal
analysis method to extract the feature of the SAR target.

First, by employing the bandpass Log-Gabor filter [30], we can rewrite the
formula of monogenic signal (1) as:

fM (z) = (
hlg (z) ∗ f (z)

)− (i, j)
(
hlg (z) ∗ fR (z)

)
(11)

Here, hlg is the Log-Gabor function. Moreover, through tuning the scale of
Log-Gabor bandpass filter [32], we obtain the multi-scale monogenic signal
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{
f 1

M, · · · , f S
M

}
, along with the number of scales S and the monogenic signal of

the kth scale f k
M . Thus, we can get the multi-scale monogenic signal components:

⎧⎪⎪⎨
⎪⎪⎩

A1, φ1, θ1︸ ︷︷ ︸
f 1

M

, · · · , AS, φS, θS︸ ︷︷ ︸
f S

M

⎫⎪⎪⎬
⎪⎪⎭

(12)

where Ak, φk, and θk (k = 1, . . . , S) indicate the local amplitude, phase, and
orientation of the kth scale monogenic signal.

Second, in order to make the multi-scale monogenic feature realistic to be applied
to the subsequent processing, this paper reshapes and concatenates the monogenic
components to form a new integral feature vector,

χk
A = vec

(
Ak
)

χk
φ = vec

(
φk
)

χk
θ = vec

(
θk
)

χ =
[
χ1

A; · · · ;χS
A;χ1

φ; · · · ;χS
φ ;χ1

θ ; · · · ;χS
θ

] (13)

Here, the symbol vec(·) demonstrates the operation of converting matrix to vector.
χ is the resulting monogenic feature vector.

3.2 Pseudo-Transformation Matrix and Dictionary
Construction

In order to make the feature more discriminative and further improve the classifica-
tion accuracy, in this section, we propose to combine KPCA and KFDA to construct
an augmented pseudo-transformation matrix.

First, we compute the vectors of pseudo-transformation βj via KPCA scheme,
which are the normalized eigenvectors solved from the eigenvalue problem:

Kβ = λβ (14)

By computing the d largest eigenvalues λj, j = 1, . . . , d, where λ1 ≥ λ2 ≥ · · · ≥ λd,
and taking their corresponding eigenvectors, we can obtain the KPCA pseudo-
transformation matrix B

′ = [β1, . . . , βd] ∈ Rn × d.
Second, we obtain another pseudo-transformation matrix B′′ ∈ Rn × d by KFDA

scheme, which is the solution for this maximization problem:

max
B

tr
(
BT SK

b B
)

tr
(
BT SK

w B
) (15)
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where tr(·) demonstrates the matrix trace. SK
w and SK

b denotes the within-class and
between-class scatter matrices, respectively. In general, we have d < c.

Thirdly, in order to combine both the advantages of KPCA and KFDA, we build
an augmented pseudo-transformation matrix as B = [B

′
, B′′]. Consequently, the final

dictionary in kernel feature space F is constructed by BTK.

3.3 KSRC Optimization Problem Solver and Classifier

In the query stage, we transform the query SAR image and extract its monogenic
features of three scales as (13). Then we feed them into the KSRC optimization
problem solver module, where the k(·, x) vector is computed at first.

Subsequently, the sparse representation coefficients in the kernel feature space
will be computed via the KSRC optimization problem solver, with such parameters
as the pseudo-transformation matrix B and dictionary in kernel feature space BTK
transferred from the dictionary construction stage. If the constraint in (6) is replaced
by (10), a new optimization problem can be obtained:

min
α

‖α‖1 subject to BT k (·, x) = BT Kα (16)

By solving (16), the sparse representation vector α is computed. Then, we can
utilize α to classify x.

Through constructing a new vector δi that only hold the coefficients correspond-
ing to class i, we get the approximation of the ith class for the query sample x, which
is formed as BTKδi. Eventually, we compute the residual between BTk(·, x) and its
approximations, and predict the label ŷ for x via the rule of total reconstruction error
minimization as follows

ŷ = arg min
i=1,...,c

ri (x) =
∥∥∥BT k (·, x) − BT Kδi

∥∥∥
2

(17)

4 Experimental Results

4.1 Experimental Setup

Our proposed method is evaluated by a great number of experiments based on the
public moving and stationary target acquisition and recognition dataset (MSTAR)
[31]. This gallery is collected by a spotlight mode SAR sensor, which is operated in
one-foot resolution and X-band. We provide the data details of our experiments
in Table 1. Specifically, we totally use four target classes for test, which are
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Table 1 Summary of the training and testing images used for experiments

Depression angle BMP2 T72 BTR60 T62 Total

17◦ [Training] 233 (SN_9563) 232 (SN_132) 256 299 1020
15◦ [Testing] 196 (SN_9566) 195 (SN_812) 195 273 1246

196 (SN_C21) 191 (SN_S7)

Table 2 Algorithms to be compared with ours

Algorithm Description

KSRC-M Enhanced kernel sparse representation classification method with monogenic
features (Our combined KPCA and KFDA scheme)

KSRC-M1 Kernel sparse representation classification method with monogenic features (Only
KPCA scheme)

KSRC-M2 Kernel sparse representation classification method with monogenic features (Only
KFDA scheme)

TJSRC-M Tritask joint sparse representation classification method with monogenic features
SRC-M Sparse representation classification method with monogenic features
SVM-M Linear support vector machine classification method with monogenic features
KSRC-I Kernel sparse representation classification method (Combined KPCA and KFDA

scheme) with intensity feature
SRC-I Sparse representation classification method with intensity feature

BMP2, T72, BTR60, and T62 respectively. Thereinto, T72 and BMP2 have some
manufacture versions, which have several modifications in structure (expressed via
serial numbers). In the table, we show the number of aspect view for different target,
and indicate their series number in the bracket. For each target class, images were
captured at two different depression angles (i.e., 17◦ and 15◦). In our experiments,
we utilize the images of target collected at 17◦ depression angle for training set, and
those captured at 15◦ depression angle for testing set. Besides, all the target images
are cropped to 64 × 64 pixels.

We test our proposed method with seven benchmark algorithms for the SAR
ATR accuracy. Table 2 summarizes the eight algorithms. Thereinto, the KSRC-
M is our presented method, which contains our combined KPCA and KFDA
scheme. KSRC-M1 is the kernel sparse representation classifier with monogenic
features, which only contains the KPCA scheme. KSRC-M2 is the kernel sparse
representation classifier with monogenic features, which only contains the KFDA
scheme. In addition, TJSRC-M represents the method in [32], which introduced a
tri-task joint sparse representation method with monogenic signal for SAR target
recognition. SRC-M represents the method that utilizes the sparse representation
classification method with monogenic features [21]. SVM-M employees the linear
support vector machine to make the inferences [18]. KSRC-I represents the method
that uses our kernel sparse representation classifier with intensity features. SRC-I is
the sparse representation classification method with intensity feature. All methods
are implemented in the same experimental environment as well as training/test sets.
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4.2 Target Recognition Results

Table 3 shows the experimental results about confusion matrices and overall
recognition rates. We can see that our proposed KSRC-M method achieves the best
performance for SAR target recognition. Compared with KSRC-M1 and KSRC-M2,
KSRC-M has higher overall recognition rates. These results are not surprising, for
KSRC-M is an augmented recognition framework that combines the advantages of
the monogenic feature, KPCA and KFDA. Furthermore, compared with other state-
of-the-art algorithms, our KSRC-M also has better results, as it can precisely depict
the nonlinear characteristics of data, and accurately predict the class label of the
query.

Table 3 The results of four target recognition

KSRC-M (0.9462) KSRC-M1 (0.9374)
BMP2 T72 BTR60 T62 BMP2 T72 BTR60 T62

BMP2 0.9541 0.0306 0.0077 0.0077 0.9668 0.0230 0.0077 0.0026
T72 0.0104 0.8808 0 0.1088 0.0130 0.8394 0 0.1477
BTR60 0 0 0.9897 0.0103 0 0 0.9949 0.0051
T62 0 0.0037 0 0.9963 0 0.0073 0 0.9927

KSRC-M2 (0.8339) TJSRC-M (0.9117)
BMP2 T72 BTR60 T62 BMP2 T72 BTR60 T62

BMP2 0.8393 0.0536 0.0281 0.0791 0.9107 0.0510 0.0230 0.0153
T72 0.0699 0.7358 0.1503 0.0440 0.0181 0.8394 0 0.1425
BTR60 0.1128 0.0154 0.8564 0.0154 0.0256 0.0103 0.9385 0.0256
T62 0.0476 0 0.0037 0.9487 0 0.0037 0 0.9963

SRC-M (0.9053) SVM-M (0.8868)
BMP2 T72 BTR60 T62 BMP2 T72 BTR60 T62

BMP2 0.9311 0.0536 0.0051 0.0102 0.8546 0.1071 0.0255 0.0128
T72 0.0363 0.7720 0.0078 0.1839 0.0829 0.8342 0.0052 0.0777
BTR60 0 0.0051 0.9949 0 0.0308 0.0051 0.9231 0.0410
T62 0 0.0073 0 0.9927 0 0.0183 0 0.9817

KSRC-I (0.8900) SRC-I (0.8708)
BMP2 T72 BTR60 T62 BMP2 T72 BTR60 T62

BMP2 0.8036 0.1301 0.0357 0.0306 0.9617 0.0255 0.0102 0.0026
T72 0.0233 0.8523 0.0026 0.1218 0.0466 0.6477 0.0078 0.2979
BTR60 0 0 1 0 0.0154 0 0.9692 0.0154
T62 0 0.0073 0.0037 0.9890 0 0.0147 0 0.9853
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5 Conclusion

The main contribution of our paper is the design of a unified framework that
integrates the multi-scale monogenic signal and an enhanced KSRC classifier. In
the enhance KSRC, an augmented pseudo-transformation matrix is generated by
combining KPCA and KFDA. By using such augmented pseudo-transformation
matrix, a more discriminative feature mapping can be achieved. Based on it, the
dimension of the kernel feature space can be effectively reduced. Finally, �1-norm
minimization is utilized to calculate the sparse coefficients for a test sample, and
thus the inference can be reached by the rule of minimizing total reconstruction
error. Compared with many state-of-the-art SAR ATR algorithms, our proposed
method has the best performance. Future work includes testing our method under
more different operation conditions.
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Optimization of FBMC Waveform by
Designing NPR Prototype Filter with
Improved Stopband Suppression

Jingyu Hua, Jiangang Wen, Anding Wang, Zhijiang Xu, and Feng Li

1 Introduction

Mobile communication will be further developed to support the advent of the Inter-
net of Things, which requires a significant improvement in data rate, latency, energy
cost and number of connections [1–3]. As determining the required technique in
five generation communications, the waveform design has been greatly studied
to fulfill these requirements. In the unified frame proposed by 5GNOW, several
waveforms are combined to handle with different types of traffic [4, 5]. Among
them, FBMC can reduce the high out-of-band emission in OFDM and is prominent
for its high time-frequency efficiency [6]. Moreover, FBMC has the least sensitivity
to synchronization errors in contrast to other multicarrier technics like UFMC and
F-OFDM [7].

FBMC can be viewed as an evolution of OFDM, which applies high quality filters
in each subcarrier. Benefiting from the flexible filter design, the sidelobes of FBMC
can be greatly suppressed, making FBMC a good candidate for asynchronous
multiple access and fragmented spectrum communications [8, 9]. Furthermore, to
guarantee the perfect reconstruction (PR) of FBMC signal, the generalized Nyquist
condition along both time and frequency axises should be satisfied by FBMC
prototype filter [10]. However, this PR property can only be obtained in ideal
channel, thus the NPR prototype filter is preferred in practical FBMC systems.
When the underlying channel is time-invariant or varies slowly, some widely used
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square-root Nyquist filters have been presented, otherwise well-localized prototype
filters are preferred [11].

Early works of FBMC prototype filter had provided various kinds of orthogonal
pulse in continuous-time [12, 13]. Among, the isotropic orthogonal transform algo-
rithm (IOTA), which could be acquired by applying a two-step orthogonalization
to the Gaussian function, was popular for its high time-frequency localization [14].
Another popular filter was the PHYDYAS filter, which was designed by frequency
sampling method in discrete time and had been employed for its superior sidelobe
falling rate [15]. However, the IOTA filter and the PHYDYAS filter could not
effectively relax Nyquist condition for better sidelobe suppression. To tackle this
issue, some direct optimization methods had been proposed. In [16, 17], the iterative
least-square (LS) method and the iterative second-order cone programming (SOCP)
method had been applied to realize the tradeoff between Nyquist condition and
stopband energy, but the control was made by inefficient weightings.

Different from the methods discussed above, our proposed method can straightly
control the Nyquist condition under the object of minimizing stopband energy.
In order to circumvent the nonconvex problem in Nyquist condition, the original
constraints are transformed to linear ones, in which the filter autocorrelation
coefficients are taken as the new variables for optimization. Correspondingly, the
cost function and other constraints are also transformed to linear expressions, in
which the Nyquist condition can be easily relaxed for better sidelobe suppression.
Once the autocorrelation coefficients are obtained, a spectral factorization [18] is
employed to retrieve the final NPR prototype filter.

In the proposed method, the increasing threshold for Nyquist constraint can make
the stopband energy as well as the stopband attenuation improved. By contrast,
they can provide FBMC better frequency selectivity than the popular PHYDYAS
and IOTA filters. Especially, near the end of transition band, the sidelobes of
designed NPR filter are more suppressed than those of the PHYDYAS filter. In the
BER tests, the designed NPR filter outperforms the PHYDYAS and IOTA filters
under scenarios of additive white Gaussian noise (AWGN) and carrier-frequency
offset (CFO), which demonstrates the advantage of the proposed method for NPR
prototype filter.

The remaining parts of this paper are organized as follows. Section 2 gives some
preliminaries of FBMC and its prototype filter. The proposed NPR design of FBMC
prototype filter is presented in Sect. 3. In Sect. 4, some typically designed NPR filters
are compared to the PHYDYAS and IOTA filters in BER simulation. Conclusions
are drawn in Sect. 5.

2 Preliminaries

2.1 FBMC

The theory of FBMC has been developed over the past five decades, in which
the cosine modulated multi-tone (CMT) and the staggered multi-tone (SMT) were
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Fig. 1 The time-frequency lattice of SMT

particularly studied for their advantage of bandwidth efficiency. Actually, these two
implements of FBMC can be mutually transformed through frequency shift and
time-frequency scaling [10]. Thus, the SMT is typically employed in this paper.
Figure 1 presents the time-frequency lattice of SMT, in which OQAM operations
make the time space half of the symbol duration (τ0 = T0/2) and each pair of
adjacent symbols along time is treated as the real and imaginary parts of a QAM
symbol.

For each constellation of this SMT lattice, its corresponding subcarrier and
time can be denoted as mv0 and nτ0. Then, the filter for this point can be
generated by time-frequency shift from the real-valued prototype filter g(t), i.e.,
g(t − nτ0)e

j2πmv0t . Consequently, the transmitted signal for the real symbol am,n

can be given as below.

s(t) =
M−1∑
m=0

∑
n∈Z

am,n g(t − nτ0)e
j2πmv0t ejφm,n︸ ︷︷ ︸

gm,n(t)

(1)

where M is the number of FBMC subcarriers and φm,n = (π
/

2)(m+n) is the phase
term related to the OQAM staggering.

On the receiver, the estimated symbol is acquired after applying a matched filter
and the operation of real part taking.
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âm0,n0 = Re

{∑
n∈Z

M−1∑
m=0

am,ne
jφ1ejφ2Ag((n0 − n)τ0, (m0 − m)v0)

}
(2)

where φ1 = (π
/

2)(m − m0 + n − n0) and φ2 = (π
/

2)(m − m0)(n + n0) Besides,
Ag is the ambiguity function of g(t), which is defined as follows [10, 19].

Ag(τ, ν) =
∫ +∞

−∞
g(t + τ

2
)g(t − τ

2
)e−j2πνtdt (3)

According to the expression in (2), it can be deduced that the next equation in (4)
must be satisfied to realize the perfect reconstruction of FBMC [4, 13], i.e., âm0,n0 =
am0,n0 . Particularly, it can be equivalent to Nyquist condition when p = 0, thus this
equation is thought of as the generalized Nyquist condition [12].

Ag(2qτ0, 2pv0) =
{

1 p = 0, q = 0
0 p �= 0, q �= 0

(4)

2.2 Prototype Filter

The generalized Nyquist condition requires the FBMC prototype filter make regular
zero crossings both along the time and frequency axises. Such eligible prototype
filter is called PR filter for FBMC. However, the design of NPR prototype filter is
promoted in practice. Because the interference originated form NPR filter bank is
rather small in contrast to the residual interference due to transmission channel, and
the NPR filter can enhance FBMC frequency selectivity at the controllable cost of
generalized Nyquist condition [4].

In the design of NPR prototype filter, certain amounts of distortion are tolerated
in reaching the condition in (4). In other words, the Nyquist condition below is
usually relaxed in the design of FBMC prototype filter.

r(n) =
⎧⎨
⎩

1
/
M, n = N − 1

0, n = N − 1 ± kM, k �= 0
arbitrary, others

(5)

where the filter autocorrelation (r(n)) is the convolution of prototype filters in
both transmitter and receiver, i.e., r(n) = g(n) ⊗ g(−n) with ⊗ denoting the
convolution operation. As a result, r(n) is symmetric with an odd length Nr =
2N − 1. Furthermore, to analysis the Nyquist distortion of NPR prototype filter, the
performance measurement below can be applied [16].
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ISI = 2
K∑

k=1

|r (N − 1 − kM)|
/

r (N − 1) (6)

On the other hand, the sidelobe is more concerned than the zero crossings in
frequency-domain. A small sidelobe is essential to high spectral efficiency, which
also affects the spectrum sensing of FBMC application in cognitive radio [9].
Therefore, the stopband energy of the prototype filter, which determines the leaked
out-of-band interference power, is usually minimized [16, 17]. It can be formulated
as

f (g) = ∫ π

ωs
|G(ω, g)|2dω

G(ω, g) =
N−1∑
n=0

g(n)e−jωn
(7)

where G(ω, g) is the frequency response of length-N FBMC prototype filter with
g = [g(0), g(1), · · · , g(N − 1)]T .

To reduce the out-of-band emission, the FBMC prototype filter with narrow band
has an increased length, which is K times of the symbol period. This K is also
called the overlapping factor in PHYDYAS filters, which determines the number of
k in (5). It is generally set as K = 4 or a larger one. Besides, α = 1.0 is adopted as
the roll-off factor rather than traditional α < 1.0, because the adjacent orthogonality
in lattice is guaranteed by the OQAM staggering [10, 14]. As a result, the starting
frequency of filter stopband is ωs = 2π

/
M , and the original optimization problem

considered in literature can be written as

f (g) = ∫ π

2π/M |G(ω, g)|2dω

s.t.

⎧⎨
⎩

2
K∑

k=1

∣∣gT SkMg
∣∣ ≤ ISIm

/
M

gT SKMg = 1
/
M

(8)

where [Sn]p,q =
{

1, p − q = n

0, otherwise
and ISIm is the threshold to constrain the

distortion of Nyquist condition. Increasing the value of ISIm, lower stopband
energy can be achieved because of the implicit performance tradeoff, which can
benefit the frequency selectivity of FBMC.

3 Design of the NPR Prototype Filter

Different from the iterative LS method [16] or the SOCP method [17], the proposed
design of NPR prototype filter is accomplished by two phases. In the first phase, the
cost function and the constrain inequations in (8) are converted to linear ones about
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r(n), then the linear programming algorithm is employed to solve this optimization
problem. In the second phase, an spectral factorization is employed to retrieve the
prototype filter g(n) from its autocorrelation coefficients r(n).

3.1 The Constrained Optimization of r(n)

Due to the convolution operation, the Nyquist constraints in (8) are highly noncon-
vex. To circumvent this problem, the convolution relation between g(n) and r(n) is
utilized, then the original inequations are transformed to the linear ones about r(n).

⎧⎪⎪⎨
⎪⎪⎩

|r(N − 1 − kM)| ≤ μk, kM �= N − 1
|r(kM)| = 1

/
M, kM = N − 1

2
K∑

k=1
μk ≤ M · ISIm

(9)

In this way, the Nyquist condition can be accurately controlled and relaxed for better
sidelobe suppression in NPR filter design, as long as g(n) can finally be retrieved
from the optimum r(n). The spectral factorization for that retrieval is according to
the method in [18].

For r(n) and g(n), apart from the convolution in time-domain, they are also
square-related in frequency-domain, i.e., R(ω, r) = |G(ω, g)|2, in which R(ω, r) is
the zero-phase response of r(n) and can be readily expressed by a matrix product.

R(ω, r) = cT (ω)r (10)

with the definitions

r = [r(0), r(1), · · · , r(N − 1)]T
c(ω) = [2 cos(ω(N − 1)), 2 cos(ω(N − 2)), · · · , 2 cos(ω), 1]T (11)

Accordingly, the original cost function in (7) can be transformed to

f (r) =
∫ π

2π/M
R(ω, r)dω = sT r (12)

where

s =
[
−2

sin(2π
/
M · (N − 1))

N − 1
, · · · ,−2

sin(2π
/
M)

1
, π − 2π

/
M

]
(13)

In addition, the constraints on amplitude ripples are also considered in the
subband [0, π

/
M], to make sure the NPR filter nearly fits the 3dB requirement

in Nyquist condition.
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{
cT (ω)r ≤ (1 + δum

c )2, ω ∈ [0, π
/
M]

cT (ω)r ≥ (1 − δlm
c )

2
, ω ∈ [0, π

/
M] (14)

where δum
c and δlm

c represent respective threshold of upper bound and lower bound.
Finally, combining the cost function (12) with constraint inequations (9) and (14),

the design problem for Nyquist filter, i.e., equivalently the autocorrelation coeffi-
cients r(n), can be proposed as the following optimization model.

min
x

f (x) = [sT , 01×K ]x

s.t.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

[cT (ω), 01×K ]x ≤ (1 + δum
c )2, ω ∈ [0, π

/
M]

[cT (ω), 01×K ]x ≥ (1 − δlm
c )

2
, ω ∈ [0, π

/
M]

[cT (ω), 01×K ]x ≥ 0, ω ∈ [0, π ]
[01×(N−kM−1), 1, 01×(kM), T1

k]x ≤ 0
0 ≤ [01×(N−kM−1), 1, 01×(kM), T2

k]x
[01×(N−1), 1, 01×K ]x = 1

/
M

[01×N, 11×K ]x ≤ M · ISIm
/

2

(15)

where x = [rT , μ1, μ2, · · · , μK ]T , and T1
k ( T2

k ) is a length-K vector with only
one non-zero element 1(-1), like T1

3 = [0, 0,−1, 0, · · · , 0]. Besides, the third
inequation is the necessary and sufficient condition for r(n) to correspond to the
autocorrelation of g(n).

Once the filter autocorrelation coefficients r(n) are obtained, a spectral factor-
ization of [18] can be applied to produce the prototype filter g(n). However, the
factorization will not be explained in this paper, people can find the details in [18].

3.2 The Example

In this example, the NPR prototype filter with length N = KM + 1 (K = 4,M =
32) is designed by the proposed method. Besides, the threshold ISIm for relaxed
Nyquist condition is taken from {10−4, 10−1}, and the requirement for the subband
amplitude ripples of r(n) is relaxed to 6.5dB.

After optimal solving of the problem (15) and doing spectral factorization,
the performances of r(n) and its subfilters {g1, g2} are totally presented in
Table 1. Meanwhile, all their magnitude responses are shown in Fig. 2. Among the
performances in Table 1, the definitions for As and Es are given as

⎧⎪⎪⎨
⎪⎪⎩

Rp = −20log10(1 − δp)

(
δp = max

ω∈[0,π/M]
||G(ω, g)| − 1|

)

As = −20log10(δs)

(
δs = max

ω∈[2π/M,π ]
|G(ω, g)|

) (16)
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Table 1 The performances
of the optimized r(n) and the
retrieved subfilters g1 and g2
(K = 4,M = 32)

ISIm 10−4 10−1

f (x) 8.0768 · 10−8 1.0792 · 10−8

Es of r(n) 1.3772 · 10−13 2.4393 · 10−15

As of r(n) 99.6063 116.4661

Rp of r(n) 6.0215 6.9357
Es g1 8.1643 · 10−8 1.1978 · 10−8

g2 8.0233 · 10−8 1.1866 · 10−8

As g1 49.4854 57.4896

g2 50.1216 58.1271
Rp g1 2.9962 3.0347

g2 3.0259 3.0517

ISI 10−4 10−1

In Table 1, the Es of the retrieved sub-filters are approaching the cost function
f (x), demonstrating not only the effectiveness of the cost function in optimization
problem (15) but also the effectiveness of performance inheritance in spectral
factorization. Meanwhile, the As and Rp of the sub-filters are nearly half about
the corresponding As and Rp of r(n), which can also be explicitly seen in Fig. 2.
This is because the square relation of R(ω, r) = |G(ω, g)|2 has been adopted in
establishing the constrained problem in (15). Further, increasing ISIm from 10−4

to 10−1, the more relaxed Nyquist condition can bring both improvements of As

and Es . Correspondingly in Fig. 2, the stopband ripples are decreased as a whole
and the magnitude responses in passband begin to fluctuate. Therefore, the proposed
method based on the spectral factorization in [18] is effective to design NPR filter.
It can flexibly realize performance tradeoff for better stopband suppression.

4 Simulation and Analysis

This section presents the comparative study of the design and application of NPR
FBMC prototype filter. First, we investigate the influence of ISI relaxation, and do
comparison with popular filters, including the PHYDYAS [15] and the IOTA [14].
Second, FBMC applications comprising these NPR filters are tested by computer
simulations, where BERs are conducted under scenarios of AWGN and CFO.

4.1 The Design of NPR Filter

The performance results of our design, i.e., As and Es , for M = {32, 128}
and ISIm ∈ {{0.01, 0.05} ∪ {0.2 : 0.4 : 3} ∪ {4 : 1 : 10}} · 10−2 are displayed in
Fig. 3. For distinct showing of Es , the transformation −20log10(Es) is employed.
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Fig. 2 The magnitude responses of the optimized r(n) and the retrieved sub-filters g1 for both
cases of ISIm = 10−4 and ISIm = 10−1. (a) ISIm = 10−4. (b) ISIm = 10−1

Moreover, only the performances of sub-filter g1 are presented in this figure due to
the approximating performances of the sub-filters g1 and g2.

From Fig. 3, it is explicit to see the growing of threshold ISIm, i.e., the relaxing
of Nyquist condition, brings improvements of stopband suppression, i.e., stopband
attenuation As and stopband energy Es . According to the variation of curves,
such improvements are sensitive to small ISIm. Once ISIm is larger enough, the
improvements greatly slow down and some fluctuations appear, this is why we do
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Fig. 3 The tradeoffs of NPR filter performances {Es,As} due to the relaxation of ISIm in the
proposed design with M = 32 and M = 128. (a) M = 32. (b) M = 128

Table 2 The performance comparisons of FBMC prototype filters

{M = 32,K = 4} PHYDYAS IOTA g1A g1B g1C

As 39.8544 13.5090 49.4854 51.8454 57.4896

Es 2.6952 · 10−6 1.3125 · 10−3 8.1643 · 10−8 3.0999 · 10−8 1.1978 · 10−8

ISI 8.1 · 10−4 1.9 · 10−2 1.0 · 10−4 6.0 · 10−3 1.0 · 10−1

{M = 128,K = 4} PHYDYAS IOTA g1D g1E g1F

As 39.8544 13.7545 49.2159 52.1752 57.2801

Es 6.7380 · 10−7 2.9593 · 10−4 2.2687 · 10−8 7.5017 · 10−9 3.6844 · 10−9

ISI 8.1 · 10−4 5.2 · 10−3 1.0 · 10−4 6.0 · 10−3 1.0 · 10−1

not relax ISIm larger than 10−1. On the other hand, M also affects the performance
tradeoff for better Es and As , but its effect is less than that of ISIm. A larger M can
contribute to better Es while no obvious enhancement of As .

To reveal the difference or the advantage of NPR filters designed by the proposed
method, the PHYDYAS filter and the IOTA filter are also adopted for comparison.
Without loss of generality, only the retrieved prototype filters g1 under the Nyquist
thresholds ISIm = {10−4, 6.0 · 10−3, 10−1} are taken into account for both cases
of M = 32 and M = 128. The detailed comparisons are shown in next Table 2
and Fig. 4. In the figure, the magnitude responses occupying the width of three
subcarriers are displayed for their importance in inter-carrier interference issue.

From Table 2, we can explicitly see the advantages of the NPR filters designed
by the proposed method, since they outperform the PHYDYAS filters and the IOTA
filters in terms of As and Es . In contrast with the IOTA filters, the proposed filters
have an overwhelming superiority in no matter frequency selectivity or sidelobe
falloff rate, which is obvious in Fig. 4. Focusing the comparison between the
PHYDYAS filters and the designed NPR filters, it can be found that the difference of
As and Es can reach up to more than 10dB and two orders of magnitude. In addition,
when the controllable ISI is comparative to or smaller than that of the PHYDYAS
filter, the designed NPR filter is still superior in stopband suppression. This is
because the requirement in the design of PHYDYAS filter, i.e., the requirement of
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Fig. 4 The magnitude responses of the FBMC prototype filters in Table 2. (a) M = 32. (b) M =
128

sidelobe falling rate, do not exit in the proposed method, which can provide more
freedom in performance tradeoff. From Fig. 4, the more attenuated sidelobes of the
designed NPR filters can be found near the frequency point 2π

/
M , although the

PHYDYAS filters have overall fast fallings of sidelobes. Actually, these sidelobes
near the transition, i.e., the frequency response overlapping with several nearby
subcarriers, largely determine the inter-carrier interference in FBMC. Therefore,
such attenuated sidelobes of the designed NPR filters can benefit the system
interference robustness. That will be demonstrated in next BER test of FBMC.

4.2 The BER Test of FBMC

Here we present the BER test results for FBMC prototype filters in Table 2. The
computer simulations are conducted in the AWGN and CFO scenarios, in which the
relative carrier frequency offset (rCFO) is set by two values {0, 0.08}. The system
settings of FBMC are simplified according to those in [4] for M = 32 and M = 128,
and the input signals before OQAM staggering are generated by 4-QAM. After
FBMC simulation and BER test, the results are displayed in Fig. 5.

From Fig. 5, we explicitly see that the strong interference in the case of
rCFO = 0.08 significantly degrades the BER performances. Meanwhile, the NPR
prototype filters designed by the proposed method outperform the PHYDYAS filters
and the IOTA filters in BER tests. In AWGN scenario, due to the adjacent orthog-
onality is approximately guaranteed by the OQAM staggering, the interference for
each lattice point in Fig. 1 mainly comes from its neighbouring points, which can
be reduced if the sidelobes near the frequency point 2π

/
M are suppressed enough.

Therefore, all the designed NPR filters with improved As and Es have an advantage
on BER, especially the g1C and g1F with the largest relaxed Nyquist condition.
When CFO is added into FBMC simulation, the adjacent orthogonality is destroyed,
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Fig. 5 The BER results of the FBMC simulations, and the filters in Table 2 are employed. (a)
AWGN (M = 32). (b) rCFO=0.08 (M = 32). (c) AWGN (M = 128). (d) rCFO=0.08 (M = 128)

then the advantage attributed by suppressed sidelobe is reduced and the BER
gaps between the PHYDYAS filter and the designed NPR filters are diminished.
According to above results, it is reasonable to relax the Nyquist condition for better
stopband suppression in the design of NPR prototype filter, and it can be efficiently
implemented by the proposed method.

5 Conclusions

In this paper, we have achieved a flexible design of FBMC waveform, i.e., the cor-
responding NPR prototype filter. The stopband suppression is strengthened through
the optimization of stopband energy with relaxed Nyquist condition, in which
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the autocorrelation coefficients are employed to convert the original nonconvex
constraints to linear ones and an efficient spectral factorization is used to retrieve the
final NPR filter coefficients. From the BER tests in FBMC simulations, the designed
NPR filters are demonstrated to be superior to the widely-used PHYDYAS filter and
IOTA filter, benefiting the practical applications of FBMC.
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Robust Spectrum-Energy Efficiency for
Green Cognitive Communications

Cuimei Cui, Dezhi Yang, and Shi Jin

1 Introduction

Cognitive radio technologies are envisaged to alleviate the problems of both ineffi-
cient utilization and relative scarcity of spectrum by opportunistically exploiting the
existing licensed spectrum. However, due to the growth of low power consumption
devices in massive Internet of Things and 5G communication environments, energy
efficiency also faces the serious challenges and attracts the researchers more
attention. Therefore, in a wireless communication system, two major challenges
are to achieve high spectral and energy efficiency.

To enhance both spectrum and energy efficiencies of the wireless communication
system, so that to achieve green cognitive communication in the future wireless
networks, one of the possible solution for these two challenges is radio frequency
(RF) energy harvesting cognitive radio network (EH-CRN) [1]. For this EH-CRN
technique, it allows cognitive users to harvest electromagnetic waves from ambient
radio frequency sources, and convert them into power energy which can be used
for wireless transmission. In cognitive radio networks (CRNs), the radio frequency
signals transmitted by the licensed users (also named as primary users, PUs) would
be no longer give rise to interference for the cognitive radio users (also named as
secondary users, SUs) provided that the capability of energy harvesting is integrated
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into SUs, but can be identified as a green energy harvesting resources. By taking
advantage of this technology, SUs can get the utmost out of both the spectrum and
energy of PUs. As for the state-of-art of EH-CRNs research, they have been studied
operating in interweave mode in [2–4], overlay mode in [5–7] and underlay mode
in [7–10].

In interweave mode EH-CRNs, SUs first harvest RF energy from ambient
PUs, and then sense the state of PUs and opportunistically access the licensed
spectrum if PUs are inactive. In [2], the selection problem of dynamic channels
in a multi-channel RF-powered CRN was discussed to obtain the optimal channel
by formulating a Markov decision process problem. Then, a dynamic centralized
cooperative spectrum sensing scheme and its corresponding access policy were
proposed to achieve the maximized throughput with the available energy for EH-
CRNs in [3]. In [4], under energy causality and collision constraints, the authors
proposed an optimal spectrum sensing policy to maximize the expected total
throughput of SUs in EH-CRNs.

In overlay mode EH-CRNs, SUs supply RF energy to both PUs and SUs on
condition that there are harmonious collaboration between PUs and SUs. On this
aspects, the maximization of sum-throughput is studied in [5], wherein a hybrid
access point first transfers wireless energy for a number of SUs and supplies
information for PUs, and then collects sensed data from SUs. Similarly, the
maximization of energy efficiency was discussed in [6], at the same time, the uplink
scheduling and cooperative power control were also considered. In [7], a hybrid
underlay-overlay EH-CRNs was modeled, and also the access strategy combined
with the framework of partially observable Markov decision process was proposed
to maximize the system long-term throughput.

In underlay mode EH-CRNs, SUs work utilizing their harvested RF energy
until the interference to PUs exceed a tolerable threshold value. In [8], an efficient
strategy of relay selection was designed to determine when and which relay should
be selected to minimize outage transmission probability in EH-CRNs with spatial
randomly distributed SUs. Moreover, the maximization problem of end-to-end
throughput in terms of optimal time and power allocation is studied for multi-
hop EH-CRNs in [9]. Recently, an optimal offline harvest-or-transmit strategy is
proposed in [10] to maximize the achievable rate of SU under energy causality and
interference constraints for an underlay EH-CRN which operates in slotted fashion.

Based on the comparative analysis of the above, we can observe that these
studies almost separately focus on various problems. In contrast, this paper is to
study a green cognitive communications network, where PUs coexist with SUs, to
enhance spectrum efficiency and green energy utilization efficiency simultaneously.
To be specific, we set up an underlay EH-CRN with multi antennas and multiple
battery-free SUs to lower transmit powers of SUs. Based on our previous works, we
further design a new EH-CRN model which operates in the dynamic and variable
scheduling mechanism of time division multiple access (DV-TDMA) [11], each SU
first senses whether PU is active or inactive, then harvests energy from the RF
signals energy of PU transmitter if PU is in active, or else, transmits data in the
allocated time sequentially or keep idle.
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The rest of this paper is organized as follows. In Sect. 2, we describe a
heterogeneous model of EH-CRN with 5G. An optimal energy efficiency scheme
is proposed to achieve the maximization of the system throughput by discussing
the optimal power splitting scheme in Sect. 3. Then the simulation analysis and
performance evaluation is provide in Sect. 4. Finally, the comprehensive conclusions
are drawn in Sect. 5.

2 System Model

We consider a multichannel EH-CRN architecture in 5G communications scenarios,
as shown in Fig. 1, where primary user network coexists with cognitive radio
network. Femtocell is assumed as cognitive radio network with multichannel, it
consists of K cognitive radio users (act as secondary users Transmitter, SU-TXs) and
one cognitive radio base with M antennas (acts as secondary users receiver, SU-RX),
M ≥ K. Picocell is assumed as primary user network, it consists of N PU receivers
(named as PU-RXs) and one PU Transmitter (named as PU-TX) with L antennas.
Both PU-RXs and SU-TXs are set up with one single antenna, the nth PU-RX and
kth SU-TX indexed by PU-RXn and SU-TXk, respectively, and n ∈ N � {1, . . . , N},
k ∈ κ � {1, . . . , K}. The SU-RX employs zero-forcing receiver to sense the multiple
simultaneous signals transmitted by the kth SU-TXs at the same frequency band. In
addition, each of SU-TXs first estimates its received power energy from PU-TXs
to decide to adopt the individual sensing or cooperative spectrum sensing scheme
corresponding to the strong or weak signal transmitted by PU-TXs. The data fusion
center SU-RX collects all detected results and the cross information between PU-TX
and SU-RX for cooperative spectrum sensing and centralized power control. Here,
we assume that all SUs employ a separate control channel to avoid overlapping with
PUs’ channels when the control signals, such as sensing results and the channel
information, are in the process of transmission and reception.

In the proposed EH-CRN architecture, we consider all PUs operate in time
division duplexing mode with slot duration T, each of PUs alternates in ON/OFF
switch channels, their busy and idle durations follow independent and identically
distributed exponential distributions with mean 1/λ0 and 1/λ1. The busy and idle
status of PUs at nth channel (PU-RXn) are denoted by In

1 = 1 and In
0 = 0,

respectively. The CRN is synchronized with one primary user network. The time
framework of the CRN adopting the DV-TDMA scheduling fashion in [11], which
includes two phases: (1) a cooperative spectrum sensing phase with duration ts and
(2) a data transmission phase with duration Ta − ts or energy harvesting phase with
duration Th − ts.The uncertainty of the available energy for SUs are obtained by
the active probability pa, which means is that SUs have sufficient energy to finish
their task during the period of data transmission provided that PU is sensed to be
inactive. In one time frame duration, any of SUs is to sense the status of PUs if it
has enough energy to perform spectrum sensing and data transmission, or remains
idle otherwise. According to the sensing result, SUs may transmit data if the PU
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Fig. 1 5G Heterogeneous Cognitive Radio Network Model

detected is in OFF state, or it switches into energy harvesting mode if PU is in ON
state. Similarly, the SU also enters the energy harvesting mode when it runs out of
energy.

The designed spectrum sensing time framework describes that SU-TXs sense
PUs are in ON state or OFF state with sensing time ts within one time frame duration
T = [Ta, Th] as shown in Fig. 2, where Ta stands for one sensing frame duration and
Th stands for one radio energy harvesting frame duration, and ts follows the dynamic
and variable time division multiple access in [11]. The Fig. 2 depicts two kinds of
sequences for PU in ON/OFF periods, as well the corresponding operations of SU.
In the first instance, the time slots of SU consists of the sensing time ts and f a
data transmission slot Ta − ts when SU senses an inactive PU. However, due to
the unslotted PU model, the PU can unexpectedly return to its channel that allowed
the SU to transmit, this may result in a collision between the two transmissions.
Therefore, SU-TX should stop data transmission avoiding the conflict with the PU,
and switch to radio energy harvesting with a harvesting slot duration Th − ts if the
channel of PU found busy as shown in the second instance. But, when the PU is idle
during the energy harvesting period of SU, the SU cannot harvest radio frequency
energy.

The detection probability p
(n)
11 and the false alarm probability p

(n)
01 for the SU-

TXk at the nth channel, under the dual collaborative spectrum sensing (DCS) scheme
with energy detection if it first estimates its received weak power from PU-TX, can
be obtained as follows [11],

p
(n)
11 =

K∑
x=l

(
K

x

)(
p

(n)
c,k

)x(
1 − p

(n)
c,k

)K−x

(1)
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p
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01 =
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)(
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)x(
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(n)
f,k

)K−x

(2)

where p
(n)
c,k , p

(n)
f,k denotes the detection probability and f the false alarm probability

for the SU-TXk at the nth channel under the single cooperative sensing (SCS)
scheme. Then, according to the sensing results Îj , j ∈ B � {0, 1}, SU-RX decided

the transmitted power P
(n)
k,j for the SU-TXk at the nth channel.

According to the renewal process theory, when the PU channel is actually in OFF
state during a transmission slot of the SU, if it is sensed to be idle at the beginning
of the slot, the corresponding average duration T00 can be written as [12],

T00 (Ta) = Ta − ts − u

(
Ta − ts − 1 − exp [− (λ0 + λ1) (Ta − ts)]

λ0 + λ1

)
(3)

where u = λ0/(λ0 + λ1) is the channel utility of PU in ON state. Similar to T11,
when the PU channel is actually in ON state during an energy harvesting slot of
the SU, if it was busy at the beginning of the slot, then the corresponding average
duration T11 is given by,

T11 (Th) = Th − ts − u

(
Th − ts − 1 − exp [− (λ0 + λ1) (Th − ts)]

λ0 + λ1

)
(4)

The average duration T10 means that the PU channel is busy but it is sensed to be
idle, its corresponding formulation is T10(Ta) = Ta − ts − T11(Ts), and the average
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duration T01 for which the PU channel is idle, but the detection results is in busy, its
corresponding formulation is T01(Th) = Th − ts − T00(Th).

3 Energy Efficiency Optimization

During the process of data transmission, according to the sensing results Îj , SU-RX
received the M × 1 signal vectors [12],

yr =
{∑

k∈κhk

√
Pk,j xs,k + wr, when I0∑

k∈κhk

√
Pk,j xs,k + Gpqxp + wr, when I1

(5)

where hk denotes the instantaneous channel gain between SU-TXk and SU-RX (i.e.
the kth SU-TXs and the secondary user receiver), Gp denotes the instantaneous
channel gain between the primary user transmitter (PU-TX) and the secondary
user receiver SU-RX, the normalized beamforming vector at the primary user
transmitter PU-TX is denoted as q, xs, k ∼ CN(0, 1) stands for Gaussian random
signal transmitted by the SU-TXk, wr ∼ CN

(
0, σ 2

r I
)

is Gaussian random noise
received by SU-RX. Assumed U = (HHH)−1HH , H = [h1, . . . , hK] are M × K
channel gain matrix between the SU-TXs and the SU-RX, according to the pairs of

sensing results
(
Ii, Îj

)
, i, j ∈ B � {0, 1}, the achievable rate of the kth SU-TXs at

the nth channel is given by [13],

(
I0, Î0

)
: rk,00

(
P

(n)
k,0

)
= ρ00log2

(
1 + γ

(n)
k,0 P

(n)
k,0

)
(
I1, Î0

)
: rk,10

(
P

(n)
k,0

)
= ρ10log2

(
1 + γ

(n)
k,1 P

(n)
k,0

)
(
I0, Î1

)
: rk,01

(
P

(n)
k,1

)
= ρ01log2

(
1 + γ

(n)
k,0 P

(n)
k,1

)
(
I1, Î1

)
: rk,11

(
P

(n)
k,1

)
= ρ11log2

(
1 + γ

(n)
k,1 P

(n)
k,1

)
(6)

where ρ00 = T00/T, ρ10 = T10/T, ρ01 = 1 − T01/T, ρ11 = 1 − T11/T, γ
(n)
k,0 =([

σ 2
r UUH

]
k,k

)−1
and γ

(n)
k,1 =

([
U
(
σ 2

pGpqqH GH
p + σ 2

r I
)

UH
]
k,k

)−1

are effec-

tive channel power gain for the kth SU-TXs under I0 and I1, respectively. Consider-

ing all possible combinations of pair
(
Ii, Îj

)
, the average achievable throughput of

the kth SU-TXs at the nth channel is,

r
(n)
k (Pk) =

∑
i∈B

∑
j∈B

papij rk,ij

(
P

(n)
k,j

)
(7)

where Pk =
[
P

(n)
k,0 , P

(n)
k,1

]
are the transmitted power matrix vector of the kth SU-

TXs (SU-TXk) at the nth channel, and pij = Pr
[
Îj |Ii

]
· Pr [Ii] is the probability of



Robust Spectrum-Energy Efficiency for Green Cognitive Communications 127

(
Ii, Îj

)
. From above, then the average energy efficiency function of the SU-TXk at

the nth channel at the nth channel can be expressed as,

η
(n)
k (Pk) =

∑
i∈B

∑
j∈B

papij ηk,ij

(
P

(n)
k,j

)
(8)

For k ∈ κ , where

ηk,ij

(
P

(n)
k,j

)
=

rk,ij

(
P

(n)
k,j

)

ρijP
(n)
k,j + P

(n)
k,c

(9)

is the instantaneous energy efficiency of the SU-TXk under
(
Ii, Îj

)
, and P

(n)
k,c is the

circuit power consumed by SU-TXk. It should be noted that, we only consider users’
energy efficiency rather than the system’s energy efficiency because each individual

secondary user transmitter SU-TX gets its own throughput rk,ij

(
P

(n)
k,j

)
, but at the

cost of its own power consumption (ρijP
(n)
k,j + P

(n)
k,c ), for k ∈ κ , i, j ∈ B � {0, 1}.

The optimized objective function is given by,

max
{Pk}Kk=1

η � [η1 (P1) , . . . , ηK (PK)] (10)

Subject to,

C1 : pa

[
(ρ00p00 + ρ10p10) P

(n)
k,0 + (ρ01p01 + ρ11p11) P

(n)
k,1

]
≤ Pmax,k, k ∈ κ

C2 : pa

∑
k∈κ

∣∣gk,n

∣∣2 (ρ10p10P
(n)
k,0 + ρ11p11P

(n)
k,1

)
≤ PImax,k, n ∈ N

C3 : 1 − p
(n)
11 + p

(n)
01 ≤ ε, n ∈ N

(11)

where Pmax, k and PImax, k denote the maximum transmitted power and the maxi-
mum inference power, gk, n stands for instantaneous channel gain between the SU-
TXk and PU-RXn, and ε denotes sensing error rate allowed by the communication
system.

4 Simulation Analysis and Evaluation

In this section, we evaluate the performance of our solution by experimental
simulation. In this simulation, we assume the active and idle probability of PU
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Fig. 3 Energy efficiency (EE) vs. false alarm probability (pf) for different transmitted power

in each channel is p
(
Hn

1

) = p
(
Hn

0

) = pa = 0.5, T = 100ms, ε = 0.01,
Pmax, k = 10dB.

Figure 3 depicts the curves of optimal energy efficiency in terms of false alarm
probability. It is clearly observed that the energy efficiency for PK = 0dB outperform
that of PK = 5dB, it’s suggest that the energy efficiency is more robust for the
lower transmitted power. At another figure, shown as Fig. 4, the energy efficiency
of proposed robustness solution outperforms that of no optimization, while meeting
the requirement of sensing error rate ε ≤ 0.01.

5 Conclusion

In this paper, we study a green cognitive communication networks which PUs
coexist with SUs to enhance spectrum efficiency and energy utilization efficiency
simultaneously. An opportunistic RF energy harvesting capability of SU is incor-
porated into sensing time framework, the transmission and RF energy harvesting
durations have been obtained based on the traffic pattern of PU. Further, both
spectrum and energy efficiency function with respect to transmission power, sensing
time, and channel status are formulated. The simulation analysis show that the
higher spectrum and energy efficiency can be attained as compared with another
schemes.
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Optimal Precoding Design for LoS
Massive MIMO Channels with
the Spherical-Wave Model

Lei Yang, Xumin Pu, Shi Jin, Rong Chai, and Qianbin Chen

1 Introduction

The capacity of the LoS MIMO channels with the SWM can be estimated correctly,
and it has received much attention [1–6]. By simulations with the SWM, Jiang and
Ingram [1] investigated the effects of the transceiver distance, direction angle and
elevation angle on the LoS channel capacity. In the three-dimensional geometric
model, the optimal antenna spacing for the LoS MIMO channels with the SWM was
obtained by maximizing the channel capacity [2]. In [3], the LoS MIMO capacity
of the ULAs was studied at the center frequency of 5.2 GHz, and simulation results
show that the capacity varies with the locations of transceiver and array element
spacing. For the 2 × 2 3D MIMO channels, the optimal antenna placement in the
presence of the path loss and phase differences was studied in [4]. By simulations
with the SWM and the PWM, Tamaddondar and Noori [5] analyzed the capacity of
the LoS MIMO channels with the non-uniform linear array of antennas.

However, Jiang and Ingram [1], Sarris and Nix [2], Skentos et al. [3], Pu et al. [4],
Tamaddondar and Noori [5] are essentially based on the simulations and channel
measurements to study the capacity of the LoS channels with the SWM, without
discussion of the precoding design. Recently, Pu et al. [6] investigated the transmis-
sion scheme for the ULA-based LoS MIMO channels with the SWM and derived the
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analytical expressions for the transmission direction and power allocation. However,
UCAs have the advantages of compact structure, lower mutual coupling between
array elements, and easier use of azimuth and elevation information when compared
to ULAs [7]. The main work of this paper is to analyze the precoding for the
UCA-based LoS MIMO channels with the SWM. We consider the 4 × N LoS
MIMO channels with the ULAs at the Tx and UCAs at the Rx. The corresponding
analytical expressions for the precoding matrix and power allocation are obtained
by maximizing the channel capacity. The transceiver distance, wavelength, array
element spacing and the number of receive antennas are the decisive roles of the
precoding design. The simulation results show that the better performance of the
proposed scheme is obtained compared with that of the equal power allocation
scheme.

The remainder of the paper is organized as follows. Section 2 describes the
system model. Section 3 analyzes the low complexity LoS MIMO precoding system
with the SWM. Numerical results are provided in Sect. 4. Section 5 is the conclusion
of this paper.

2 System Model

In this paper, we consider a single-user communication scenario with the ULAs at
the Tx and the UCAs at the Rx, as shown in Fig. 1. We assume that the Tx array is
located on the positive half of the x-axis and the Rx array is parallel to the x-y plane.
Meanwhile, the center of the circle is located on the positive half of the z-axis. And
the distance between the center of UCAs and the origin is D. We further assume
that the first receiver antenna element is on the positive half of the x′-axis. In Fig. 1,
θt
(
0 ≤ θt ≤ π

2

)
denotes the direction angle of the Tx. In addition, R is the radius of

the UCAs at Rx, and dt represents the element spacing of the ULAs at Tx.

Fig. 1 The antennas arrays for the LoS MIMO channels
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Considering a frequency-flat fading channel, the baseband received signal vector
can be written as [8]

y=Hs+n, (1)

where H ∈ C
N×4 is the channel matrix, s ∈ C

4×1 and y ∈ C
N×1 are, respectively,

the transmitted and received signal vector, n ∈ C
N×1 is a complex additive white

Gaussian noise (AWGN) vector and E
{
nnH

} = σ 2IN . The ergodic capacity of the
system can be written as [8]

C = max
Tr(Q)=P

E

[
log2 det

(
IN + 1

σ 2 HQHH

)]
, (2)

where Q=E
{
ssH

}
. The power allocated to each eigenvector is given by the

eigenvalues of the transmit covariance matrix Q which satisfying the total power
constraint tr (Q) = P . Here, ρ=P

/
σ 2 is defined as the signal-to-noise ratio (SNR).

In this paper, we assume that the Tx know the perfect channel state information
(CSI). Using the eigenvalue decomposition Q=UQ�UH

Q , where UQ denotes the
eigenvector matrix of Q and �Q=diag (γ1, γ2, γ3, γ4) is the diagonal eigenvalue
matrix of Q with diagonal elements in a descending order. In the investigation that
follows, based on the capacity maximization criterion, the precoding design for the
4 × N LoS MIMO channels with the SWM is analyzed.

3 Precoding Design for the LoS MIMO Channels

In this section, we design the optimal precoding for the UCAs-based LoS MIMO
channels with the SWM based on the maximum capacity criterion. According to the
equation det (I + AB) = det (I + BA), (2) can be equivalent to

C = max
Tr(Q)=P

E

[
log2 det

(
I2 + UQ�QUH

Q HH H

σ 2

)]
. (3)

Assuming that the differences of path loss are ignored, the elements of the
normalized LoS channel matrix with the SWM can be expressed as [4]

(H)l,k=e
− j2πdl,k

λ , (4)

where (H)l,k is the channel coefficient between the kth (k = 1, 2, 3, 4) transmit
antenna and the lth (l = 1, 2, · · · N) receive antenna, dl,k is the distance between
them and λ is the wavelength. According to the analytical methods in [4], the
distance dl,k can be expressed approximately as

dl,k=D −
(k − 1) dtR cos

(
2π(l−1)

N
− θt

)
D

. (5)
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From (4) and (5), the matrix HH H is expressed as

HH H=⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

N
N−1∑
i=0

e
−jT cos

(
2πi
N

−θt

)
N−1∑
i=0

e
−j2T cos

(
2πi
N

−θt

)
N−1∑
i=0

e
−j3T cos

(
2πi
N

−θt

)

N−1∑
i=0

e
jT cos

(
2πi
N

−θt

)
N

N−1∑
i=0

e
−jT cos

(
2πi
N

−θt

)
N−1∑
i=0

e
−j2T cos

(
2πi
N

−θt

)

N−1∑
i=0

e
j2T cos

(
2πi
N

−θt

)
N−1∑
i=0

e
jT cos

(
2πi
N

−θt

)
N

N−1∑
i=0

e
−jT cos

(
2πi
N

−θt

)

N−1∑
i=0

e
j3T cos

(
2πi
N

−θt

)
N−1∑
i=0

e
j2T cos

(
2πi
N

−θt

)
N−1∑
i=0

e
jT cos

(
2πi
N

−θt

)
N

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

(6)

where T = 2πdtR
/
λD. Using the Euler formula, the entry of HH H can be rewritten

as

gn,m=
N−1∑
i=0

cos

(
(n − m) T cos

(
2πi

N
− θt

))
+ j

N−1∑
i=0

sin

(
(n − m) T cos

(
2πi

N
− θt

))
,

(7)

where gn,m (n,m = 1, 2, 3, 4) denotes the element on the nth row and mth
column of the matrix HH H. When the number of antennas N is sufficiently large, (7)
can be expressed as

gn,m = N

2π

∫ 2π

0
cos ((n − m) T cos(x − θt ))dx

+ jN

2π

∫ 2π

0
sin ((n − m) T cos(x − θt ))dx

=N

π

∫ π

0
cos ((n − m) T cos(x − θt ))dx

(8)

We use the method of substitution, i.e., x − θt = y − π
2 , Eq. (7) is rewritten as

gn,m =N

π

∫ 3π
2 −θt

π
2 −θt

cos
(
|n − m| T cos(y − π

2
)
)
dy

+ N

π

∫ 0

π
2 −θt

cos (|n − m| T sin y)dy + N

π

∫ π

0
cos (|n − m| T sin y)dy

=NJ0 (|n − m| T )

(9)

where J0 (x) = (
1
/
π
) ∫ π

0 cos(x sin α)dα is the zero-order Bessel function of the
first kind [9].
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3.1 Optimal Precoding Matrix

In this section, based on the maximum capacity criterion and the entry of the matrix
in (8), the optimal precoding matrix for the LoS MIMO channels with the SWM is
derived.

Theorem 1 When the parameter T → ∞, i.e., J0 (T ) = J0 (2T ) = J0 (3T ) ≈ 0,
the optimal precoding matrix becomes any orthogonal matrix. When the parameter
T does not tend to infinity, the optimal precoding matrix Uopt

Q which maximizes the
ergodic capacity for the LoS MIMO channels with the SWM is expressed as

Uopt
Q = 1

2

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

d√
c2+d2+

√
c2+d2c

c+
√

c2+d2√
c2+d2+

√
c2+d2c

c+
√

c2+d2√
c2+d2+

√
c2+d2c

d√
c2+d2+

√
c2+d2c

e√
c2+e2−

√
c2+e2c

c−
√

c2+e2√
c2+e2−

√
c2+e2c√

c2+e2−c√
c2+e2−

√
c2+e2c

−e√
c2+e2−

√
c2+e2c

d√
c2+d2−

√
c2+d2c

c−
√

c2+d2√
c2+d2−

√
c2+d2c

c−
√

c2+d2√
c2+d2−

√
c2+d2c

d√
c2+d2−

√
c2+d2c

e√
c2+e2+

√
c2+e2c√

c2+e2+c√
c2+e2+

√
c2+e2c

−
√

c2+e2−c√
c2+e2+

√
c2+e2c

−e√
c2+e2+

√
c2+e2c

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

(10)

where

c=2J0 (T ) − 2J0 (3T )

d=4J0 (T )+4J0 (2T )

e=4J0 (T ) − 4J0 (2T )

. (11)

Proof According to the conclusion of [10], when the precoding matrix UQ is equal
to the eigenvectors of the matrix HH H, i.e., Uopt

Q = U, the ergodic capacity in (3) is
maximized. Therefore, Theorem 1 can be directly derived by using the eigenvalue
decomposition HH H=U�UH , where �=diag (λ1, λ2, λ3, λ4) is the eigenvalue
matrix and U is the eigenvector matrix.

3.2 Optimal Power Allocation

Based on (9), the optimal power allocation for the LoS MIMO channels with the
SWM is provided in the following theorem.

Theorem 2 In the LoS MIMO channels with the proposed precoding matrix, the
four cases of the analytical expressions for the optimal power allocation with the
SWM are derived as follows.

1) ρ + 1
λ1

+ 1
λ2

+ 1
λ3

≥ 3
λ4

In this scenario, the analytical expressions for the optimal power allocation with
the SWM are
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

γ
opt
1 =P

4 − 4σ 2
(

2+J0(T )+J0(3T )−
√

c2+d2
)

16N(1+J0(T ))(1+J0(3T ))−Nd2 + 4σ 2(2−J0(T )−J0(3T ))

16N(1−J0(T ))(1−J0(3T ))−Ne2

γ
opt
2 =P

4 + 4σ 2(2+J0(T )+J0(3T ))

16N(J0(T )+1)(J0(3T )+1)−Nd2 − 4σ 2
(

2−J0(T )−J0(3T )−
√

c2+e2
)

16N(1−J0(T ))(1−J0(3T ))−Ne2

γ
opt
3 =P

4 − 4σ 2
(

2+J0(T )+J0(3T )+
√

c2+d2
)

16N(1+J0(T ))(1+J0(3T ))−Nd2 + 4σ 2(2−J0(T )−J0(3T ))

16N(1−J0(T ))(1−J0(3T ))−Ne2

γ
opt
4 =P

4 + 4σ 2(2+J0(T )+J0(3T ))

16N(J0(T )+1)(J0(3T )+1)−Nd2 − 4σ 2
(

2−J0(T )−J0(3T )+
√

c2+e2
)

16N(1−J0(T ))(1−J0(3T ))−Ne2

.

(12)

2) 3
λ3

≤ ρ + 1
λ1

+ 1
λ2

+ 1
λ3

< 3
λ4

In this case, the optimal power allocation for the LoS MIMO channels with the SWM
can be expressed as

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

γ
opt
1 =P

3 − 8σ 2
(

4+2J0(T )+2J0(3T )−3
√

c2+d2
)

96N(J0(T )+1)(J0(3T )+1)−6Nd2 + 4σ 2

3N
(

4−2J0(T )−2J0(3T )+
√

c2+e2
)

γ
opt
2 =P

3 + 16σ 2(2+J0(T )+J0(3T ))

48N(J0(T )+1)(J0(3T )+1)−3Nd2 − 8σ 2

3N
(

4−2J0(T )−2J0(3T )+
√

c2+e2
)

γ
opt
3 =P

3 − 8σ 2
(

4+2J0(T )+2J0(3T )+3
√

c2+d2
)

96N(J0(T )+1)(J0(3T )+1)−6Nd2 + 4σ 2

3N
(

4−2J0(T )−2J0(3T )+
√

c2+e2
)

γ
opt
4 = 0

.

(13)

3) 2
λ2

≤ ρ + λ1+λ2
λ1λ2

< 2
λ3

For this case, the analytical expressions for the optimal power allocation are

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

γ
opt
1 =P

2 + 2σ 2
(

4J0(T )+4J0(3T )+
√

c2+d2−
√

c2+e2
)

N
(

4−2J0(T )−2J0(3T )+
√

c2+e2
)(

4+2J0(T )+2J0(3T )+
√

c2+d2
)

γ
opt
2 =P

2 − 2σ 2
(

4J0(T )+4J0(3T )+
√

c2+d2−
√

c2+e2
)

N
(

4−2J0(T )−2J0(3T )+
√

c2+e2
)(

4+2J0(T )+2J0(3T )+
√

c2+d2
)

γ
opt
3 =γ

opt
4 =0

. (14)

4) 1
λ1

≤ ρ + 1
λ1

< 1
λ2

In this scenario, the optimal power allocation with the SWM can be expressed as

{
γ

opt
1 =P

γ
opt
2 =γ

opt
3 =γ

opt
4 =0

. (15)

Proof To prove the theorem, we firstly derive the eigenvalues by using the
eigenvalue decomposition HH H=U�UH , which are expressed as



Optimal Precoding Design for LoS Massive MIMO Channels with the. . . 137

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

λ1=N + NJ0(T )+NJ0(3T )+N
√

(J0(T )−J0(3T ))2+4(J0(T )+J0(2T ))2

2

λ2=N − NJ0(T )+NJ0(3T )−N
√

(J0(T )−J0(3T ))2+4(J0(T )−J0(2T ))2

2

λ3=N + NJ0(T )+NJ0(3T )−N
√

(J0(T )−J0(3T ))2+4(J0(T )+J0(2T ))2

2

λ4=N − NJ0(T )+NJ0(3T )+N
√

(J0(T )−J0(3T ))2+4(J0(T )−J0(2T ))2

2

, (16)

It is observed from (16) that when the parameter T → ∞, i.e., J0 (T ) = J0 (2T ) =
J0 (3T ) ≈ 0, the matrix HH H has four identical eigenvalues. Based on the
eigenvalues and Theorem 1, the ergodic capacity optimization problem with the
SWM can be rewritten as

C = max
{γi }4

i=1

4∑
i=1

log2

(
1 + γiλi

σ 2

)

s.t.γi ≥ 0, i = 1, 2, 3, 4 and
∑4

i=1 γi = P

. (17)

The four cases for the corresponding power allocation with the SWM in Theorem
2 is derived by solving the optimal capacity problem in (17) with the lagrange
multiplier method.

As can be seen from the expressions (12)–(15), the optimal power allocation is
completely determined by J0 (|n − m| T ), the transmit power, the noise power and
the number of receive antennas. In the fourth case, the optimal precoding becomes
the beamforming algorithm along the leading eigenvector of the matrix.

4 Simulation Results

This section verifies the correctness for the theoretical analysis results and presents
simulation results for the 4 × 100 LoS MIMO channels. The performance of
the proposed precoding design and equal power allocation scheme is compared.
Figure 2 shows the ergodic capacity comparison between the precoding scheme and
the equal power allocation scheme for SNR in the LoS MIMO channels with the
SWM, where the carrier frequency is 15 GHz. It can be seen clearly that the capacity
of the proposed precoding scheme is better than that of the equal power allocation
scheme. With the decrease of the parameter T , the difference between the ergodic
capacity of the proposed scheme and the equal power allocation scheme is obviously
increased. When the parameter T → ∞, i.e., J0 (T ) = J0 (2T ) = J0 (3T ) ≈ 0,
the matrix HH H becomes the matrix NI4 and has four identical eigenvalues. Then
the capacity of the proposed precoding scheme is equal to that of the equal power
allocation scheme.

Figure 3 shows the relationship between the capacity and the parameter T in the
4 × 100 LoS MIMO channels. When SNR is 5 dB or 10 dB, it can be seen from
Fig. 3 that the capacity increases with the increasing parameter T and tends to be
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Fig. 2 Comparison of the LoS MIMO channel capacity for the proposed precoding design and
equal power allocation scheme

Fig. 3 Relationship between the LoS channel capacity and parameter T , where ρ = 5dB and
ρ = 10 dB

stable. In MIMO channels, the degree of freedom is a key performance measure
for the channel capacity. When the parameter T → ∞, the 4 × N LoS MIMO
channels have four spatial degree of freedom, and the corresponding capacity tends
to a saturation value.
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5 Conclusion

The precoding for the 4 × N LoS MIMO channels with the ULAs at the Tx and
UCAs at the Rx is studied in this paper. By maximizing the ergodic capacity, the
closed-form expressions for the precoding matrix and power allocation in LoS
MIMO channels with the SWM are derived. Simulation results show that the
proposed precoding scheme can obtain better performance compared with equal
power allocation scheme. In addition, the transceiver distance, wavelength, array
element spacing and the number of receive antennas play a decisive role in the
proposed scheme.
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An Envisioned Virtual Gateway
Architecture for Capillary Networks in
Smart Cities

Deze Zeng and Lin Gu

1 Introduction

“Better City, Better Life” has been becoming an ever-pursuing vision of human
beings. The rosy prospect has attracted much attention from different sectors.
According to a recent smart city report from Pike Research, it is estimated that
around 16 billion dollars will be invested annually on smart city market by 2020
and the total budget will go for hundreds of billions. Many smart city projects, e.g.,
European smart cities project,1 have already taken off.

Information and communication technology (ICT) plays an important role in
improving the cities’ productivity, efficiency, sustainability and quality-of-life.
Especially, with the popularity and fast development of Internet-of-Things (IoT),
which is an infrastructure interconnecting a large number of smart devices (e.g.,
sensors) and is able to collect massive data from the physical-world. It is predicted
that over 20 billion devices will be connected in IoT by 2020. Hence, a more
aggressive vision is proposed as Internet-of-Everything (IoE) [6]. IoT is the key
enabling technology to the smart city vision. By deploying urban IoT, we obtain an
infrastructure that is able to integrate the physical-world into the cyber-world, inspir-
ing smart city application innovations. With the convergence of physical-world and

1http://www.smart-cities.eu.
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cyber-world, a variety of smart city applications in different domains, e.g., structural
health of buildings, waste management, noise monitoring, traffic management, city
energy consumption, etc., can be developed, as summarized in [15].

In IoT, Machine-to-Machine (M2M) communication, a.k.a., machine type com-
munication (MTC), is indispensable. A diversity of radio access technologies
(RATs) or standard protocols, e.g., Wi-Fi HaLow, LTE-MTC, Bluetooth Low
Energy, ZigBee, GPRS, LoRa, SigFox, NB-IoT, etc., have been proposed. Com-
pared with human-to-human or human-to-machine communications, the prominent
features of MTC are low-power and low-rate as smart devices are usually battery
powered but require long operation time in terms of years.

Network consisting of smart devices interconnected via short-range communica-
tions is termed as capillary network in the literature, comparing with the tiny blood
vessels connecting cells to the arteries [1, 3, 9, 11]. Augé-Blum et al. [1] identify
that capillary network caters to the emerging needs of smart cities as it unifies the
wealth of wireless connectivity available in urban environment. Sachs et al. [11]
think that capillary networks and short-range communications are key development
in the networked society as they provide connectivity for billions of devices in many
use cases, e.g., electricity meter monitoring. Novo et al. [9] believe that capillary
networks bridge cellular and IoT worlds, and therefore will be a fundamental part
of the loT development.

Resource-limited smart devices cannot bear full Ethernet protocol stack and
usually are not IP-based. While, smart city applications strongly require a ubiquitous
connection of all devices. To address these issues, gateways are introduced. A
gateway is a specialized device locating between capillary network and the Internet
to interpret the protocols for the two sides. However, with the increasing needs from
smart city applications, existing capillary networks suffer following limitations.

– Interoperatability: Different vendors deploy capillary networks with different
RATs. The coexistence of manifold networking interfaces imposes obstacle for
the interoperability or cooperation between capillary networks, hindering smart
city application innovation.

– Maintenance: In a large-scale capillary network, it is inevitable that some
components may unexpectedly fail due to certain reasons. Besides, we may need
to periodically upgrade the smart city systems by adding in or upgrading some
components to catch up with the increasing demands or adapt to the changing
surrounding environment. At this time, changing or upgrading the hardware
component could be a tedious task.

– Scalability: Limited by the service capacity of a gateway, it cannot simultane-
ously serve unlimited number of devices or networks. Whenever we need to
augment a new system to our smart city, we need to specially deploy a network
as well as the associated gateway. Such one-to-one mapping limits the scalability
of the smart city network.

– Flexibility: Capillary network gateway must be aware of, and loyal to, the RAT
used by the networked devices as well as its prosperities. When another new
capillary network with different RAT is added in, existing gateway usually
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is not able to support the newly added one. We may have to upgrade the
gateway or deploy a new one. This is especially frustrating in smart city scenario
where a diversity of RATs are used in parallel, and new or customized RAT
is continuously introduced and developed. Besides RAT, the varying demands
in capillary networks also require the gateway to adapt to the service needs.
Whenever a new service is required, certain functionalities, e.g., in-network
processing, shall be enabled at the gateways. Hence, the gateway shall be
flexible enough for the developers to customize or deploy functionalities on it.
Besides radio access, the varying demands in capillary networks also requite
the gateway to be able to adapt to the service needs. Whenever a new service
is required, certain functionalities, e.g., in-network processing, shall be enabled
at the gateways. The gateway shall be flexible enough for the developers to
customize or deploy functionalities on it.

– Mobility: In some urban smart city applications (e.g., participatory sensing), the
communication nodes may move randomly. This requires that the gateway shall
intelligently move with the mobile nodes or the mobile nodes can dynamically
switch between gateways, to ensure that the data can be efficiently uploaded to
the cloud.

– Expenditure: Deploying, maintaining and upgrading large-scale capillary net-
work is not only tedious but also with high cost, especially for vendor-specific
hardware based implementation. For a long-term smart city application, the
operational expenditure may even exceed the capital expenditure.

Given the above limitations of the last-mile capillary networks for smart cities,
proposing new open, scalable, flexible and cost-efficient architecture is significant.
In this article, motivated by the newly emerging technology such as software-defined
networking (SDN), network function virtualizaiton (NFV) and cloud radio access
network (CRAN), we propose a virtual gateway architecture for capillary networks,
with the principle of detaching and softwarizing certain functions from traditional
hardware gateways. The remainder of this paper is organized as follows. We first
depict the architecture of capillary networks and specially introduce the role of
gateways in capillary networks. The limitations of existing gateway implementation
methods are then outlined. To tackle these limitations, we propose a virtual gateway
design for capillary networks and discuss its applicability and implementation
feasibility.

2 Capillary Network

2.1 Architecture

Capillary networks intend to interconnect various tiny devices and provide strong
support to realize a digital networked society where citizens can obtain information
from these devices or even actuate them according to application needs. A typical
urban capillary network consists of a set of smart tiny devices with different
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capabilities. For example, a capillary network for gas leakage detection and
prevention in a building may include devices such as gas usage monitors, gas
leakage detectors, gas sensor and automotive valve.

These tiny devices are usually interconnected using short-range RATs. Besides
standard RATs, developers may also customize their own RAT according to the
application needs. Nevertheless, different RATs are with different specifications or
mechanisms on medium access, routing, scheduling, error detection and correc-
tion, etc. This raises network-dimensioning challenges to smart city application
innovation. From the engineering perspective, application developers or system
administrators need to take inter-technology inter-operation into consideration.

To access the Internet, these devices shall be connected to a more powerful
device called capillary gateway, which further connects to the Internet via fronthaul
networks (e.g., Ethernet, optical network, cellular network). The gateway is able
to process and forwards data to the cloud. The cloud hosting various smart city
applications that digest the data from capillary networks and generate response
accordingly. The response (e.g., actuation command) is then transported back to
the capillary network via the gateway. Note that there is an emerging trend in the
development of capillary networks is to eliminate the use of gateways by enabling
IPv6 directly on the smart things. For example, the Internet Engineering Task Force
(IETF) has prepared proposed new protocols, e.g., 6LoWPAN, describing how to
transport IPv6 over IEEE 802.15.4 and BLE. However, as argued by Zachariah
et al. in [14], simply enabling IPv6 connectivity alone falls short of the full set
of possibilities of a true IoT gateway. Therefore, we may still need gateways for
capillary networks in some cases.

Figure 1 illustrates a smart city scenario supported by three capillary networks,
which adopt MTC RATs Bluetooth, ZigBee and LTE-MTC, respectively. Each

Fig. 1 Capillary networks in smart city
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network has one gateway connected to the cloud via Ethernet, optical and LTE,
respectively. Gateway is a key component of capillary network as it effectively
migrates the variety and diversity of the devices and makes a bridge between the
smart devices and the Internet.

2.2 Capillary Network Features

According to the above description to capillary networks in smart cities, we can see
that capillary networks exhibit the following special features.

– RAT heterogeneity: As we have known, there are already many different com-
mercially recognized RATs to support various capillary networks with different
needs. It is worth noting that there will be more new RATs to be developed
to catch up with the increasing demands from smart city applications. Such
heterogeneity creates a chaotic environment that shall be handled by capillary
network gateways.

– High density: High-density is one of the most prominent features of capillary
networks as the network for a specific application may consists of a large number
of MTC devices.

– Low rate: Compared with human-centric communications, MTC devices (e.g.,
smart meter) are usually with low data rate. For example, structural health
monitoring in Padova Smart City project2 requires only 1 packet every 10 min
per device [15].

– Low power: Most MTC devices are battery-powered. Although some recent
proposals advocated the adoption of renewable energy harvesting technique, the
available energy in a device is still limited by the harvesting ability and instability
of energy source.

– QoS diversity: Compared with human-centric communications, the QoS require-
ments of capillary networks are more diverse. That is, the QoS requirements vary
tremendously from one network to another, depending on the applications. Some
applications may require guaranteed network connectivity while some others
may ask for extremely low latency. For example, a sensor for fire prevention
should be able to reliably transmit data in a short time after the detecting an
anomaly.

– Multihop: Capillary networks can organize in an ad hoc manner. Addressing and
routing are two essential issues. Addressing in the capillarity, e.g., in 6LoWPAN
or ZigBee, is different to the one used on Internet. Therefore, a gateway with
the capability of address conversion is needed. Besides, in order to minimize the
expense for data querying in a multihop capillary network, the gateway can also
cache previously visited data to minimize the request of data to the sensors.

2https://eu-smartcities.eu/place/padova.

https://eu-smartcities.eu/place/padova
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3 Existing Gateway Implementation Methods

In this section, we briefly review some existing gateway implementation methods
and standards.

Today most of the gateways are based on a program that runs on a customized
firmware. An embedded firmware is usually designed and implemented by gate-
way manufacturer. Essential gateway functions such as wireless communication,
network control and management are usually embedded in the gateway as ASIC.
Limited customization ability, depending on the openness of the gateway, is
provided by allowing network administrators to alter some configurations through
provided portal.

The embedded firmware is usually managed by an operation system. For complex
applications like car infotainment, full operation systems like Linux and Windows
Embedded are used. Besides, smaller footprint systems like Intel Galileo, VxWorks,
QNX are often used for specialized applications such as safety, realtime monitoring.
Linux is the most widely used open-source operation system. Many embedded
systems are designed based on it, and gateway is no exception. Lots of efforts have
already been made in designing Linux based gateway platforms, e.g., WRT54G and
OpenWRT.3

Besides specific vendor design gateway devices, we may also utilize general
CPE (Customer-premises equipment or customer-provided equipment) devices that
locates at a user’s premises to implement gateways. Without doubt that the most
popular and well-known CPE is smartphone, whose recent prosperousness has
made it ubiquitous. With the consideration of both Internet access and its ubiquity,
smartphone is regarded as an ideal gateway development platform candidate for
providing connectivity anytime, anywhere, and for anyone. A large number of third
party softwares can be installed in smartphones to transform them as gateways for
capillary networks.

To develop gateways, several standards or specifications have been proposed and
adopted. OSGi (Open Service Gateway Initiative) specifies a modular development
framework for Java language and provides a good framework for Java programmers
to develop and deploy service-oriented modular applications and libraries. OSGi
already have many open-source realizations such as Knoflerfish,4 Equinox5 and
Apache’s Felix.6 Based on OSGi, HGI7 (Home Gateway Initiative) intends to

3https://openwrt.org/.
4http://www.knopflerfish.org/.
5http://www.eclipse.org/equinox/.
6http://felix.apache.org/.
7http://www.homegatewayinitiative.org/.

https://openwrt.org/
http://www.knopflerfish.org/
http://www.eclipse.org/equinox/
http://felix.apache.org/
http://www.homegatewayinitiative.org/
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integrate the OSGi platform into home gateway so as to create an environment
facilitating home gateway development. By such means, gateway applications are
developed as bundles, which can be remotely and dynamically installed, started,
stopped, updated, and uninstalled, without touching the underlying firmware image.

Although gateway plays an essential role in capillary networks, many problems
still exist. As indicated by Zachariah et al. [14], the IoT has a gateway problem to
provide application-specific connectivity to IoT devices because today’s gateways
conflate network connectivity, in-network processing, and user interface functions.
Beijar et al. [3] think that capillary networks have gateway selection problem in
the consideration of multiple gateway coexistence, load balancing, end-to-end path
optimization.

4 Virtual Gateway Supported Capillary Networks

We are entering the era of the customized intelligent capillary network gateway.
Taking the RAT diversity into consideration, customizable solutions with compre-
hensive connectivity are clearly required. In this section, by applying the recently
emerged networking technologies such as SDN, NFV and CRAN, we propose a
virtual gateway supported capillary network architecture. We will find out that many
limitations discussed above can be well addressed by this novel architecture.

4.1 Enabling Technology Overview

Software Defined Networking (SDN) decouples the control-plane from the data
plane. The control plane are moved to a logically centralized controller that can
reside in a datacenter. While, the data plane remains in the transport network
and manipulated by the controller. SDN enables easy network programmability
for flexible network management, e.g., steering the data traffic path. For example,
Hampel et al. [7] applying SDN to enable vertical forwarding so as to replace
specialized gateways with virtualized controllers and commoditized forwarding
elements.

NFV is proposed to softwarize existing hardware-based network functions and
make them be able to operate on commodity hardware such as X86 servers in the
cloud. Such function cloudification method makes the network architecture highly
flexible as the network can be reconfigured quickly and adaptively. The prospect of
NFV has raised many discussions in the literature. Baumgartner et al. [2] discuss a
mobile core network function placement with the consideration of interconnections
towards the radio access network and the Internet as well as the traffic routing
between the virtualized network functions.



148 D. Zeng and L. Gu

Specially, CRAN, as NFV at the wireless edge, is proposed to split the remote
radio head (RRH) from the baseband unit (BBU). BBU for radio access process-
ing is softwarized and can reside in a centralized data center. CRAN has also
widely been discussed. Beyene et al. [4] propose a software-defined radio-based
architecture and implement an indoor distribute-antenna system (DAS) by using
a Cloud-RAN platform. Peng et al. [10] present H-CRAN (Heterogeneous Cloud
Radio Access Networks) to deal with the heterogeneity of radio access in 5G
networks.

4.2 Design Overview

By exploring the above mentioned enabling technology, we present virtual gateway
supported capillary networks. Its high-level overview, as compared with traditional
architecture, is illustrated in Fig. 2.

As we have known, a gateway shall first be able to communicate with the smart
devices with diverse RATs, i.e., heterogeneous RAT convergence. In contrast to
traditional gateway which contains completed protocol stack, our design follows
CloudMAC concept [5] and decouples certain functions that can be softwarized
from the gateway. For each protocol, the MAC processing is partially migrated out
from the gateway to the backend, making the frontend become slim access point
(AP), or an antenna. These slim APs form a DAS.

Fig. 2 Overall architecture
of virtual gateway supported
capillary networks, in
comparison with traditional
architecture. (a) Overview of
traditional architecture. (b)
Overview of virtual gateway
supported architecture
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On the uplink, the frontend simply forwards raw frames to the corresponding
backend for further processing. While on the downlink, the corresponding backend
generates MAC frames and beacons, adds control headers or optionally encrypts
the frames, and forwards the encapsulated frames to the frontend, which then
transmits those frames into capillary network with the specified transmission power,
modulation/encoding schemes. The frontend performs actual RAT with the smart
devices in capillary networks. A frontend antenna only receives and transmits raw
MAC frames. Most MAC frames to be sent are generated by the backend server
while some frames with hard-real time constraints (e.g., beacon) can be generated
directly by the antenna. Therefore, we say the MAC layer is partially migrated to
the cloud.

Throughout the process, we can see that no change is required on the protocol
stack on the smart devices, which still use their original stack to communicate with
each other, and with the gateway. How the gateway behaves is transparent to the
smart devices. Within each capillary network, direct M2M communications are still
in their conventional way.

Note that, a backend instance can locate anywhere, either together with the
frontend or in remote cloud. Decoupling the backend does not mean making
it distant from the frontend. They could also locate together and this does not
influence the flexibility provided that we can access and control the backend in a
softwarization way.

A slim AP may connect to one or many virtual gateways. This because different
protocol software packages may reside on different virtual gateways for respective
communication needs. To support a specified RAT, the frontend must connect to
the virtual gateway with the corresponding protocol package. The frontend is armed
with an SDN-enabled switch (e.g., OpenFlow switch), which contains a forwarding
table specifying where (e.g., the backend) a frame shall be forwarded. The SDN
controller runs applications that configure the forwarding table using OpenFlow
protocol. By setting up the forwarding rule, the frames from one capillary network
can be routed to its associated virtual gateway. As one antenna may be shared by
multiple capillary networks, the entries in the table are masked by the network
identifier (e.g., PAN identifier for ZigBee) and MAC address. Therefore, we can
see that the binding relationship between a backend and a capillary network is
determined by the forwarding entry in the table.

A unified interface to control both the frontend and backend of each capillary
network is provided in the control layer. The controller is integrated with SDN con-
troller, which is able to manage the packet manipulation behaviors (e.g., forwarding,
altering, discarding, etc.) on OpenFlow enabled switches. OpenFlow switch in the
backend is embedded for easy inter-network cooperation and interaction with the
cloud services. The controller locates in a centralized server, e.g., in a datacenter.
One controller may simultaneously manage a number of capillary networks.

To enable efficient network management and control, northbound interface is
provided to network operators. Capillary network applications can be developed
using these friendly high-level specifications (e.g., data and functions). Via these
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interfaces, virtual gateway can be created, migrated or deleted. The behaviors of a
virtual gateway can be easily manipulated.

4.3 Functions in Virtual Gateway

We then detail the essential functions of virtual gateway, which are depicted in
Fig. 3.

Frontend—Radio Access

A growing number of RATs are adopted by various intelligent devices in smart
city applications. To accommodate all these protocols, current practice is to have
all these protocols in a gateway and use separate antenna for each protocol. This
limits the network extendability and flexibility. An ideal solution is to have a set
of distributed antennas, i.e., DAS, that can be shared any protocol. This design
is inspired by CRAN technique where a gateway is logically split into hardware-
only radio heads and software-based components for baseband processing as well as
some other network functions. By detaching and virtualzing the protocol stack, any

Fig. 3 Functions in virtual gateway for capillary networks
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RAT can be supported provided that the corresponding softwarized protocol stack
resides in the cloud. This also implies that we may even customize a new RAT by
introducing a new radio interface protocol. By such means, a capillary network can
adopt any customized RAT. While, this is regarded as difficult or even impractical
in conventional hardware gateways.

Fronthaul Connection

Basically, a gateway acts as a bridge and is responsible for interpreting com-
munication protocols between the managed capillary network and the Internet.
Normal existing protocol stack is applied at the frontend for connection with the
backend. This is similar to existing hardware based gateway architecture where a
gateway can connect to the Internet with either wired or wireless connection, e.g.,
radio-over-fiber, Ethernet, WiFi, 2G/3G/4G, satellite, etc. For example, if optical
connection is applied, layer 2 Ethernet fiber connection functions (e.g., optical
network service) shall be embedded in the frontend while it shall includes an LTE
interface compliant with the LTE standard for LTE-based fronthaul connection. The
fronthaul connection is transparent to the RATs.

Network Functions

Besides the “bridge” function for protocol translation and address conversion, a
gateway may have many embedded functions for handling local network services
such as security function, network configuration, local database, data preprocessing
(e.g., data filter, aggregation, etc.), access control, data caching and so on. These
functions are the heart of the gateway. With the proposed virtual gateway concept,
these functions can be freely defined in the cloud side according to the network
management or application needs. Some essential gateway functions are shown in
Fig. 3. All these functions can be softwarized and cloudified, significantly improving
the easiness of network management.

4.4 Management

For network innovation, it is desirable that the management is transparent to cap-
illary network operators. Therefore, some essential network management functions
are introduced and shown in Fig. 3.
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Radio Manager

Centralizing and pooling the radio resources imply more efficient and easier radio
resource management. However, considering the coexistence of multiple RATs
and the limitation of available radio resource, how to allocate the radio resources
according to the application needs is still a critical issue. For example, multiple
capillary networks with different RATs may share one antenna, it is essential to
carefully allocate the radio resources among these capillary networks according
to their needs. Radio manager allows network developers to customize the radio
resource allocation scheme.

Resource Manager

AS virtual gateway may reside in a virtual machine, like common cloud ser-
vices, resource management is an inevitable issue. As many functions are either
computation-intensive or IO-intensive, with the consideration of resource capacity
limitation, the resources shall be carefully and adaptively allocated among the
gateways. Common cloud resource management framework like OpenStack or
Open Nebula can be applied for resource allocation and management, e.g., VM
creation and migration.

Gateway Manager

Besides normal cloud resource, capillary network management further requires
management on the virtual gateways, frontend radio resource, capillary network
node behaviors, to cater for the varying needs of capillary networks. To this end,
gateway manager is introduced for network administrators to dynamically deploy
new virtual gateways, migrate a gateway, add in new network functions, alter
gateway configurations and so on.

SDN Controller

To cope with the frame or packet manipulation behaviors on the frontend and the
backend, respectively, SDN controller shall be implemented. For the frontend, we
shall set up forwarding rules such that the frames from a capillary network can
be correctly sent to its associated backend. While, backend may also need correct
forwarding rule for connection with the cloud, as well as other capillary networks
for inter-operation.
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4.5 Advantages and Disadvantages

Compared with traditional gateway implementations, the proposed virtual gateway
architecture have the following advantages.

– Efficiency: The resources consumed by virtual gateways can be efficiently
managed at the data center. For example, we can suspend unused virtual gateway
instances and dynamically allocate resources to the gateways according to their
communication needs. This results in efficient use of resources.

– Flexibility: Our proposal is less dependent from hardware manufacturers. New
gateways can be deployed in an on-demand manner according to the application
needs. In addition, gateways can be replicated or migrated by allocating required
network and communication resources in the cloud.

– Programmability: The gateways can be reprogrammed on-the-fly according to
the realtime communication demands from capillary networks. Such means
promises network innovation for capillary networks.

– Economy: Both the capital expenditure (CAPEX) and operational expenditure
(OPEX) for service providers can be significantly lowered. These is no need to
deploy large number of full-fledged gateways but can explore existing antennas
by implementing virtual backends. Resources allocated to the backends can be
also dynamically adjusted.

– Friendliness: The maintenance, update and replacement and virtual gateways
are similar to virtual machine management. With proper primitives, it is easy to
manage the virtual gateways as how we do for virtual machines in data centers.

– Robustness: With the virtual gateway concept, the location of the virtual gateway
is immaterial to its connectivity in the capillary networks. By reprogramming the
SDN switches, data flows can be redirected to a new location. Therefore, multiple
virtual gateways can be created for one capillary network. This significantly
improves the system robustness as the data flow through the primary gateway
can be reprogrammed to a redundant one in the failover situation.

Besides the above advantages, same as any other CRAN-based design, we have
to admit that several disadvantages are also imposed.

– Latency: One notorious disadvantage of CRAN is the long network delay
due to the comparatively slow packet processing in general purpose processor
and the communication latency between the frontend and the backend server.
Fortunately, pioneering researchers have proposed various means to address
this issue. For example, Tandon et al. [13] consider deploy backend servers
in fog computing environment, i.e., fog radio access network, to explore its
distributiveness and proximity features.

– Security: The flexibility feature is a double-edge sword as it also raises the
security concerns. With the ability to customize radio access behavior, the
gateway becomes vulnerable to malicious attackers who intends to eavesdropper
the others’ information through the same gateway. More efforts are expected to
strengthen the security in capillary gateways.
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5 Implementation Feasibility and Example of Using Virtual
Gateways

In this section, we first present the feasibility of realizing the proposed virtual
gateway concept and then outlines a normal procedure to describe how to implement
a new RAT for a capillary network in the proposed architecture.

5.1 Implementation Feasibility

CRAN, which decouples baseband processing and radio units, has already widely
verified by many practical systems such as FluidNet [12] and CloudMAC [5]. In
order to allow the DAS shared by coexisting heterogeneous RATs, we also expect
the vision of one-antenna-multiple-protocol, which has already been demonstrated
as practical by Hong et al. [8]. They design and implement Picasso that partitions
fragmented spectrum into multiple slices, each of which operates concurrent and
independent protocol stacks. By such means, it allows simultaneous transmission
and reception on separate and arbitrary spectrum fragments using a single antenna.
Our design integrates both the concept of CRAN and Picasso, enabling many-to-
many mapping between the radio antennas and the RATs.

The frontend and backend can be connected via layer 2 tunnels and an OpenFlow
switch. Many layer 2 tunnels protocols, e.g., Layer 2 Tunnel Protocol (L2TP),
Layer 2 Forwarding Protocol (L2F) and Point-to-Point Tunneling Protocol (PPTP),
can be applied OpenFlow interface can be implemented using open source Open
vSwitch (OVS8). As part of the MAC protocol is executed at the frontend radio,
MAC address can be utilized to mark a data flow. Therefore, flow differentiation
can be supported via L2TP pseudo-wires by encapsulating frames with the network
identifier and the MAC address. FluidNet [12] already validates the feasibility of
realizing a reconfigurable mapping between the frontend and the backend.

The backend servers can run as VMs on any hypervisor, e.g., KVM, Xen,
VMWare. For example, a Linux VM could be treated as a backend server for
implementing virtual gateway. Besides, it has already proved that it is feasible to
adopt lightweight containers (e.g., Linux Container LXC9 and Docker10) with real-
time kernels for fast packet processing. We may implement RAT protocol, e.g.,
Bluetooth, as driver in the backend server to enable the corresponding RAT at the
frontends. Many open source standard protocol drivers, e.g., BlueZ,11 are available
and it is not difficult to deploy new driver for new RAT.

8http://openvswitch.org/.
9https://linuxcontainers.org/.
10http://www.docker.com/.
11http://www.bluez.org/.

http://openvswitch.org/
https://linuxcontainers.org/
http://www.docker.com/
http://www.bluez.org/
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5.2 Example of Deploying a New Capillary Network Using
Virtual Gateway

Figure 4 presents the process for deploying a new capillary network with customized
MTC protocol. Suppose that we are going to deploy a capillary network with a large
number od distributed wireless devices for a smart city application. A customized
MTC protocol is embedded in these devices. To enable interaction between the
Internet and the capillary network, we need gateways that support the customized
protocol. Traditionally, we shall deploy corresponding customized gateways. Now,
suppose we already have several distributed antennas in the city. Let us see how we
can utilize these antennas to enable intelligent virtual gateways using the proposed
method.

At first, software package corresponding to the MTC protocol shall be imple-
mented. To host the software package, we can start a new virtual machine in the
cloud. By integrating with the software package, the virtual machine is able to
interpret the frames following the customized MTC protocol. Besides radio access
function, we shall also design and implement other gateway functions such as data
preprocessing in the backend according to the capillary network application needs.

The frames sent from devices in the capillary network shall be correctly
forwarded to the implemented backend. Corresponding forwarding rule shall be
inserted in the forwarding table in the shared frontend. We can use the MAC address
of the virtual machine as the PAN identifier for setting up the frame forwarding
rule. To this end, the forwarding policy shall be enforced by SDN controller, which
further sets up forwarding rule in the frontend accordingly. If we need multiple
frontends to support the capillary networks, we simply program the switches in all
wanted frontends to make them connect to the backend.

Once both the frontend and backend are set up, we can deploy capillary network
devices and let them work on the customized MTC. The generated frames can

Fig. 4 Create a virtual gateway and deploy a new capillary network with customized RAT
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be freely sent to any frontend connecting with the backend hosting the protocol.
By now, developers can develop any wanted smart city applications using the
northbound interfaces on the backend.

6 Conclusion

In this article, we propose a virtual gateway supported capillary network architecture
for smart city by applying SDN, NFV and CRAN. In our proposed architecture,
certain functions that can be softwarized are decoupled and migrated out. This
significantly improves the network flexibility in accommodating a diversity of
RATs. With the recent progress in SDN, NFV and CRAN, we believe that our
proposal is feasible and ideal for future smart city application innovations.
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A Network Calculus Based Traceable
Performance Analysis Framework of
C-RAN for 5G

Muzhou Xiong, Haixin Liu, Deze Zeng, and Lin Gu

1 Introduction

Recent years have witnessed the proliferation of mobile communications market, in
both user number and traffic volume. As forecast by Cisco [1], the number of mobile
users will increase to 11.6 billion and the mobile traffic volume to 48.3 exabytes per
month by 2021. To meet the dramatic traffic volume increase, the next generation
mobile networks (5G) are expected to obtain 1000× capacity as compared to current
mobile networks. Aiming at the 1000× capacity challenge, much effort has been
paid by either improving the density of base stations and antenna (like HetSnet [2],
MIMO [3]), or by exploiting more spectrum resources (e.g., millimeter wave [4]
as the extra spectrum), due to current mobile networks approaching the Shannon
Limit.

The densely deployed base stations with complex construction will definitely
lead to high operational expenditure in terms of energy consumption and mainte-
nance. China Mobile estimates that 72% energy is consumed by base station [5]
in mobile networks. Towards energy-efficient and low-cost architecture for the next
generation mobile network, cloud radio access network (C-RAN) was first proposed
by IBM [6] in 2009 and further developed by China Mobile [5], which has been
widely considered as a key technique for 5G [7, 8]. Typical C-RAN architecture
includes three components, i.e., remote radio head (RRH), base band unit (BBU)
pool, and front-haul. RRH, a set of distributed radio units with antenna, realizes the
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signal transmission to users. BBU pool, offloads the baseband processing function
from base stations to a centralized resource pool, in which dynamic resource
allocation and sharing can be implemented aiming at improving energy efficiency
and resource utility. As for fronthaul, it connects RRHs and BBU pool, aggregating
baseband samples (I/Q data) from RRHs to BBU pool. The benefits of the C-
RAN architecture exist in the following aspects. The light-weighted RRHs without
baseband processing function can reduce the energy consumption; on the other
hand, the energy consumption of BBU pool can be further decreased due to resource
sharing and centralized cooling system. In addition, the system maintenance cost
also decreases since the baseband processing units are deployed in one site. C-RAN
has attracted research interest from both academic [9–11] and industry [12, 13].
For example, Sundaresan et al. [9] propose a flexible and re-configurable front-haul
to provide transmission strategies with different mobile traffic patterns. Dahrouj
et al. [10] propose a coordinated scheduling, hybrid back-hauling, and multicloud
association for C-RAN in heterogeneous environment. Towards energy efficiency,
Peng et al. [11] propose a resource assignment and power control to maximize the
data transmission volume per Watt for down-link in heterogeneous C-RAN.

Much effort has been devoted to improving C-RAN energy efficiency and
resource utilization. Peng et al. [14] propose a closed form expression for ergocic
capacity for RRH association by assuming the RRH distribution as two-dimensional
Poisson Point Process. Liao et al. [15] formulate a optimization model to minimize
the required computing resource with given RRH number and different traffic
patterns. On the other hand, we realize that application in mobile network needs
different quality of service (QoS) in terms of delay. For example, short text service
(SMS) can tolerant a much larger delivery delay than calling service. However,
existing work ignores this difference and considers all the requests with the same
QoS. By this assumption, more resource will be needed to qualify the unrequired
higher QoS. Regarding this, we in this paper propose a performance analysis
framework for C-RAN, classifying traffic flows from applications with different
priorities in terms of delay tolerance. With the analysis framework, the upper bounds
of processing delay can be derived, which can be used to further calculate the
required processing capacity in the BBU pool.

Due to the mobility of user device, the mobile traffic offers various patterns in
spatio-temporal dimensions. Hence, the performance analysis for C-RAN should
be aware of variety of mobile traffic, usually described by stochastic model. For
example, in [16] identical independent Piosson distribution is assumed for the
traffic from each RRH with the aim of resource allocation optimization in C-
RAN. Tang et al. [17] apply a double-layer queueing network to represent each
UE’s data processing and transmitting behavior for the downlink of C-RAN.
However, if the real traffic varies away from the assumed stochastic model, the
derived analysis results by those methods deviate from the real value. As alternative
deterministic method for classic queuing problem, network calculus [18] has been
widely developed as a powerful means for communication system modeling and
performance analysis [19, 20]. Aided by network calculus, delay bound can be
derived with closed form expressions without relying on any traffic distribution
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assumption. Regarding this, we in this paper apply network calculus for the
performance analysis framework, aiming at obtaining a closed form expression for
the delay upper-bound for traffic flows with priority. The framework only needs the
mean traffic rate and the maximum burst for the analysis. The mean rate and burst
volume of traffic can be easily obtained from historical data trace. With the results
from the proposed framework, it can further direct the design and maintenance for
C-RAN, determining the required computing capacity in run-time.

To the best of our knowledge, we are the first to propose the performance
analysis framework for C-RAN with the application classification in terms of delay
tolerance. The contributions of the paper exists in the following two aspects.

– We propose a closed form expression analysis framework for applications in C-
RAN with different priorities in terms of delay tolerance.

– Extensive experiments with numerical analysis are conducted, which validates
our proposed performance analysis framework.

The rest of the paper is organized as follows. A brief review of the existing work
is summaries in Sect. 2. The system models and preliminary of network calculus
is given Sect. 3. The performance analysis framework is derived in Sect. 4 and
validated in Sect. 5. The paper is concluded in Sect. 6.

2 Related Work

In this section we briefly summarize the state-of-art of C-RAN and its performance
analysis.

C-RAN was first proposed by IBM [6] in 2009 and further developed by
China Mobile [5]. By decoupling the baseband processing functionality from the
conventional base station, the traditional base station is evolved to RRH dedicating
in the functionality of signal processing. The baseband processing is then offloaded
to a centralized computing pool, i.e., BBU pool. The two main components of C-
RAN is connected by front-haul, usually by optical link. Such separation is able to
lead advantages including high throughput and energy efficiency. Detailed analysis
of C-RAN advantages can be found in the survey [21].

The performance analysis of C-RAN has been conducted in order to optimize
either resource allocation or energy consumption with the QoS guarantee for
different scenarios. For the aspect of capacity of RRH, a closed form expression
for ergocic capacity for RRH association is proposed in [14] for both single and
multiple nearest RRH association strategies. In [22], the outage probability and
minimal required number of RRHs are derived by assuming the distribution of
RRH location as Poisson point process. Yang et al. [23] further analyzes the CRAN
performance with uniformly distributed base stations with the considerations of both
small-scale Reyleigh fading and large-scale path loss. By using Gauss-Chebyshev
integration, the method obtains tightly approximation of outage probability and
ergodic rate. Aiming at mitigating the interior interference and improve energy
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efficiency performances in heterogeneous CRAN, a joint energy-efficient resource
assignment and power allocation optimization is proposed in [11] thus to improve
the soft fractional frequency reuse. Zhan et al. [24] formulate a formation game to
manage interference among RRH, which directs the decision of RHH to serve the
mobile devices and gains higher throughput. In order to enhance energy efficiency
of C-RAN, an optimization problem is proposed in [11], considering resource
assignment and power allocation.

Different from the existing work, this work put the emphasis on building a anal-
ysis framework for the C-RAN to obtain delay bound. Aided by network calculus,
the proposed framework does not need the knowledge of statistic distributions for
mobile traffic and RRH locations. In addition, we consider mobile traffic from
different applications with various priorities in terms of delay tolerance, reflecting
diverse QoS requirements for mobile applications.

3 System Model and Preliminaries

We consider the C-RAN architecture and the traffic flow queuing model with
priorities as illustrated in Fig. 1. An RRH serves a set of mobile devices for signal
processing, while the baseband processing for all RRHs is aggregated and offloaded
to the centralized BBU pool as in Fig. 1a. RRH and BBU pool are connected by
optical fronthaul. We divide applications with three priorities in terms of delay
tolerance, i.e., RRH by call service, Internet services, and short message service,
with priority from high to low (as shown in Fig. 1b). Higher priority means that
the corresponding service requires lower delay. The BBU pool uses the preemptive
first-in-first-out policy to schedule the arrived traffic. This means that when the BBU
pool receives a traffic request from a higher flow, it interrupts the current computing

Fig. 1 System model for performance analysis framework of C-RAN. (a) Architecture of C-RAN.
(b) Traffic queueing model with priorities
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for the flow with lower priority. Each traffic flow is generated by user device (UE)
and aggregated by the associated RRH. We also assume that the BBU pool holds a
constant service rate R bit/s.

In the rest of this section, we briefly give several definitions and propositions as
the basic of the Network calculus theory. More detailed theorems and proofs can be
found in [18, 25].

The network calculus is established based on the min-plus algebra, with the basic
operations including min-plus convolution and min-plus deconvolution, defined as
follows.

Definition 1 (Min-Plus Convolution) Let f and g be two wide-sense increasing
functions. The min-plus convolution of f and g is the function

(f ⊗ g)(t) = inf
0≤s≤t

{f (t − s) + g(s)}. (1)

Definition 2 (Min-Plus Deconvolution) Let f and g be two wide-sense increasing
functions. The min-plus deconvolution of f and g is the function

(f � g)(t) = sup
u≥0

{f (t + u) − g(u)}. (2)

In order to describe the volume of arrived and processed traffic, we denote
Ri(t) and R∗

i (t), two wide-sense increasing functions, used to indicate the input
and output traffic volume in the duration (0, t] for different types of flows, where
i ∈ {h,m, l} representing call, Internet services, and SMS, respectively. Network
calculus uses Arrival curve and service curve to describe the characteristics of the
input and output traffic, respectively.

Definition 3 (Arrival Curve) Given wide-sense increasing function αi(t), t ≥ 0,
we say that the flow Ri(t) is constrained by αi if and only if for all s ≤ t :

Ri(t) − Ri(s) ≤ αi(t − s). (3)

We say that Ri(t) of flow fi has αi(t) as an arrival curve.

Definition 4 (Service Curve) Suppose Ri(t) and R∗
i (t) are the wide-sense increas-

ing functions for the input and output traffic volume functions for a flow with arrival
curve αi(t). We say that the BBU pool offers a service curve βi for flow i if and
only if βi is wide-sense increasing function and R∗

i (t) ≥ Ri(t) ⊗ βi(t).

Two main conclusions of network calculus are given by the following proposi-
tion, i.e., the upper-bound expressions for the delay.

Proposition 1 (Delay Bound) The delay bound P(t) of a system with arrival curve
α and service curve β is expressed as

P(t) ≤ h(α, β),

andh(α, β) = sup
t≥0

{inf{d ≥ 0 : α(t) ≤ β(t + d)}}. (4)
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4 Performance Analysis Framework for C-RAN

Based on Proposition 1, we derive the closed form expressions for the performance
analysis framework for C-RAN. The main result of the framework includes the
delay upper-bound for applications with priorities in the C-RAN system. We first
derive the service curves for the three flows with processing priority from low
to high. Based on the derived service curves, we obtain the upper-bounds for the
corresponding flows. All the notations used in the following analysis are listed in
Table 1. Specially, the subindex for the notations could be h,m, l, representing
specified metric for flows with high, medium, and low priority for calling service,
Internet service, and SMS, respectively.

4.1 Service Curve for Flows with Different Priorities

We classify mobile applications into three different priorities as call flow, SMS flow,
and general flow.Priority is the highest call flow, followed by general traffic, and
finally text messages.

In order to use Proposition 1, the arrival and service curves for each of the three
flows should be obtained first. We assume the arrival curve for flow i with the
following expressions:

αi(t) = ri(t) + bi, i ∈ {h,m, l}, (5)

where ri represents the mean rate for flow i, and bi for the burst traffic volume.
The processing capacity of BBU is fixed with the value R. With the assumed arrival
curves for flows with different processing priorities, we derive the corresponding
service curves as in the following theorems.

Lemma 1 The service rate of BBU Pool is R and rh + rm + rl ≤ R. Otherwise, the
bounds of the system will approach infinity.

The lemma can be represented as in Fig. 2. In order to make the analysis practical,
we assume the condition always holds.

Table 1 Frequently used notations

fi Flows with priority i, i ∈ {h,m, l}
αi(t) Arrival curve of flow with priority i

βi(t) Service curve of flow with priority i

Ri(t) Input and output cumulative function of flow with priority i

R∗
i (t) Cumulative output function for flow with priority i

di Delay bound of flow with priority i
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Fig. 2 Rate constraints for C-RAN system with priorities

Theorem 1 (Service Curve of fl) The service curve of fl(t) is

βl(t) = (R − rh − rl)(t − bh + bl

R − rh − rm
)+. (6)

Proof Suppose at time s, the system begins to backlog. Since the flow fl is with the
lowest priority, the backlog traffic must be from fl due to the preemptive scheduling
policy. The backlogged traffic will be served after traffic from the higher queue is
processed. For any time t, t < s, the processed traffic volume for flow fl in the time
period (s, t] can be expressed as:

R∗
l (t) − R∗

l (s)

= R ∗ (t − s) − (R∗
h(t) − R∗

h(s)) − (R∗
m(t) − R∗

m(s)),
(7)

where R is the fixed processing rate of the BBU pool.
Since only the flow fl is backlogged at time s, and there is no backlog for flows

with higher priorities, i.e., fm and fh. Hence, we have the following equations for
fm and fh at time s:

Rh(s)−R∗
h(s) = 0,

Rm(s)−R∗
m(s) = 0.

(8)
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Hence, we have the following inequality for flow fh:

R∗
h(t) − R∗

h(s) =R∗
h(t) − Rh(s)

≤Rh(t) − Rh(s)

≤αh(t − s).

(9)

Similarly, we also have the following inequality for flow fm:

R∗
l (t) − R∗

l (s) ≤ αl(t − s). (10)

Substituting (9) and (10) into (7), we can obtain:

R∗
l (t) − R∗

l (s) ≥R ∗ (t − s) − αh(t − s) − αm(t − s)

≥(R ∗ (t − s) − αh(t − s) − αm(t − s))+.
(11)

Let function βl(t − s) defined as:

βl(t − s) = [R ∗ (t − s) − αh(t − s) − αm(t − s)]+, (12)

we can rewrite (11) as:

R∗
l (t) − R∗

l (s) ≥ βl(t − s). (13)

With the arbitrary of t , we can further transform the inequality as:

R∗
l (t) ≥ R∗

l (s) + βl(t − s)

≥ inf
0≤s≤t

(R∗
l (s) + βl(t − s))

= (Rl ⊗ βl)(t).

(14)

Since R ≥ rm + rh + rl , the function βl(t) is wide-sense increasing. As defined
by Definition 4, we can state that the function βl(t) is the service curve of flow fl .
With some transformations, we obtain

βl(t) = (R ∗ t − αh(t) − αm(t))+

= (R ∗ t − (rht + bh) − (rmt + bm))+

= (R − rh − rm)(t − bh + bm

R − rh − rm
)+.

(15)

This completes the proof. ��
The following two theorems gives the service curves for flows with medium and

high processing priorities, respectively. The proof for the two theorems is similar to
Theorem 1.
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Theorem 2 (Service Curve of Flow fm) The service curve of flow fm is

βm(t) = (R − rh)(t − bh

R − rh
)+. (16)

Theorem 3 (Service Curve of Flow fh) The service curve of fh(t) is

βh(t) = R ∗ (t − 0)+ (17)

4.2 Delay Upper-Bound Analysis

With the derived service curves, we derive the delay upper-bound for different flow,
which indicates the delay value in the worst case.

Theorem 4 (Delay Bound of fl) For the lowest priority flow fl , its delay bound
is:

dl = bl + bm + bh

R − rh − rm
(18)

Proof According to Proposition 1, the delay bound of flow fl in the worst case is
the supremum of the horizontal deviation between arrival curve αl(t) and service
curve βl(t), i.e.,

dl(t) = h(αl, βl)

= sup
t≥0

{inf{d ≥ 0 : αl(t) ≤ βl(t + d)}} (19)

For αl(t) ≤ βl(t + d), using the flow’s arrival curve (5) and service curve (6), we
have:

rl + bl ≤ (R − lm − lh)(t + d − bm + bh

R − rm − rh
)+. (20)

With further transformations for (20) as follows, we obtains:

d ≥ rl t + bl + bm + bh

R − rm − rh
− t

≥ (rl + rm + rh − R)t + bm + bh

R − rm − rh
.

(21)
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With this, (19) can be rewrite as:

dl = sup
t≥0

{inf d ≥ 0 : d ≥ (rl + rm + rh − R)t + bm + bh

R − rm − rh
} (22)

Since rl +rm +rh < R, the function (rl+rm+rh−R)t+bm+bh

R−rm−rh
is strictly decreasing with

t ≥ 0, the maximum value of which is obtained when t = 0. This indicates that:

dl = sup
t≥0

{inf{d ≥ 0 : d ≥ (rl + rm + rh − R)t + bm + bh

R − rm − rh
}}

= inf{d ≥ 0 : d ≥ bm + bh

R − rm − rh
}

= bm + bh

R − rm − rh
,

(23)

which completes the proof. ��
The following theorems give the delay bound for the flow with the medium and

high processing priorities. The proof is similar to the that of Theorem 4.

Theorem 5 (Delay Bound of fm) The delay bound of flow fm with the medium
processing priority is:

dm(t) =bh + bm

R − rh
(24)

Theorem 6 (Delay Bound of fh) For the flow fh, its delay bound is:

dh(t) = bh

R
(25)

5 Simulation Results

So far, we have derive the service curve and worst-case upper-bound of delay for C-
RAN architecture. In this section, numerical simulations are conducted to validate
the proposed performance analysis framework. We fix the delay tolerance for the
lowest priority as 5 ms.

For the first numerical simulation, we assume that all flows with the same
arrival curve for all the three flows with mean rate as 1500 kb/s and burst traffic
volume as 100 kb. Hence, the arrival curve for all the three flows is expresses as
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Fig. 3 Simulation results for
delay with the same arrival
curve
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αi(t) = 1500t + 100, i ∈ {h,m, l}. According to theorems given in Sect. 4.2, the
delay bounds for the low, medium, and high flows are 5 ms, 3.25 ms, and 1.61 ms,
respectively. In this simulation, we randomly generate traffic for each flows strictly
constrained by the arrival curves for the flows, and obtains delay for each flow, as
illustrated in Fig. 3. The required process rate for the BBU pool can be calculated as
63 Mb/s according to Lemma 1.

We also illustrates the delay for each flow with different priority with dotted lines
in these figures. As the simulation results indicate that the obtained delay is less than
or equal to the corresponding calculated upper-bounds, since the generated traffic
volume is constrained by the arrival curve.

In order to validate the proposed framework in a scenario similar to the real 5G
environment, we conduct another set of experiments for flows with different arrival
curves. The arrival curves for the flows are defined as in Eq. (26). The units for
mean rate and burst tolerance are kb/s and kb, respectively. All the other simulation
parameters are the same to the experiments with the same arrival curve in the
previous experiment.

According to the proposed analysis framework, we can derive the delay bounds
as 1.61 ms, 3.25 ms, and 5 ms with priority from high to low. We illustrate the
simulation results as in Fig. 4. The results indicate that delay results are always less
than the derived theoretical values (illustrated as the dotted line with the same color
as the corresponding flow) for each flow by the framework. This further validate the
proposed performance analysis framework for C-RAN.

⎧⎪⎪⎨
⎪⎪⎩

αh = 1000t + 100

αm = 1500t + 150

αl = 2000t + 200

(26)
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Fig. 4 Simulation results for delay with different arrival curve

6 Conclusions

As C-RAN is widely considered as one of the key enabler for 5G due to its
energy efficiency and flexible architecture, it has attracted much research interest
from both academic and industry. We in this paper propose a performance analysis
framework for C-RAN. Unlike the existing work, the proposed analysis framework
applies network calculus and classify applications in terms of different required
QoS. The performance analysis process then does not require any stochastic
assumptions by applying the theory of network calculus, and can further improve
the energy efficiency through distinguishing the required QoS. The experiments
results, by numerical simulations and experiments with real data trace, validate
the performance analysis framework in different scenarios. The proposed analysis
framework can be used to further direct the design and deployment of C-RAN for
mobile network operator in 5G.
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Image Dehazing Using Degradation
Model and Group-Based Sparse
Representation

Xin Wang, Xin Zhang, Hangcheng Zhu, Qiong Wang, and Chen Ning

1 Introduction

Images of outdoor scenes captured in haze, fog, mist conditions are easily degraded
[1, 2]. The problem of haze removal has thus attracted a large number of researchers.
How to remove fog/haze from an image has been extensively studied, and decades
of research on this topic have produced a diverse set of approaches [3–14].

From different views, these algorithms have two types. One is thought as image
enhancement from the view of image processing [3–9]. Although various methods
via image enhancement theory have been proposed to dehaze images, they hardly
obtain high-quality results, for haze degradation actually has a close relationship
with the physical characteristics of haze, which the above mentioned methods do
not take into account. The restoration algorithm based on physical models is another
class of methods, where the physical characteristics of haze are modeled [10–
14]. Haze-free images can be restored accurately using these models. For image
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dehazing algorithms based on physical models, since image prior knowledge such
as depth information or atmospheric conditions plays a critical role in the models,
it makes such methods quite inconvenient and easy to fail in the cases where the
estimation of related information is imprecise.

Recently, sparse representation (SR) has come out as a strong tool for digital
image denoising [15], deblurring [16], and super-resolution [17]. For image restora-
tion, group-based sparse representation, i.e., GSR, put forward by Zhang et al. in
[18] have become very popular recently. Inspired by the success application of GSR
to image restoration, this paper extends it to image dehazing problem. However, so
as to effectively utilize the framework of GSR to process the ill-posed nature of
dehazing, it is necessary to construct a suitable degradation model at first.

Therefore, this study proposed a method based on the classical dichromatic
atmospheric scattering model to develop a novel degradation model in the first place.
Then, an integration of the degradation model and GSR method is utilized to cope
with the image dehazing problem. Ultimately, the proposed image dehzing method
exhibits two advantages. First, degradation model constructed via the dichromatic
atmospheric scattering model effectively explores the physical characteristics of
hazy images, which makes the proposed method physically sound. Second, a
novel framework for image dehazing is established based on group-based sparse
representation. As a result, the framework may produce impressive restoration
results.

2 Preliminaries

The objective of restoration is to recover the high quality image x from its observed
degraded image y. This ill-posed inverse problem can be modeled by [19]:

y = Hx + η (1)

where H denotes the degradation operator. η represents an additive noise, which is
usually considered as additive Gaussian white noise. The purpose is to obtain an
estimate of the original image. Obviously, the more we know about H, the closer the
estimate will be to the original image.

In view of the importance of H in image restoration, we propose to generate
the degradation operator H inspired by a classical physical model, that is, the
dichromatic atmospheric scattering model in our proposed algorithm.

3 Presented Approach

The presented algorithm consists of two main parts: degradation model construction
and image dehazing via degradation model and group-based sparse representation.
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3.1 Degradation Model Construction

In a color hazy image, the scene point F’s color can be described as a vector

combination of the color of airlight (m
∧
A) and the color of clear day (n

∧
C) [20]:

F = m
∧
A + n

∧
C (2)

m = F∞
(

1 − e−βd
)

(3)

n = Re−βd (4)

where
∧
A and m denote the direction and amplitude of airlight color.

∧
C and n is

the direction and amplitude of clear day color. F∞ denotes the brightness of sky.
R represents the point radiance of clear day. β denotes the atmosphere scattering
coefficient. d represents the point depth, which is always estimated as [12]:

d = δ (dmax − dmin) + dmin (5)

where dmax is scene point’s maximal depth, and dmin is scene point’s minimal depth.
δ ∈ [0, 1] is a factor for adjustment.

According to the dichromatic atmospheric scattering model as well as the above
heuristic depths, we discover the law that the image degradation degree is related to
scene point depth. Inspired by this, we propose a scheme to design the degradation
operator for hazy images, and based on such operator, the degradation model can be
constructed.

The scene point’s degradation degree is inversely related to its distance to
vanishing point in the image. Based on this, we first set the approximate location
of the vanishing point in the image. For simplicity, we assume that the depth of
the central position of the image is the largest and regard the central pixel as the
vanishing point.

Then, we make the central position as coordinate origin. So the depth of each
scene point whose coordinate position is (r1, r2) is defined as:

d = 1

r2
1 + r2

2 + 1
(6)

Based on Eq. 6, we can obtain the depth of the central pixel, that is, d = 1.
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Third, inspired by the dichromatic atmospheric scattering model, we design the
degradation operator for hazy images as follows:

H = 1 − e−βd = 1 − e
− β

r2
1 +r2

2 +1 (7)

where β in [0, 1] is a parameter.
Finally, as we know, degradation operator can be also referred to as the point

spread function (PSF). Based on our designed PSF for hazy images, the degradation
model can be finally constructed as follows:

y =
(

1 − e−βd
)

x + η (8)

By integrating this model into the group-based sparse representation framework,
we can estimate x from y.

3.2 Image Dehazing via Degradation Model and Group-Based
Sparse Representation

Traditional sparse representation uses patch as basic unit [21–23]. Each image patch
is supposed to be independent [24]. It neglects self-similarity. As indicated in [18],
both self-similarity and sparsity are the important characteristics of natural images,
and combining them together can achieve better performance. Based on this idea,
group-based sparse representation was proposed by using group rather than patch
[18].

In view of the advantages of GSR, in this section, we apply it to solving the single
image dehazing problem. The degradation model designed in the above section will
be integrated into the GSR framework. The detailed process is described as follows.

First, given an input degraded image y, construct the group for it. Specifically,
divide y into n overlapped patches, and each patch is represented by a vector yk ∈ RB

(k = 1, 2, . . . , n). Find c patches that are best matched for a certain patch in its
neighbor area by using Euclidean distance, and then all the similar patches are
stacked as yGk

∈ RB×c. This is just called a group.
Second, by integrating the designed degradation model into the group-based

sparse representation framework, the image dehazing problem can be written by:

α̂G = arg minαG

1
2‖HDG ◦ αG − y‖2

2 + λ‖αG‖0

= arg minαG

1
2

∥∥(1 − e−βd
)
DG ◦ αG − y

∥∥2
2 + λ‖αG‖0

(9)

where 1
2‖HDG ◦ αG − y‖2

2 denotes �2 term. λ‖αG‖0 represents regularization term
and λ is regularization parameter. DG is a concatenation of DGk

(k = 1, 2, . . . , n),
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and DGk
is dictionary self-adaptively learned for group yGk

. αG is a concatenation
of αGk

(k = 1, 2, . . . , n), and αGk
is sparse coefficient for group yGk

.
Third, adaptive dictionary DGk

for yGk
is learned from the estimate rGk

. We use
singular value decomposition to get dictionary atom dGk⊗i ∈ RB×c(i = 1, 2, . . . ,
m). Ultimately, the adaptively learned dictionary for yGk

can be obtained by:

DGk
= [

dGk⊗1, dGk⊗2, · · · , dGk⊗m

]
(10)

Fourth, given DGk
, the sparse coding problem of yGk

over DGk
is to calculate

αGk
to make yGk

≈ DGk
αGk

. In Eq. 9, image restoration is formulated as the GSR-
driven �0 minimization problem.

Finally, after obtaining the adaptive dictionary DG and sparse coefficient αG, the
dehazed image is computed as:

x̂ = DG ◦ αG (11)

4 Experimental Results

4.1 Evaluation Criteria

Here, we conduct a series of experiments on a set of hazy images. Besides qualitative
evaluation, in our experiment, we also make the quantitatively evaluation by using
three criteria: contrast (C) [25], average gradient (AG) [26, 27], and percentage of
number of saturated pixels (PS) [28].

4.2 Qualitative Evaluation

First, we compare the proposed algorithm with four existing algorithms, i.e., Tarel’s
approach [8], Wang’s scheme [12], He’s algorithm [13], and Zhang’s technique
[18]. Some qualitative comparison results are given in Figs. 1, 2, and 3, where the
input hazy images are shown in (a), and the dehazed results of our, Tarel’s, Wang’s,
He’s, and Zhang’s methods are demonstrated in (b)–(f), respectively.

From these figures we can see that, compare with the existing methods, our
algorithm achieves the best performance, for it improves the visibility apparently,
and the details are well unveiled. Besides, the restored results of our method also
have a natural color. On the contrary, the other four algorithms get inferior results.
For instance, there is a color distortion in the restored results of Tarel’s or He’s
methods. They make the restored images too dark and at the same time, over-
saturated. Even worse, some details are lost in the distance and halo effects are
apparent near the depth discontinuities. In Wang’s results, neither visibility nor
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Fig. 1 Example 1: dehazed results with various approaches. (a) Original hazy image. (b) Our
result. (c) Tarel’s result. (d) Wang’s result. (e) He’s result. (f) Zhang’s result

Fig. 2 Example 2: dehazed results with various approaches. (a) Original hazy image. (b) Our
result. (c) Tarel’s result. (d) Wang’s result. (e) He’s result. (f) Zhang’s result
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Fig. 3 Example 3: dehazed results with various approaches. (a) Original hazy image. (b) Our
result. (c) Tarel’s result. (d) Wang’s result. (e) He’s result. (f) Zhang’s result

clarity increases obviously. Thus, its results are unsatisfactory. For Zhang’s method,
since it only uses the group-based sparse representation strategy for dehazing
without suitable degradation model, it also cannot obtain very clear results.

4.3 Quantitative Evaluation

Quantitative results are reported in Table 1. For Figs. 1 and 3, contrast (C) values
of our method are highest, while for Fig. 2, the C values of our method are a littler
lower than those of He’s. It verifies that the dehazed images with the addressed
acheme have better visibility. Also, Table 1 gives the average gradient (AG) values
for various figures. Note that, compared with other four algorithms, our method
achieves highest AG values, which suggests that our results do have greatest clarity.
Based on the above, we can draw the conclusion that in the aspect of visibility
improvement, our results are comparable to He’s. However, our results are much
better in regard to clarity. Furthermore, PS descriptor is also computed. Comparison
results are given in the last column in Table 1. As expect, our method gets the lowest
values of PS. This evidence further proves that the proposed method outperforms
other existing algorithms.
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Table 1 Quantitative results
with various approaches

Indictor Method C AG PS

Figure 1 Input (a) 0.1144 5.6825 /
Ours (b) 0.2275 26.2613 0.0029
Tarel’s (c) 0.1403 11.1942 0.0034
Wang’s (d) 0.1369 6.5772 0.0041
He’s (e) 0.2192 10.1583 0.0037
Zhang’s (f) 0.1309 15.1615 0.0031

Figure 2 Input (a) 0.1420 5.7717 /
Ours (b) 0.2705 30.4951 0.0033
Tarel’s (c) 0.1686 11.0182 0.0035
Wang’s (d) 0.1707 6.3341 0.0046
He’s (e) 0.3638 9.7117 0.0041
Zhang’s (f) 0.1781 15.7396 0.0037

Figure 3 Input (a) 0.0849 4.0436 /
Ours (b) 0.1702 23.0684 0.0072
Tarel’s (c) 0.1176 10.6665 0.0046
Wang’s (d) 0.1321 5.3178 0.0079
He’s (e) 0.1659 10.2986 0.0052
Zhang’s (f) 0.1110 11.6795 0.0073

Bold indicates the best performance among the compar-
ing methods for each figure

5 Conclusion

An image haze removal algorithm based on degradation model and group-based
sparse representation is proposed. We construct the degradation model using the
classical dichromatic atmospheric scattering model, and recover the image via
GSR. Ultimately, the hybrid degradation model and GSR developed in the work
effectively solve hazy images. Experimental results demonstrate that our algorithm
outperforms some other methods.
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Delay Analysis for URLLC in 5G Based
on Stochastic Network Calculus

Shengcheng Ma , Xin Chen , Zhuo Li , and Ying Chen

1 Introduction

The 5G era is getting closer to us. 5G communication technology appeared for the
first time with the 2018 Pyeongchang Winter Olympics in South Korea. It helps
audiences watch the live broadcast continuously and smoothly. According to the 5G
standard schedule announced by the International Telecommunication Union (ITU),
5G will begin commercialization in 2020 [1]. 5G wireless networks are designed to
support diverse and complicated scenarios. The third generation partnership project
(3GPP) classify these different scenarios into three big categories: enhanced mobile
broadband (eMBB), massive machine type communications (mMTC), and ultra-
reliable low-latency communications (URLLC) [2].

URLLC is widely used in self-driving, mission-critical application and some
delay sensitive systems. It has stringent requirements in terms of delay and
reliability in the 5G New Radio (NR) systems. The key requirements of URLLC
as claimed by the 3GPP are to ensure the latency of user plane data less than 1 ms
for downlink and uplink, meanwhile to keep very high packet reception reliability
about 99.999% [3]. The stringent delay requirement needs new 5G NR technology
to bridge the gap. Although existing LTE networks can achieve reliability goals, the
cost is some dozens of milliseconds of time delay. That is far away from the criteria
of URLLC. So the delay becomes the bottleneck and it needs to be solved. Many
academies and companies have proposed some engineering solutions to minimize
the delay. Such as the HARQ retransmission or grant-free technology. However,
how to analyze the generation of delay from a theoretical perspective and propose a
strategy to reduce the delay effectively is an important research subject.
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Stochastic network calculus (SNC) theory is an effective tool to analyze the delay
performance. The SNC is a continuous development method to analyze network
traffic characteristic and evaluate performance [4]. Different from queuing theory,
the SNC permits some packets to violate the desired performance. This feature can
better take advantage of statistical multiplexing gains [5]. To deal with random
service and statistical guarantee, the SNC theory comes into being with a large
number of stochastic processes and network traffic models. Under a suitable traffic
model and a chosen server model, the SNC theory can process service guarantee
analysis of communication network, such as delay and backlog. So we capitalize on
the SNC method to analyze the delay of the 5G URLLC transmission in this paper.

We use stochastic arrival curve to describe the process that user equipment
(UE) data sends to gNodeB (gNB) side. According to the 5G network topology
architecture, we can deduce the rest stages of data transmission from gNB to cloud
server. Every stage of stochastic arrival curve characterizes the delay property,
therefore the whole delay of URLLC system is comprised by delays which
generated from UE to cloud server.

Our main contributions of this paper can be summarized as follows:

1. We build a tandem model to simulate 5G network architecture. In this model,
we can analog the data transmission from UE to cloud server. We use stochastic
service process and concatenation property to analysis the latency.

2. Our analysis results represent which parameters are the key factors affecting the
delay. By adjusting the key factors, we give some strategies which can reduce the
delay effectively.

3. Delay analysis and strategy for reducing latency have valuable theoretical
guidance for the design of URLLC deployment. In order to meet stringent delay
requirements, it provides guidelines for how to allocate resources.

The rest of this paper is organized as follows. Section 2 summarizes related
work of URLLC technology and stochastic network calculus. We present a tandem
network model to describe URLLC in Sect. 3. In particular, we illustrate the archi-
tecture of this system and analyze the causes of the delay in this section. In Sect. 4,
we introduce the experimental environment and analyze the relationship between
latency and main factors. We conclude this paper in Sect. 5. Some theoretical proofs
are given in Appendix.

2 Related Work

Because the standard of URLLC has not been worked out, many researchers have
put forward different solutions for the design of URLLC.

Dozens of researches are focus on how to design and implement URLLC to meet
the performance requirements. A design without intervention in the baseband/PHY
layer for URLLC is to use interface diversity and integrate multiple communica-
tion interfaces. Jimmy and his colleagues propose an analytical framework that
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combines traditional reliability models with technology-specific latency probability
distributions [6]. In this way, they can estimate the performance in terms of latency
and reliability in such an integrated communication system. To guarantee a low
end-to-end delay with low jitter over combined internet and wireless interfaces,
the article [7] presents a new round trip time (RTT) skew control controller with
multiple-input multiple-output(MIMO). This controller’s advantage is that it solves
the data flow split problem at the controlling node. Jaya Rao and Sophie Vrzic
have proposed an approach to adopt packet duplication (PD) method to satisfy the
latency and reliability requirements [8]. PD technology generates multiple instances
and sends them simultaneously in multiple unrelated channels. The receiver selects
the best packet according to the channel condition in order to achieve better
transmission reliability. This PD technique can provide a cost-effective solution
without increasing the complexity in the radio access network (RAN).

In terms of resource allocation and energy efficiency, there are also some
researches on URLLC. How the frequency resource will be allocated to the
user to send data in URLLC scenario. That is an interesting study which is
plunged by Anand and De Veciana [9]. Based on the 5G standard technology
Orthogonal Frequency Division Multiple Access (OFDMA), they build a One Shot
Transmission model. Adopting queuing theory analysis, they find out a result that
a small bandwidth over a longer duration is better than a large swath of bandwidth
for short duration in One Shot Transmission system. Green energy saving is getting
more and more attention. The article [10] provides a coordinated on-off switching
scheme across a set of adjacent gNBs. The gNBs share a sleep schedule among
themselves. If the gNBs have lower traffic and fewer connected UEs, they will be
set to the OFF mode. This On-Off mode is more energy-efficient than traditional
mode on the premise of guaranteeing the time delay.

Because URLLC has strict requirements for delay and reliability, it is very
meaningful to evaluate the performance of URLLC. Joachim et al. provide an
achievable latency bound evaluation in their article [11]. They compare the latencies
for different configurations in 5G RAN transmission. The configuration contains
FDD, TDD, frequency numerologies and usage of slots. According to the analysis,
a frequency with higher numerology can be used to reduce the latency. An article
derived from HUAWEI company proposes a grant-free mode uplink transmission
mechanism [12]. Grant-free transmission grant dynamically without scheduling
request. This mode is poised to meet the reliability requirement of URLLC in uplink
transmission. By simulating random arriving from different numbers of active UEs,
the reliability can be improved after adopting the grant-free mode with increasing
retransmission.

In order to satisfy the key requirements including latency and reliability, some
state-of-the-art solutions have been discussed in [13–16]. These technologies
contain fast HARQ retransmission, MIMO, beam forming, diversity interfaces, D2D
communication, Ultra Density Network and so on. Some of these technologies can
be employed alone to promote the performance, and others need to be combined
together to achieve better results. They all mentioned the design of frame structures.
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That because low latency and high reliability are contradictory. This requires more
flexible frequency and time division.

Stochastic network calculus is a very practical tool, and it has a good practical
effect in performance analysis and theoretical boundary calculation. Li and Jiang
[17] analyzed the throughput performance on the wireless-powered communication
system. They considered the delay as a constrained condition. The stochastic traffic
arrival was adopted to derive the cumulative data transmission capacity. Fidler and
his partner [18] used stochastic service process to analyze the end-to-end delay
performance of TCP. The estimation method of closed-loop flow was implemented
by random service process in this paper. They considered both backlog and delay by
using stochastic network calculus. In article [19], the performance of wireless finite-
state Markov channel was analyzed. The delay boundary was derived based on the
moment generating functions (MGF). Xin Chen’s team was focused on LTE network
and researched the resource allocation to guarantee the delay performance [20]. The
delay was constrained by the difference value between stochastic arrival curve and
stochastic service curve. The article [21] is an article of cooperation between Fidler
M and Jiang. It mainly applies SNC theory to analyze the delay boundary of multi-
server systems.

3 System Model

3.1 URLLC Network Architecture

Generally speaking, 5G network includes 5G Standalone networking (SA) and Non-
standalone networking (NSA). The SA mode is the establishment of whole new 5G
network, while the NSA mode is the combination of 5G and 4G LTE. According
to the implementation technology of core network, the NSA mode can continue to
be divided. In order to simplify the system model, we only discuss the case of 5G
standalone network.

We consider URLLC network as a concatenate system from UE to Cloud. The
4G LTE network is composed by UE, RRU (Radio Remote Unit), BBU (Building
Baseband Unit), the EPC (Evolved Packet Core) which is the LTE’s core network,
and end by cloud servers. Different from 4G LTE, 5G networks are composed by
UE, gNB, NGC and Cloud. The gNB contains three parts that are AAU (Active
Antenna Unit), DU (Distributed Unit) and CU (Centralized Unit). AAU takes the
place of the original RRU and combines some physical layer processing functions
of BBU. The BBU function of 4G will be rebuilt into DU and CU in 5G. CU
provides the service convergence function in the access side. It focuses on the low
real-time capabilities of the protocol stack and adopts a centralized deployment.
DU mainly provides data access function to the terminal, including radio frequency
and partial signal processing. DU concentrate on the high real-time capabilities of
the transport requirements and suit for a distributed deployment method. The NGC
(Next Generation Core Network) as Core Network in 5G replace the EPC. 5G NGC
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Fig. 1 5G network architecture

is based on SDN/NFV technology and designed to better fit the cloud platform. The
architecture is depicted as Fig. 1.

3.2 Delay of URLLC Network

UE devices firstly access to AAU. The AAU is actually a part of the base station.
This part of the communication belongs to RAN. UE’s data will be accepted by
AAU, and AAU put forward the data to DU. There are two situations when data
arrive at DU. If CU and DU are deployed together, the data can arrive at CU
immediately. Otherwise, the data will be sent to CU from DU. The communication
from AAU to CU belongs to fronthaul. The data leave CU and continue upward to
the NGC. This part of the communication is called backhaul. NGC will process the
data and it will take some time. Finally, NGC sends the data to Cloud servers. The
unidirectional transmission is finished.

So the whole delay or latency in 5G system is contributed by the time processing
of RAN, fronthual, backhaul, Core Network, and Cloud server. It can be expressed
as (1).

TT otal = TRAN + TFronthaul + TBackhaul + TNGC + TCloud (1)

where

– TRAN is the time cost by physical layer transmission between UEs and AAU.
– TFronthaul is the delay between AAU to CU. It is the time taken in gNB.
– TBackhaul is the time taken to communication between gNB to NGC.
– TNGC is the delay taken place in NGC.
– TCloud is the latency which data transmission between NGC and Cloud server.
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To meet the URLLC key requirement, we should do a good job of studying
TT otal . User Plane (UP) latency is the communication time between UE and network
nodes when transmission and reception of the data at the corresponding IP layer.
Control Plane (C-Plane) latency is the time spend on radio resource allocating and
state switching from idle to active. According to the 3GPP acclaims, the C-Plane
delay should be less than 10 ms. On the contrary, the User Plane delay should be
less than 1 ms. In this part, we discuss the latency mainly on the UP rather than the
C-Plane. It because the delay requirement of user plane is higher than that of the
control plane.

3.3 Problem Description

The data is transferred from UE, through each node, and finally to the cloud.
According to the requirement of URLLC, the reliability and random latency [22]
can be described as (2):

P {delay > d} < ε (2)

The delay should be within 1 ms, so the d = 1, the unit is millisecond (ms).
Where ε is defined as a very small probability. The Formula (2) represents the 5G
URLLC network successfully transport data and satisfy the delay requirements.

3.4 Stochastic Network Calculus

In SNC theory, the min-plus algebra is applied to analyze queuing system. Let
F denotes the set of non-negative non-decreasing functions and F̄ denotes the
set of non-negative non-increasing function. We employ the cumulative process
to represent amount of traffic flow. Arrival process, departure process and service
process are denoted as A(t), D(t), and S(t) respectively. For any 0 ≤ s ≤ t, A(0) =
0, A(s, t) = A(t)−A(s), and practical significance of A(t) is the cumulative arrival
data at time t . It is the same for D(t) and S(t). Some fundamental definitions of
curve are well described in the literature [4]. We utilize and expand the following in
this paper.

Definition 1 (Stochastic Arrival Curve) A flow is said to have a stochastic arrival
curve α ∈ F with bounding function f ∈ F̄ , denoted by A(t) ∼< f, α >, if for all
t ≥ 0 and all x ≥ 0 there holds

P
{

sup
0≤s≤t

{A(s, t) − α(t − s)} > x
}

≤ f (x). (3)
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Where α(τ) is the stochastic arrival curve, and it denotes the maximum of flow
A(τ). Function f (x) denotes the violation probability. It assumes that the stochastic
arrival curve α(τ) may be exceeded by arrival process A(τ) in sometimes, but the
probability of being exceeded is constrained by the boundary function f (x).

Definition 2 (Stochastic Service Curve) A system S is said to provide a stochastic
service curve β ∈ F with bounding function g ∈ F̄ , denoted by S ∼< g, β >, if
for all t ≥ 0 there holds

P
{

sup
0≤s≤t

[A ⊗ β(s) − D(s)] > x
}

≤ g(x). (4)

The symbol ⊗ represents the cumulative min-plus convolution operation. Which

A ⊗ β(t) = inf
0≤s≤t

{A(s) + β(s, t)} (5)

β(t) is the stochastic service curve which means the worst service capability
provided by the server. Similar to the stochastic arrival curve, the data that already
have been processed are probably more than the data departed. The probability of
producing exceeding data can be constrained by the boundary function g(x).

Similarly as in (4), the departure process relates to the arrival and service process
and it is described as

D(t) ≥ inf
0≤s≤t

{A(s) + S(s, t)} = A ⊗ S(t). (6)

Where for all s, t ≥ 0 and s ≤ t . That is also the concept of a dynamic server which
mentioned in [3]. From the (6), we can better understand the relationship among
arrival process, departure process and service process. With these basic processes
and curves, we can discuss the definition of the delay boundary.

Definition 3 (Latency Process) Let A(t) and D(t) respectively be the arrival
process and departure process. The latency process L(t) at time t ≥ 0 is defined
as

L(t) = inf{d ≥ 0 : A(t) ≤ D(t + d)}. (7)

The (7) express that latency L(t) is the least value of d, and the d must meet
the condition which the amount of arrival data at time t is less than or equal to the
departure data at time t + d. It also means that the data do not leave the server
immediately. The duration of the data in server is the delay time. In Formula (7), the
arrival process A(t) is little than or equal to the departure process D(t +d). It means
that the data arrived in server at time t are all leaving from server at time t + d. If
A(t) is large than or equal to the departure process D(t +d), that represents the data
arrived at t moment have not been completed by service during d period of time. So
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the A(t) little than or equal to D(t + d) situation is utilized to describe the shortest
time that server takes for the data to be serviced. That is the latency or delay.

According to the latency process definition, and utilizing stochastic arrival
process and stochastic service process, so the stochastic latency bound has been
defined at following.

Theorem 1 (Stochastic Latency Bound) A system with an input process A(t).
A(t) is a stochastic arrival process with stochastic arrival curve α ∈ F and
bounded by function f ∈ F̄ (i.e., A ∼< f, α >). The system provides to the input
a stochastic service process S(t). S(t) is with stochastic service curve β ∈ F with
bounding function g ∈ F̄ (i.e., S ∼< g, β >). Then, for all t ≥ 0 and x ≥ 0, the
Latency L(t) is bounded by

P {L(t) > h(α + x, β)} ≤ f ⊗ g(x) (8)

Where function h(α + x, β) denotes the maximum horizontal distance between
α + x and β, the express f ⊗ g(x) represents the cumulative min-plus convolution
operation of function f and g.

Theorem 2 (Concatenation Property) Considering a flow passes through a net-
work of N server nodes in tandem. If each server nodes n(= 1, 2, . . . , N) provides
a stochastic service curve Sn ∼< gn, βn > to its input, then the network guarantees
to the flow a stochastic service curve S ∼< g, β > with

β(t) = β1 ⊗ β2 ⊗ · · · ⊗ βN(t)

g(x) = g1 ⊗ g2 ⊗ · · · ⊗ gN(t)
(9)

3.5 Model Building

The network character of URLLC can be described as a dynamic server by
stochastic processes as introducing in above. The data sent by UE can be represented
by the arrival process A(t). The service capacity provided by the network server
node can be depicted as the stochastic service process S(t).

As assumption the latency of URLLC in Formula (1), we consider the URLLC
network is a tandem system. So the delay of URLLC should fall in the concatenation
characterization in SNC.

We consider that a UE’s network flow passing through the gNB, CN and Cloud
in tandem mode. Each network node k(= gNB,AAU,DU,CU,CN,Cloud)

provides a stochastic service curve Sk ∼< gk, βk > to its flow. We first discuss
about the gNB subsystem. The gNB includes AAU, DU and CU, so SAAU(s, t),
SDU(s, t) and SCU(s, t) are in series. We use the same indices to denote the arrival
and departure process of the respective systems. Especially the source of data is
from UE. So AAAU(t) as arrival process denotes the input data of AAU from
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UE in gNB subsystem. The arrival process of DU ADU(t) actually equals to the
departure process of AAU DAAU(t), where ADU(t) = DAAU(t). By the same
token, ACU(t) = DDU(t) similarly for CU server. The departure process of CU
is DCU(t). It is also the departure process of the gNB subsystem.

Considering that the gNB subsystem is tandem deployed, we assume that the
AAU server provides a SAAU(t) capacity to deal with the arrival data. Applying (6),
the departure process can be represent as

DAAU(t) ≥ AAAU ⊗ SAAU(t). (10)

Similar to the departure process of AAU, we can get the process of DU

DDU(t) ≥ ADU ⊗ SDU(t). (11)

Because of ADU(t) = DAAU(t) = AAAU ⊗ SAAU(t), we put (10) into (11) to
replace ADU(t) by AAAU ⊗ SAAU(t) and get

DDU(t) ≥ (AAAU ⊗ SAAU(t)) ⊗ SDU(t). (12)

By recursive insertion, we can obtain

DCU(t) ≥ ((AAAU ⊗ SAAU) ⊗ SDU) ⊗ SCU(t). (13)

Applying the associativity of min-plus convolution, it holds that

DCU(t) ≥ ((AAAU ⊗ SAAU) ⊗ SDU) ⊗ SCU(t)

≥ AAAU ⊗ (SAAU ⊗ SDU ⊗ SCU)(t).
(14)

From the gNB subsystem perspective to see, AAAU(t) is the first input and DCU(t)

is the last output of gNB. So AAAU(t) equal to AgNB(t), and DCU(t) is the
departure process of the gNB DgNB(t). Then we can get gNB subsystem

DgNB ≥ AAAU ⊗ (SAAU ⊗ SDU ⊗ SCU)(t). (15)

Assuming first-come first-served order, we use Definition 3 and Eq. (15), and let
LgNB denotes the latency process of gNB, there holds

LgNB(t) = inf{d � 0 : AgNB(t) − DgNB(t + d) � 0}
= inf{d � 0 : AAAU(t) − DCU(t + d) � 0}
= inf{d � 0 : AAAU(t)

− AAAU ⊗ (SAAU ⊗ SDU ⊗ SCU)(t + d) � 0}

(16)

With Theorems 1 and 2, the delay bound can be analysis by following corollary.



192 S. Ma et al.

Corollary 1 (Latency Bound of gNB) In gNB subsystem, AAAU(t) is a stochastic
arrival process with stochastic arrival curve αAAU , i.e. A ∼< fAAU, αAAU >.
αAAU ∈ F , fAAU ∈ F̄ . The server nodes in subsystem provide stochastic service
process SAAU(t), SDU(t), SCU (t) respectively, i.e. SAAU ∼< gAAU , βAAU >

, SDU ∼< gDU, βDU >, SCU ∼< gCU, βCU >. And βAAU , βDU , βCU ∈ F ,
gAAU , gDU , gCU ∈ F̄ . Then, for all t ≥ 0 and x ≥ 0, the Latency of gNB subsystem
LgNB(t) is bounded by

P {LgNB(t) ≥ d} = P {LgNB(t) ≥ h(αAUU + x, βgNB)}
� fAAU ⊗ ggNB(x)

(17)

where service rate βgNB(t) = βAAU ⊗βDU ⊗βCU(t), and bound function ggNB =
gAAU ⊗ gDU ⊗ gCU(x).

Proof Please see Appendix 1.
For mobile edge computing (MEC) deployment, CU can be the end of the

transmission. That because the computing resource and storage resource are located
at CU. The Corollary 1 is suitable for analysis the delay of communication from UE
to CU. However, in order to comprehensively discuss the delay of URLLC system,
we need to convert the destination from CU to Cloud. By extending Corollary 1, we
can draw the whole URLLC system latency bound.

Corollary 2 (Latency Bound of URLLC) In 5G URLLC system, AAAU(t) is
a stochastic arrival process with stochastic arrival curve αAAU , i.e. A ∼<

fAAU , αgNB >. αAAU ∈ F , fAAU ∈ F̄ . The server nodes in URLLC system
provide stochastic service process SgNB(t), SNGC(t) and SCloud(t) respectively,
i.e. SgNB ∼< ggNB, βgNB >, SNGC ∼< gNGC, βNGC >, and SCloud ∼<

gCloud, βCloud >. Service rate βgNB, βNGC, βCloud ∈ F , ggNB, gNGC, gCloud ∈
F̄ . Then, for all t ≥ 0 and x ≥ 0, the Latency of URLLC system LAll(t) is
bounded by

P {LAll(t) ≥ d} = P {LAll(t) ≥ h(αAUU + x, βAll)}
� fAAU ⊗ gAll(x)

(18)

where βAll(t) = βgNB ⊗βNGC ⊗βCloud(t), and gAll = ggNB ⊗gNGC ⊗gCloud(x).

Proof Please see Appendix 2. We have built a model to represent the latency of 5G
MEC (UE to gNB) and URLLC (the full path from UE to Cloud). Next we intend to
calculate the delay boundary of the model. With Corollary 2, we know that four key
variance need to be determined. These are stochastic arrival process αAAU , fAAU ,
and stochastic service process βAll , gAll . Especially, we can also decompose βAll

and gAll to obtain more detailed result.
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In URLLC scenario, the data is usually fixed unit packet size, the data size
sometimes very tiny while applying millimeter-wave technology. We assume that
UE data arrive will approximate to a Poisson distribution with mean rate λ. So arrive
curve αAAU = λt and bound function will be

fAAU(x) =
∞∑

k=x+λt

eλt · (λt)k

k! (19)

With MGF of right hand in (19) and Chernoff bound, fAAU can be tighten by

fAAU(x) = ex−(λt+x)ln λt+x
λt (20)

The proof of this part can be found in [23]. Two variances in stochastic arrival
process have been solved. We begin to determine βAll , gAll for the stochastic service
process.

In order to simplify the problem, we generalize service rate of server nodes
and assume that each node provides data processing capacity as β(t) = Ct with
bounding function g(x) = ae−bx . According to Corollary 2, we can get

gAll(x) = gAAU ⊗ gDU ⊗ gCU ⊗ gNGC ⊗ gCloud(x) (21)

Therefore,

gAll(x) = gAAU ⊗ gDU ⊗ gCU ⊗ gNGC ⊗ gCloud(x)

= inf
x1+x2+x3+x4+x5=x

5∑
k=1

ake
−bkxk

(22)

Applying with the conclusion in [24], we can hold

inf
x1+x2+x3+x4+x5=x

5∑
k=1

ake
−bkxk = e

−x
w

5∏
k=1

(akbkw)
1

bkw (23)

where w = ∑5
k=1

1
bk

, and service bound functions respectively are gAAU(x) =
a1e

−b1x1 , gDU(x) = a2e
−b2x2 , gCU(x) = a3e

−b3x3 , gNGC(x) = a4e
−b4x4 ,

gCloud(x) = a5e
−b5x5 . with all the information we discuss above, and applying

the lemma which proved in [24], we can get

gAll(x) = e
−xb
n+1 (a(n + 1)) (24)
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We put (20), (24) into (18) and apply the Theorem 3 proved in [25], it can be derived
that

P {L(t) > h(αAAU + x, β)}
= P {L(t) >

x

C − λ
}

≤ ex−(λt+x)ln λt+x
λt · e

−xb
n+1 (a(n + 1))

(25)

Then we hold the latency bound as (2). Let d = x
C−λ

and set the right side of (25)
equal to ε. The ε is a small latency bound violation probability. We can obtain a
relationship between d and ε.

d = 1

C − λ
· n + 1

b
· ln

a(n + 1)

ε
(26)

The calculation process can be found in Appendix 3.

4 Numerical Results and Performance Evaluation

In this section, we will discuss what factors are the main cause of latency in URLLC.
Although the deployment details of the URLLC standard are not yet released, we

can still apply SNC theory for quantitative analysis. We assume that the 5G URLLC
networks are standalone deployment. The packet arrival rate is constant and arrival
process satisfies Poisson distribution. A general URLLC reliability requirement for
one transmission of a packet is 1 ∗ 10−5 for 32 bytes with a user plane latency of
1 ms. So we set the violation probability value around 1 ∗ 10−5. More simulation
parameters can be found in Table 1.

Taking this boundary probability as the precondition, we simulate the relation-
ship between system latency and service rate by applying the conclusions we have

Table 1 Evaluation
parameters

Parameter Value

Network deployment Standalone

Traffic mode Constant transmission,
Poisson arrival

Arrival rate λ 20 (Gbit/s)

Service rate C 40, 45, 50, 55 (Gbit/s)

Service bound a 1

Service bound b 3

Number of tandem servers n 5

Violation probability 1 ∗ 10−5

Latency bound 1 (ms)
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Fig. 2 Service rate influence

drawn in the previous section. Figure 2 provide the evaluated URLLC delay with
different service rate under violation probability 1 ∗ 10−5. The value of violation
probability is from 5 ∗ 10−6 to 15 ∗ 10−6. We arrange the value scope to include
the demand value 1 ∗ 10−5 to observe the effect of this value on delay. We adopt
four service rates in model and all the curves are slow down by violation probability
value. From this, we can conduct that the violation probability is not the main factor
to influence the latency. In order to make the delay less than 1 ms, we set service rate
from 45 Gbit/s to 48 Gbit/s based on arrival rate 20 Gbit/s. We can procure that delay
approximates 1 ms when service rate is 47 Gbit/s at violation probability 1 ∗ 10−5.
As the service rate increases, the delay of the system will decrease. When service
rate is 48 Gbit/s, system latency can approach 1 ms with lower violation probability.
That means system can guarantee the low latency communication in a stable state.

Figure 3 presents the relationship among latency, number of server levels and
service rate. The arrival rate is constant and the speed is 20 Gbit/s. The violation
probability is maintained at 1 ∗ 10−5. Based on the above setting, we can derived
that the delay is sensitive on number of tandem servers. From Fig. 3, we can see the
slope of latency caused by number of tandem servers is larger than the service rate.
We draw a delay equals 1 ms flat plane to cut the curved surface. The part below the
plane is the scope of deployment parameters which satisfying the delay condition. In
order to ensure low latency of communication, it is necessary to reduce the number
of tandem servers deployment as much as possible and increase the service rate of
each server layer.
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Fig. 3 Number of tandem servers influence

5 Conclusions

In this paper, the architecture of 5G URLLC network is researched. According to
the architecture characteristics, the URLLC network is modeled as a tandem system
which describes the communication from UE to Cloud. Applying stochastic network
theory and combining the features of URLLC network, performance analysis has
been conducted. We have investigated the relationship between delay constraints,
service rates, violation probabilities and the number of deployed servers in URLLC
networks. The 3GPP standard is taken into account when we set the simulation
parameters. Numerical results verify that the main factor which can impact on
latency is the number of servers deployed in tandem. That also means Edge
Computing will be the trend in URLLC application deployment. The service rate of
the server is also a factor affecting the delay. With the increase of service rate, delay
can be reduced. The results derived from evaluation provide valuable guidelines for
the early design of URLLC deployment. For our future work, we would consider to
include handover access in URLLC communication.
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Appendix 1: Proof of Corollary 1

Proof Since the latency process Definition 3 are defined as L(t) = inf{d ≥ 0 :
A(t) ≤ D(t +d)}, event L(t) > d implies event A(t) ≤ D(t + d). We move D(t +
d) from right hand to left hand, and according to (16), the latency bound of gNB
can be hold as

P {LgNB(t) > d} � P {AAAU(t) − DCU(t + d) ≤ 0} (27)

Then we focus on the {AAAU(t) − DCU(t + d)} part. We put right hand of (15)
into this part, we can get

AAAU(t) − DCU(t + d)

=AAAU(t) − AAAU ⊗ (SAAU ⊗ SDU ⊗ SCU)(t + d)

+AAAU ⊗ (SAAU ⊗ SDU ⊗ SCU)(t + d) − DCU(t + d)

(28)

With the Theorem 2, utilizing the concatenation property we can obtain that
SAAU ∼< gAAU, βAAU >, SDU ∼< gDU, βDU >, SCU ∼< gCU , βCU >.
Stochastic service process convolution operation (SAAU ⊗SDU ⊗SCU) means gNB
subsystem provides maybe lower than (βAAU ⊗ βDU ⊗ βCU) processing capacity,
but the violation probability in this case is limited by gAAU ⊗gDU ⊗gDU . Through
applying (4), we denote βgNB equals to (βAAU ⊗ βDU ⊗ βCU), ggNB equals to
gAAU ⊗ gDU ⊗ gDU . hence (28) can hold be

AAAU(t) − DCU(t + d)

=AAAU(t) − AAAU ⊗ (βAAU ⊗ βDU ⊗ βCU)(t + d)

+ AAAU ⊗ (βAAU ⊗ βDU ⊗ βCU)(t + d) − DCU(t + d)

=AAAU(t) − AAAU ⊗ βgNB(t + d)

+ AAAU ⊗ βgNB(t + d) − DCU(t + d)

(29)

According to (5), we replace AAAU ⊗βgNB(t+d) by inf{AAAU(s)+βgNB(t+d−s)}
in (29). Consequently,

AAAU(t) − DCU(t + d)

=AAAU(t) − AAAU ⊗ βgNB(t + d)

+ AAAU ⊗ βgNB(t + d) − DCU(t + d)

=AAAU(t) − inf
0�s�t+d

{AAAU(s) + βgNB(t + d − s)}

+ AAAU ⊗ βgNB(t + d) − DCU(t + d)

(30)
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≤AAAU(t) − AAAU(s) − βgNB(t + d − s)}
+ AAAU ⊗ βgNB(t + d) − DCU(t + d)

≤AAAU(s, t) − αAAU(t − s)

+ αAAU(s, t) − βgNB(t + d − s)

+ AAAU ⊗ βgNB(t + d) − DCU(t + d)

We add αAAU at step 4 in (30) to build stochastic arrival curve. Based on the
stochastic arrival curve (3),AAAU(s, t) − αAAU(s, t) is less than or equal to fAAU .
Applying stochastic service curve (4), AAAU ⊗ βgNB(t + d) − DCU(t + d) is less
than or equal to ggNB . With Theorem 1, we use h(α + x, β) replace the d. where
h(α + x, β) is the maximum horizontal distance between α + x and β for x ≥ 0.
The h(α, β) function implies the condition

lim
t→∞[α(t) − β(t)] ≤ 0. (31)

we can obtain

P {L(t) > h(αAAU + x, βgNB)}
= P {{AAAU(t) − DCU(t + h(α + x, β))} > 0}
� sup

0�s�t

{AAAU(s, t) − αAAU(t − s)}

+ sup
0�s�t+h(αAAU +x,βgNB)

{AAAU ⊗ βgNB(s) − DCU(s)}

� fAAU(t) + ggNB(x)

� inf{fAAU(t) + ggNB(x − t)}
� fAAU ⊗ ggNB(x)

Therefore, Corollary 1 is proved.

Appendix 2: Proof of Corollary 2

Proof In the Corollary 1, the gNB subsystem are constituted by AAU, DU and CU.
In addition to gNB, the whole 5G URLLC system also include NGC and Cloud.
According to the concatenation property which mentioned in Theorem 2, then the
network guarantees to the flow a stochastic service curve SAll ∼< gAll, βAll > with

βAll(t) = βgNB ⊗ βCN ⊗ βCloud(t) (32)
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where

βgNB(t) = βAAU ⊗ βDU ⊗ βCU(t) (33)

actually

βAll(t) = βAAU ⊗ βDU ⊗ βCU ⊗ βCN ⊗ βCloud(t) (34)

and

gAll(x) = ggNB ⊗ gCN ⊗ gCloud(x) (35)

where

ggNB(x) = gAAU ⊗ gDU ⊗ gCU(x) (36)

actually

gAll(x) = gAAU ⊗ gDU ⊗ gCU ⊗ gCN ⊗ gCloud(x) (37)

Based on latency process Definition 3, the 5G URLLC system latency process can
be defined as

L(t) = inf{d � 0 : AAAU(t) ≤ DCloud(t + d)} (38)

Latency bound of 5G URLLC is defined as

P {L(t) ≥ d} = P {AAAU(t) − DCloud(t + d) ≤ 0} (39)

We also focus on AAAU(t)−DCloud(t +d) part. where DCloud � AAAU ⊗SAAU ⊗
SDU ⊗ SCU ⊗ SNGC ⊗ SCloud . Then we have

AAAU(t) − DCloud(t + d)

=AAAU(t) − AAAU ⊗ SAAU ⊗ SDU ⊗ SCU

⊗ SNGC ⊗ SCloud(t + d)

+ AAAU ⊗ SAAU ⊗ SDU ⊗ SCU

⊗ SNGC ⊗ SCloud − DCloud(t + d)

=AAAU(t) − AAAU ⊗ SgNB ⊗ SNGC ⊗ SCloud(t + d)

+ AAAU ⊗ SgNB ⊗ SNGC ⊗ SCloud − DCloud(t + d)

≤AAAU(t) − AAAU(s)

− βgNB ⊗ βNGC ⊗ βCloud(t + d − s))
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+ AAAU ⊗ SgNB ⊗ SNGC ⊗ SCloud − DCloud(t + d)

≤AAAU(s, t) − αAAU(t − s)

+ αAAU(t − s) − βall(t + d − s)

+ AAAU ⊗ βall(t + d) − DCloud(t + d)

With stochastic arrival curve (3), AAAU(s, t) − α(t − s) is bounded by fAAU(x).
According to stochastic service curve (4), AAAU ⊗ βAll(t + d) − DCloud(t + d) is
limited by gAll . For long-term running, if t → ∞, αAAU(t − s) − βAll(t + d − s)

approximate to zero because of αAAU , βAll ∈ F . Finally, with Theorem 1, the delay
of the URLLC system can be bounded by this

P {L(x) > h(αAAU + x, βAll)} < fAUU ⊗ gAll(x) (40)

Therefore, Corollary 2 is proved.

Appendix 3: Calculation of Delay

We first set right side of (25) equals to ε, and we logarithm on both sides then hold

ex−(λt+x)ln λt+x
λt · e

−xb
n+1 (a(n + 1)) = ε

ex−(λt+x)ln λt+x
λt · e

−xb
n+1 = ε

a(n + 1)

(41)

for a long-term running situation, t → ∞, then

lim
t→∞(λt + x)ln

λt + x

λt
= x (42)

then the (41) equal to

e
−xb
n+1 = ε

(a(n + 1))

−xb

n + 1
= ln

ε

(a(n + 1))

x = n + 1

b
· ln

a(n + 1)

ε

(43)

we put x = d(C − λ) into (43) and get

d = 1

C − λ
· n + 1

b
· ln

a(n + 1)

ε
(44)

Therefore d is solved.
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