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Preface

The Multi-Agent-Based Simulation (MABS) Workshop series aims to bring together
researchers interested in MAS engineering with researchers focused on finding efficient
solutions to model complex social systems, in such areas as economics, management,
organizational and social sciences in general. In all these areas, agent theories, metaphors,
models, analysis, experimental designs, empirical studies, and methodological principles,
all converge into simulation as a way of achieving explanations and predictions,
exploration and testing of hypotheses, better designs and systems.

The 2018 International Multi-Agent-Based Simulation Workshop was part of the
Federated Al Meeting (FAIM) that took place in Stockholm, July 14, 2018. It included
the 17th International Conference on Autonomous Agents and Multiagent Systems
(AAMAS), the 35th International Conference on Machine Learning (ICML), the 27th
International Joint Conference on Artificial Intelligence (IJCAI), and the 23rd
European Conference on Artificial Intelligence (ECAI).

This volume represents the 19th in a series that began in 1998. In total, 15 papers
were submitted to the workshop. We selected ten papers for presentation through
peer-review (single blind and three reviewers per paper), and invited two keynote
presentations, of which one resulted in a paper included in these proceedings. The
papers presented at the workshop were extended and revised, incorporating points from
the discussions held at the workshop as well as from a second round of peer-review,
resulting in 11 papers.

The workshop could not have taken place without the contribution of many people.
We are very grateful to our keynote speakers Koen H. Van Dam (Imperial Collage,
London) and Bruce Edmonds (Manchester Metropolitan University), as well as to all
the MABS 2018 participants who took part in a lively debate during the presentation
of the papers. We are also very grateful to all the members of the Program Committee
for their hard work. Thanks are also due to Catholijn Jonker and Gal Kaminka
(AAMAS 2018 workshop chairs), to Elisabeth Andre and Sven Koenig (AAMAS 2018
general co-chairs), and to Franziska Kliigl (AAMAS 2018 local arrangements chair).

March 2019 Paul Davidsson
Harko Verhagen
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Using Agent-Based Modelling to Inform
Policy — What Could Possibly Go Wrong?

Bruce Edmonds®™® and Lia ni Aodha

Centre for Policy Modelling, Manchester Metropolitan University,
Manchester, UK
bruce@edmonds. name
http: //cfpm. org

Abstract. Scientific modelling can make things worse, as in the case of the
North Atlantic Cod Fisheries Collapse. Some of these failures have been
attributed to the simplicity of the models used compared to what they are trying to
model. MultiAgent-Based Simulation (MABS) pushes the boundaries of what
can be simulated, prompting many to assume that it can usefully inform policy,
even in the face of complexity. That said, MABS also brings with it new diffi-
culties and potential confusions. This paper surveys some of the pitfalls that can
arise when MABS analysts try to do this. Researchers who claim (or imply) that
MABS can reliably predict are criticised in particular. However, an alternative is
suggested — that of using MABS for a kind of uncertainty analysis — identifying
some of the possible ways a policy can go wrong (or indeed go right). A fisheries
example is given. This alternative may widen, rather than narrow, the range of
evidence and possibilities that are considered, which could enrich the policy-
making process. We call this Reflexive Possibilistic Modelling.

“Naturally, politicians will look for any information or argument
they can find to advance their agendas-that is their job” [1, p. 83].

1 Introduction — The Cautionary Example of the North
Atlantic Cod Fisheries Collapse

On the 2nd July 1992 Canada’s fisheries minister, John Crosbie, placed a moratorium
on all cod fishing off the northeast coast of Newfoundland and Labrador. That day
30,000 people lost their jobs and hundreds of years fishing for cod off those coasts
ended. The cod were declared commercially extinct [2]. Much research has been done
seeking to explain the collapse, and many answers have been put forth — ranging from
simplified narratives of overfishing, to environmental conditions, and poor manage-
ment. A number of authors, however, have looked at the role played by fisheries
science, arguing it and its models played a pivotal role in this collapse [2, 3].
Tracing the development of this fishery, and its management, the work of these
scholars has recounted how, as the fishery was developed, both fisheries science and
the policies it informed became increasingly centred on counting how many fish were
in the sea [4] and predicting how many could be caught, with both of these processes
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feeding back on one another [2, 3, 5]. This, in turn, resulted in the development of
increasingly intricate mathematical models which—partly due to the traditions in the
field and the complex data they were trying to fit—became ever more divorced from
reality [3, 5].

A series of scientific blunders (based on models) were made in the years leading up
to the moratorium, in spite of repeated concerns being raised by inshore fishermen [3].
For example, a number of Commissions investigating the status of the cod, at the
behest of the fishermen’s concerns, failed to made adequate inferences about the ailing
stock health. The findings of these Commissions were buoyed by model-based
assessments that depicted an increasing (rather than diminishing) resource base. These
predictions saw development and investment in the fishery continue throughout much
of the 1980s. During this time these figures were consistently challenged by inshore
fishermen [3].

It was not until 1989 that what turned out to be an erroneous forecasting of fish
stocks was corrected. The fisheries department issued its annual assessment based upon
revised mathematical models, which indicated that abundance had been overestimated
by as much as a factor of two [3]. The subsequent Harris Commission found that the
fisheries department’s estimates of stock strength were based upon data, methodolo-
gies, and models of such poor quality as to be essentially useless as a ‘rational’ basis for
management or commercial planning. The executive summary of the Harris Report [6,
p. 2] states that:

“...scientists, lulled by false data signals and, to some extent, overconfident of the validity of
their predictions, failed to recognize the statistical inadequacies in their bulk biomass model
and failed to properly acknowledge and recognize the high risk involved with state-of-stock
advice based on relatively short and unreliable data series. Furthermore, the Panel is con-
cerned that weaknesses in scientific management and the peer review process permitted this to
happen.”

Finlayson [3, pp. 12-15] argues that part of what had occurred was that scientists
and policymakers had become so committed to their particular description of reality,
and the idea of a strongly rebuilding stock, that this reality was read back into the
scientific models.

Thus scientific models can make things worse — especially in cases where the
modelling has been co-opted as part of the policy-making process! If this is true of the
relatively simple but technical models that were being applied to questions of fisheries
management in the 90’s, how much more might this be true of the complex yet
persuasive agent-based models now? This paper reviews some of the pitfalls of using
multiagent-based simulation (MABS) within the policy domain and ends by suggesting
a positive way such simulations could be used, in a manner that may widen, rather than
narrow, the range of evidence and possibilities that are taken into consideration.

2 Some Pitfalls in Using Agent-Based Modelling for Policy

There are a number of confusions and mistakes that can occur when analysts and policy
actors interact. This is not very surprising because these roles come with very different
sets of: skills, terminology, issues, assumptions and goals. Here we briefly discuss
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some of the pitfalls that may arise, from the point of view of a MABS analyst. We do
not concentrate on those that are obvious to modellers, such as testing and checking
your model thoroughly, but focus more on the pitfalls modellers may not have thought
of. A fuller discussion of these may be found here [7].

Institutionalised Assumptions

All models, including complex models, contain assumptions about reality [1]. Often-
times we make these choices without even realising it. These assumptions may be
related to the theories we use, the fields we engage in, or wider cultural biases [8].
Whilst some may be based on empirical evidence, others might be wholly unverified
[9]. They may, for example, be based on disciplinary theories that have never been
proved beyond theory. Though we might not always be aware of these assumptions,
together they will determine what goes into a model and what does not [10]. The
danger here arises when erroneous assumptions that bear little or no resemblance to
reality become institutionalised orthodoxies [11]. Models from neoclassical economics
and the untested models of human agency and behaviour embedded within these [12]
are good examples of this. However, it has been argued that more complex simulation
models are guilty of this also [13]. A good way to circumvent this problem is to be as
explicit with ourselves (and others) about the assumptions we are making about reality,
including those which may be taken-for-granted within (and often beyond) our fields,
and be as comprehensive as possible.

Theoretical Spectacles

Though we may not often acknowledge it, oftentimes our disciplinary biases [14], will
likely entail a commitment to a worldview that leans towards some value system over
others, or depicting aspects of that worldview over others in a model. Thomas Kuhn
described this effect as wearing ‘theoretical spectacles’ [15]—the theories one believes
leads one to only notice the aspects of the world that fit those theories. Empirical studies
have suggested that when analysts spend much of their time producing and studying
simulations rather than less mediated empirical representations (such as new kinds of
evidence), critical distance becomes difficult to maintain [16]. Consequently, the danger
of ‘theoretical spectacles’ is particularly acute for modellers, and can lead modellers to
see the world ‘through’ their models, developing a strong confirmation bias [10]. The
danger here is mistaking a model- or theory-driven view for reality, and hence failing to
even consider alternatives. This becomes especially important in the policy-making
process, as theory choices (and their underlying normative basis) can end up driving
policy choices, with different theories likely implying very different policy prescrip-
tions, often with quite diverging social visions and practical implications [17].

Model Spread

One advantage of formal models is that they can be copied and used extensively with
little effort. This is advantageous in the sense that it allows others to inspect, critique,
and improve these models. It is disadvantageous, however, in the sense that once
accepted, models tend to proliferate and spread uncritically. The ease of their re-use
means that it can be tempting to reuse them, without retesting them, or evaluating their
applicability to the task at hand. The danger here is that once a model becomes
widespread others (both scientists and policymakers) then take this as a mark of its
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quality so it spreads even more. In an academic setting, this may not be too serious.
However, in a policy setting the institutional acceptance of a poor model can have
deleterious effects, with models working to concretise assumptions that though
incorrect, may have moral weight [17]. Awareness of this pitfall is especially pertinent
given studies have indicated that undue confidence can rise with distance from the site
of knowledge production [16, 18].

Confusions over Model Purpose

Good models will have or should have, a clearly stated purpose. Such a model should
have been designed with that purpose in mind and tested with respect to this. When
published, its quality will have been judged against that purpose [19]. Models are not
(or are almost never) general-purpose tools but more specific encapsulations of
knowledge that have a quite specific scope of use. In many cases, if one does not know
whether a model is being used beyond its scope, then it might be better to simply not
use it at all—sometimes it is better to know the limitations of one’s knowledge than to
think one has some idea (or baseline) of what is happening.

Not Knowing Model Limitations

Sometimes it is easy to forget the provisional relationship between our models and
reality (18). It has been suggested elsewhere that this danger may be particularly acute
with complex simulation models, on account of the impression of verisimilitude that
they give [16, 20]. All models however, have limitations. Limitations may arise, for
instance, due to knowledge constraints with respect to the processes we are modelling,
or computational constraints as to what can be feasibly modelled [1, 21, 22]. For
example, some processes (e.g. political, cultural, and institutional) that are difficult to
model oftentimes are not modelled because of these difficulties [20]. Alongside these, a
model’s applicability is very likely to be contextually limited. In this regard, there are
many examples of problems arising when ‘experts’ have applied explanations out of
context [23], or when attempts have been made to make ‘predictions’ by drawing on
observations under ‘similar’ conditions elsewhere [24]. Though some of these limi-
tations are unavoidable, recognising them may help navigate other modelling pitfalls.
Continually reviewing the suitability and usefulness of models (and the sub-models
they contain), alongside running the model under different considerations e.g. its
sensitivity analysis, may help circumvent the latter (more avoidable) limitations.

Uncertainty

There are multiple layers of uncertainty to be considered when modelling aspects of the
world." Some of these (though not all) will be related to our knowledge. For instance,
there may be limitations with respect to our data, or inadequacies regarding our
understanding of the processes being modelled [1, 16]. Alongside this, there will also
be ‘model uncertainties’ relating to the question as to whether the model bears any
relation to the world ‘out there’ [25]. In this sense, knowledge is always partial, and
evidence is often open to various interpretations [26]. These uncertainties usually
increase with the complexity of the system we are trying to understand, and the number
of perspectives that are brought to bear on it. Failing to acknowledge these

! Uncertainty is understood here as a situation where we don’t know what we don’t know [24, 52].
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uncertainties, and partialities, or downplaying them—as is often the tendency in the
public realm [20, 24]—is a further pitfall a modeller can fall into, and one that is likely
to provide fuel for sceptics, reduce rather than expand the available options [27], and
manifest later as ‘surprises’ [28].

Giving a False Sense of Security

Sometimes introducing a model into the policy process, especially one that promises
prediction, simply opens up space for a lack of action [1]. In this sense, models can lure
us into a false sense of security and actually prevent us from doing anything useful, safe
in the illusion that we can predict and hence manage future changes [24]. If we have a
tool that can provide us with some forecasts, there is the risk of relying on this, and thus
avoid responsibility for perhaps the worst-case scenario or the unknown scenario. In
this respect, at both the modelling and policy levels, there is a tendency to focus on the
best-case/most tolerable scenario and use a model to justify this restricted focus, rather
than consider the full range of possibilities. Models in this regard can sometimes act as
‘symbolic substitutes’ for action, and work to gloss over ideological premises [29],
providing instead reassurance for a particular worldview, alongside justification for a
particular course of action [25].

Narrowing the Evidential Base

As we saw with the case of the Newfoundland cod, although formal models can help us
think about and understand things in a way we might not otherwise be able to do, they
can also work to constrain the evidence base also, by side-lining other (perhaps less
formal) forms of evidence. Sometimes other sources of evidence may be better suited to
a task, than that which can be captured by a formal model—even one that is not
constrained by the demands of analytical mathematics. In this sense, formalisation can
lead to the exclusion of important nuances of a problem, oftentimes relating to pro-
cesses that can be difficult to model, or value-based based issues on which there is no
consensus. This might seem obvious, however, it becomes problematic in the sense that
there is a tendency (discussed below) in policy-making to prioritise technical data
(numerical data and the output of formal models) over other sources of evidence [30,
p. 163]. It has been suggested elsewhere, that complex models may actually work to
exacerbate this [31], which could work to further marginalise others forms of knowl-
edge e.g. qualitative or local, place-based knowledge.

Inappropriate Focus on ‘Facts’ Rather than Values

Over the past number of decades value based questions have increasingly been redefined
as technical issues that can be solved through science [1, 26]. What this glosses over,
however, is that knowledge (including scientific knowledge) is rarely completely
independent of values [23]. Almost all models (even formal models) contain subjective
judgements, and elements of normative social theorising [17] — especially when dealing
with complex social or ecological situations. Whilst the use of expertise to inform policy
in itself reflects certain values with respect to what constitutes evidence [23]. In this
sense, the boundary between science and policy is fuzzier than is often acknowledged
[1, 23]. Already existing research agendas complicate this further [12], as do the exis-
tence of multiple frames of analysis and thus interpretations of the problem, some of
which will be incommensurable [29]. Though models can provide advice in this process,
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they cannot offer resolution to the value based disputes that define the political realm
(which is a large part of the policy-making process) [26]. What often happens, however,
is that a technical model—by focusing our attention on the ‘knowable’ [32]—can work
to conceal these value-laden issues, and depoliticise this process [1, 33, 34].

Failing to Understand the Policy-Making Process

There is a tendency (as discussed further below) to view the policy-making process as a
linear process whereby a problem is (a) identified, (b) research is conducted, concrete
evidence is supplied, which is (c) then used by policymakers to decide on the best way
forward amidst competing interests. However, there is a lot of evidence to suggest that this
is an oversimplified depiction of this process [1, 20, 26, 35]. Whilst experts do have a
privileged role in forming policy, policies rarely flow directly from ‘facts’ [23]. In contrast,
what often happens is that ‘facts’ can be used to legitimate particular courses of action
[1,26]. This is because the policy-making process is neither driven by ‘rational analysis’ or
‘expert judgement’ (nor should it be), but by ‘public’ debate over competing interests and
values (i.e. this is democratic politics) [1, 26]. The goals of the policy might not be agreed
on by all, and the extent to which the model complements or contradicts these goals will in
large part determine whether it is accepted or rejected by policymakers [26]. For instance,
some have suggested that the reason neoclassical economics has been so successful is that
it provides an ideological function, rather than being empirically accurate [25].

A Summary of Pitfalls

Pitfall

Institutionalised assumptions

Mitigating steps

Be explicit about assumptions
Theoretical spectacles All assumptions should be subject to independent and

reflexive examination

Model spread

Confusions over model purpose
Not knowing model limitations

Uncertainty

Giving a false sense of security
Narrowing the evidential base
Inappropriate focus on ‘facts’
rather than values

Failing to understand the
policy-making process

Critically assess already existing models, even those that
are taken-for-granted

Decide what the purpose of your model is

Continually review the model, including the sub-models it
contains

Accept the uncertainty and be honest about it, in a manner
that is not ambiguous

Don’t oversell your model

Not all knowledge seek formalisation!

Is this simply an empirical question? Or is it also a
normative one? (It’s probably both)

How is my model likely to be used in this process?

3 The Engineering/Predictive Paradigm for Policy Making

A common normative view of policy making (e.g. as described in the UK govern-
ment’s “Magenta Book™ [36]) goes as follows:
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1. Key performance indicators (KPIs) are designed to measure progress in obtaining
policy goals (which are taken as given)

2. The possible policy options are described precisely

These are evaluated in terms of their predicted costs and benefits

4. The best policy is chosen and tried

»

This policy-choice process might then be embedded within an iterative approach
which repeatedly (or occasionally) involves (a) evaluating current policies, (b) com-
paring the current policy against alternatives (using 2—4 above) and (c) changing or
adapting the policy if this promises an improvement in outcomes.

Often, agent-based models are conceived of as helping policymakers in step 3
above, namely predicting the outcomes of different policies so that they can be sys-
tematically compared (usually using KPIs which can be estimated from model out-
comes). Sometimes this is called “policy modelling”, “model-based policy evaluation”
or simply a “what if” analysis. I call this the “engineering paradigm” because it is
analogous to the processes that are involved in engineering physical structures such as
buildings or bridges.

MABS comes into the picture when it is perceived that simpler kinds of model are
inadequate to doing the prediction that is needed in step 3 above. In other words, it is
realised that the phenomena of concern is complex. Since MABS have the ability to
represent sets of interacting agents, and explore the outcomes of different structures and
behavioural rules, the hope is that such simulations will be able to provide the pre-
diction that simpler models cannot. Thus, though the technology (and maybe the
applicability) of MABS differs from previous modelling techniques, its role is the
same.

However, it is unlikely that most MABS are able to fulfil this role. There are several
reasons for this, including the following.

e Too many of the assumptions that go into the MABS are unreliable, for example
aspects of agent decision-making in the simulation. Clearly, the more these aspects
are based on good evidence, then this problem is reduced, however almost all
MABS have so many assumptions that many unreliable (or even unquestioned)
assumptions will remain.

e A fundamental kind of assumption is the list of those mechanisms that make it into
the model and those that do not. There is no general meta-theory that tells us when
we need any of a range of mechanisms (semantic communication, social norms,
social influence, reputation, power, habit, practices etc. etc.). So it might be that if
we miss one of these out that we totally alter the model results. A particular case of
this is when we have not even thought of a mechanism or factor that turns out to be
crucial later.

e The uncertainty in the target phenomena might be too great for prediction to be
feasible. This may be due to a lack of adequate data or knowledge about key
elements of the system, or it may be due to emergent chaotic outcomes that are
produced by the system itself (however much one knows about it).

In practice, true prediction (that is, reliably anticipating data that is unknown to the
modeller to a useful degree of accuracy) has turned out to be infeasible for most social
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phenomena®. However, despite this deficiency (in terms of the predictive ability nec-
essary to making this paradigm actually work) does not stop researchers and analysts
implying that they can do this. There seems a reluctance to tell policy actors (or grant-
giving bodies) the truth — that such prediction will not be achieved®.

The point is that, if you cannot predict (and hence evaluate) the impact of policy,
this paradigm does not work. This raises the question as to what the alternatives might
be? In particular, whether there is any positive role for MABS in policy. In the next
section, we propose one.

4 Using Agent-Based Modelling for Uncertainty Analysis

Rather than predict what will happen, or even the probability distribution for what will
happen, we suggest that a MABS is used to anticipate the various things that could
happen. That is, move from a probabilistic approach to a possibilistic one. Assuming a
MABS captures some of the complexity of what is being modelled, then some of the
sequences of outcomes might be indicated in different runs of the simulation model.
Note that such a simulation will not capture all of the possible outcomes — just some of
them — thus it might not anticipate what does transpire. However, it could potentially
map out more of the possibilities than those that could be envisaged without the
modelling.

The usefulness of such an exercise is that it can inform a better uncertainty analysis
of a situation or a policy. A risk-analysis estimates the probability of a known event
occurring (usually something going wrong), an uncertainty analysis reveals some of the
outcomes that one would not otherwise have planned for*. An analysis of the model
runs should enable for the identification of a number of different kinds of outcome,
each due to a different combination of processes.

Thus, whilst statistical and other methods might make predictions as to policy
outcomes, a MABS might provide an accompanying analysis of the ways in which the
policy might go unexpectedly wrong. Such an analysis can inform policy making and
allow contingency planning if these outcomes are undesirable.

Once these possible outcomes have been identified, then the simulation can also be
used to design ways of measuring the emergence of these outcomes. Equivalent
measurement instruments can be implemented in the real situation to give the earliest
possible warning of the emergence of deleterious outcomes. Such ‘early warning’
indicators and advance planning for these outcomes can allow policymakers to react in
a more-timely manner, and hence mitigate the impact of these outcomes. In other
words, such instruments can allow policymakers to better ‘steer’ or adapt policy.

2 This does not mean it is impossible as [53] shows, or that we should not try to predict [54], but that it
is only feasible in cases with limited set of outcomes and lots of data. There are no cases I know of
where MABS have been predictively reliable.

3 Sometimes it is merely implied that prediction is possible using evasive or unclear language, e.g.
meaning prediction of model results only, but allowing the stakeholder to think this means prediction
of aspects of reality.

* The risk vs. uncertainty distinction was originally made by Knight [55].
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Knowledge of a wider set of possibilities than those of just the status quo and the
desired outcome can help inform the wider political debate. Thus instead of the success
of a policy being the sole domain of a policymaker, a more informed discussion of the
risks as well as the claimed benefits might be conducted by a more extensive set of
stakeholders. Unlike with simpler models used for prediction, such an approach might
widen, rather than narrow, the consideration of issues surrounding a proposed policy.

An Example - Fisheries

Fisheries management is an area where that pressure to predict has been particularly
acute, and it has been argued that in the quest to do so ecological realism was sacrificed
[2, 3, 37, 38]. Most fisheries management policies today are based upon, in one way or
another, single stock assessments, calculations of maximum sustainable yield (MSY),
and the allocation of quotas [4, 39-42]. What this necessitates practically is calculating
the number of fish that are in the sea [4], and predicting the number of fish that will be
produced each year by those that are left uncaught [43, p. 79]. Much of this assessment
work is dominated by mathematical modelling of a particular kind.

This approach to nature has by now been widely critiqued with respect to its
underpinning assumptions, and its practical failures. Built upon a number of partial
theories (some of which are bio-economic hybrids combining both natural and eco-
nomic ‘laws’ [44]), it assumes that nature can be understood by mechanistic laws,
behaves deterministically, tends towards stability (and that humans have a role in
maintaining this equilibrium), may be isolated and understood as single components,
predicted and controlled, amongst others [2, 4, 5, 39, 43—46].5

Though we know today there are many problems with viewing nature in this manner
[43], and sustained yield approaches to the management of natural resources (including
fisheries) have garnered much critique [2, 4, 44-46] (precipitating shifts towards the
development and application of alternative approaches to resource management), this
approach to fisheries has become so institutionalized (both within fisheries science, and
international policy), that by and large it continues to provide the basis for much policy
in this area [2, 4, 5, 46]. As seen with the case of the Newfoundland cod stocks [3, 5],
and others [4, 46], however, such an approach has oftentimes proven disastrous.

Thus, to illustrate the use of simulation for an uncertainty analysis, we applied an
existing socio-ecological test bed [47] to look at the possible effects different fishing
regimes may have on the underlying ecology. This is not to predict the effects of these
regimes (even the average or expected outcomes), but look at the possible ways such
regimes could go wrong.

Instead of modelling a few specific species, this test-bed allows for the evolution of
a multi-species ecology which is constantly evolving and where the species are con-
stantly interacting. We do not have space to explain this model in this short chapter, but
refer readers to [47] for a more detailed explication.

5 Some of these assumptions, it has been argued, are more tightly related to the demands of
mathematics, and the capacities of quantitative models, than anything else [38]. Alongside this,
historians have been astute in highlighting that part of the reason this approach to fisheries gained
such traction was that it provided an approach that was in line with a number of political and
economic objectives [4].
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In the version used here, plants and higher order trophic levels (fish) are distin-
guished — the plants compete for limited resources from the patches, and other indi-
viduals either eat the plants or each other for energy. The affordances between
individuals and each other (or the patches they inhabit) follows [48] and has been
shown (in other models) to result in the evolution of food webs with many of the
characteristics of observed food webs [49]. The model consists of a 2D grid of well-
mixed patches in which individuals can interact. This is illustrated in Fig. 1.

Each patch is

well-mixed but

with diffusion
between

A multi-species
ecology is
evolved within
the grid

Plants compete
to harvest limited
resources from
patches

Herbivore and higher-
order predators evolve
to each other
organisms

Fig. 1. A multispecies, evolving fisheries model using a 2D grid of well-mixed patches

To produce a complex ecology of plant and fish species we evolve the whole
ecosystem from scratch using an analogue of genetic evolution — starting with plants,
then introducing herbivores and allowing higher predators to evolve from these. This
complex ecology is then ‘saved’ for use as a consistent starting point for explorations
of the impact of different catchment policies (or none). This is illustrated in Fig. 2.

First Successful Herbivores Snlmulat|o”n
Plant Appear . Frozen
© Carnivores
Number of Species Appear
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Fig. 2. Evolving a complex ecosystem of species which is ‘saved’ as a consistent starting point
for multiple runs under different extraction regimes (or none)
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We then run the simulation starting in this exact state many times using different
random seeds and applying different exogenous fishing extraction patterns to it. By
examining the ‘trajectory’ of the runs over many ‘future’ simulation time intervals
(ticks) we can see some of the possible outcomes of that policy and compare these
against those of the null cases (no fishing).

E 1
g 09 Total
= =] Extinction
(>é 08 Frequency
S o7
Y= —] Average
O 06 Total Catch
8 0.5
E 04
) .
S o3
=
Q. o2

0.1

0

0 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95 100

Catch level (per tick)

Fig. 3. Average over last 100 ticks and 20 simulation runs for different levels of extraction of:
(blue line) whether all species were extinct (orange line) total fish caught (Color figure online)

To illustrate the model and its use, we run the model 20 times over 1000 more ticks
at different levels of fish extraction, and look at the outcomes either over that time, or at
the end of the runs.

Figure 3 shows a summary of the outcomes over the last 100 of those ticks (i.e. at
the end of the run) summed over those runs and scaled by the maximum value that
occurs. There the orange line shows a classic extraction curve with the greatest average
catchment being at a level of 50 fish per tick caught. However the blue line shows the
proportion of runs in which all fish had gone extinct by this time, and one can see that
there was total extinction in at least one run at all levels of fish extraction above
30 fish/tick. In this model, at least, maximising “sustainable” fishing levels risks total
extinction.

For the reasons why this apparent contradiction can occur, we need to look at some
of the detail of the runs. One of the advantages of this approach is that we do not have
to rely on average or equilibrium levels but can see some of the extremes that can occur
dependent on the vagaries of chance and interspecies interaction.

Figure 4 shows the number of fish in each simulation over time, for two different
levels of catchment (25 fish per tick and 35 fish per tick). Here one can see that
although the fishing is done at a uniform rate, the number of fish varies chaotically all
the time. This is true for this model even in cases where there is no fish extraction at all.
What seems to be happening is that (a) fish numbers vary all the time up and down and
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(b) fish extraction creates a ‘danger zone’ at low fish levels — the higher the extraction
rate the wider the zone. When fish levels wander into this zone rapid extinction of all
fish occurs (as you can see at the right hand side of Fig. 4 at 35 fish/tick extraction).
Remember these are total fish statistics over all species present — if we looked into the
variation of each species in each run, even more variation would be revealed.

4000
3000
2000

1000

~~~~~ 2 BRER

25 / tick
Fig. 4. Numbers of fish in each of 20 simulation runs with different levels of fish harvesting
(each line is a different run)

Figure 5 shows the average number of fish left at the end of some longer runs
(5000 ticks) for different catch levels. Here we see that, whilst above 60 fish/tick there
is a catastrophic drop in fish numbers any level of fish extraction results in a lower level
of fish (this is confirmed by more detailed series of runs done at low levels of fish
extraction). That is, fish levels do not totally ‘recover’ when they are being constantly
extracted. Similar results hold when the number of fish species are measured. In this
model, at least, there is no threshold for fishing below which is safe — in any mature
complex ecology there are always some species that are marginal and will be wiped out
by even low levels of fishing. There is also, interestingly, no observable equilibria — if
you continue running this model the lines do not ‘settle down’ but continue to gyrate.
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Fig. 5. Average number of fish at end of 5000 simulation ticks for different levels of catch with
standard error bars (over 20 independent runs for each catch level)
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Finally, we compare two methods of fish extraction: (a) a random uniform method
of extraction (as used in all the above examples) and (b) a patch-by-patch method
(where fishing is done by selecting a patch at random, taking all the fish there — or how
much of the catch is left if less — then selecting another etc. until the quota is reached).
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Fig. 6. Average number of species over time and 20 runs, comparing a uniform, random method
(red line) of catch compared to a patch-by-patch approach (blue line) (Color figure online)

Figure 6 shows the average number of species over time for 20 runs over 1000 ticks
for each of these options. In this version of the model, at lower levels of extraction each
method has a similar impact on the number of species (on average), but at higher levels
(40 fish/tick), there is a significant difference. Thus it could be that it is not just the
amount of fish extracted that matters, but the pattern of that extraction.

We do not know if the complex ecologies being tested against are like the observed
ones, these models do not predict the result of policy. But they do show plausible
complex dynamics that cannot be ruled out in real, dynamic multispecies ecologies.
They also illustrate what might happen when we move outside the realm of over-simple
models and assumptions. Such an exercise could help warn us of some of the things
that could go wrong in fisheries, for example that changing the patterns of how fish are
caught might cause fish extinctions, even if the number of fish being remains constant.

5 Concluding Discussion

It is in the nature of many complex systems that we will never exhaustively know them
[32, 50]. As we have seen, taking the road that pretends otherwise is fraught with
dangers. Though it is unlikely that the partialities of our knowledge will be overcome,
we have suggested a way that MABs might be used in a manner that could widen, rather
than narrow, the consideration of issues surrounding a potential policy. To this end, we
have proposed a process of reflexive possibilistic modelling. Rather than working to take
the politics out of policy [1], such an approach, we hope, might provide a tool to assess
future options under a range of scenarios, and from a range of perspectives.

That said, formal modelling approaches alone, even those that are reflexive and
possibilistic, are unlikely to widen the possibilities within a policy-making process of
limited reflexivity, where a multiplicity of perspectives are either not recognised or are
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systematically suppressed. Conversely, a process that encouraged open and transparent
public debate with respect to the benefits, costs and uncertainties of different policy
options (which would entail exposing the contingencies of our knowledge and the
assumptions embedded within our methodologies) might, regardless of the quality of
the modelling [17, 24, 35].

In this sense, taking multiplicity and plurality seriously means accepting that whilst
models are useful, there is no one source of knowledge that can dictate the course of
action under conditions of socio-environmental complexity [1]. In these instances
different interpretations and interests will exist, and often the value frames of different
actors in the policy-making process will be ‘incommensurable’ [51]. From this angle,
forcing a consensual vision or model [1] would negate the importance of contestation
for debating these values within the framework of democratic politics [S51].
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Abstract. In this paper, we study the English East India Company
(EIC) and Armenian traders of New-Julfa (Julfa) that were active during
17th and 18th centuries. Both were successful trading cooperatives that
relied on different institutional parameters and mechanisms to coordinate
their activities. In this work, we explore a selection of those aspects (five
of them): (a) societal mortality rate, (b) nature of the system in attract-
ing workforce (open vs. close), (c¢) existence of adjudication process, (d)
payment scheme, and (e) punishment. To study effects of these attributes
on system behaviour, we systematically modify these attributes to create
a total of 10 hypothetical systems, two of which mirror characteristics
of the EIC and Julfa systems. By doing these modifications, we study
which of these systems are successful in improving system performance in
terms of (a) identifying cheaters, (b) improving trading skills of agents,
(c) making more profit for the organisation, and (d) deterring agents from
cheating. A central insight of the simulation was the impact of substan-
tial profit sharing on trader cooperation (i.e. more profit sharing resulted
in lowered cheating). Moreover, our results show that Julfa had a lower
number of cheaters despite having an open workforce to attract employ-
ees, thus making it more profitable and robust to changes in workforce
characteristics (i.e. using an open workforce society).

Keywords: Principal-agent problem -

Armenian traders of New-Julfa + Agent based modelling -

English East India Company - Game theory - Social simulations -
Historical trading

1 Introduction

One of the issues faced by international companies in a collaborative and
distributed environment is limited information transparency, often leading to
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information asymmetry. Nowadays, international companies try to overcome this
problem using real-time information infrastructures. Challenges associated with
such a class of problem are commonly referred to as the “principal-agent prob-
lem” [14], wherein two parties are engaged in a deal where an agent should pur-
sue his principal’s (Master’s) benefits by performing actions, but these actions
are hard to monitor. Particularly in long distance trades that we consider in
this work, the power delegation to agents (i.e. access to company resources) and
absence of transparency are some reasons for using company resources for self-
interests. Henceforth, we refer to any selfish behaviour that imposes some costs
to the principal as cheating.

Note that, agents are important organisation resources because their grad-
ual improvement of skills leads to a company profitability enhancement. On the
other hand, retain skilled agents cheating impose coasts to the organisation. We
study these effects, by modelling some aspects of English East India company
(EIC) and Armenian merchants of New-Julfa (Julfa). These societies were long-
distance traders that pursued their benefits by delegating some rights to agents
in remote places. They were successful in trade, despite their different demo-
graphic and institutional characteristics, namely workforce society, punishment
and reward, and mortality rate (we use institutions as a term reflecting rules
and norms in organisations [17]). The reason for choosing these societies with
these characteristics lies in extensive studies performed by historians about them
that provides insights into their institutions, their differences in managing their
own societies, and their awareness about each other’s policies. What makes the
comparison of both systems appealing is their evident co-existence on the Indian
subcontinent, with EIC managers identifying the Julfa traders as superior. So,
EIC granted Julfans same privileges as British merchants to “alter and invert
the ancient course of their trade to and from Europe” [2]. This study aims to
unlock some of the secrets of this ancient course.

We employ agent-based simulation to study the two societies. While prior
work has investigated other trading societies (e.g. Maghribi and Genoese) [6], our
work here is quite different in characteristics and also considers different societies.
The rest of this paper is organised as follows: Sect.2 takes a comparative look
at EIC and Julfa. Section 3 discusses how these systems are abstractly modelled
and the reason behind chosen parameters. In Sect. 4 results of simulation are
presented and discussed. Finally, Sect. 5 sums up the findings of the model and
proposes future directions.

2 Review of Systems

In this section we provide a brief background of the two systems and then com-
pare them with respect to five characteristics of EIC and Julfa. A brief review
of these characteristics is presented in Table 1. EIC was formed in 1600 based
on monopoly of trade between Asia and Britain, granted by Queen Elizabeth I
[20] and was active until middle of the 19*" century. One of the first problems
EIC faced was finding experienced agents to perform long-distance trades. So,
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they used an open workforce scheme for subsequent years where any worker from
Britain was allowed to join. On the other hand, Armenian merchants of New-
Julfa were originally from Old-Julfa in Armenia, and they had inheritance rules
that created strong family bonds [12], and used informal institutions to control
society. These kinds of social bonds and sharing the same background were some
reasons of having a closed workforce society in Julfa. Note that, both societies
hired males as agents (we focus on men in societies).

Moreover, some relaxations of EIC monopoly between 1660 and 1700 that
followed by the establishment of Company of Scotland in 1695 [5], persuaded the
company to pay low nominal salaries’ and grant agents privilege of private trade
(right of trade in the intra-Asian market) [10]. As a result, EIC agents sought
other sources to increase their income and counted on private trade as their real
salary [10]. In Julfa masters used commenda contract (an open-ended contract
with substantial profit sharing) where a proportion of profit (around 30%) was
shared with traders [12]. The mortality rate of EIC was higher. A newcomer
to the system on average worked not even past his 30s (i.e. 15 years of service
time) [10]. On the other hand, there are no discussions about such a problem for
Julfan people, neither in their letters nor in historical contexts.

Table 1. System specification based on EIC and Julfa Societies

Characteristics EIC Julfa

Nature of the workforce | Open Closed

Payment design Private trade + living costs | Commenda + living costs

Mortality rate High (H) Low (L)

Adjudication chance No Yes

Punishment Dismissal + unutilised bond | Boycotting, losing family
or pay costs + interest

Julfans had autonomy inside and outside of Iran and established churches of
their own in their frequently visited cities and used them as a source for storing
(archiving) and transmitting information [2]. Moreover, they had two kinds of
institutions for settling disputes, the assembly of merchants and portable courts.
We call the process of going through evidences and decision making the adju-
dication process. This process was rigorous and identified cheaters effectively.
However, in EIC managers felt that a large number of cheaters were present
in the system despite limited reports [3]. This could have been from collud-
ing together or increased tolerance in managers towards cheating to avoid hiring
unqualified people [3]. However, this insufficient monitoring introduced a surpris-
ing firing pattern (i.e. more experienced merchants were fired in higher proposi-
tions despite their higher income?). So, in EIC subjective means for identifying

L £5 to £40 versus £50 in Britain.
2 Around £1000 see Tables 1-3 of [11].
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cheaters was employed without any adjudication process [11]. This firing scheme
introduces likelihood of punishment for a bad performance without any evidences
for cheating.

On the other hand, EIC discouraged employees from cheating by asking them
to provide a bond of at least £500 [11] and punished them by dismissing them in
case of suspicion. However, in Julfa one of the frequently used ways of punishment
was asking a cheater, or his core or extended family to pay back the incurred
costs, otherwise they would be boycotted from future trades engagement. The
evidence suggests that these consequences were harsh with a merchant noting to
his brother: “I would rather chuse [sic] to dye [sic], than for them to [blot my]
name out of the list [2].”

In the closed society of Julfa, there were several means of monitoring such
as discussing merchants’ behaviour expressed through letters written between
different people, trustworthiness of other agents, and prices. For instance, we
can see in one of the merchant’s correspondence with his cousin (Paron Petros)
which reads:

Paron Petros, your letter from Livorno dated Atam 22 [May 11] reached us
on Hamira 8 [November 23], and we became acquainted with your situa-
tion. [However] your letter was without flavor or salt [Bi Namak] (literally
means “without salt”) because it contained no news about purchases and
expenditures. The salt in a merchant’s letter is [the news about] purchases
and expenditures. When you send us your next letter, be sure to write
about the state of purchases and expenditures both in Livorno and Venice,
so we too can be more satisfied.

“The Jullfans” also could gather information about activities of merchants using
church archives or through direct contacts during meetings in local churches or
chapels [2]. Finally, an agent upon his return has to hand over everything he
has with him including goods, accounts, personal luggage, and clothing makes it
harder to hide cheats from master [12]. These detailed communication plus their
strong social relationships, convince us to assume non-cheaters followed Socrates
arguments:

... Which is better, to live among bad citizens, or among good ones? ... Do
not the good do their neighbours good, and the bad do them evil? ... And
is there anyone who would rather be injured than benefited by those who
live with him? [18]

As discussed above, these two societies had differences in workforce societies,
payments, mortality rates, adjudication process and monitoring, and punishment
(see Table 1) and we study effects of these differences in these systems using an
agent-based simulation.

3 Simulation Model of Two Systems

In this section we present a model that investigates the effects of five key attributes
of aforementioned societies on system performance. To do so, we assume that a
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part of society consists of people who play a game with incomplete information
wherein they decide whether to cheat or not [16]. Agents make this decision based
on parameters, such as cheating income (CI), future income (FI), discount rate
(a), and punishment (P). Moreover, effectiveness of institutions has an effect on
their decision making. In other words, probability associated with each situation
(system state) affects agent behaviour. So, agents estimate the probability of get-
ting fired in different situations: (a) cheating (pc), (b) bad performance associ-
ated with cheating (ppc), and (c) bad performance of non-cheaters (ppnc). Table 2
shows how agents decide about their actual actions based on the consequences and
their estimations of their master’s suspicion about what they did, i.e. they may
not cheat but master may think they cheated based on their performance. Table 2a
shows the utility obtained (punishment or reward) of each state. Table 2b shows
the estimated probability of being in each state for chasing an action. The rest of
the society are those who would not cheat at all for their moral, religious, or other
reasons. Moreover, organisations aim at maximising profits employing different
payment, punishment, and firing schemes.

Table 2. Game that potential cheaters play

(a)Punishment and Rewards (b)Associated Probabilities
Master’s Suspicion Master’s Suspicion
Cheat (C) Not Cheated (NC) C NC
E c| CI-P Cl+ax FI § C |pc+ ppe| 1 — (pc+ ppc)
3 NC 0 ax FI ;:5 NC| ppnc 1 — ppnc

Algorithm 1. Organisational level

1 Identify and fire cheaters based on observations
/* Observations is a function of agent’s cheating level and chance of identification

*/
2 if There is no adjudication process then
3 Measure performance of agents based on their experience and update their record
using discount factor
4 Fire worst performers with high access, i.e. Junior merchants, senior merchants, or

council members (more than 12 years experience).

if Workfoce Society is open then

‘ Hire People so that the population is stable
else

L Hire all agents aged 15

o 3 o n

©

Current Capital « ZvAgems Master’s capital in hand of agents

10 ROR « Current Capital / Old Capital

11 Old Capital «+— Current Capital

12 Redistribute capital

/* It takes place based on the number of newcomers, fired, and deceased agents.
First, managers allocate 100 to each new agent, then the remainder of accumulated
capital would be distributed among other merchants considering their current
access to company capital (i.e. their associated Master’s capital, see Algorithm

2) */
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We assume that these trader societies are managed by a manager entity (an
abstraction for the whole organisation). The steps performed by master, is indi-
cated in Algorithm 1. This algorithm shows how the organisational level of a
system works. The firing of cheaters takes place as a function of effectiveness
of monitoring mechanisms (line 1). Monitoring depends on information about
agents’ behaviour available to principal that is a function of employee’s loyalty.
We assume closedness of workforce society increases loyalty and information
transparency due to the social bonds and informal and formal measures of infor-
mation exchange. Another firing scheme is associated with lack of adjudication
process (e.g. in case of EIC) and agents are judged based on their performance
(lines 2-4). Then, organisations have different schemes of hiring. In open system,
agents are hired to stabilise the population and in closed one all agents aged 15
years are hired (lines 5-8). The total capital in the society is the sum of capital
available to all agents (line 9). Rate of Return (ROR) is the ratio of current to
old capital (line 10). Then, the organisation updates its old capital for the next
run (line 11) and redistributes capital based on the fired agents, deceased agents,
newcomers, and agents current access to organisation’s capital (line 12).

A simulation run starts with a predefined population with different ages and
random priors for associated probabilities for each state. The age structure of
initial population is defined in a way that it reflects the associated mortality rate.
To do so, we fitted exponential function on data as suggested by [7]. Then, based
on: (a) population of a given year, (b) percentage of deceased agents, and (c)
assumption that the society population did not have any trend (i.e. increasing
or decreasing) recently, the number of agents in subsequent years are identified.
The results of this procedure is depicted in Fig. 1. For each run, which equals a
year, agents update their assessments about effectiveness of different institutions,
for instance the probabilities for a cheater or non-cheater to be fired. The main
parameters they learn are shown in Table3. Agents discount past estimation
using 0.3 weight due to the one year lag and obsoleteness of past information.

Table 3. Punishment, reward, and learning

Parameter Learning means Note

Future income Asking other agents

Chance of being punished as a Observation Discount past

cheater parameters

Chance of getting fired without any | Observation Discount past

adjudication process parameters

Chance of cheating Observation Discount past
Performance

Effectiveness of bond Observation Bayesian

Punishment in commenda Contract Revealed Cheating +
Interest
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Fig. 1. Age structure for systems with (a) low mortality rate and (b) high mortality
rate.

Algorithm 2. An agent’s operational details

1 Increase Age by 1 year, die randomly considering mortality rate for age, to be fired based
on the master’s policy.
if Workforce Society is open and mortality rate is high then

L leave work with 40% chance X associated mortality rate according to age

if age >= 15 and not fired then

w N

a
5 if age € [16,25] then increase skill (s) by 10% of maximum attainable skill
6 if Workfoce Society is closed then
7 if (21 < Age < 55) then
8 if #kids is less than Maxzimum then
9 if rand() < reproduction chance then
10 Create a new person with age = 0 and random parameters
11 Increase number of kids by 1
12 Cheating cost =0
13 if potential cheater then
/* Calculate provisioned income, based on Master’s and Agent’s capital */
14 t «— 1, cap(0) «My capital, I(0) < 0, For commenda Mcap(0) = Master’s capital
and Mcap(0) = 0 for the rest.
15 while t < 6 do
16 I(t) < (aai + aais X s)x [0.3%X Mcap (t — 1) + cap (t — 1)]
17 cap(t) « cap(t — 1)+ I(t — 1)
18 Mecap(t) < (aai + aais X s) X 0.7xX Mcap (t — 1)
19 t—t+1
20 Discounted Income (o x FI) « >°%_ a* x I(i)
21 Consider a random manipulation (RM), CI = RM for commenda and
CI = G(< RM) for others.
22 Learn pc, ppe, ppne, and effectiveness of bond (eb).
23 if
(pc+ppc) X (CI—ebX pcx P)+(1—pc—ppnc) X (CI+ax FI) > (1—ppnc) X ax FI
then
24 | Cheating cost = (RM)
25 if Commenda then
26 | Master’s capital < ((Rand(aai) + Rand(irs) X s) X 0.7x Mcap )— Cheating cost
27 else
28 | Master’s capital < ((Rand(aai) + Rand(irs) x s)x Mcap) — Cheating cost

The only exception for this learning method relates to not-executed bonds. We
know of no bond that were executed in EIC based on accumulated data, so agents
increase their belief about ineffectiveness of these bonds with more evidence (they
use a Bayesian inference for a Bernoulli distribution that assesses probability of
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executing bonds). For all cases agents stick with their prior if they do not observe
anything new. We ascribed punishment and bonds to contract form so: (a) in
commenda, identified cheaters are punished based on the cheating (they know
it once they start the contract) and (b) in private trades, cheaters are dismissed
and the bond would be paid back to them (they learn this paying back by
observation). Adjudication impacts excessive penalty for cheating, i.e. a court
can penalise cheaters more than their cheating.

Algorithm 2 represents a brief overview of an agent in the society, (agent A).
A gets 1 year older, and based on the mortality rate associated with his age dies
with a probability and stops working if he is fired. In a closed system a fired
agent continues his presence in the system but cannot trade any more. This
assumption was inspired by Julfa institutions, i.e. the closed workforce instance
that we have. We employ it to prevent a closed society artificially becoming
extinct (line 1). A high mortality rate in an open society causes a part of the
society to prefer leaving the company for a healthier life back home (line 2-3).
The rest of the algorithm is applicable for working agents (line 4 indicates this
concept). A’s skill (s) linearly improves during the first ten years until he reaches
his maximum attainable skill (line 5). In a closed system, A reproduces another
agent (male kid) while he is aged between 21 to 55 with a probability until he
either has maximum possible kids or dies (line 6-11). Each new born agent has
totally new parameters, i.e. he won'’t inherit bad reputation, skill, or cheating
tendency.

We recalculate the cheating costs incurred to the system by agents per run
(line 12). A potential cheater decides whether to cheat or not based on the afore-
mentioned game (line 13-24). To do so, first A calculates his provisioned reward
based on the form of the contract and considered time horizon and cumulated
capital in subsequent iterations. So, A considers no Income for now (1(0)) and
the effects of master’s capital in commenda contract (line 14). Then, the reward
is calculated based on the assessed average income (aai) plus average attainable
income for skill (aais) multiplied by the degree of skill (s) for the considered
time horizon (lines 15-19). A considers the near future in this calculation, in our
simulation (6 years). Then, A discounts provisioned income using his discount
factor (line 20). Cheating is considered by assuming that it is a random manip-
ulation (RM) with a linear correlation to its visibility. This randomness reflects
intuitions about more manipulation is more visible and available opportunities
for manipulating orders. In the commenda the trader would make as much as the
profit that he hides from his master, because he is the one who buys and sells the
items. In EIC the agent’s profit at most can be that much, since most of the time
it was in the form of accepting a gift from other parties to change the orders®
(line 21). Afterwards, A updates his estimations of probabilities of reactions to
his current state based on observations and his prior and the effectiveness of
bonds for EIC (line 22). Consecutively, A decides either to cheat or not based on

3 The most frequent reported cheats include embezzlement, making up Indian names
to sell own items, accepting gift from brokers, i.e. choosing best gift giver or parties
that work in private trades to increase bargain power for own benefits [15].
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rewards, punishments, and other estimated parameters (line 23-24). Finally, 4
updates his capital as well as master’s capital (line 25-28). Note that the master
capital directly affects system profitability that is a function of payment scheme
and cheating costs incurred by A and for commenda is 30% less due to the profit
sharing.

Now we discuss parameters that were fixed in our simulation and reasons for
choosing these numbers. The number of agents is defined based on the approxi-
mate society population. In Julfa around 800 traders (master and agents) were
available at 17th century [2] and in EIC based on the number of factories* and
their population, the number agents estimated as 500. So, we used 500 agents
for both societies. In systems with high mortality rate «, was calculated so that
in 10 years it reaches 1% for low life expectancy. Moreover, in Julfa we used
numbers based on reported customary interest rate (= 10% — (1/1.1) =~ 90%)
[12]. Each agent has a finite time horizon (6 years) for calculating his utility
function. The mortality rates, their functions, and reproduction rates for the
two societies are obtained from [2,7,10,13].

Table 4. Simulation parameters

Name Description Distribution | Value(s)
Discount Factor Low Mortality Rate Normal (0.9, 0.033)
High Mortality Rate (1, 0) (0.63, 0.12)
Years Constant 6
Revenue Both local and Masters Uniform (0.05, 0.1)
Population Mature population (Plus kids | Constant 500
for closed system)
Potential cheater Chance of being a potential | Constant 0.5
rate cheater
Proportion to Fire Fired per run for bad Constant 0.004
performance (no adjudication
process)
Revenue Extent Linear function of skill Uniform (0, 0.1)
Skill Maximum attainable skill Uniform (0.5, 1)
Chance of By agents with direct link Uniform (0, 1)
Identifying Cheaters | By masters in closed system | Beta (1, 5)
By masters in open system, | Uniform (0, 1)

discounted by 1% for
disloyalty

Furthermore, based on the approximated ROR associated with EIC during
1710-1745, the average is 9.74°. In our model, we assume a minimum revenue can

4 For a list of these factories in India see [19], Map 2 (p. 65).
® A detailed table is provided in [4], Table A.26 (p. 440).
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be made by trade that merchants cannot manipulate. Then, each agent starts
with 100 units of money from master’s capital, 10 units of money of his own
capital for local trades. They have approximately 20 random connections with
other agents that can observe and learn from. A new employee creates around
20 random connections to agents presented in the system; the connection is lost
once a person leaves the society. Finally, the bonds are 50 units of money for
agents with 1-5 years of experience, 100 for agents with 6-8 years of experience,
and 150 for more experienced ones.

4 Simulation Results

In this section we discuss simulation results for 10 systems we considered. We
used 30 different seeds for each system then averaged their results. Moreover,
we assume each run reflects a year, and both systems used these institutions for
around 150-200 years®. So, the number of runs in this simulation was bounded
to 200 iterations. We gradually change attributes of EIC to get closer to Julfa to
examine their effects. Based on these combinations we study the effectiveness of
these systems in identifying and firing cheaters, reducing the percentage of the
cheaters, improving the skill of people, and making more profits. It is worth men-
tioning that we did not add punishment compensations when calculating income,
because it makes it hard to identify the real reason for system’s profitability. In
Table 5 attributes of these societies are presented (because punishment is a func-
tion of having adjudication process plus the contract form, we did not include it
in this table). Each societal configuration is denoted by a Roman number, e.g.,
I indicates a closed society facing high mortality rate without commenda and
adjudication process.

Table 5. System setups

Attributes EIC T IT IIT|IV |V |VI VII|VIII | Julfa
Commenda X XX\ x v |x|x |v |V v
Open v o X X x|\ X |\/IV /O X
Adjudication | X XX/ X | X/ |X |/ v
Mortality Rate | H HL L |L L/L|L |L L

Now, we discuss the results of simulation runs which are indicated in Fig. 2.
The x-axis of this figure represents number of years from system establishment
and the y-axis indicates percentage of cheaters in society (for Fig. 2a-2f). More-
over, comparisons between EIC and Julfa (Fig. 2g) and two systems with unique
behaviour (Fig.2h) are represented for further discussion. The aforementioned

6 EIC legalised local trades for agents in late 17th and early 18th AD and Julfans were
active for less than 200 years.
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Fig. 2. Percentage of fired and cheater members of society, x-axis is number of years
and y-axis is percentage of cheaters in society for (a—f). Percentage of cheaters, fired
agents, and fired cheaters present for selected societies in (g—h).

figure (Fig.2g—2h) includes the percentage of cheaters, fired cheaters, and total
fired agents. As can be seen, there are fewer cheaters in systems run by commenda
(Fig.2a) than those with no commenda (Fig. 2b), that indicates impact of this
profit sharing on agents behaviour. With or without adjudication (Fig.2c-2d)
does not decrease the number of cheaters except for VII. Moreover, as indicated
in Fig. 2h it would create an increasing cheating trend in IV (which is like Julfa
except with adjudication). Furthermore, closedness of workforce society (Fig. 2f)
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does not decrease the number of cheaters. This behaviour emerges as a result of
random priors, but closedness of system helps identifying and firing cheaters (see
Fig. 2g—2h). However, it should be emphasised that this number is cumulative,
i.e. cheaters are remained in closed system. Openness of the system (Fig.2e)
is not the only reason for cheating. As indicated in Fig.2h, openness has an
impact on estimations about weak monitoring (i.e. almost all cheaters remained
in next run) and gradually increases number of cheaters in VIII. The first peak
in VIII is caused by experienced agents who started working for the system.
They have limited capital (they had not accumulated any profit before), but
they had enough skill and access to organisation’s capital. So, these agents cheat
until they gradually die. Finally, as can be seen in Fig. 2g, EIC has a big number
of cheaters, and most of them are not identified; but in Julfa this number shows
much lower and almost all cheaters are fired.

The next step is to see if it is rational to share a substantial amount of profit
with employees and assess the effect of different firing schemes on improving
average skill of workforce and ROR in the system. In Fig.3 sorted ROR (top)
and the average skill (bottom) for different setups are presented. A closed system
has a good effect for EIC by improving managers ROR. Moreover, from five best
RORs four of them, i.e. Julfa, IV, VII, and VIII shared 30 percent of profit
with agents. So, this sharing scheme pays itself back by deterring agents from
cheating. On the other hand, a combination of closedness and low mortality rate
(cases II, II1, TV, and Julfa) can improve profitability. EIC policy, regardless of
mortality rate is inferior so that of case V (i.e. low mortality rate counterpart of
EIC) only outperforms case VI (i.e. no commenda with adjudication). So, in an
open society with poor monitoring, having adjudication without a profit sharing
scheme does not guarantee profitability of the system.

Finally, the worst average skill is for III (see Fig.3 bottom), wherein, the
agents are paid low, cheated, and identified soon, and low-skilled agents remained
as long as they did not cheat. The best level of skill is related to case IV,
where people are judged based on their performance in a closed society and paid
well. Overall, when company traders are judged based on their performance, the
average skill in the system increases. However, most cases that have adjudication
process (i.e. ITI, VI, and Julfa) faced a low level of skill. The only counter example
is case VIII and the level of skill can be ascribed to a combination of commenda
and openness, i.e. cheaters are present in the system and gain more skill. Finally,
EIC was far better in improving skill of agents, especially if we consider its low
mortality rate counterpart (V). Using the Wilcoxon Test we learn that there
is not any significant difference among RORs of II, IV, VII, VIII, and Julfa
(commenda payments and EIC with low mortality rate and closed workforce).
These systems outperform other societies in profitability. Moreover, RORs of I,
V, and VI do not indicate any significant difference (in an open workforce society
adjudication process is not helpful). Average skill in IV and V (EIC with low
mortality rate) dominates all other societies, and III shows the lowest skill level
across all other societies. With these insights in mind, in the following section we
discuss these results and their implications, before providing pointers towards
future work.
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Fig. 3. ROR (top) and average skill (bottom) for different system settings.

5 Discussion

This study sheds some lights on what happened in two historical societies,
namely EIC and Julfa. The simulation inspired by Greif’s work [8] uses an
incomplete information game aimed to investigate effects of some institutional
attributes of EIC and Julfa. The results suggest that it is rational to share
a significant amount of profit and then punish cheaters based on the revealed
cheating. This scheme increases profitability of the system without other auxil-
iary means, i.e. adjudication process or monitoring. Moreover, a combination of
no adjudication process and commenda may persuade agents to avoid cheating
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at first but in a closed society, remaining in society after getting fired would
invert this effect after awhile. For case I (closed counterpart of EIC with the
same mortality rate), to stabilise population we increased maximum number of
agents from 1.4 to 10.4, i.e. around 21 kids with 70% probability of having a child
per year. These numbers show why EIC could not afford to incorporate a closed
system, especially if we consider the harshness of assumptions, i.e. having 21 kids
in 30 years while agents are working in another continent. These figures empha-
sise the validity of our assumption about less mortality rate in Julfa. Finally,
the most significant impact of closedness of the system was on the identification
of cheaters, i.e. if a system is not designed well for punishments or rewards and
we only monitor well, we eventually face a large number of cheaters in society,
even though they may know they would be identified. A controversial result of
this simulation is related to the situation of not having a court and adjudication
chance improving system profitability under certain conditions. This outcome
should be examined further using other learning parameters or methods.

The results of simulation indicate the effect of limited information about a
system on agents decision making, as is suggested by the rational choice perspec-
tive, e.g. in case IV agents behaviour shows an increasing cheating trend due to
the accumulation of fired people for bad performance. Another example of results
that are predicted by the rational choice perspective is the impact of low pay-
ment schemes on agents cheating in order to make fast and easy money. On the
other hand, the point that sharing profit and payments based on performance
persuades agents to work better is a phenomenon observed in other studies [9].
Based on results of this simulation, payment should be a function of both access
to company resources and performance. Otherwise, good monitoring, and not
having adjudication process and punishment cannot control cheating behaviour.
Moreover, in creating a closed collaborative society some simple parameters like
environmental hazards and mortality rate have significant effects. Neglecting
them introduces significant issues.

There are some limitations to our current work. This simulation neglected
some psychological effects that are discussed in studies such as [1]. We assumed
that there are the same chances to make profit by local trades. Relaxing this
assumption may increase the cheating rates in society. Moreover, we did not
consider certain aspects in this study such as mimicking other participants’
behaviour, consequences of living in a system with a high proportion of cheaters,
or punished cheaters. For future work, we will consider effects of informal appren-
ticeship and sharing information about opportunities in closed systems and the
impact of payment on the loyalty of agents in an open system.
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Abstract. The propagation of concepts through a population of agents
can be modelled as a cascade of influence spread from an initial set
of individuals. In real-world environments there may be many concepts
spreading and interacting, and we may not be able to directly control the
target concept we wish to manipulate, requiring indirect manipulation
through a secondary controllable concept. Previous work on influence
spread typically assumes that we have full knowledge of a network, which
may not be the case. In this paper, we investigate indirect influence
manipulation when we can only observe a sample of the full network.
We propose a heuristic, known as Target Degree, for selecting seed nodes
for a secondary controllable concept that uses the limited information
available in a partially observable environment to indirectly manipulate
the target concept. Target degree is shown to be effective in synthetic
small-world networks and in real-world networks when the controllable
concept is introduced after the target concept.

Keywords: Influence spread * Social networks + Information diffusion

1 Introduction

In many environments, strategies, concepts or infections may spread within a
population. The nature of propagation is determined by the interactions between
individuals. Populations of autonomous entities are complex systems, meaning
that the net effects of propagation are hard to predict or influence, despite being
due to individual behaviour. Such propagation is a form of influence spread,
which can be modelled as a cascade from a set of initial individual agents [8].
The propagation of concepts between agents can affect individual behaviour,
which in turn can affect the behaviour of the overall system. Influence spread
techniques have applications in epidemiology, marketing and behavioural science,
and can involve an agent-based simulation of a real-world problem. Understand-
ing concept propagation aids in the identification of influential individuals, who
can help or hinder a concept’s spread.

Several models have been developed to characterise influence spread [4], along
with techniques to maximise spread [3]. A population can be represented as a
network, through which concepts spread. Nodes represent individuals and edges
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represent the influence that exists between pairs of individuals. Concept spread
is maximised through the strategic selection of a set of nodes, known as the
seed set, to begin a cascade through the network. Selecting an effective seed set
has been the focus of much work. Multi-concept models typically assume that
concepts block each other, preventing a node from activating multiple concepts
simultaneously [6]. However, in the real-world an individual may have many
concepts active, which may interact and affect how concepts spread.

For example, consider how political beliefs are developed. The news stories
and opinion articles that a person reads, and decides are reputable, will affect
the political affiliation they are likely to adopt. Furthermore, this will affect the
types of articles and opinions that they share with those within their social circle.
Similarly, in epidemiology, a disease may cause symptoms in an individual that
encourages the spread of other diseases.

If concepts interact, we can consider how to indirectly affect the spread of a
concept that cannot be directly controlled. A common example of this is inocu-
lation and education to limit the spread of a disease, but we could also promote
particular news stories to improve the spread of a particular political opinion, or
lower the sales of a product through competing products. In all these cases, the
target concept cannot be controlled directly and so we use another controllable
concept to boost or inhibit the spread of the target concept.

Recent work has utilised concept interaction to indirectly affect the spread of
a target concept that cannot be directly controlled. Liontis and Pitorua proposed
the MoBoo heuristic, which evaluates the possible gain from selecting a node [10].
Archbold and Griffiths proposed the Maximum Probable Gain (MPG) heuristic
to select seeds for a secondary controllable concept to indirectly affect the spread
of the target concept [2].

Previous work assumes that we have knowledge of the entire network, but
mapping real-world social networks is expensive and is often infeasible. Typically,
when working with real-world networks, only a small sample can be observed,
which may not be representative and limits the information known about the
network. Thus, we wish to effectively manipulate influence within a network
when we can only observe a sample of that network to inform our decisions.

In this paper, we study the problem of indirect influence manipulation when
we have only partial network information. We present a heuristic to select a
seed set for a controllable concept from a small sample of a full network, known
as Target Degree, and compare it to random selection, degree-based selection,
single discount, degree discount, MPG and MoBoo.

2 Related Work

Several influence propagation models have been proposed in the literature [§].
Two of the most widely discussed are the Independent Cascade Model (ICM)
and the Linear Threshold Model (LTM). The ICM treats influence as particle
diffusion, with each node given a single chance, on activation, to activate a con-
cept on each inactive neighbour, with some probability, p [4]. The LTM emulates
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social peer pressure, with every active neighbour of a node being considered [8].
Each node v has a threshold 6,, and if the sum of the weights of v’s active
neighbours exceeds 6,,, then v becomes active.

The problem of influence maximisation has been widely studied, resulting in
many different approaches. A basic hill-climbing approach that selects the node
that provides the largest incremental increase to the performance of the current
seed set can be effective [5], but is typically intractable in practice. Chen et al.
proposed the Degree Discount heuristic for the ICM, which accounts for existing
activations by ranking nodes by degree and decrementing that degree when a
node’s neighbours are selected to be seeds [3]. Degree Discount has been shown
to be both effective and tractable.

In real-world environments, there may be many concepts spreading through
a population. Thus, recent work has considered multiple influence cascades, but
typically assumes that cascades are blocking, preventing a node from activating
multiple concepts [7]. If concepts are not blocking, then their interactions must
be considered. Sanz et al. developed a multi-layer network model in which each
concept spreads on a separate layer, but nodes can have multiple concepts active,
and concepts can interact [12]. Through interaction a concept can boost or inhibit
the spread of another concept. Considering these interactions has resulted in new
influence maximisation strategies [1].

Liontis and Pitoura developed the MoBoo algorithm for indirectly boosting
the spread of a concept [10]. Nodes are selected to have an increased probabil-
ity to spread the target concept. MoBoo constructs a series of trees from nodes
with the target concept active, and selects nodes based on how many trees they
appear in and the number of child nodes they have in each tree. Concept interac-
tion introduces the ability to contain rumours, by indirectly limiting the spread
of a concept [9]. Existing approaches to rumour containment also often assume
that concepts block, and attempt to partition the network and make traver-
sal difficult [11]. However, this approach becomes less effective when concept,
and therefore path, blocking can not be guaranteed. The MPG heuristic uses
local exploration, identifying those nodes that are likely to activate the target
concept [2]. These nodes also have their neighbourhood explored, to determine
their expected gain. MPG selects nodes with both high activation probability
and high expected gain, for the controllable concept’s seed set.

There has been relatively little work that considers partial observability in
the context of influence spread. Partially observable Markov decision process
planners [14] and greedy, oracle-based, algorithms [13] have been used to account
for uncertainty when directly maximising influence. However, these methods only
consider single concepts, rather than multiple interacting concepts.

3 Concept Interaction

In this paper, we consider the indirect influence maximisation problem and the
indirect influence limitation problem, which require selecting a seed set of size
k for a controllable concept with the aim of affecting the spread of a target
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concept. In the indirect influence maximisation problem, we aim to increase the
spread of the target concept and in the indirect influence limitation problem, we
aim to minimise the spread of the target concept. Both problems assume that
concepts interact and affect each other’s spread, which we model in a similar
way to Sanz et al.’s approach for two interacting concepts [12].

We model a set of agents as a network, where nodes represent individual
agents and edges represent a connection that allows for influence to be exerted.
When two agents interact, influence is sent by the infector to the receiver and
the receiver will potentially activate a particular concept that is active on the
infector. We denote the strength of the influence exerted by node v on node u
with respect to concept ¢ as I, ,(c). Any value I, ,(c) > 0 means that v has
some influence over u, represented as an edge in a network.

The relationship between two concepts is defined by the effect that one has
on the other’s ability to spread, represented as a numerical value. The variable
CR(c, ') describes the effect that ¢’ has on the ability of ¢ to spread when present
on the infector or receiver. In this paper, we assume that ¢’ affects concept spread
in the same way, regardless of whether it is active on the infector or receiver.

We assume that CR(c,¢’) € [0,00) is a feature of the environment. If
CR(c,c’) < 1 then ¢ is inhibiting and decreases the chance of ¢ to spread,
and if CR(e,c’) > 1 then ¢ is boosting and increases the chance of ¢ to spread.
If CR(e,c¢’) = 1 then ¢’ has no effect on the ability of ¢ to spread. CR(c, ') is
used to define the contextual influence that v can exert on u with respect to
concept ¢, CI, ,(c), which accounts for concept relationships as follows:

I, 4(c) if ¢ is not active on either v or u
Clyu(c) = Iy u(c) *x CR(c,d’)  if ¢ is active on either v or u (1)

I, u(c) x CR(c,c/)? if ¢ is active on both v and u.

Note that the effect of ¢’ is compounded when it is active on both the infector
and receiver, in the same way that individuals can be more easily influenced by
people who they perceive as similar to themselves.

To model concept propagation, we adapt the ICM to allow for multiple simul-
taneous cascades. Cascades proceed in rounds, with the nodes in each concept’s
seed set activating that concept in round 0. In each subsequent round, nodes that
activated a concept in the previous round have a chance to activate that concept
on each of their neighbours. This continues until there are no new activations for
any concept. Activations happen simultaneously, and so the contextual influence
can only be affected by concepts active before the current round. In this model,
we use I, ,(c) as the chance of node v successfully activating ¢ on node w.

4 Target Degree

We wish to indirectly manipulate the spread of a target concept in an environ-
ment where we are only able to observe a small sample of a network. Previ-
ous heuristics assume full knowledge of the network, and may require in-depth
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exploration of a node’s neighbourhood in order to select a seed set for the con-
trollable concept. However, such analysis is impractical when only a sample can
be observed. Sampling a node does not guarantee that all edges of the node are
observed, making degree-based selection unreliable. Thus, a node’s observable,
explorable, neighbourhood may not be representative of the influence it can exert
in the full network, and so we require a new method of seed selection.

We propose the Target Degree (TD) heuristic, which ranks nodes by the
number of neighbours with the target concept active. If a node is in the observ-
able sample, we assume that we know whether it has the target concept active.
If a node with the target concept active has unobserved edges, activating the
controllable concept on that node will not only affect the spread of the target
concept in the observable area, but also increase the chance of interacting with
the target concept in the unobserved network. A node with the target concept
active is likely to have neighbours with the target concept active or is likely to
spread the target concept to its neighbours. Without full network knowledge, we
focus on the immediate benefits and activate the controllable concept on nodes
that either have the target concept active or have many neighbours with the
target concept active.

As such, for TD, we create two ranked lists, L; and L—;, of nodes with the
target concept active and nodes without the target concept active respectively.
In each list, nodes are ranked based on the number of neighbours they have
with the target concept active, in descending order. We then append L_; to
end of L; to create the combined list, L. For a seed set of size k, we select the
first k£ elements of list L. TD can be efficiently calculated and does not require
additional calculations after the selection of individual seed nodes, as is the case
with several existing heuristics such as degree discount, MPG and MoBoo. We
evaluate TD against the following heuristics.

Degree-Based Selection. Degree-based selection is a simple heuristic, that
is cheap to compute and has been shown to be effective [8]. In degree-based
selection, the k£ nodes with the highest degree are selected as the seed set.

Single Discount. This heuristic accounts for the fact that a node selected
to be in the seed set cannot be activated by its neighbours, meaning that the
neighbours of a selected seed node suffer a decrease in non-active neighbours
that can potentially be activated. In single discount, the highest degree node
is selected, and the degree of its neighbours is lowered by 1. This process is
repeated until the full seed set is selected [3].

Degree Discount. Selecting a node as a seed lowers the expected gain of its
neighbours, and increases the chance its neighbours may be activated in the
first round. Degree discount therefore weights a node’s degree based on the
number of its neighbours previously selected to be seed nodes. Nodes are ranked
by degree, and when a node is selected its neighbours have their degree set to
dy — 2t, — (dy — ty) * t,, * p, where d,, is the original degree, t, is the number of
neighbours in the seed set and p is the probability of infection. The full derivation
of this calculation can be found in [3].
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Table 1. Experimental parameters.

Parameter Values

Proportion of network sample (nodes) (SN) 0.1, 0.2, 0.3

Sampling Methods (SM) Snowball, MHDA

Seed set size (S5) 10, 25, 50, 100, 250, 500

CR function values for the controllable concept |0, 0.2, 0.4, 0.6, 0.8, 1.2, 1.4, 1.6, 1.8, 2
Burn-in time for the controllable concept (BI) |0, 2, 5

MoBoo. In this heuristic, nodes are evaluated based on their expected gain if
they were to be selected as a boosting node. Using the two most probable inde-
pendent paths for the target concept to reach a node v, the activation probability
ap(v) is calculated as the probability that the target concept reaches v from one
or both of the paths. The gain for a node, v, is then calculated as:

o) = 3 (“’“—1) Y apw)

u€Out(v) Pou w descendant of u

where Out(v) is the set of nodes that are the children of v in either path, p, ,, is
the probability of the concept spreading from node v to u and p;)u = Py + b,
with b being the improvement gained by a node being a boosting node. Each
round, the node with the highest gain is chosen until we have the desired number
of nodes. Full details of MoBoo can be found in [10].

MPG. This heuristic also calculates the activation probability and expected gain
of each node. However, MPG limits its exploration to paths with an influence
value higher than a set threshold, . The influence value, Ip, of a path P =
{v1 — ... — v, } with respect to target concept ¢, is calculated as the product
of all C1I,, ,,.,(t) values in the path.

The most influential path to node u from node v with respect to ¢ is defined
as MIP(v,u) = argmaxpc 4p, . (Ip), where AP, , is the set of all paths that start
with v and end in u. The influence value of MIP(v,u) is denoted as Inirpo,u),
and an influence value less than 6 is treated as 0. Thus, the influence received
from v by u, IR(v,u) is set to Iprp(y,u) o to 0 if Typ(y,u) < 0.

The activation probability of node u, ap(u), is defined as the sum of all
IR(v,u) values where v is actively spreading the target concept. In the case of
the ICM, this means that v was activated in the previous cascade round. The
expected gain of u, F(u), is the sum of all IR(u,w) values where w is a node
without the target concept active. The weighted expected gain, W E(u), for node
u is defined as WE(u) = E(u) x ap(u). The node with the highest W E(u) value
is selected, and W E(v) is recalculated for unselected nodes, until the seed set
reaches its desired size. Full details can be found in [2].
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Table 2. Characteristics of the real-world networks used for evaluation.

Network Nodes |Edges |Avg. degree|Avg. clustering |Num. of Diameter
coefficient triangles

CA-CondMat (CM)| 23133| 93497 4.04 0.6334 173361 14

cit-HepPh (HP) 34546 | 421578|12.2 0.2848 1276868 12

DBLP (DB) 3170801049866 | 3.31 0.6324 2224385 21

5 Experimental Approach

To simulate partial observability, we select controllable concept seeds from an
observable subset of nodes in a network, sampled through either snowball sam-
pling or through a Metropolis Hasting random walk with Delayed Acceptance
(MHDA). Snowball sampling maintains the local structure of an area in the
network, while MHDA produces a sample with characteristics, such as degree
distribution, more in line with those of the full network, but at the expense of
maintaining local structure. We consider various sampling proportions to repre-
sent varying degrees of observability, as listed in Table 1.

For each combination of parameters in Table 1, we perform 50 simulations for
each of the heuristics described in Sect.4 along with random selection to act as
a baseline. We perform two tailed t-tests between heuristics to test for statistical
significance. The controllable concept is introduced after a fixed number of time
steps, known as the burn-in time. This is kept low, as high burn-in times result
in indirect influence manipulation being ineffective [2]. The target concept is
introduced at time step 0, and its seed set is randomly selected from the full
network. Simulations are performed using the ICM, and each concept has a
probability of spreading to a neighbour of I, ,,(c) = 0.1.

In this paper, we consider a selection of representative networks. Synthetic
small-world networks, with a size of 100000 nodes and a clustering exponent of
0.75, are generated using the Kleinberg small world generator in the JUNG graph
framework!. Synthetic scale-free networks with 100000 nodes are constructed
using the Barabdsi-Albert generator provided in JUNG, which begins with a set
of unconnected nodes, 10 in this case, and introduces a new node each evolution
step. The new node gains a number of edges, 4 in this case, connected to existing
nodes using preferential attachment. A number of real-world networks? are used,
based on datasets from the Stanford SNAP project?, as listed in Table 2.

For the small-world, scale-free, and DB real-world networks we use seed set
sizes of 100, 250, 500. Since the observable samples of the CM and HP networks
often contain less than 7500 nodes, we use the seed set sizes of 10,25,50 to
prevent the seed set from a majority of the sample.

! http://jung.sourceforge.net/.

2 These networks are samples of full social networks, but for the purposes of this paper
we treat them as the complete network.

3 http://snap.stanford.edu/data/index.html.
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Table 3. Average infections for the target concept in networks with SN = 0.2, SS =
250 and BI = 0, with standard deviation in brackets, and the best performing heuristic
in bold.

Network | Sampling| CR | Target MPG MoBoo | Degree Single Degree
type method |value |degree discount |discount
SW MHDA |0 494.14 |533.86 554.88 553.72 553.66 554.44
(32.82) ((36.17) (37.13) (37.01) (37.01) (37.49)
SW Snow 0 489.96 |525.62 555.8 553.02 553.08 553.78
(33.12) ((35.53) (37.3) (37.83) (37.86) (37.5)
SW MHDA |2 651.82 |635.76 611.2 562.48 562.48 562.58
(45.96) |(43.58) (44.14) (37.98) (37.98) (38.92)
SwW Snow 2 657.52 |603.72 624.98 569.88 569.14 569.3
(42.55) [(38.15) (40.45) (39.09) (39.31) (39.99)
SF MHDA |0 7565.02 |6852.68 |6887.36 |6827.02 |6805.14 | 6866.82
(1676.26) | (1420.88) |(1091.64) |(1402.93) |(1392.88) |(1510.26)
SF Snow 0 2613.22 |1724.64 |10480 1420.98 | 1403.96 1402.9
(754.62) |(343.79) |(2114.67) |(238.4) (245.64) (298.49)
SF MHDA |2 33673.52 |35075.02 |35230.6 |35495.22 |35528.9 35588.1
(756.82) |(852.79) |(891.54) |(893.7) (883.2) (872.15)
SF Snow 2 37017.62 |39252.76 |38806.04 |40675.74 |40687.26 |40684.02
(765.79) | (634.52) |(659.84) |(534.25) |(582.2) (511.53)

6 Results

To begin, we discuss the synthetic networks. Results for the synthetic small-world
and scale-free networks can be seen in Table 3, for when the burn-in time is 0. In
general, the sampling proportion and seed set size only impact the magnitude
of the results, but not the relative performance, and so we do not discuss them
further, in regards to the synthetic networks.

As can be seen in Table 3, we see that in small-world networks with a burn-in
of 0, TD statistically significantly outperforms (p < 0.01) all other heuristics for
each sampling proportion, sampling method and seed set size for both inhibiting
and boosting the target concept. Comparatively, in scale-free networks we see
that degree-based heuristics perform best. In general, we see that TD is the
worst performing heuristic in scale-free networks, particularly when attempting
to inhibit the target concept. When attempting to boost the target concept,
the difference in performance between all heuristics is relatively small and, in
general, not statistically significant.

As the burn-in time increases, for both small-world and scale-free networks,
the heuristics begin to perform at the same level. Table 4 shows the two different
patterns of performance we see as the burn-in time increases. In small-world
networks, we see that only TD’s performance significantly changes as the burn-in
time increases to 2, but it continues to outperform the other heuristics and then,
at the highest burn-in time, there is no statistically significant difference between
the heuristics. In snowball sampled scale-free networks we see a similar pattern,
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Table 4. Average infections for the target concept in networks with SN = 0.2, SS =
250, CR = 0 and SM = MHDA, with standard deviation in brackets, and the best
performing heuristic in bold.

Network |Burn-in |Target MPG MoBoo | Degree Single Degree

type time degree discount | discount

SwW 2 541.2 551.92 551.96 557.0 557.0 557.38
(34.24) (36.09) (36.37) (37.82) (37.82) (37.93)

SW 5 555.94 556.54 556.46 557.7 557.7 557.7
(37.53) (37.63) (37.46) (38) (38) (38)

SF 2 8390.06 11630.76 |11755.16 |11738.56 |11751.9 |11697.38
(1052.69) | (1288.63) |(1163.19) [(1307.4) |(1307.14) |(1459.65)

SF 5 16192.8 16786.46 |17034.88 |16556.06 |16558.16 |16554.48
(1007.95) | (645.81) |[(760.98) |(716.85) |(718.6) (760.27)

in that all heuristics converge to similar performance as the burn-in increases,
and the best performing heuristic does not change. For MHDA sampled scale-free
networks, as seen in Table 4, TD’s relative performance improves as the burn-in
time increases. At a burn-in time of 2, TD is the best performing heuristic by
a significant margin. At a burn-in time of 5, the target concept has performed
the majority of its spreading, and so manipulating the concept at that point will
yield minimal results, meaning that there is no significant difference between the
heuristics.

Overall, when considering synthetic networks, we see that TD is the best
choice for small-world networks, regardless of sampling method. We also see
that TD is less affected by burn-in time than other heuristics, which allows it to
perform well in MHDA sampled scale-free networks. Thus, if we can control the
sampling method of a network, TD becomes a strong choice for manipulating
the spread of a target concept.

Considering real-world networks, we see that the use of snowball sampling
results in a similar performance to that seen in the scale-free synthetic networks.
Thus, due to space limitations, we focus on the MHDA samples. Figures1 and
2 show the difference in performance for a subset of heuristics at different burn-
in times, for boosting and inhibiting the target concept respectively. We omit
degree-based selection and single discount as they perform similarly to degree
discount in all cases. MoBoo is omitted as it performs consistently poorly at
inhibition and is comparable to MPG at boosting. Both figures are for the CM
network, with the HP network exhibiting similar results.

Figure 1 shows that, as the burn-in increases, TD improves its performance
and outperforms the other heuristics, as in the scale-free networks. In Fig. 2, TD
is the best performing heuristic when the CR value and burn-in time is low, and
than similarly improves as the burn-in time increases.

This resistance to burn-in time is particularly advantageous for real-world
applications, where it can be difficult to introduce a controllable concept to a
network at the exact same time as the target concept.
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Fig. 1. Mean activations of the target
concept given the heuristic and burn-in
time used to select the boosting con-
cept in the CM network, SN = 0.3,
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cept in the CM network, SN = 0.3,
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In the DB network, Fig. 3 shows that, when inhibiting the target concept from
a MHDA sample, increasing the burn-in time increases TD’s performance. How-
ever, increasing the sampling proportion, as in Fig. 4, causes MPG to maintain
superior performance at higher burn-in times. DB is the sparsest network, with
the highest diameter, meaning that most nodes have few local connections and
are not closely connected to the rest of the network. As such, at higher burn-
in times, it is less likely for unobserved nodes to affect the observed sample.
Increasing the sampling proportion further removes the few unobserved connec-
tions that may exist, which in turn can improve the performance of exploration.
This also occurs when boosting the target concept, although TD is never the
best performing heuristic in this case.

Overall, in real-world networks, we see that increasing the burn-in time gen-
erally improves the comparative performance of TD to a point, after which every
heuristic performs at a similar level. At higher burn-in times, there is a higher
chance of observed nodes having activated the target concept from an unobserved
node. By selecting these nodes, TD is more likely to influence the unobserved
network and is more likely to interact with the target concept.

Furthermore, we see that MHDA sampling allows TD to perform better than
snowball sampling. Snowball sampling is assumed to be capable of finding all
edges of a node. As such, we perfectly sample a local area of the network. This
means that, compared to the random walk approach of MHDA sampling, there
are no unobserved edges. In an observed sample with no unobserved edges, in-
depth path prediction is more reliable. When MHDA sampling is used, the num-
ber of unobserved edges increases and makes path prediction less effective. A
node with the target concept active may have been activated by a neighbour in
the unobserved part of the network, meaning that selecting these types of nodes
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increases the chance for the controllable concept to affect the target concept in
the unobserved area of the network.

Finally, we see a distinction between the synthetic small-world networks and
the other networks observed. It is only in the synthetic small-world networks
that TD outperforms all other heuristics in every environment. The presence of
scale-free properties in the other networks means that degree-based heuristics
are favoured in most cases, particularly in snowball samples. This, combined
with TDs improved performance in MHDA samples, implies that TD performs
better when there is a higher number of unobserved edges.

7 Conclusions and Future Work

In this work, we discuss the problem of indirectly manipulating the spread of a
concept through concept interaction, when we do not have full network knowl-
edge. We proposed the Target Degree (TD) heuristic that utilises minimal infor-
mation and does not rely on in-depth network exploration, and compared its
performance to several other heuristics for indirect influence manipulation.

TD was the best heuristic in the synthetic small-world networks, and is effec-
tive in scale-free networks sampled using MHDA with a burn-in time greater than
0. Otherwise, degree-based heuristics proved superior, and we see a similar result
in the real-world networks studied. In nearly all cases, TD was the best perform-
ing heuristic at a burn-in time of 2 in MHDA samples, with the exception of the
DB network, implying that TD requires denser networks to be effective. In real-
world applications it may be impossible to introduce the controllable concept at
the same time as the target concept, especially since we assume no control over
the target concept, making TD a suitable option. Overall, for both synthetic and
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real-world networks, if the sampling method that determines which nodes can
be observed can be selected, then TD may provide the best result.

TD performed poorly in snowball sampled networks, implying that it per-
forms better with a higher number of unobserved edges. Sampling real-world
networks is unlikely to be perfect, meaning that unobserved edges are more
likely, providing further evidence of TDs suitability to real-world applications.

In future work, we wish to explore this problem in other influence spread
models, including the Linear Threshold model and the Susceptible-Infected-
Susceptible model. Furthermore, we will consider dynamic networks, where the
observed sampled may lose or gain nodes and the unobserved network is updated
as the concepts cascade through the network.
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Abstract. Companies in supply chains have a goal to optimize their
productivity, and hence their profits. One way to study the behavior
of these chains is to simulate them using a multi-agent approach. In
this work, we propose an extension of a model used in the literature,
called the Beer Game, by adding multiple agents in each of its levels
to evaluate both the local and global performance of the suppliers. We
use different agent profiles, based either on trust or on price. By enabling
clients to ask supplier suggestions from their peers, we measure how these
peers’ suggestions and lies affect working capital and trust measures for
different agent profiles.

1 Introduction

The main goal of every business is profit [6]. In the context of companies inter-
acting in a supply chain (SC), partnerships based on trust can be more profitable
than those based on supply and demand mechanisms. This statement is based
on the observation that the greater the trust of a consumer in his suppliers, the
greater the responsiveness of these, and therefore the greater the gain for SC [8].

Supply chains are defined as the set of organizations, activities, information
and resources involved in the movement of a product or service from suppliers to
consumers [14]. The interest in studying the management of these chains, supply
chain management (SCM), has been increasing in order to obtain competitive
advantages for the market through improvements in its processes [3]. Figure 1
[11] illustrates an example of SC.

On the other hand, trust may be defined as the predisposition of an agent
to place himself in a vulnerable situation in relation to another hoping that this
latter provides him with some benefit in return [13]. Since a SC is composed
of individual firms collaborating to serve end-users, their effectiveness is highly
dependent on trust between network partners [21].

In [19], the authors propose to simulate SCM with the aid of agent-based
modeling (ABM), which allows chain performance to be evaluated under different
organizational perspectives. In [4], researchers advocate the choice of ABM to
simulate SCM because the latter is a physically distributed problem in which
agents may consider both their own interests and the one of the entire chain;

© Springer Nature Switzerland AG 2019
P. Davidsson and H. Verhagen (Eds.): MABS 2018, LNAI 11463, pp. 45-58, 2019.
https://doi.org/10.1007/978-3-030-22270-3_4


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-22270-3_4&domain=pdf
http://orcid.org/0000-0003-1545-6345
http://orcid.org/0000-0001-8924-9643
https://doi.org/10.1007/978-3-030-22270-3_4

46 A. Jalbut and J. S. Sichman

Tier3to Tier 3 to
Initial Tier 2 Tier 1 Tier 1 Tier 2 Consumers/
suppliers Suppliers Suppliers C Ci S End-Ci

2
2
o
o
>
12}
s
£

Consumers / End-Customers

Tier 3 to n customers

Managed Process Links - Focal Company
= = = Monitor Process Links

Not-Managed Process Links
-——— Non-Member Process Links [Z] Non-Members of the Focal Company’s Supply Chain

D Members of the Focal Company's Supply Chain
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they also consider simulating SCM a highly complex problem, influenced by the
interaction between several variables.

One way to model the behavior of the agents playing different roles in a SC
is by using the structure proposed by the Beer Game (Sect.2), a board game
created within SCM and often cited in the literature. In [10], for example, the
rules of this game are used in simulation to model the performance of the agents
interacting in a SC.

The objective of this work is to analyze the impact of suggestions, lies and
trust between entities inserted in the context of an SC modeled by the Beer
Game, in particular simulating companies with different profiles.

2 Beer Game

The Beer Game is a board game designed by Forrester [5] to understand SCMs.
In this game, teams of 4 players compete with each other; a team represents a
supply chain and each team member plays one role, corresponding to four levels
of the SC: factory, distributor, wholesaler and retailer. The objective of each team
is to manage the stock in face of unknown external demand, trying to minimize
the cumulative costs in the sum of the levels of the chain. Each participating
team has its own board at its disposal. In the board, each team member has its
stock and incoming shipments represented by markers, and orders are annotated
on a paper, as shown in Fig. 2.

Each player sizes and sends orders to the player who controls the top level,
except the factory, which sends orders to its own production line. Each player also
receives and must attend orders received from the lower level, except the dealer,
who gets their orders from a stack of paper faced down. This stack represents
the demand of the final consumer and has the same ordering and values for all
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Fig. 2. Board layout for the Beer Game [18]

teams. Each player withdraws goods from his stock and sends out shipments
to meet the orders of the player controlling the lower level. Each player also
receives the shipments shipped from the top level and keeps them in its own
stock, except the factory, which receives the shipments from its own production
line. If a player does not have sufficient goods in its stock to meet the last order
received, the player sends a shipment with the remainder of his stock, and the
due portion is noted for shipment in the next round, added to the next order to
be satisfied.

The game is divided into a fixed number of rounds, each containing a sequence
of actions that must be performed simultaneously by all members of all teams.
This sequence is described in Algorithm 1.

Algorithm 1. Beer Game - Flow

1: for all round do
2:  Receive shipment from supplier
Send shipment to client (who will receive it two rounds later)
Record stock on hand or total due
Receive client order
Send order to supplier (who will receive it one round later)
end for

At the end of the 36th round, the game is closed, and the winning team is
determined as being the one that has accumulated, in all its levels and rounds,
the lowest score as defined in Eq. (1):

score = 0.5 * stock on hand + 1 x total due (1)

Consumer demand is revealed: it is fixed at 4 units per round until the 4th round,
and then it is changed to 8 rounds from the 5th round until the end of the game.

3 State of the Art

Several works that addressed the use of trust in SCM are listed in Table 1, where
we show the performance indicator that determines supplier choices, agents’
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policies and the utility function used for evaluating the SC performance. If we
analyze Table 1, we may highlight some relevant points:

Table 1. References addressing use of trust in SCM

Reference Performance Agent policies | Utility function
indicator

Akkermans [1] | Volume of shipments | Heterogeneous | Amount of supplier
received switches

Schieritz [16] Volume received and | Homogeneous | Amount of supplier
delivery speed switches

Lin, Sung and | Price and delivery Homogeneous | Cost, punctuality,

Lo [12] time cycle time

Kim [10] Ratio between orders | Homogeneous | Stock levels
and deliveries fluctuation

Hou, Xiong, Punctual delivery Homogeneous | Working capital and

Wang and rate active firms

Liang [9]

Giardini, Tosto | Product quality Homogeneous | Quality and profit

and Conte [7]

In all references, each company of SC corresponds to a simulated agent, but
only in [10] agents follow the Beer Game rules;

In all references, the performance of a supplier is evaluated by the quantity
and punctuality of its deliveries;

Only in [1] heterogeneous decision policies are used in the same simulated
SC, with agents that privilege short-term performance of their suppliers, and
others that focus on long-term performance;

Only in [7] agents ask each other for suppliers’ suggestions;

All the papers analyze the impact of agents’ actions from the SC’s global point
of view, but none of them records or compares the profit of each represented
company profile.

In our work, we combined some characteristics of these models. Since the Beer
Game model is considered a benchmark for this problem, we have also adopted
it for our work, like [10]. Like [1], we also enabled heterogeneous decision policies
for the agents, since this option is more realistic. Another natural choice is to
represent recommendation from peers in our model, like it happens in real cases,
as adopted by [7]. Moreover, as we wanted to use a rather simple financial model,
we opted to follow the one proposed by [9].

4

Agent-Based SCM Simulation Model

Our research differs from the others by trying to measure the individual perfor-
mance of agents with different profiles, that may or not use the notion of trust.
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These agents interact simultaneously in the same SC modeled according to the
rules of Beer Game.

In our model, we will refer as ¢ to the agent we are focusing on, as j to its
supplier and as K to its set of clients.

4.1 Supply Chain Model

Similarly to [9], the simulated chain is composed of 5 levels: factories, distrib-
utors, wholesalers, retailers and final consumers; we considered 20 agents per
level. In each round, each agent may order from one supplier at the higher level,
as well as fulfill orders made by each of the clients at the lower level.

4.2 Agent Model
In this work, we used an agent architecture composed of:

— Perception: the agent detects the shipments sent by its supplier and the
orders sent by its customers;

— Reasoning: the agent reasons and decides which customers to send the ship-
ments to (first deliver to those who it owes more) and dimension the order to
the supplier based on the anchoring and adjustment mechanism described in
Sect. 4.3;

— Action: the agent sends shipments to his clients and an order to his supplier.

4.3 Ordering by Anchoring and Adjustment Strategy

In [17], the author proposes a model to characterize the way in which companies
dimension orders to suppliers in order to control their own stock levels. Such a
model is based on the cognitive anchoring and adjustment mechanism (A&A)
described in [20], which proposes a heuristic for requests to suppliers so as to:

1. resupply expected inventory losses;
2. reduce the discrepancy between the current and desired stock;
3. maintain a suitable supply line for orders already made but not yet received.

For a more detailed formulation, see [17].

4.4 Working Capital Model

The proposed financial model is based on the one described in [9]. For each agent
i, the capital change AC; after each round n is expressed by Eq. (2):

AC;(n) = ( Z (vi(n) = p) * Oki(n)) —u* Si(n) —v;(n) x O;(n)  (2)

k in K

where (i) n is the current round, (ii) v;(n) is the unit selling price set by ¢ for
round n, (iii) p is the unit cost of production, (iv) Ok;(n) is the order size made
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from client & to ¢ in round n, (v) u is the unit storage cost of the stock, (iv) S;(n)
is agent ¢’s stock on hand at the end of round n, (vii) v;(n) is ¢’s unit buying
price from supplier j in round n, and (viii) O;;(n) is the order size made from ¢
to his supplier j in round n.

All these values can vary per round, with the cost prices of each agent corre-
sponding to the sales prices set by its supplier. These prices may vary between

vl .. and vl . calculated by SC level 1, as follows:

1. The cost per unit of stock u per round is agreed to be $1;

2. The cost of production p is considered the same for each level of the chain,
and parameterized in function of u;

3. For the factory, v9 . equals the cost of production p and v
+ D3

4. For each level below, v!

min

0
max

0

min

equals v

fv:ala: +p and vfnax equals vl + p.

min

equals v

4.5 Supplier Trust Model

To quantify a client i’s trust level in a supplier j, we used the approach proposed
in [9]. At each round n, the trust level is given by the historical ratio between
the shipments delivered in each round and the corresponding orders made three
rounds before. Such measure comprises the sum of the transmission delays of
the request from the supplier and the sending of the shipments by the latter to
its client, as mentioned in the Sect. 2. This ratio is expressed by Eq. (3):

n n—3
Trusti;(n) = ZSji(T)/ Z 0;;(r) (3)
r=4 r=1

where (i) n is the current round, (i) O;;(r) is the order sent by ¢ to his supplier
J in round r, (iii) Sj;;(r) is the shipment that ¢ received from his supplier j in
round 7, and (iv) Trust;;(n) is the client ¢’s trust in his supplier j in round n.

4.6 Supplier Recommendation Model

In our model, we consider that an agent may eventually ask his peers for supplier
suggestions. With this feature, an agent will possibly have the chance to interact
with a better supplier with whom he has never interacted before. We use a
parameter € to represent this chance.

4.7 Agent Profiles

Each SC level will consist of agents with different profiles. Each of these profiles
will be driven by a goal that incurs a combination of decision policies. Two
profiles are proposed in this work:

— Popular: A popular agent aims to attract as many clients as possible by
offering a low price, and to keep them through the most possible punctual
delivery of their orders;
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— Greedy: A greedy agent aims to maximize its profit by buying cheap, selling
expensive and reducing expenses.

We consider that a contract between clients and suppliers holds for d rounds
(d is a parameter). After this period, clients reassess trust in their suppliers, even-
tually asking their peers for new supplier suggestions, and then decide whether
to choose a new supplier or keep the current one. This decision process is con-
ditioned to their profile:

— Popular: it favors high trust suppliers, since delays in order deliveries lead
to a stock shortage for the agent in question, which may render deliveries to
its clients unfeasible. To choose a supplier, the agent proceeds as follows:

1. With e chance, agent selects a random peer among the ones it relies on,
and asks him for supplier suggestions;

2. The chosen peer, if a sincere one, informs all good suppliers it has inter-
acted with so far, with trust rate greater than a threshold 0.5;

3. The agent then takes the supplier with the highest informed rate and
compares with its current supplier. If the first rate is greater than the
latter, it switches to the new one;

4. Otherwise, the agent explores possible better suppliers: it draws a set
containing N top-level supplier candidates and chooses among them the
one with highest trust. If the chosen supplier has a higher trust level than
the current one, the agent switches to the chosen one;

5. If neither of two steps above occurs, the agents keeps the current supplier.

— Greedy: it favors cheaper suppliers. The procedure is analogous to the one
followed by popular agents, except that the decision criterion is the cheapest
price and the suppliers suggested to them by a peer are the ones that, in
the last supply contract with the peer, set a price below half of the interval
defined by vinin and vy, for the supplier’s SC level.

In relation to stock management, the behaviors of such profiles are:

— Popular: it has as desired stock the parameterized safety stock S, in order
to prevent against peaks of demand that affect its shipments;

— Greedy: it does not maintain a security stock (S* = 0), in order to reduce
the maintenance cost of its stock.

In order to differentiate prices set by each profile, offset ¢ is provided as param-
eter, so that:

— Popular: it keeps a low price, in order to attract more clients. At each round,
it randomly sets the price between v,y and Vimaz — 0 * (Umas — Vmin ), taken
from a uniform distribution.

— Greedy: it keeps a high price, so as to maximize its profit margin. At each
round, it randomly sets the price between vpin + 6 * (Umaz — Umin) and Upmaz,
taken from a uniform distribution.
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4.8 TUnreliable Peers

At the end of a contract, a client records the price and accumulated trust rate for
the contracted supplier in order to suggest it to peers. If, for that same contract,
the supplier had been recommended by a peer and it was proven to be a bad
one (trust rate lower than 0.5 when asked by popular agent, price in the upper
half of the SC level interval when asked by a greedy agent), the peer is marked
as unreliable by the client. The peer is not asked for suggestions anymore, and
neither answered when he asks for suggestions.

4.9 Liars

In the beginning of each simulation, a fixed share of agents per level on the
SC are defined as liars. We represent this fact by a liar rate A\. When asked for
suggestions, a liar returns only bad suppliers. To mask its suggestion, the liar
transmits each supplier to the peer as if it was a good one, with trust equals (1
— real trust) and price equals (Upin + Vmas — real price).

5 Simulation and Results

5.1 Simulation Cycle

Algorithm 2, used in this work, consists of an extension of Algorithm 1 of the
Beer Game, described in Sect. 2.

Algorithm 2. Simulation - Flow
1: Agents initialize inventory, and order and shipment lines
2: Clients choose one supplier from the top-level members randomly
3: for all round do
4:  Clients receive shipments shipped two rounds earlier by suppliers
5:  Suppliers pay the cost of production and send shipments to their clients, totally
or partially, prioritizing largest due orders

6:  Suppliers register stock on hand or total due

7:  Suppliers pay the cost of the stock on hand

8:  Suppliers receive orders made one round earlier by clients

9: if end of contract then

10: Suppliers update sales price

11: Clients review peer trust and supplier trust based on shipments received

12: Clients decide whether to keep or switch supplier, and which one to switch to
13:  end if
14:  Clients size and send request to their suppliers and pay the price set by these
15:  Factory scales and sends production order
16:  Suppliers receive payment for orders placed in the current round by new clients,

who buy at the set price
17: end for
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5.2 Implementation

The project was implemented in ReLogo [15], a domain specific language (DSL)
for ABM which incorporates libraries and features of the Repast Simphony
framework [2]!.

5.3 Fixed Input Parameters

In our experiments, 50% of agents with Popular profile and 50% with Greedy
profile by SC level were combined, in order to determine which strategy pre-
vails over the other if both are adopted by the same number of agents. Another
parameter is the demand of the final consumers. For this work, we decided to
use random demand: in each round, each final consumer obtains the number of
units to be ordered from a uniform distribution, defined in the range of inte-
gers between 0 and 12, including the extremes. The other parameters were set
empirically, as shown in Table 2.

Table 2. Fixed parameters

Parameter | Description Value
D Simulation duration in rounds 200
d Supply contract duration in rounds - Sect. 4.7 10
L Agents per SC level 20
S* Desired (safety) stock - extracted from [17] 48
P Production cost - Sect. 4.4 10
Qs Used in stock adjustment - extracted from [17] 0.5
8 asr/as - used in supply line adjustment - extracted from [17] | 1.0
e Used in demand forecast - extracted from [17] 0.5
N Used in supplier choice - Sect. 4.7 5

1) Differentiates prices between profiles - Sect. 4.7 0.25

5.4 Experiment 1: Impact of Peer Recommendations

In this experiment, all agents were programmed to tell the truth (liar rate A =
0), and were subjected to different suggestion rate values (e ranging from 0.0
to 1.0 with 0.1 increment). Each scenario was executed 20 times, and both the
mean and standard variation of working capital and trust values at the end of
the simulation are shown respectively in Tables 3 and 4.

We can verify that when suggestion rate e increases, working capital tends to
increase for popular agents and decrease for greedy ones. A possible reason is that

! The source available at Github, https://github.com/ajalbut/SupplyChainTrust.
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Table 3. Working capital per suggestion rate €

Profile |e [0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
p| 7632196719 | 118691 | 131345 | 132885 | 136331 | 139479 | 136200 | 135628 | 135707 | 131964
o | 1800215202 | 13511 13039 9007 12359 16474 11269 11986 11599 11414
Greedy |p 98201 |74436| 49485 | 36513 | 35960 | 30326 | 27798 | 32063 29595 28459 29644
o | 1686114563 | 12716 13218 9160 10977 14044 10327 12047 11035 11637

Popular

Table 4. Trust per suggestion rate ¢

Profile |e | 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
p | 0.792 ] 0.778 | 0.753 | 0.741 | 0.728 | 0.705 | 0.710 | 0.701 | 0.695 | 0.662 | 0.637
o | 0.017 | 0.024 | 0.032 | 0.031 | 0.036 | 0.031 | 0.046 | 0.031 | 0.039 | 0.036 | 0.042
"
o

Popular

Greedy 0.494 | 0.493 | 0.471 | 0.459 | 0.439 | 0.409 | 0.414 | 0.415 | 0.383 | 0.391 | 0.370

0.031 | 0.048 | 0.040 | 0.030 | 0.042 | 0.041 | 0.045 | 0.039 | 0.029 | 0.046 | 0.050

in the long run both popular and greedy agents tend to go for popular suppliers,
the first ones aiming for higher trust rates to guarantee their client deliveries
and the latter aiming for lower purchase prices to reach higher profit margins.
As a consequence, all tend to migrate in the course of simulation. With more
sincere recommendations, they gather supplier information faster than exploring
on their own, resulting in faster migration and more clients for popular agents.

Moreover, if we analyze some particular cases, when high suggestion rates e
effectively generate supplier switching, frequently suppliers do not deliver their
goods on time, since it becomes harder for them, whatever their profile is, to
predict demand and keep up with orders.

(a)e=0 b)e=1

Working capital by profile Working capital by profile

10,000
o

6 1o 20 3 4 s0 6 70 8 o 100 1o 120 130 140 130 160 170 180 160 200 o 1o 2 w 4 s & 70
Round

= Popular

Fig. 3. Difference between low and high suggestion rate ¢ (Color figure online)

Figure 3 illustrates working capital difference between popular and greedy
agents in two different individual simulations. When there are no supplier sug-
gestions from peers (e = 0), greedy agents (red line) profit more than popular
agents (blue line). On the other hand, when agents always ask for supplier sug-
gestions (e = 1) greedy agents start off better, but are quickly surpassed by
popular ones.
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5.5 Experiment 2: Impact of Lies

In this experiment, 5 different liar rates were tested (A ranging from 0.0 to 1.0
with 0.25 increment), combined with 3 different suggestion rates (e equal to 0.25,
0.5 and 0.75), for a total of 15 scenarios. These € values were chosen to represent
typical proportional values. Again, each scenario was executed 20 times, and
both the mean and standard variation of working capital and trust values at the
end of the simulation are shown respectively in Tables5 and 6.

Regarding the working capital, it is possible to observe that a higher pro-
portion of liars benefits greedy agents and impairs popular ones, since the false

Table 5. Working capital per suggestion rate € and liar rate A

€ Profile | A |0.00 0.25 0.50 0.75 |1.00
0.25 | Popular | ;1 | 118864 | 116425 | 109623 | 91447 | 85634
o | 14015 | 14831 | 16615 | 13685 | 20361
Greedy |p| 49943 | 53629 | 64251 | 81429| 90008
o | 13659 | 13286 | 14932 | 13699 | 19394
0.5 | Popular | ;| 133481 | 119813 | 113035 | 96434 | 69591
o | 13406 | 13987 | 12019 | 16804 | 17042
Greedy |p| 33453 | 49698 | 57569 | 78974 | 107241
o| 11268 | 13554 | 11930 | 16466 15968
0.75 | Popular | ;1 | 137345 | 125819 | 106664 | 98942 | 52685
o | 12219 | 12062 | 17864 | 13475 14259
Greedy |p| 28338 | 43509 | 64837 | 75231123477
o | 10411 | 11617 | 17049 | 10316 | 14490

Table 6. Trust per suggestion rate € and liar rate \

€ Profile |A{0.00 |0.25 |0.50 |0.75 |1.00
0.25 | Popular | x| 0.753 | 0.769 | 0.785 | 0.781 | 0.792
0 10.033/0.022 |0.025 | 0.025 | 0.025

Greedy |p|0.4590.47110.482|0.505 | 0.515

0 10.0390.053|0.039 | 0.035 | 0.034

0.5 |Popular | p|0.7270.734 | 0.770 | 0.783 | 0.789
0 10.045/0.043 | 0.032 | 0.032 | 0.018

Greedy | |0.433/0.453|0.464 | 0.498 | 0.502

0 10.0380.038 | 0.043 | 0.038 | 0.043

0.75 | Popular | | 0.683 | 0.717 | 0.737 | 0.776 | 0.774
0 ]0.0410.025|0.039 | 0.024 | 0.031

Greedy |p|0.4140.446 | 0.441 | 0.468 | 0.488

0 10.026 | 0.037 | 0.031 | 0.046 | 0.036
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recommendations provided by liars tend to point to expensive and unreliable
suppliers, which are mostly greedy.

Considering each profile, either popular or greedy, the impact of higher liar
rates A\ is more significant at higher suggestion rates €, in which case agents
adopt suggestions more often and explore less on their own. This may be seen
in Fig. 4.

Working capital by proflle Working capital by profile Working capital by profile

Working capital by profile

Fig. 4. Working capital evolution for popular (blue) and greedy (red) agents at different
liar rates A (increasing rightward) and suggestion rates € (increasing downward) (Color
figure online)

When it comes to trust, popular agents tend to achieve higher levels when
there are more liars, and greedy agents when there are less. As it occurred
in Experiment 1, it becomes harder for suppliers, whatever their profile is, to
predict demand and keep up with orders. Moreover, like the results obtained in
Experiment 1, trust level decreases when suggestion rate € increases.

6 Conclusions

In this work, a multi-agent approach was used to simulate a particular SC,
namely the Beer Game. In the experiments, it was possible to observe the effect of
different agent’s strategic profiles on their average individual profit. Trust-based
client-supplier relationships tend to thrive when there is plenty communication
and sincerity, while price-based decisions prevail when silence and/or lies are the
norm.

For future experiments, it would be interesting to evaluate the individual
benefits of lying compared to telling the truth, as well as to analyse unequal
proportions of popular and greedy agents, different supply chain topologies and
different values for Beer Game parameters. We could also enable requesting
agents to order goods simultaneously from multiple suppliers in a same round.
It would be also interesting to test different consumer demand models, instead
of just using a random model.
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Abstract. This article presents the PASHAMAMA model that aims at
studying the situation in the northern part of the Amazonian region of
Ecuador in which the intensive oil extraction has induced a high rise of
population, pollution, agricultural work and deforestation. It simulates
these dynamics impacts on both environment and population by exam-
ining exposure and demography over time thanks to a retro-prospective
and spatially explicit agent-based approach. Based on a previous work
that has introduced roads, immigration and pollution (induced by the oil
industry) dynamics, we focus here on the agricultural and the oil salaried
work sides of the model. Unlike many models that are highly focused on
the use of quantitative data, we choose a process-based approach and rest
on qualitative data extracted from interviews with the local population:
farmers are not represented by highly cognitive agents, but only attempt
to fulfill their local objectives by fulfilling sequentially their constraints
(e.g. eating before earning money). We also introduce a new evaluation
method based on satellite pictures that compares simulated to “real”
data on a thematic division of the environment.

Keywords: Agent-based model - Socio-ecological systems -
Colonization + Ecuadorian Amazon + Deforestation

1 Introduction

The Northern Ecuadorian Amazon, the region of Ecuador called “Oriente”, car-
ries stigmas of a spontaneous agricultural colonization. Encouraged by the State,
since the 1970s and 1980s, and then reinforced and facilitated by oil prospecting
and exploitation, which opened roads for settlement [3], the region has been the
target of a huge migration of inhabitants; this process that can be referred as an
agricultural colonization has profoundly altered the landscape.

© Springer Nature Switzerland AG 2019
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This work takes place in the MONOIL project that aims at developing “a
prospective of future dynamics combining contamination exposure, demograph-
ics, production activities, with oil but also agriculture, and public policies and
their impacts altogether”. For this goal, we have developed a spatially explicit
agent-based model, named PASHAMAMA [4], integrating the oil leaks and
spreading in the environment, and the colonization by families, their settlements
and their activities. It is developed on three parishes of the Oriente (Dayuma,
Pacayacu and Joya de Los Sachas), but we limit the presentation to Dayuma in
this article due to space limitations. This article is focused on the presentation
of the socio-economic and demographic part of the model: it aims at tackling the
question of the interaction and co-evolution of the colonization and demography
with the agri-cultural submodel.

The challenges to develop such a model are multiple and this article provides
contributions to face two of them. The first one lies on the shortage of data
available on the area and more specifically of data describing human activities:
most of the data are available at the global scale. This makes the initialization,
dynamics and evaluation on a spatial-explicit model much harder, but it is a
common issue to face when building such a large-scale model. The evaluation
of such a model in particular is extremely complicated given this lack of data
at the proper scale. In particular, among available data, the demography is an
input data of the model and can thus not be used to evaluate it. It is possible
to get the agricultural production at the scale of Dayuma only, which prevents
us to use them to a spatial evaluation. We thus had no choice but to use a
proxy to evaluate the spatial accuracy of our model. We thus use land cover
maps, based on satellite images classifications and carried out by Ecuadorian
government services', on which are identified the deforested area. We propose a
thematic way to evaluate the model based on a meaningful division of the space.

The second contribution is related to the agent behavior architecture. We
argue that, given the lack of data we can gather and in a context of bounded
rationality, it is irrelevant to model agent decision-making process with global
optimization over all its possible alternatives. On the contrary, we choose an
extended KIDS-like [5] approach in which we theorized that agents behavior is
highly constraint and they do every task they have to do in the best way they
can. They thus perform multiples optimization in a sequential way, which allows
to have a good and easy way to implement risk management. The model is
thus built from qualitative ground survey results and observations of the people
behavioral process. The model had at its core, the process by which the locals
make decision about their installation and their land management. This model
is process-based, which means that we try to understand and implement the
behavior of the locals at the best we can. The behaviour we try to model is the
installation of settlers in Dayuma and how they manage their land. We use the
pattern of deforestation we get as a proxy value which help us to calibrate and
validate the model.

! Mapa de cobertura y uso de la tierra del Ecuador continenal afio 1990, Ministerio
del Ambiente, 2014.
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This paper is organized as follows. Section 2 presents the context of the study
and a brief state of the art of related works. Sections 3, 4 and 5 are focused on
the model presentation, using the standard O.D.D. protocol [9]. Section 6 shows
the preliminary results obtained on the parish of Dayuma in the province of
Orellana. Finally Sect. 7 concludes and highlights perspectives.

2 Context

2.1 Historical Context

From the first petrol discovery in 1967, until the beginning of the conflictual and
trial era (1990-2000) and the emblematic Aguinda vs. Texaco, Inc. court case
in the 1990s [11], our study site (the Northern Ecuadorian Amazon, the region
called “Oriente”) lived mainly controlled by the Texaco Inc. company that played
a central role in local governance, exploiting the petrol resource with a though
policy that had a disastrous impact on the environment and human communities.

During this era, the North Oriente was also the object of a colonization
plan supported by the various central governments of that time in an effort to
relocate the surplus of peasants of the mountain (Sierra) and coastal (Costa)
areas, most of whom lacked land tenure. The plan was supported by two laws
(1964 and 1973) that led to the creation of the IERAC (Ecuadorian Institute of
Agrarian Reform and Colonization, which organized this colonization) but also to
the opening of gravel roads into the forest and connecting oil wells by the petrol
company following an agreement with the government. This thus means that
the current spatial structure of the colonization reflects the organization of the
geological resources more than the potentialities of the surface. Primary forests
were therefore exploited for their wood and colonized along and around these
roads and tracks: each family of colonos received a finca (farm) of approximately
50 hectares and had to clear at least half of it for agricultural purposes. The forest
lost territory while indigenous communities regressed, either changing their way
of life or disappearing. However, progressively effective applications of the law of
comunas (1937) leased parts of indigenous territories to natives (both locals and
those coming from southern provinces, such as some Shuar families), offering
some protection thanks to collective land tenure.

Prior to establishing national law to control oil exploitation in 1990, includ-
ing waste disposal, oil companies did not undertake measures to protect the
environment. It is why we stopped our simulation in 1990 with the prospect of
adding a political module in the future.

2.2 Related Works

The biophysical processes are based on a previous work presented in [4] which
focus on oil hazards in the area and their impact on inhabitants. It has been
developed using the generic agent-based modeling and simulation GAMA plat-
form [8]. This first model lacked farmers’ agricultural behavior model to manage
their exploitation and make their decision in terms of cropping.
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The use of Agent-Based Models (ABMs) to study Socio-environmental Sys-
tems has now widely spread in the modeling community [17] and the description
of agents representing human beings (e.g. farmers) with decision to make is still
a really challenging task. According to [1], many approaches, derived from eco-
nomic and social sciences theories, have been used to model farmers’ behaviour in
relation with natural systems in ABMs. Firstly, the micro-economic approach,
which consists of agents maximizing an utility function based on revenue or
profit, rely on the assumption of rational agents (homo economicus) (e.g. [16]
among many others). Then and more, a psychological and cognitive approach
integrating more abilities for agents and their aspirations, beliefs and intentions
as well as social structures effects like social norms or social reproduction. In this
way, [6] used a specific framework for their agents, that integrate behavioural
drivers, in their study of the use of pesticides in Colombia. Similarly, [7] used
Belief Function Theory to model yearly decision-making process of cropping
plan in the South-East of France. Other models, from a participatory approach,
directly involve stakeholders in the modelling process [18]. Also, KIDS models
are driven by empirical data [10]: [15] have developed an ABM on the Ecuado-
rian Amazon used to simulate land use change on farms, based on empirical rules
from a socio-economic and demographic survey; [2] have used a cluster analy-
sis on empirical data to distinguish four types of farmers’ agents in a spatially
explicit model based on cadastral information. Recently, [12] reviewed ABMs for
agricultural policy evaluation.

The next three sections are dedicated to the model description using the
0.D.D. protocol (Overview, Design Concepts, Details) [9].

3 Overview

3.1 Purpose

The aim of the model is to reproduce the evolution of the parish (parroguia) of
Dayuma under the impact of the migration of Escuadorian farmers in the Ama-
zonian forest induced by the petrol exploitation of the area and their settlement.
We aims at reproducing the migration and settlement of Ecuadorian farmers
in the Amazonian forest induced by the petrol exploitation of the area and at
observing its consequences in terms of deforestation (for agricultural purpose).

3.2 Entities, State Variables, and Scales

Scales. As detailed in the input data presented in the Sect.5.2, the modeled
system is an area of approximately 87km by 58 km. In this area, we chose as
smallest spatial unit, the plot, that is the agricultural unit in our model. A
plot is defined as a square with an edge of 90m (for the high resolution Digital
Elevation Model).

The simulations are launched from the 1st of January 1960 and run until the
31st of December 1990, with a simulation step lasting 1 month.
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Entities. As presented previously, our main interest is to study the colonization
and the anthropization of the parish of Dayuma over a long period of time (30
years). This process should take into account arrivals of new settlers and their
allocation of a new finca (driven by the evolution of the road network), but also
the development of the agricultural activity and its effect on the landscape. We
thus made the hypothesis that the family is the key entity in this process (rather
than the individual). We have introduced individual person and couple to simu-
late the demography, i.e. aging, wedding and new individual birth processes. The
evolution of the number of inhabitants has an influence on the food needs and
working force of each family and thus on the agricultural process, and finally the
territory land cover. Agriculture relies on two kinds of entities: human activities
and decision-making and physical support. The family think its agriculture activ-
ities at the scale of the finca with individual implementations at plot scale.
We made the choice for modularity purpose to introduce the finca manager
agent that manages the activity set for the whole finca and in particular their
activity_state that evolve step by step. We also made the choice to split the set
of activities (coffee, market gardening...) into subsistence_activity, necessary
to feed the family, and payout_activity, that provides financial incomes.

To make its decision about new activities, the family via the finca manager
needs to know the history of its own production, the market price and via the
path_manager the price and time to send it to the market.

These entities, their main attributes and relations are summarized in the
class diagram presented in Fig.1. Only the main attributes and operations are
presented in the diagram (in particular attributes used only for internal compu-
tations are not displayed).

Environment Variables. The environment variables are mostly used to ini-
tialize the family state: initial capital (in dollars), the number of working day per
month and of working hour per day. We also have the price of every production
and the demography (number of inhabitants, birth rate ...) at each time step.

We initialized the capital of each family at 150 dollars to explicit that they
don’t have many resources. We have put as a hypothesis the amount of work
that a human can do in a month. We attribute to every adult 20.5 Human Day
per month and to every child or elderly half this amount. During every day, a
human can work 8h. We also have the price of every production at each time
step, the demography, the legal context in order to be able to change them in
futures studies and use them to test the effect of different politics.

3.3 Process Overview and Scheduling

At each simulation step, the processes are scheduled sequentially in order to
avoid unexpected side effects of possible interactions. First the demography is
applied: it updates the family population and installs the new people on fincas.
Then the bio-physical environment is updated: the biomass of each plot, the
roads and markets are updated given preloaded data. The path manager gives
for every plot, the time and the price for every activity to go from one plot to the
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market of the map. Finally, families can start managing their finca, i.e. exploiting
it with the constraints of first trying to feed the family members and only in
case of remaining working time, earn money.

4 Design Concepts

As recommended by the authors of the O.D.D. protocol [9], only the relevant
Design Concepts are presented below.

Objectives. The main objectives of the families are first to produce enough for
their needs (through subsistence crops) and then to maximize their incomes with
wage-earning and crash crops taking into account their current amount of money
and their available working force. The self-feeding is divided in two objectives.
The first one is the need to produce enough proteins for the entire family and
the second one is to produce enough calories for everyone in the family. Families
will produce enough proteins and its associated calories and will try to reach the
total amount of needed calories through carbohydrates (carbohydrate here).

We do not take into account vitamins because the gardening tends to produce
enough of it.

Learning. We make the hypothesis that families have a poor knowledge on their
ground fertility but a good knowledge on their past productions depending on
the activity and the plot. Each family will thus remember its production plot
each crop was made on, to better know their ground and thus better predict
their future incomes.

This limited knowledge prevent them to predict their future generated
incomes by each crop. But over the simulation they will observe this production
and learn to have a better knowledge over their ground. The learning revolve
around a perfect memory for previous events. No fog of war is used. Every family
will remember its production and the fertility of the plot each crop was made
on.

Interaction. In addition to the use of learning, families try to improve their
knowledge by asking neighbor families an estimation of their production if they
don’t already have their own information. Families choose to only take into
account the information given by the family which is in the closest situation
about to the use of one type of production on one plot.

Families can share information. When a family has no knowledge on the
production it can expect, it will ask an estimation to the neighbouring family.
Each family with knowledge on this matter will then provide information about
their productions. The asking family will only take the information given by the
knowing neighbour which had this activity on a plot with the closest estimated
fertility to the one family want to use.

Sensing. To make their decisions, families have different information coming
from their sensing: they have a perfect perception of the price markets and
their ground fertility. Families have knowledge over the state of the transport
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network: they have access to the time and price, and manpower needed to send
their productions from their farm to the marker.

Adaptation. The simulations are run over 30 years with a step of 1 month;
during this period of time, both the bio-physical (route network or soil fertility)
and socio-economic (activity prices or demography) environments evolve. The
families have to adapt to theses changes by abandoning less-profitable activities
to settle new ones that can bring more incomes.

Prediction. At several steps in the family behavior, it needs to make some
choice depending on the production an activity can give on a plot. It can be
the case to predict whether the family is self-sufficient (i.e. it produces enough
food to feed all the family?) or to choose which activity is the best to install
on a given plot (in particular because both the turnover and the expenses are
computed from the production). In order to predict the production of a plot
for a given activity, the family extracts from its knowledge all the time it had
a production of this activity. It then looks at the production made by the plot
with the closest fertility and use it as the predicted value and thus an estimator
of the production on the given plot.

At different moment, the family have to make choice depending on the pro-
duction an activity can give on a plot. In order to succeed in this task, it will
extract from its knowledge all the time it produce crops of this activity and the
fertility of the relief it was made on. It will then look at the production made
by the plot with the closest fertility and use it as a predicted value.

The family have to predict if it will be self-sufficient (if it will produce enough
food to feed all the family). In order to succeed in this task, it must know of all
the macronutrients it needs and an estimation of the macronutrients produced
by the subsistence crops. The needed macronutrients are calculated according to
[13]. The produced macronutrients are calculated by predicting the total amount
of each crop we produced and summing the associated macronutrients. If all the
predicted produced macronutrients are superior or equal to the needed macronu-
trients, the family is self-sufficient.

The family needs to predict the gross incomes gained by putting an activity
on a plot, in order to choose which activity is the best. In order to do this,
the family will have to predict the turnover and the expenses. Both needs to
predict the production. The turnover is calculated by multiplying the price per
kilogram of a crop by the number of crops in kilograms produced. The expenses
are a sum of the taxes on the turnover and the cost of sending the production
to the market.

Stochasticity. The main stochastic part of the model is the evolution of the
population: in particular, the initial number of individuals in each settler family
is random. We use the demographic data to get the new number of people that
will get in Dayuma, but the existing families update themselves randomly given
the birth and mortality rate. Then we create a number of families which is equal
to the number of new people coming divided by the average number of people in

2 The macronutrients are calculated given an activity production based on [13].
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a family. In the family, the number of children is between 2 and 5, the number
of adult between 2 and 4 and the number of old people between 0 and 2. The
chief is the oldest person in the family.

There is also an element of stochasticity on the production of every activity.
The maximal production has a top and bottom bound and the actual production
is calculated according to the quality of the plot and the calculated maximal
production. The work in the oil industry is stochastic too: family members only
have a certain chance of getting a one-month job, at each time step. The salary
is set between 300 and 400 dollars per month.

Collectives. The model contains two main collectives: the family and the finca.
The family is the entity that takes all the decisions in terms of agriculture devel-
opment, i.e. finca management (through the proxy entity finca manager). It is
composed of individuals and couples: these two kinds of entities are integrated
in the model only to manage the demography part of the model. They are also
used to compute the family working force and its food need. The finca is only
the administrative property of the family and gather all the plots it contains,
but all the dynamics are implemented at the plot scale.

Observation. During the simulation, we observe activities productions and the
money amount of families. We also observe the final map of forest/deforestation
(produced in the model given the plot biomass) with the intention to compare it
with actual satellite image, in order to evaluate our model. This final indicator
is the one that is used to compare the results of the simulation to the real
deforestation rate.

5 Details

5.1 Initialization

— We initialize the plots from the Digital Elevation Model of Dayuma. Every
plot has an initial surface, fertility and biomass. Its biomass is calculated
according to the local biomass.

— The position of the market is initialized at the place that is extracted from
the real-life data. And the fincas and communas are created from input data.

— For the entire duration of the simulation, the same set of activity is used.
We have 7 of them, 3 being annuity farming (coffee, cacao and breeding) and
4 subsistence farming (plantain banana, market gardening, corn/manioc and
small breeding).

— We initialize the family capital to 150 dollars, the working time of an adult
to 20.5 Human days per month and half of it for a child or an elderly and a
day to 8h.

5.2 Input Data

First, the input data contain multiple spatial data: the shapefile of Dayuma
bounds, the shapefile of main roads (with, for each road, its construction date,
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its state (trail, laterite or asphalt) and its mean transport speed), a shapefile of
pedology (containing in particular fertility data), a cadastre file (a shapefile or
the fincas and communas) and the Digital Elevation Model of the area (with a
resolution of 90m x 90m).

In addition, the input data includes a tabular file with the demography
for every month after 1960: it contains the total population, its evolution, the
birthrate and the migration. Finally, the simulation needs a file that contains
every subsistence or crop activity. For each activity, we can extract every data
we need to do those activities, including the transport cost: the cost in man
power or money for installation and maintenance, the maximum or minimum
production, the lowest fertility on which we can produce crops with this activity,
the questioning frequency, the necessary surface to do it and the max number
of plots we can put this activity on. For the subsistence activities, we have the
percentage of carbohydrates or proteins contained in the production. Finally, we
have a file that provides selling prices for each cash crop and for every year.

5.3 Submodels

The Colonization Submodel. At every time step, this model will simulate the
demography of Dayuma. Families will be created and install themselves. 51% of
the created families are settlers and the 49% remaining ones are indigenous. The
indigenouses install themselves in the communa, with other indigenous families
and are assigned a farm on which they have the operating rights. The settlers
install themselves near the roads and in the finca that is the closest to the
market,.

The main stochastic part of the model is the evolution of the population:
in particular, the initial number of individuals in each settler family is chosen
randomly. We use the demographic data to get the new number of people that
will get in Dayuma. We make the existing family update themselves with the
birth and mortality rate. Then we create a number of families which is equal to
the number of new people coming divided by the average number of people in a
family. In the family, the number of children is between 2 and 5, the number of
adult between 2 and 4 and the number of old people between 0 and 2. The chief
is the oldest person in the family.

The Market Submodel. The market find for every cash crop the price at
which it is sold for the current year in the simulation and gives it to the family.

The Farming Submodel. The family has two objectives (in the following pri-
ority order): to produce enough food to feed all the family members and maxi-
mizing its money incomes. At every step, the family behavior can be described
by the following steps:

1. Prepare each plot for its activity. In order to install an activity on a plot
or to maintain already installed activities, the plot must have enough free
space. The family ensures that this is the case for every active plot, otherwise
it prepares it (i.e. and thus destroy the exceeding biomass). Preparation has
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a cost, both in time and money, that is conditioned by the activity. This cost
will be in money and in man power because it takes time and the family
might have to rent a chainsaw and gasoline to cut the excess in biomass. This
action is made for every plot, even the plot that are producing, because the
family must maintain its crops.

. Do subsistence farming. The subsistence farming has a cost in man power
and it is done before the cash crops because it is more important to feed the
family than to get money. From this activity, family members will get the
needed proteins and carbohydrates.

. Work for the oil industry. This activity costs 20.5 Human Day per month
and earns money in order to create exploitations. The chance of getting a
job follows a linear function which is at 10% in 1960 and 1% in 1990. They
do this work before the cash crops only if they have less than 1,000 dollars
in capital. If not, they prefer to add new cash crop activities and postpone
trying to work in industry to the end of the step, if remaining working time
is available.

. Do cash crops. At this step, the family will do its activity of cash crops in
order to get money. It is at this step that it will produce, send and sell its
production.

. Question the activities and remove the useless ones if necessary.
At every step, the family checks if its active plots still have enough fertility.
Furthermore, every activity must be questioned at some interval. Cash and
subsistence activities are not questioned with the same criteria. In order to
know if a subsistence activity must be stopped, the family checks if it produces
too much food (30% more here) and if it is the case, it drops one activity while
maximizing the food diversity. In the case of crops activity, it will check if
it produces enough food and if it does not, it might have to delete the less
profitable crop activity in order to free some manpower.

. Put in fallow the plots with less than 30% of fertility.

. Add a new activity on a plot if possible. The choosing of the plot on
which the activity is done with the following Criterion of Selection.

p(t) + Fertility(z,t)

(D(z) 4+ 1).(I(x) + 1)

with D(x) the distance to the closest exiting plot of the paroquia of the plot
x; p(t): a random number in order to shuffle the plot with the closest score;
I(x) the risk of flood on the plot z. At this point, we have the choice between
adding a cash crops activity or a subsistence farming activity. First, the family
tries to predict if it is self-sufficient in food. If it is not, it adds a subsistence
activity. If it is, it adds a cash activity. The adding of a subsistence activity is
done according to the principle of plurality of the crops. Every family will try
to diversify its food intake. So the family will try to have the same number
of plot on each subsistence activity. When multiple activities don’t have the
same amount of occurrences as the most done activity of subsistence, we rank
them accordingly to the inverse of the manpower needed to do the activity
and install the best. If we want to add a cash crop, the family will estimate for

CS(x,t) =
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every possible activity the gross income it could generate. The best activity
will be installed on the plot. This process is explained in the prediction part
of the design concept.

6 First Results

Due to lack of precise data, we cannot evaluate the simulation outputs directly
with the real corresponding data, such as the spatial distribution of crops. As a
proxy, we use the deforestation as the only indicator we can evaluate. As refer-
ence data, we choose to use a map extracted from satellite data by identifying
deforested plots. In order to evaluate our model, we thus compare the level of
deforestation in our simulation outputs® and the one recorded in the region of
Dayuma in 1990, extracted from land use and land cover maps®.

Due to our lack of data, we opted for a grid-based method to evaluate the out-
puts, rather than pixel to pixel methods (statistical indices like Cohen’s kappa
or confusion matrices), because we had no interest in reproducing pixel-precise
dynamics for a process-based model. The pixel-to-pixel evaluation method con-
sists in computing the number of pairs of pixels from the real data and simulated
data that are different®. This distance is thus not that interesting because we
want to know where the settlers came; and how they impacted the field is just a
consequence of his/her behavior. From our point of view, there is no difference
between using one plot or the one that is just next to it because it is still in
his farm. We want to see if our agents have proportionally the same amount of
effect on their land than the settler who was in the same situation.

Therefore, in order to compute the grid-based error indicator, we created a
grid with a mesh of five squared kilometres covering the entirety of our study
area, for which we calculated a proportion of deforested pixels (on the one hand
from satellite image classification data and on the other hand from simulation
data) by mesh in a geographic information system (GIS). Then, the layers are
subtracted from each other (deforestation rate in simulation data - deforestation
rate in satellite image classification data), to obtain a deviations map (Fig. 2)
which indicates over-estimations and under-estimations of deforestation by the
model. We can see on it that the model over-estimates forest clearing for the most
part, especially in the northern and in the southern parts of the study area (up to
24.4% of over-estimation in some meshes). However, there is a bias related to the
presence of a side effect, which we have tried to limit (without losing too much
information) by eliminating from the analysis the border meshes of which less
than half of the pixels were included in the study area. This evaluation method
just give us an evaluation at a larger scale than the pixel-to-pixel method but
doesn’t allow us to test our assumptions. Here our assumption are that settler

3 Deforested pixels are plots where at least 50% of the biomass is missing.

4 We consider as “deforested” pixels belonging to the categories “populated areas” and
“agricultural land” of level 1 of Mapa de cobertura y uso de la tierra del Ecuador
continenal ario 1990, Ministerio del Ambiente (MAE), 2014.

® It is thus close to the classical Hamming distance [14].
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want to be able to travel as fast as possible to the city, so they choose well-
connected farms and the oil industry has an impact on the amount of money
that the farmers have and thus on the amount of work they can do, which has
a big impact of the land. Moreover, farmers in well-connected roads have to pay
less to make theirs products travel to the market and have more money at the
end of the month to invest in their farm.

A similar but more thematic and spatial approach to evaluate the simulation
outputs of the model was used using the road network (Fig.3). Indeed, given
the role of the road network in the colonization process, it seemed interesting
to take it as a reference point for the evaluation of simulation data. Thus, four
zones, corresponding to different buffers around the roads (from one kilometre
to ten kilometres and more), were used to calculate the same deforestation rates
as previously. This thematic method allows us to spatially evaluate our results:
over-estimations appear lower (less than 3% from one to five kilometres around
roads) and underestimations are negligible (less than 1% beyond ten kilometres
around roads).

We propose a global method of evaluating spatial results according to buffers
that are made to test initial assumptions. It allows us to test the model and check
if our assumptions can generate the expected results. Two type of error can be
seen here:

— First there are error of modeling because we can see that in places that are not
at all well-connected, there are still a few places that are deforested, and thus
there are people who came here. We cannot explain why. Our assumptions
still are coherent with the majority of the settlers, but are not complete.

— Second, there might be fine-tuning errors (or still modeling errors) because
we are overestimating deforestation in well-connected areas.
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Fig. 2. Deforestation error by grid (in 1990)
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Model deviations mapping
[ ‘ I

B One kilometre around roads: +9.5%
Five kilometres around roads: +2.74% ’

Ten kilometres around roads: -0.37%
Fifty kilometres around roads: -0.51%

— Roads (all types of roads) 2
{7i Study area ‘,w_j
4
g
e
¢
L
Lt
S
P e 5
i
ol
L
3 -
T

L

Source: IGM. 2013 : Muni. Coca. 2013 : GAD Davuma. 2014 : GEOPLADES.

Fig. 3. Deforestation error by buffer (in 1990)

The separation of space according to our assumptions allows us to see easily
what went wrong with the modeling process and how we can improve our model,
either by fine-tuning the parameters or changing our assumptions. Here, we see
that most errors are concentrated on the zone around one kilometer from the
roads. It could mean that our understanding of the phenomenon in this area
in particular is not that good. It allows us to confront our expectation of the
spatial organization for the studied phenomenon and can help us understand the
localized effect of our assumptions and thus what we must change.

7 Conclusion and Perspectives

In this article, we have presented the PASHAMAMA model and how we used
qualitative data in order to design process-driven low-level cognitive agents. This
approach based on multiple sequential optimizations is used to keep the process
as descriptive as possible and generic enough to be applied to many case studies.
Simulation results are displayed in Figs.2 and 3. On the buffer map, we have
better overall results than in the grid map, which means that the model is able
to well reproduce the dynamics in the areas of interest. It shows us that the
hypothesis of people installing themselves as close as possible to the roads might
be correct. The first people who installed themselves are those who will cause the
most deforestation because they have higher resources due to the high probability
of getting a job. The results show some divergences between the reality and the
model output. We argue that over-estimations are due to the excess in money
earned by the agents: it seems to be due to the lack of data we have on the
chances of getting a job with the oil industry. We have overestimated them. For
the under-estimation, they are two kind. First, we cannot explain why people
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settle near isolated areas. The second kind is about the places with high under-
estimation (near 25%) where there are settlers, but they can not earn enough
money to have an efficient enough farm (and thus deforest).

Here, we can see that our model over-estimate the impact and efficiency of
the first settlers that are close to the roads and might under-estimate that of the
newcomers.

The work presented here is only a first step. In particular, the agricultural
module still needs tuning on some parameters: after preliminary studies, the
most important of them is the probability of getting a work in the oil industry.
We need to design a function computing the hiring rate given the oil production
and the cost of the oil barrel. This model needs to be extended to help us to
understand more dynamics in Dayuma. We will consider the addition of a policy
module in which the institutions will be able to put some rules for the agricultural
production, oil production, or for the installation of health institutions.
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Abstract. MASON is a widely-used open-source agent-based simula-
tion toolkit that has been in constant development since 2002. MASON’s
architecture was cutting-edge for its time, but advances in computer tech-
nology now offer new opportunities for the ABM community to scale
models and apply new modeling techniques. We are extending MASON
to provide these opportunities in response to community feedback. In this
paper we discuss MASON, its history and design, and how we plan to
improve and extend it over the next several years. Based on user feedback
will add distributed simulation, distributed GIS, optimization and sen-
sitivity analysis tools, external language and development environment
support, statistics facilities, collaborative archives, and educational tools.

Keywords: Agent-based simulation - Open source - Library

1 Introduction

MASON is an open source single-process simulation core and visualization
toolkit in Java, designed to be used for a wide range of models, but with a special
emphasis on agent-based models involving up to millions of agents. MASON has
support for geographical information systems (GIS) and social networks, among
other areas. Agent-based models (or ABMs) have taken hold not just in the
sciences [10,17,18], but also in engineering areas such as distributed systems,
swarm robotics, multiagent learning, and artificial life: for example, swarms of
drones, driverless cars, air traffic control, and factory floor robots [11,16,19].
MASON was designed to serve both of these worlds.

Swarm-style multiagent simulation toolkits have developed along two lines.
The first line to emerge were libraries geared for easy development of simple
models. These toolkits usually were single-threaded, generally tied the model to
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Fig.1. Model of impact of climate Fig. 2. MASON running on-board col-
change on Canadian communities [14]. laborative real time soccer robots [22].

its visualization and other facilities, and often deemphasized efficiency. Examples
include SWARM [9], NetLogo [5], and perhaps early versions of Repast [7].

The second line consisted of tools meant for large, complex simulations that
might be run many times. These toolkits emphasized efficiency and extensibility
more heavily, but were still generally single-process. MASON was among the first
toolkits in this second line, and introduced many (for ABMs) unique features,
including multithreaded models, separation of model and visualization, fully self-
contained models, model serialization and migration, 3D visualization, and an
orthogonal, consistent, and small design emphasizing efficiency. Other toolkits
(for example Repast) have also advanced in many of these areas since then.

As computational cost decreases and models become more complex, we think
that a new trend is emerging in ABM models: a third generation of simulation
tools which give multiagent systems researchers access to high performance dis-
tributed simulation and the capabilities made possible by it: such as distributed
GIS models and automated model validation and optimization. Some high-profile
tools have made strides in some of these directions (such as FLAME [4] and
Repast HPC [8], among others). At the same time, these third-generation toolk-
its must be clean, easily customized, and provide significant coding support. It
would be desirable, though challenging, to marry these features with the tradi-
tional ease of use and accessibility afforded by some earlier systems.

Following the recommendations of a 2013 MASON community workshop [20],
we are extending MASON to a full-featured third-generation toolkit. In this
paper we discuss MASON’s history, its architecture, where we think it needs
improvement, and our plans for enhancing MASON over the next few years.

2 Development History

Though it has found use in the social science and computational biology ABM
fields, MASON was originally meant for multirobotics and multiagent learning,
and to evaluate evolved swarm behaviors produced by the ECJ evolutionary com-
putation toolkit [3]. However after discussion with the GMU Center for Social
Complexity, MASON’s team realized that the modeling overlap between swarm
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Dadaab refugee camp complex in Kenya [15]. with 625 swarm robots [21].

robotics, Al, and ABMs in the social sciences was unusually high, and so decided
to create a general-purpose library to serve the ABM community writ large.

MASON had several design goals from the very beginning. First, MASON
was designed to have a small, high-performance, self-contained simulation core
so that many models could be run in parallel, or could involve up to millions of
agents. Second, MASON was designed to produce guaranteed identical results
regardless of architecture when possible. Third, MASON was created with a
Model-View-Controller (MVC) architecture with complete separation between
the model and the visualization, and with model serialization. Fourth, as it came
from the robotics community, MASON was meant to support a wide range of
visualization facilities, including both 2D and 3D support. Fifth, MASON was
designed to be very easily modified and extended.

These goals are hardly unusual in the general simulation community. How-
ever to our knowledge, among the major ABM toolkits at the time (such as
SWARM, Repast, NetLogo and Ascape [1]) MASON’s combination of design
goals was original. MASON was released at Agent 2003, and we think it has
had a significant impact on both the design and implementation of ABM tools
since then.

Because of its emphasis on customization, efficiency, and generality, MASON
has been used in a wide range of models, from small to very large, and in fields
from robotics to the social sciences. As illustration, Figs.1, 2, 3 and 4 show
four uses drawn from our own experience. For example, we have used MASON
to build a 10-million agent model of permafrost thawing and its consequences
on Canadian communities [14] (Fig. 1); and we have also used MASON running
on-board cooperative soccer-playing robots during RoboCup [22] (Fig. 2).

3 MASON’s Design

As a roughly MVC architecture, MASON is broken into two pieces, as shown in
Fig. 5. The first part is the model (the simulation proper) and the second part is
the visualization. Unless one chooses to have model objects display themselves,
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Fig. 5. Illustration of MASON’s top-level architecture

the model and visualization are entirely separated, enabling model serialization
and the removal or reinstatement of the visualization mid-run.

Model and Visualization. A MASON simulation is encapsulated in a top-level
model object which contains a simple real-valued time schedule on which are
registered one or more agents to be called at some time in the future. Addition-
ally, the model may hold one or more fields to represent space. MASON provides
many fields, such as square or hex grids of objects or values, continuous space,
and graphs or multigraphs. Many fields can be 2D or 3D; bounded, toroidal, or
unbounded; and sparse or dense; and you can create your own as you see fit. Last
but not least, MASON provides utilities for multithreading and a high-quality
random number generator. Models can be fully serializable, self-contained, and
capable of running side-by-side in multiple threads or in the same thread.

MASON provides 2D and 3D visualization tools, plus plug-in visualization
facilities such as for GIS. Model visualization is encapsulated in a special top-
level object. This contains a controller whose job is to start, stop, and otherwise
manipulate the schedule. The most common controller is a window called a
console. The controller also manages some number of windows called displays
that handle 2D or 3D visualization. A display helps the user manipulate and
visualize various fields by stacking together one or more field portrayals. A field
portrayal often portrays individual objects or values in fields by calling forth
a custom simple portrayal designed to visualize that particular object or value.
Objects may choose to portray themselves as well. If the user selects portrayed
objects with the mouse, a simple portrayal may create inspectors to provide
object details, trace the objects through charts and graphs, and so on.
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Utilities and Extensions. MASON has many utilities to support model design.
These include random number distributions, Java Bean Properties inspectors,
GUI widgets, movie and picture generation, and chart creation. Several of
MASON’s utility objects have since found their way into other ABM toolkits
(like NetLogo).

Finally, MASON is often extended to serve special functions. Foremost is
GeoMASON, which adds high-quality GIS capabilities to MASON, including
first-in-class raster and vector data model integration, standardized data and
file formats, query algorithms, visualization, and integration with external GIS
tools. GeoMASON sits atop the Java Topology Suite (JTS).

MASON is also integrated with ECJ [3], a popular, massively distributed
evolutionary computation toolkit with which MASON was intended to dovetail.
ECJ can be used to optimize ABM models in parallel, which are then assessed
on-the-fly in MASON. MASON also has extension libraries for social networks
and for 2D rigid body kinematics, among other tools.

Finally but critically, D-MASON [13] extends MASON into a distributed
model toolkit intended to run over a large number of machines. When develop-
ing D-MASON, the University of Salerno chose MASON as its target platform
largely because of its emphasis on ease of extensibility.

Coding Style. MASON was written in Java because ECJ was in Java. This is not
a controversial decision: Ascape, Repast, and NetLogo also target the Java Vir-
tual Machine. Java has enabled MASON to be portable, provide replicable code,
and be efficient. But MASON lacks certain hallmarks of modern Java, such as
generics, annotations, and lambdas. Some of this is cargo-cult programming, but
much of it is due to efficiency considerations. For example, MASON has a spe-
cial replacement for java.util.ArrayList, because until recently ArrayList’s
get(), set(), and add() methods had flaws which prevented them from being
inlined. HotSpot has since worked around these errors, and so going forward we
may adopt ArrayList, along with similar workarounds obviated by recent Java
improvements.

4 Where Is MASON Going?

Taking a critical look at MASON, there are many opportunities for improvement.
It is now over 15 years old, and was originally developed for Java 1.3, and
so has warts and misfeatures stemming from its age. While reasonably high
performance, it is also still fundamentally a non-distributed toolkit. And it is
missing important functionality, such as good statistics tools, a testing facility,
and so on. Going forward, we will be making many improvements to the system.

In 2013 we organized an NSF-sponsored workshop [20] that proposed nine
community recommendations for how MASON could be enhanced to assist in
cutting edge research in the future:

1. Give MASON better external language support and plugins for integrated
development environments (IDEs).
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Add advanced output and statistics architectures.

Add parallel and distributed facilities.

Upgrade MASON to reflect recent Java language changes.

Add a testing regimen.

Identify facilities to make MASON more useful to the science and technology
education community.

Add collaborative archives for the MASON community to share models.
Add automated validation and parameter sweeping.

9. Improve MASON’s GIS support and integrate it with distributed capabilities.

SRl
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After the workshop, we applied for and received a three-year NSF grant
(1727303) to improve MASON along these lines, and are now in its second year.
Following the recommendations above, our plans to improve MASON fall into
four areas. First, we are making MASON more robust. Second, we are building a
distributed version of the software (including distributed GIS support) that runs
over MPI on cloud computing platforms. Third, we are adding a variety of tools
to make MASON more friendly to coders. Fourth, we intend to make MASON
more friendly to the ABM community at large. We discuss these goals below.

4.1 Making MASON More Robust

Like much open source research software, MASON was built with few tests or
automated quality control checks. Fortunately MASON has exhibited few serious
bugs over the years, but it badly needs a testing harness. This is an interesting
challenge for stochastic models because of the semi-random nature of the results
generated. When results differ from expected results, is this because of a bug (or
bug-fix) or is it due to the vagaries of the random number generator?

We are constructing a test harness that will run MASON through a bat-
tery of parameters and compare them with expected outputs. This will take
advantage of MASON’s replicability such that, given a fixed set of parameters
and random number generator seeds, the outputs should be identical. We are
building unit tests for MASON, and are devising stochastic distribution-based
tests using common MASON models. These tests will be run many times over a
large number of random number generator seeds. If changes cause distributions
(mean, variance, etc.) to deviate significantly, this will raise a flag.

4.2 Making MASON Distributed

This task will consume the majority of our efforts over the next few years, and
entails an integrated distributed model facility, distributed and improved GIS,
and both large- and small-scale model optimization and validation. To support
massively scaled agent-based models, we want MASON to take advantage of
many compute cores by distributing agents and allowing them to run in parallel.
The potentially high degree of coupling (due to arbitrary and dense agent-agent
interaction) in ABM scenarios like social networks poses a challenge to dis-
tributed simulation as the interprocess communication can overwhelm the work
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done on individual cores. However many ABM models are distributed spatially,
which can be straightforwardly distributed. We will target distributed spatial
scenarios but aim to make it possible to distribute social networks, etc. when
feasible.

We also recognize that distributing simulations presents a brittle abstraction
to the model developer: to achieve increasing speedups, he generally must cater
more and more to the specifics of the underlying distribution system. Many
modelers will not wish to do this. Our goal will be to provide multiple APT layers,
whereby a modeler can choose to make his model distributed with few changes
to the original, or (if he wishes) delve deeper into the details of distributed
simulation in order to achieve higher performance.

Approach. Our work builds on D-MASON, which partitions the simulation space
into regions, and assigns to agents in each region a worker to manage their
scheduling, migration, and regional synchronization. A multicast channel (or
topic) is assigned to each region, and workers subscribe to topics associated with
the regions that overlap with their interest areas in order to receive relevant
messages. Although D-MASON is an important first step towards a distributed
MASON, it uses a simple space partitioning approach that is efficient for local
communication, but inefficient for global communication.

The new distributed version of MASON maintains much of the publish-
subscribe approach of D-MASON. Our current efforts are based on Parallel Dis-
crete Event Simulation (PDES), a robust and scalable approach for distributed
situation [12]. A PDES simulation consists of a distributed set of logical processes
(LPs) executing in parallel. LPs generate events that often need to be processed
by other LPs. The LP abstraction provides a clean and modular method for
achieving scalable performance.

Two major components in MASON’s distributed architecture are data
sharing between LPs and load balancing. In terms of data sharing, in dis-
tributed MASON, the simulation field is partitioned into several axis-aligned
(hyper)rectangular regions. Each LP holds one region and processes all the agents
that are located in that region. The basic idea is to assign, when possible, each
LP its own CPU core. For performance reasons we use peer-to-peer message
passing via MPL.

We recognize that highly connected graphs, such as may be found in social
networks, impose a strong coupling between distributed nodes, resulting in heavy
use of network resources. As a result we have chosen to focus on the more
easily distributed case: spatially distributed models. Distribute MASON will
also support networks, but not necessarily with efficiency guarantees.

In most spatially distributed models MASON agents often need to access
nearby data, known as their area of interest (AOI). To support quick access of
data within the AOI, each LP not only stores the data in its own region, but also
maintains a cache of some data from its neighbors, called the halo area. Part of
the LP’s own data is cached by its neighbor LPs. This cache is called the shared
area. The sizes of these two areas are defined by AOI. After each simulation
step, each LP will pull the data from its neighbors into its halo area and at
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the same time send the data in the shared area to its corresponding neighbors,
in a process called halo exchange. Access of data outside an agent’s AOI is
supported via remote procedure calls (RPCs) between LPs. Data is provided in
a synchronous fashion, meaning the caller will get the value once the RPC call
returns.

Load balancing among active processors, where each LP tries to balance
the workload among its immediate members, is critical for performance. This is
done as follows. Each node measures its runtime every step, and when a node
performs load-balancing, it collects the runtimes from its neighbors. Based on
the runtimes, it chooses a neighbor and expands or shrinks its region such that
the variance of runtimes among the node and its neighbors is minimized. For
speed in making load-balancing decisions, we assume the runtime is linear in the
size of the region.

Each partition adjustment can only shift the border by at most its own AOI
to avoid additional data exchange between nodes, since each node already has
part of its neighbors’ data in its halo area. This restriction might seem to slow
down the load balancing, but we think that this is preferable because by lim-
iting the adjustment and avoiding additional data exchange, the overhead is
minimized and therefore the local load balancing can be done more frequently,
better adapting to the change in workload. Another optimization is to avoid
expensive coordination and synchronization activities by not allowing two neigh-
boring LPs to perform load-balancing at the same time. To enforce this, we have
implemented a graph coloring algorithm in the system so that at each step only
the LPs with a designated color may balance their loads with neighbors.

Purely local load balancing runs the risk of getting caught in a local optimum.
For this reason we plan to implement a hybrid local-global load balancing policy,
using a hierarchy of LPs in a tree-structure, such as a K-D tree or a Quad Tree.

Distributed GIS Support. As part of making MASON distributed, it is crucial
to also make GeoMASON distributed. However GIS presents unique and diffi-
cult challenges. Geospatial data generally comes in raster (grid) or vector form.
GeoMASON raster data maps straightforwardly to MASON grid data struc-
tures and so is easy to apply in a distributed fashion. But vector data can span
large areas: for example, assuming we are distributing spatially, a river or a
road might span our entire network of machines. We tackle this by breaking the
vector data into three kinds. Point data can be easily distributed using stan-
dard MASON data structures. Most non-point data is static and immutable
(roads, rivers): we can simply give copies of it to every single processor. Finally,
mutable non-point data is typically static and ideally less common, so we may
distribute it with the non-point data but embed each such object with a pointer
to a secondary object located on a specific (distributed) machine where mutable
information is held.

Distributed Optimization, Automated Model Validation, and Parameter Sweep-
ing. A major challenge faced by multiagent simulation is the complexity of
validating models. MAS involves many heterogeneous variables, agents, agent
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behaviors, and interactions, and the model developer only knows the proper set-
tings for some of these. To validate the model, one must optimize the remaining
variables so as to match known ground truth, a laborious task. Model validation
is often an optimization problem: the researcher hunts for parameter settings
resulting in a model with low output error, and which is insensitive to certain
parameters.

As a massively parallel stochastic optimization tool, ECJ is designed for
exactly this task: the researcher defines known parameters and their values,
then optimizes the remaining variables by running many models in parallel on
back-end machines. MASON was designed from the ground-up to work with ECJ
in this regard, but at present the two can be integrated only with considerable
knowledge of both. We are working to make using MASON + ECJ for validation
as simple as writing some code to assign a fitness to a simulation result, and
then pressing a button on the MASON GUI. This is possible because MASON
models are entirely self-contained and serializable. When a model is started, it
is presented with a vector of parameters to use, and when it is done, it returns
an assessment of the resulting run. ECJ will do the rest of the work.

Another common modeling task is sensitivity analysis. To address this, we
will soon be releasing a parameter-sweep facility in MASON in which you can
specify independent and dependent variables, then do parameter sweeps through
the independent variables while logging dependent variable results. This is avail-
able in other tools (such as NetLogo): our goal is to initially permit parallelism
and ultimately cloud distribution of the simulations during the sweep.

4.3 Making MASON More Coder-Friendly

IDE Support. We are building MASON tools for Eclipse, and potentially Net-
Beans. First, we are adding code templates that allow users to generate code
skeletons for common MASON patterns. The goal is to reduce the drudgery in
dealing with MASON’s high degree of boilerplate. Second, we are adding several
wizards that walk the user through the process of creating a model, where he can
choose from common model scenarios, parameters, and visualization options, and
finally generate easily modifiable model code. We currently have this working
in-house.

External Language Support. A common request has been to provide some degree
of external language support for MASON, particularly for languages which target
the Java virtual machine (such as Jython, Scala, Clojure, and so on). This is
not difficult given that these languages have Java function call support. But the
primary difficulty is that many of these languages are slow in accessing Java
data directly, as they would need to do when working with MASON. We can at
least provide API support for the languages as a first step, then consider how we
might encapsulate common ABM coding patterns in MASON utility functions
so as to spend as much of the application runtime on the pure-Java side, where
it is often much more efficient. We have proof-of-concept support for several
languages.
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Output and Statistics. MASON can make charts and graphs and track variables
in the GUI, but does not have library support to output statistics. We are
remedying this. We think the best way for an experimenter to do this is to have
MASON dump statistics into files designed to be directly entered into a tool
such as R [6]. But we will also consider integrating well-vetted implementations
of basic statistical analyses, such as descriptive statistics, difference tests, and
confidence intervals, perhaps from a library such as Apache Commons Math [2].

4.4 Making MASON More Community-Friendly

Collaborative Archives and Facilities. One major goal in MASON is to allow
people to easily distribute and collaborate on public models. We presently offer
several ways to do this, including a contributions section in the MASON repos-
itory. However, we want to go further. We hope to develop a special online
repository to enable researchers to distribute models as jar files. We are explor-
ing how to enhance MASON to advertise available models from this repository
and enable users to download and run them (taking a cue from similar facilities
such as in NetBeans). This would enable researchers to distribute models more
easily, and also give educators and new users immediate access to a large and
useful collection of educational demos and tutorials.

Education Aids and Ezxamples. Building on the collaborative archive and
improved external language support, we hope to make MASON friendlier to sci-
ence and engineering education by extending MASON’s GUI to be more friendly
to beginning users, creating a “simple” restricted Java API to MASON for stu-
dents to use in lieu of the full API (for building simple models), and adding a
significant number of new educational examples drawn from several disciplines.

4.5 Development Plan

Our three-year development plan is as follows. In all three years we will develop
distributed MASON and distributed GIS facilities. In the first year we have also
focused on automated model validation and GUI facilities. In the second year
we will work on the test harness and unit and integration tests, as well as the
collaborative archive. In the final year we will work on statistics utilities, external
language support, and educational aids.

5 Conclusion

Since its introduction in 2003 MASON has proven to be a successful open-source
agent-based modeling toolkit, with a particular emphasis on high performance,
flexibility, and ease of customization. But MASON can be improved in many
areas, including making it fully distributed, adding optimization and sensitiv-
ity analysis, and making the tool more friendly to newcomers. These plans are
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ambitious but achievable, and we hope that they will serve to make MASON a
strong foundation for ABM development over the next decade.

A critical part of this project is ABM community involvement. We are form-
ing a group of MASON power-users and critics to help us revise our approach,
and we invite interested modelers and developers to participate in the effort.
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Abstract. Teams are compulsive consumers of human resources from com-
panies. This type of resources has associated the spending of money. There are
two distinct types of teams: American and German. These two highly distinct
models have specific characteristics that shape their patterns and dynamics. One
characteristic that has been understudied in the literature is the resources con-
sumption. To understand this issue, a multi-agent based model was developed to
analyse each type of teams according to specific and critical aspects. After
several simulations, it could be observed that German teams despite their focus
on efficiency, were more compulsive consumers of human resources than
American ones. The article also looks at hybrid teams where companies have a
mix of both models. These teams tended to display more similarities with the
German rather than the American model.

1 Introduction

Hyper competition means that companies must maximise their capacity to innovate [1,
2]. This need is more than just the urge to create new and innovative products. It is the
fundamental need for survival that comes before any attempt to keep ahead of the
competition. Innovation is the key to survival and the central tool for innovation is
knowledge [3, 4]. Companies are made up of people and, in analogy to Darwin [5],
companies who survive aggressive competition are not necessarily the strongest but
those who best adapt to market mutations and the needs they create. The successful
ones are those who adapt their behaviours, working methods, processes and come up
with new ideas. Group is structured into teams, which are typically egocentric. They
typically compulsively absorb as many company resources as possible.

Teams result from the need to gather together individuals with different ideas,
skills, and resources [6]. Creativity is spurred when proven innovations in one domain
are introduced into new ones, solving old problems and inspiring fresh thinking [7-10].
However, research shows that the right balance of diversity on teams is elusive.
Although diversity may potentially spur creativity, it typically promotes conflict and
miscommunication [11, 12]. It also runs counter to the safety most individuals feel
when working and sharing ideas with past collaborators [13]. Successful teams evolve
toward a size that is large enough to enable specialization and effective division of
labour among teammates but small enough to avoid overwhelming costs of group
coordination [14]. Unsuccessful teams become, by nature, an exaggerated consumer of
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resources. This article analyses two different models of team management, the
American and the German, in terms of resources consumption. To tackle this problem,
a multi-agent model was designed where agents established collaboration through
networks illustrating how the behaviour of individuals in assembling small teams for
short-term projects can give rise to a variety of large-scale network structures which are
absorbers of resources over time.

This article is organised as follows: in the next section, reviews the relevant lit-
erature about team building and the characteristics of the two models in terms of their
impact on resources consumption. Section 3 describes the multi-agent model that was
developed to analyse this issue. Section 4 displays the obtained results. Finally, in
Sect. 5, we discuss our conclusions and make suggestions for future research.

2 Team Assembly Overview

Analyses of social networks are suggested as a tool for linking micro and macro levels
of team building [7]. There are macro implications of one aspect of small-scale
interaction: the strength of dyadic ties [7]. Sometimes there is a positive correlation
between the degree of the overlap among individuals’ friendship and the strengths of
their ties to each other [7]. This has an impact on the sharing of influence and infor-
mation as well as on opportunities for mobility and team organisation.

Team building has received a lot attention in terms of their capacity to change
organisational environments especially uncertain ones. A review of team effectiveness
literature reveals markedly different approaches and a lack of common ideas. There are
numerous mentions of problems with teams in regards to inefficiency as well as their
occasional inability to achieve targets [14].

Studies of work teams in a variety of organizational settings have shown that team
effectiveness can be not hindered due to the absorption of resources from organisational
structures which often replicate them (processes duplication) and end up serving as a
source of conflict [7, 11-14].

Most of team assembly fails in some critical points enabled by structural features
such as a well-designed team task, appropriate team composition, and a context that
ensures the availability of information, resources, and rewards [14]. Many researchers
have concluded that structure and design, including equipment, materials, physical
environment, and pay systems, are the most important variables affecting work-team
performance and respective improvement [7, 14]. An eventual lack of team success is
not due to interpersonal factors [6, 7, 14]. Instead and according to these authors,
organisation and team structures explain most of the variance in team effectiveness.

However, individuals’ tacit beliefs about interpersonal interaction inhibit learning
behaviour and give rise to organisational ineffectiveness [7].

The described factors explain the failure of organisations to adapt rationally due to
cognitive biases that favour existing routines over alternatives. Once more, the case is
conceived without any multiplier effect. Teams grow up to camouflage the ineffec-
tiveness’s of traditional organisational structures [7, 12, 14]. Their members tend to
behave and engage in tough negotiations or fighting, as they try to obtain resources and
processes that might allow them to adapt and improve.
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Researchers are becoming more interested in group and team processes across
cultures [15]. One key issue is to analyse the differences between American and
German models of teams. The American model is more qualitative and its main focus is
on achieving results and the subsequent effectiveness of the teams [15, 16]. The
German model, however is more quantitative and focuses on choosing the right path
and processes related to team efficiency. Another difference is the fact that Americans
do not track team records. In contrast, Germans record everything done by their teams
in order to understand where efficiency improvements are needed [16, 17]. The
American model always questions the processes unleashed by their teams. Americans
can simply tear up everything related to a team and start all over again, when things go
wrong, and results are not achieved. For Germans, the technique is different. They need
to rebuild the process step-by-step to identify where the mistake occurred or problem
under the auspices of the logic. The American model is based on an open door system
that allows people to carry out any function for which they have the relevant com-
petences, while the German one is more closed door [15, 16].

American teams are fast and creative and are built to conquer all the territory
surrounding them. When problems arise, however, no one knows why, because they
lack records. Germans, on the other hand, follow a logical method and they are built to
achieve command over everything.

Earlier research also identified five other dimensions where American and Germans
teams differed [17], namely power distance, uncertainty avoidance, collectivism versus
individualism, gender and long versus short term orientation.

“Uncertainty avoidance refers to how people in a culture cope with the unpre-
dictable and the ambiguous, how they deal with a lack of knowledge about the future,
and to what extent they experience fear of the unknown” [15, 17].

Cultures differ in terms of avoiding or tolerating uncertainty. Uncertainty avoidant
cultures tend to believe that what is different is dangerous, and have developed ways to
mitigate uncertainty and potential anxiety about the future. For example, in organisa-
tional structures, important elements of uncertainty avoidance include the use of
technology, rules, and rituals [17].

German teams tend to avoid uncertainty (cultural feature) and demonstrate a need
to determine the future and to avoid risk [15]. On other hand, American teams often
show less need to avoid uncertainty. People with there are more comfortable taking
risks, since they have great confidence in their capacity to succeed in the future [15,
17].

In terms of behaviour, American teams may spend less time analysing problems
and may produce quick solutions, whereas Germans teams are more likely to carefully
analyse problems to figure out where they failed and critically evaluate possible
alternatives [17].

In collective cultures, teams tend to value consensus and loyalty over individual
inventiveness, whereas in individualistic cultures, each team member’s ideas are
deemed important, so teams encourage expression of original ideas. While both, the
American and German, approaches are described as individualists, the latter are much
less so [15, 17]. There is also more specialisation in the case of American model than in
German one model where multi-tasking is more common.
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Another important dimension is team orientation. In such case, American teams are
generally more solution oriented in order to achieve targets, whereas German teams
often focus more on problem analysis [15]. Thus, it is natural that German teams have
more probability to concentrate their efforts on gathering precise details and as much
information as possible.

These considerations have not yet dealt with the importance of resource con-
sumption, which will be addressed by the model developed for this purpose.

3 The Team Building Model

The Team Building Model (TBM) is a multi-agent model built using Netlogo software
[18] in order to analyse which model uses the greater quantity of resources, thereby
creating more problems for their teams. This model provides us the dimension for each
team and the complexity that was established among the agents.

This model of team building illustrates how the behaviour of agents when putting
together small teams for projects may use up extreme quantities of human resources
over time as a result of high complexity of their organisational structures. The model is
an adaptation of the team assembly model [6, 19].

3.1 TBM Model Parameters

The Team Building Model is composed of a set of parameters that characterises some
aspects of team models. The model is split into the parameters that affect all types of
agents.

a. Team-Size: the number of agents in a newly assembled team.

b. Max-Leisure: the number of runs an agent will not be call to work before retirement.

c. p: the probability of an inexperienced resource from outside the company is chosen
to become a member of a new team.

d. ¢: the probability that the team being assembled will include a previous collaborator
who has worked on the team, given that the team has at least one resource allocated.

e. O: the probability of an agent being individualistic. Of course (1 — ) represents the
probability of an agent being collectivistic

f. v: the probability that an agent is uncertainty avoidant. Alternative (1 — v) is the
likelihood that an agent is not uncertainty avoidant.

g. @: the probability of an agent being a problem solver; (1 — @) represents agents
who are not a problem solver.

The combination of these parameters allows researchers to represent two distinct
models: the American and the German, being represented by [20%—80%] or [80%—
20%] depending on which model we are dealing with. Nevertheless, it was simulated
the hybrid case [50%—50%] to analyse what happens in terms of resources consump-
tion. Hybrid cases happen when groups intentionally use that part of each model that
better fits their own interests (see Fig. 1).
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Wi

Fig. 1. The combination of parameters with respective weights wj, w; and w, generated
randomly to identify if the agent is American or German.

The option for these combinations is that it is rare to form a team that is composed
solely and exclusively of elements that have as reference one of these two types of
model. The personality, not addressed in the scope of this article is a determining
factor. The percentages presented represent agents with a German, American and
hybrid (mixed) culture in the team composition and used in the simulations, to see
which of the predominant scenarios reflects the management culture model that con-
sumes more human resources.

Obviously one can ask, if it should not be [100%—0%], the inverse and [S0%—
50%]? The answer is that, in reality, the probability that, in a team, there is no one with
a different culture is low. Hence that composition was used where the great majority of
the agents is from one or the other model of culture and to test if a mix of both can
reduce the consumption of human resources by a team. This mix is no more than the
Japanese model that at the level of efficiency resembles the German, but after the
Second World War was greatly influenced by the American model.

3.2 Explaining TBM Model

Most of the general features and human resources consumption could be found in the
networks established among team members inside the companies. These general fea-
tures can be captured by the Team Assembly model with two simple parameters: the
proportion of newcomers participating in a team and the propensity for past collabo-
rators to work again with one another [6]. However, this model went a step further and
we added more parameters in order to check which cultural team model consumed a
greater degree of resources.

At each tick a new team member is assembled. Team members are either inex-
perienced team workers (people who have not previously participated in any type of
teams) or are experienced team workers. Each member is chosen sequentially. The p
slider gives the probability that an outsider will be an inexperienced team worker. If the
new member is not inexperienced, then with a probability given by the ¢ slider, a
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trainee will be chosen randomly from the pool of previous collaborators who already
have participated on the team. Otherwise, a new member will be randomly chosen from
all trainees. When a team is created, all members are linked to one another. If an agent
does not participate in a new team for a prolonged period of time, the agent and his
links are removed from the network.

Agents in newly “assembled teams” are indicated in blue if they are new members
and yellow if they are trainees. Smaller grey circles represent those that are not cur-
rently collaborating. Links indicate members’ experience at their most recent moment
of collaboration. For example, blue links between agents indicate that two agents
collaborated as new members [6]. Green and yellow links correspond to one-time new
member-trainee and among trainees’ collaborations, respectively. Finally, red links
indicate that agents have collaborated with one another multiple times [6].

e Blue: two new members;

e (reen: a new member and a trainee;

. : two trainees who have not previously collaborated together;
e Red: Repeated members.

The model counts the number of links established in the collaboration among the
team over time. It outputs the percentage of agents in a mega structure. This output
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Fig. 2. TBM Model explanation of the relation between parameters and agent’ types
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variable gives us the extent and the use of human resources by a team. It also plots the
percentage of agents belonging to the largest team over time (see Fig. 2).

A team with a big structure is defined by the number of agents forming the teams.
For example, if in the 1st run the agent system generates a team with 2 elements, in the
2nd adds another getting 3 agents. In the 3rd run a team of 6 elements is formed and in
the 4th run a team of 8 elements. However, if in the 5th run the agent system generates
a team or several teams with only 3 elements, but without connection to each other,
then the agent system retains the one that had more agents, as the largest team.

Meanwhile, the larger team can continue with all its elements or disaggregate
depending on the combination of parameters and probability. If the large structure
holds and adds more elements, the percentage of agents in a team with a large structure
corresponds to a fraction of the number of agents in that run that are part of the big
team upon the maximum number of agents that belonged to that structure.

Now, for the percentage to increase, it is because the numerator increases and the
denominator considered decreases. If the percentage decreases it means that the team
had for example a maximum of 10 elements, but in the following runs the number of
agents belonging to that team decreased. In the situation where there is training of
several teams, is the maximum weighted average of the teams that is considered for
calculation purposes.

On the other hand, the average team size gives the dimension of isolated collab-
oration teams as a fraction of the total number of agents. If we analyse the plots
dynamics, we can observe important features of the team, such as the distribution of
link types or how the connectivity of the team varies over time.

The TBM model portrays, on one hand, the distribution type of the connections
among team members. An overabundance of new member-new member (blue) links
might indicate that a field is not taking advantage of experienced members. On the
other hand, a multitude of repeated collaborations (red) and trainees-trainees ( )
links may indicate a lack of diversity in ideas or experience.

On the other hand, there is the overall connectivity of team collaboration. We can
also see the different emergent topologies appear in the display. New collaborations or
synergy among teams naturally tends to the center of the display. Teams or clusters of
teams with few connections to new collaborations naturally “float” to the edges of the
“world”. New members always start in the center of it. Randomly chosen trainees may
be located in any part of the screen. Thus, collaborations amongst new members and or
distant team members tend toward the center, while disconnected clusters are repelled.

Furthermore, the agents who will incorporate the team are set up in the center and
float to “out” as a result of team expansion. This entire model’s procedure is generated
randomly depending on where the activity is launched and position further away if they
are less risk averse to more individualistic and more problem solver or more
autonomous.

In the simulation the teams can vary depending on the combinations formed by the
parameters referring to the, also variable, probabilities. What I mean is that teams are
generated according to the evolution of the combination of parameters and attributes of
the agents. That is generated by the template. The team can aggregate itself and then
evolve to disaggregate according to the probabilities. Thus, the decision to add an
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element to the team derives from its characterization and is generated automatically by
the system itself. In this way it is the system that decides per se if it adds another
element or elements to the team, if it dispenses them disintegrating the existing team or
if it keeps the team as it is. The objective of each team is always to solve a certain
activity of an abstract project.

On the other hand, the measures that are taken to allow the performance evaluation
and make a new decision, once again, depend on the combination’s evolution of the
parameters of the model.

Each of the agent’s probabilities is generated using a random-float function during
the simulation, both for trainees and experienced. And when that probability is greater
than p (that works like a threshold and controlled, at the interface, by us) along with the
fact that there is no experienced member available in the market (netlogo world), the
trainee is recruited. If there are experienced human resources on the market and the
probability generated at random by it is greater than ¢, then it has priority over the rest
(see Fig. 3).

But before that, regardless of whether it is a trainee or an experienced human
resource, if the team has a Germanic model, only agents with the probabilities (listed in
the parameters) that fit the German work profile enters the team. Or, in the American
model, agents that present a probability (generated randomly for each agent as attri-
bute) closer to the American style, fixed by the parameters that define the agent
typology, like gamma, v and phi.

{ pexperienced ’ if random — float pexperienced >¢
Ptrainee » if random — float Ptrainee > p and ~ pexperienced v pexperienced =0

Fig. 3. Agent’s probabilities restrictions

Finally, it must be pointed out that the structure of team collaboration in the model
can change dramatically over time. Initially, only new teams are generated; the col-
laborative field has not existed long enough for members to retire. However, after a
period of time (Max-Leisure), inactive agents begin to retire, and the number of agents
becomes relatively stable — the emergent effects of p and ¢ become more apparent at
this equilibrium stage. Note also that the end of the growth stage is often marked by a
drop in team connectivity.

In short, the purpose of the agent model is to know primarily which of the models,
American or German, to perform an activity, consumes or has a greater need for more
human resources. This activity is abstract and that awakens the beginning of the team.

4 Simulation Results and Analysis

The results reported in this section were obtained conducting the described experiments
using version 5.0.4 of the NetLogo framework [18]. NetLogo is a programmable
modelling environment for simulating natural and social phenomena. It is particularly
well suited for modelling complex systems and developing them over time.
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At this stage, I will limit myself to the analysis defined by the scope of this article.
I will present the obtained results, and the respective analysis.

4.1 American Teams

First of all, we analysed the case of American teams. It can be seen that the percentage
of agents in big team structures decreased throughout the simulation (see Fig. 4).

o oty Sl gt e gast Crpmen Avetoge covgenad e

Fig. 4. American team building

Another important point is that the number of agents in a team grew exponentially
from the beginning of the simulation until it reached a maximum of 12.8 members per
team, when the standard team size was set in 4. The average number then started to
decrease with a lot of volatility. As we can also observe that the American teams were
more likely to conquer the space split in small teams with fewer links among them.
They were more individualistic as was described by [15, 17].

Most links among team members can be seen to take place among new members,
followed by those links established between new members and trainees. There was a
little use of red links and a high use of blue ones, which clearly signaled the American
preference for taking risks.

4.2 German Teams

In the case of the German teams, the percentage of agents in big team structures was
constant during the simulation. The fact of the percentage of agents was constant means
that in the predominantly German model the percentage of teams considered as large
were constant, reaching the maximum in terms of their size. In other words, the team or
teams increased the numerator and the denominator exponentially in the same pro-
portion by setting a maximum number fixed at the beginning and this was constant. it
results in a node knot that reflects the links between all the agents that emerged
throughout the simulation. Human resources (agents) were fully, constantly and con-
tinuously used throughout. The same result could be seen regarding average team size.
The average size increased gradually during the period of analysis and tended to remain
near the top with an average of 12.3 team members (see Fig. 5).
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Fig. 5. German team building

Another important finding was that the teams used less space and did so at a greater
level of concentration in the dominion of the space they have. These results clearly
suggest that German teams were more collectivistic according the obtained results.

Most of the links established among team members can be seen to come from
trainees, followed by those established between new members and trainees. There were
substantial numbers of red and yellow links and fewer blue ones, which is a clear signal
of the German preference to avoid risks, as predicted by the literature.

4.3 Hybrid Teams

In an add-on to this work, we can verify hybrid teams are a case between American and
German models. These teams, did not utilise all available agents as did the German
teams, but they are far from the values presented by the American teams. In sum,
hybrid teams were more similar to German than American teams. The average number
of team members fluctuated greatly during the simulation, reaching a maximum of 16.0
members per team (see Fig. 6).
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Fig. 6. Hybrid team building

It is also important to point out that Hybrid teams are more expansive in space than
German teams but substantially less than American ones.

In terms of links among team members, we can observe that most arose from new
members and trainees, followed by those established among new members. The
existence of repeated collaborators was almost equal to that of German teams. So it
seems these teams were more available to take risks than German teams, but sub-
stantially less likely to do so than the American teams.
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5 Conclusion and Future Work

This work made use of the multi-agent based system methodology to develop a model
to study and compare whether the American or German team building model would
consume more resources. The obtained results revealed a couple of interesting findings.
First of all, German teams clearly consumed more human resources than American
ones. German teams had a preference for dominance and consumed a high level of
resources in a kind of loop. Second, American teams had more propensity to take risks
than German ones. Thirdly, American teams were more individualistic than German
ones and had more propensity to conquer new spaces. German teams were more likely
to establish links of control.

Finally, the hybrid teams are the cases between the American model and German
one. However, this model has more similarities with German teams than the American
ones. This suggests that to be an American team there was a need for more extreme
parameters.

Future research will take in consideration the possibility of the different and new
characteristics of teams, fundamentally regarding their purposes.
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Abstract. When working with data such as financial transactions or
user activity logs, in domains with inherent privacy concerns, you will
certainly run into problems with data protection and data availabil-
ity. Among possible approaches to cope with these problems are data
anonymization and data simulation. One of essential advantages in favor
of data simulation is complete separation from subject identification.

In this paper, we present a multi-agent simulation framework appli-
cable in financial domain for transaction data generation. We use the
framework to create multiple simulation scenarios reproducing typical
fraudulent behavioral patterns and we evaluate its applicability on the
task of Anti Money Laundering (AML) by classification of fraudulent
agents.

Keywords: Multi-agent based simulation + Anti-money laundering -
Transaction data

1 Introduction

In research and in practice as well, one of the most important necessities, to be
able to make relevant conclusions, is data. Having complete data of good quality
goes a long way in achieving the results that researchers strive for. However,
in certain domains, getting access to the data can become a very arduous and
complicated, if not impossible, task. One frequent obstacle is data privacy and
protection concerns.

To cope with these problems, many methods for data anonymization were
proposed: personal identification data removal, noise introduction into the data,
granularity coarsening to ensure certain level of indistinguishability between
observations (K-anonymity, L-diversity, T-closeness [1]), transformation into
latent space using methods such as Principal Component Analysis, etc.

The common goal of all these approaches is to make it impossible to connect
individuals with observations in the data and at the same time to preserve other
data characteristics valuable for data analysis task at hand. Poorly anonymized
dataset can lead to identification of individual observations and nullification of
the effort such as in the well known case of New York taxi trips dataset’.

! https://chriswhong.com /open-data,/foil_nyc_taxi/.
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One possibility, in order to completely separate personal information from
valuable characteristics of a dataset, is to build a simulation based on original
data properties for new dataset construction. In such a way, we have complete
control over the properties of the dataset to be published and at the same time,
no individual records are linked to created observations. In that way, even other
related datasets can not be used to reveal the identity of concerned subjects as
the identity is completely removed and only selected data properties are con-
served. At the same time, such a simulation allows us to control the number of
observations to be created and allows us to create scenarios for specific segments
or patterns present in the data. We dive deeper into the pros and cons of data
simulation in Sect. 2.

In this paper, we present a multi-agent simulation framework for transaction
data creation, that allows to create simulations for various scenarios. Individual
agent behavior can be controlled using distributions extracted from real data or
by rules programmed into the body of the agent.

We demonstrate the utility of the framework by its application in anti-money
laundering (AML). In the following sections, we analyze advantages and limita-
tions of using simulated data for further data analysis (Sect. 2), we introduce the
simulation framework (Sect.3), we describe its application to simulate multiple
common money-laundering scenarios (Sect.4) and we evaluate its applicability
by comparison of multiple common methods for fraudulent account classification
on simulated data (Sect. 5).

2 Data Generation by Simulation

As mentioned earlier, simulation can be used to generate anonymized data. How-
ever, one should always know the benefits and pitfalls of such approach and be
careful with drawing conclusions. As described in [8] data generation by simula-
tion has its advantages, but also has its drawbacks.

Benefits of using simulated data:

— we can simulate scenarios that happen infrequently as long as we know how
they look like,

— customer identification and privacy is not affected,

— datasets we generate can be made publicly available more easily,

— disclosure of results obtained on simulated data are not affected by privacy
policies,

— different scenario parameters can be fully controlled by the researcher,

— we can reduce unbalanced data problem by generating high quantities of
abnormal data and

— class labels are readily available.

Drawbacks connected to the usage of synthetic data:

— the generated data might not be representative or realistic and can contain
biased information,
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— it is difficult to build a realistic model due to the complexity of variables,
parameters and processes that correctly represent the domain

— it is unknown whether we can transfer the learning from a simulated dataset
to a real-world dataset and

— simulated suspicious data cannot be investigated further for improving the
accuracy of the existing classification algorithms.

Authors of this analysis used synthetic data in AML research in domains
of mobile money service [9] and in retail [10], but similar approaches are also
used in other domains such as video-on-demand service [3], credit card theft
[7] or energy consumption [6]. All of these works exploited the advantage that
the simulated data does not usually contain much leaked information from real
data that could be used for deanonymization purposes. Therefore, this data can
usually be shared further in the research community without worrying about
privacy concerns.

To create a more realistic simulation, one can enrich the agents’ personal
information using demographic information; thus, creating synthesized popula-
tions. The agents can be assigned attributes such as sex, age, education, income,
life expectancy, disease risk, or network position [5]. Usually, surveys and census
data are used as sources for synthesizing such personal information about agents.

MAB (multi-agent based) simulation has been utilized in other domains as
well. Research into the characteristics of trading under conditions of a global
market price and local individual market prices was done in [14]. Agents were
given a goal of getting enough resources (food) to ensure their welfare. Some
agents had excess amounts of these resources and could sell them and others
had insufficient amounts and were therefore incentivized to buy. The answer
to whether or not the “Big Wing” tactic was the right tactic to use in the
Battle for Britain was given in [12]. Agents corresponded to the RAF or the
Luftwaffe fighters. Various statistical approaches, such as PCA; ANOVA and
ANCOVA, were used. MAB simulation has been successfully used for disease
spread modeling as well. Results of the work in [13] indicate that the increase
in mobility and application of different control policies has an influence on the
increase of dengue fever cases, pointing to a causality relationship.

Multi-agent based simulation is a computation methodology often used in
social sciences, biology and other areas of research. Its main advantages are
behavior simulation and interaction between many autonomous agents in time
[11]. Agents are objects which have their own rules and states, and behave accord-
ingly to them in every step of the simulation. However their behavior does not
need to be static, and could be evolving dynamically. The main benefit of using
a MABS for our work is that from those specified agents’ (micro) behaviors,
there can arise an emergent, global macro behavior. We say that the simulation
has an emergent property. The potential of a MAB simulation was best utilized
for Scenario 3, where fraudster agents were not simply creating actions by draw-
ing from random distributions, but they behaved according to their specified
rules and to the resources that were available to them, with a certain degree of
randomness.
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For the AML domain, the fraudsters (or launderers/attackers) try to mimic
the behavior of normal users as close as possible, while trying to maximize the
amount of money laundered. That is, their behavior can change over time or
according to some specific short-time circumstances that the account is in. With
this in mind, we decided to build a multi-agent based simulator (MABS).

For the sake of getting relevant results, it is important that the simulation
is set up the right way. From our experience there are three types of ways the
simulation can be meaningfully set up:

— using extracted (aggregated) information from real data,

— using the knowledge of a domain expert — histograms, statistics, averages,
shape of distribution, etc.,

— validation and feedback by a domain expert.

We proposed the simulation framework to simulate common AML scenarios
based on rules about agent behavior. We do not use the framework to create
realistic complex data but to simulate specific narrow cases/scenarios. The rules
governing those scenarios were partially based on money laundering red flags
descriptions? and partially using domain experts’ feedback.

3 Financial Data Simulation Framework

This section describes the design requirements and decisions that we took in
creating the simulator (simulation framework). The implementation itself is in
Python 3 programming language and is built on MESA simulation framework®.

We have built a multi-agent simulation where various types of agents can be
connected and can interact with each other using simulated financial transac-
tions. These transactions are logged in order to create the simulated transaction
dataset.

A simplified class diagram for the most important classes of the framework
is displayed in Fig. 1. The main entry for the simulation is the BankModel class
that connects all components, initializes them and steps through the simulation.

The setup process is separated into three steps:

— agents generation,
— connection generation and
— operation generation.

An example of a sequence of calls of these operations along with classes of
objects they are executed on are displayed in sequence diagram in Fig. 2.
We implemented two basic types of agents:

— Agents which pick transaction amount from a specific distribution and send
it to a chosen agent from among its connection with a defined probability.
These distributions have to be provided by a domain expert in the form of a
random distribution or a histogram or can be learned from real data.

2 https://www.ffiec.gov/bsa_aml_infobase/pages_misc/red.htm.
3 https://github.com/projectmesa/mesa, .
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Connection

- source: BankAgent
- target: BankAgent
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- agents: BankAgent [1..*]

(1%

+ generate_agents (count : Integer): BankAgent

Operation

- connection: Connection
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- operations: Operation [0..*]
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Fig. 1. Simplified class diagram of the simulation framework. The BankModel class is
the main entry for the simulation.
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Fig. 2. An example of possible sequence of operations calls employed for simulation

creation.
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— Agents which behave according to rules programmed in the body of the agent.

Multiple distributions per one agent are supported. This can be used to
simulate multiple styles of behavior per agent (agent is both a middle class
person paying bills and a self-employer issuing and paying invoices). This can be
used also to simulate agents hiding fraudulent operations behind normal behavior
- a majority of performed transactions resembles to normal agent behavior and
a fraction of transactions is fraudulent.

We used these two types of agents and their modifications to seed the simula-
tion for various money laundering scenarios. To help with preparation of agents,
multiple factory classes were prepared. Every one of them creates a group of ran-
domized agents with specific properties (various agent classes, their attributes
and distributions defining their behaviour).

Every agent is communicating (sending transactions to) a selected list of
connections. These connections are created separately from agents, according
to various strategies, to build a network of agents with specific properties (e.g.
random graph with small world property or scale-free network properties [2]).

The last step of the simulation setup is operation generation. Operations
are separated from connections; as connection represents pairs of agents com-
municating between themselves, but an operation describes the mode of the
communication: distribution from which the transaction amount is drawn (can
be constant or a function) and transaction timing. Three types of operation
timings are supported:

— Operations that execute on specific fixed times as defined by the Cron format.
An example for this kind of transaction is monthly payment for a loan.

— Operations executing on specific times with defined periodicity. In this case
the operations are defined by a starting time and a periodicity length. An
example for this transaction could be a repeated transaction with a custom
time periodicity, which would mainly occur as a result of the bank account
user using some automated transaction service.

— Operations that execute on some date or time range, given some probability.
An example for this transaction could be a repeated visit to a grocery store.
The visit is repeating but no hard defined periodicity exists.

Although the default time representation of such multi-agent based simula-
tors usually are “steps”, which are independent of any time measurement unit,
this was insufficient for our use case as we wanted to meet the format of real
transactions as closely as possible. Therefore, besides using steps for the simu-
lation (where one step means every agent executes their behavior once), we also
are able to set a time stamp of the start of the simulation and the time interval
between two steps. This allows us to have a specific time stamp associated with
every step of the simulation, during the simulation, so that the times for the
transaction execution can be also defined in terms of time and not in terms of
simulator steps. This simplifies the usage of simulator generated data greatly and
makes the use of such simulator much more intuitive to the real world scenario.
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This framework design is versatile and extensible (all prepared classes such
as agents, operations, connection generators, factory classes are parameterizable
and extensible). It can be extended and adapted for specific uses and allows us
to create many types of scenarios.

4 Money-Laundering Scenarios Simulation

Regulated financial entities are required to report suspicious transactions by
many government authorities. This responsibility requires them to be able to
monitor and identify transactions, evaluate them in real time, and flag the
ones that are suspicious. To identify frequent suspicious activities a list of red
flags exists* as described by Federal Financial Institutions Examination Coun-
cil (FFIEC). In our work, we created several simulation scenarios that generate
transactions that represent normal behaviour and transactions that should alert
these flags. Specifically, we chose “Structured or recurring, non-reportable trans-
actions” flag to simulate suspicious activity.

Know Your Customer (KYC) methods based on population demographic are
very important part of money laundering detection process, but we simplified
population demography in this demonstration (as we focused on transaction data
simulation) to agents’ name generation based on 1990 Census data®.

4.1 Scenario 1: Transactions Just Under the Reporting Limit

The first scenario we implemented using our framework was a “high transaction
amount” scenario. This is a very simple AML scenario where the fraudsters are
trying to launder as much money as possible by making many transactions just
below the reporting threshold limit. If this limit was exceeded the bank would be
legally obliged to report this transaction to the authorities, since a high amount
of money is involved in a single cash transaction. As fraudsters try to stay as
much “under the radar” as possible, they avoid these kinds of thresholds and
reporting situations.

Normal agents perform some typical transactions such as paying the phone
bill, water bill, paying for food and paying rent defined by a Gaussian distribu-
tion. The simulation was set up in such a way that we had 9,500 normal agents
and 500 fraudsters, keeping the percentage of fraudsters at 5%. In reality, the
percentage of fraudsters in banks is probably even lower than that. The trans-
actions for normal users are generally going to be under the amount of 2,000.
The reporting limit for the high cash transaction was set at 10,000. The fraud-
sters were, therefore, incentivized to make transactions in the higher thousands,
up to 9,999. In this scenario, agents were drawing random numbers from a dis-
tribution, however they could also have a preprogrammed behavior according
to which they make their transactions. This would make their behavior more
dynamic, making it more in line with the multi-agent simulation vision.

4 https://www.ffiec.gov/bsa_aml_infobase/pages_misc/red.htm.
5 https://www.census.gov/topics/population/genealogy.html.
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It should be obvious that when the distributions of transaction amounts for
the two kinds of agents are so far away from each other, the accounts that are
doing the fraud should be easily detectable as well. For the purposes of this
paper, we chose to evaluate the “hardest” dataset that we could generate for
this scenario. Our definition of “hardest” is that the means of the two distri-
butions should be equal. That should sufficiently simulate the situation where
fraudsters are trying to hide themselves between the normal users. In the hard-
est dataset, the transaction amount distributions for the two types of agents are
not easily separable, and we can see that in the results. An example of simu-
lated transaction amounts for an easily separable dataset and a harder one are
displayed on Fig. 3.

Transaction amounts for dataset 1 Transaction amounts for dataset 10
10k
- - 10k normal agent
= < fraudster
3 8k 3 sk
g £ . . = - A
c Ok normal agent c 6k 6 P mwnw
o p——- S x 4
5 ak L sigr B gk G o et sl & s e i
:
5 2k o 2k
— —
[ (=
0 0
0 20000 40000 60000 0 20000 40000 60000

Fig. 3. Transaction amounts simulated for fraudsters and normal agents in scenario 1.
Left figure shows distribution of the amounts for dataset 1 (easiest to classify). Right
figure shows distribution of the amounts for dataset 10 (hardest to classify).

4.2 Scenario 2: Larger Amounts of Cash Deposits

The second scenario implemented using our simulation framework was a “larger
amounts of cash deposits” scenario. Fraudster agents improved over the first
scenario in a way that they would not create too many transactions with high
transaction amounts. However, their main source of income is usually illegal.
For this illegal trace to be associated with the money as little as possible, the
fraudsters will usually receive larger payments in cash and then they will try to
integrate the money into the financial system. Oftentimes they will pretend to
be businesses for which it is common to receive larger amounts of payments in
cash, such as car cleaning, restaurants or clothes cleaning.

The normal agents, again, perform their typical transactions as paying for the
utilities, paying for rent, food, etc. They also perform deposit cash transactions,
however, usually in much smaller amounts since most of the money they get
is by wire. The fraudster agents pretend to do the same kind of transactions,
however their main source of income is cash, and their deposits are bigger. The
setup of the simulation was again, 9,500 normal agents and 500 fraudster agents.
At first the fraudsters would make cash deposits of really high value, in the



Simulation of Bank Transaction Data 107

thousands. When the distributions of cash deposits for these two types of agents
are very far away from each other, they are easily separable. Therefore, in order
for the fraudsters to disguise themselves as normal agents, they had to lower the
cash deposit amounts to the lower hundreds as to avoid much suspicion. That
is how the “hardest” dataset was generated for this scenario. The fraudsters
were making cash deposits practically indistinguishable in amount to the normal
users. This also very much hinders their ability to launder a lot of money through
the financial systems. They would generally seek other means how to get the cash
into the system.

In this scenario, we focused on testing whether average monthly deposits
and their corresponding descriptive statistics (such as min, max, mean, standard
deviation, etc.) used as features for the classifiers would be enough to identify
fraudsters.

4.3 Scenario 3: Simulation of Structuring Behavior

In the “simulation of structuring behavior” scenario, we focused on the second
stage of money laundering - structuring. This stage is usually described by the
fraudsters’ attempts to conceal the source of their illegal income by laundering
the money through multiple bank accounts and banks. This process should,
ideally, hide the trail of the money and make it very hard to track the money
to its original owner. If the fraudsters are using a complicated enough scheme of
money flow, the investigation of money laundering becomes very cumbersome.

The normal agents, again, perform normal transactions such as paying the
phone bill or paying rent. They get their income from a smaller set of 30 corporate
agents. They behave responsibly - not making transactions that would put their
account into a deficit while trying to make the transactions that are necessary for
their everyday functioning. On the other hand, the fraudsters get some of their
income from cash deposits and some from transactions from accounts in different
banks. Their behavior is interesting mainly in their motivation to hide the source
of income. They try to “circulate” the money around in their friend circle so as to
keep the investigator confused. When the right time comes, or enough money is
on their account balance, they send the money to the account that is supposed to
accumulate the money. If we had a look at the graph that represents the agents
and their connections, we could see that some connections to their friends are
stronger than the connections of normal agents to their friends.

In this simulation, we introduced two new types of agents: small number of
corporate agents simulating sending wages to normal agents and accumulating
accounts accumulating circulated illegal money.

In order to be able to identify a fraudulent behavior of the agents, we need
to integrate account network or graph features into our model. We use local
graph features (derived from agent’s direct neighbourhood such as probabil-
ity and frequency of doing transactions with the agent’s connections). Global
graph features (account features derived from the whole graph) would be very
hard or impossible to obtain in the real world scenario (due to practical and
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computational reasons), as it would require to process the whole network of
interconnected accounts from internal systems of many different banks.

We computed the probability of making a transaction with each of the agent’s
friend, and from this array of probabilities, we computed the typical descriptive
statistics such as quantiles or standard deviation. The same was done for the
frequency of making transactions with the agent’s friends.

The setup of the simulation was similar to the previous ones: 9,500 normal
agents and 500 fraudsters. In this scenario, dynamic fraudster agent behavior was
used to the full extent, which would be impossible if we were to use some other
kind of simulation (f.e. microsimulation). The agents were given an intelligent
set of rules so that they would try to cover the tracks of the money as well
as behave similarly to the normal agents. The fraudsters’ behavior was affected
by the behavior of other agents. Instead of picking transaction amounts from
a random distribution, fraudsters would decide, based on their current balance,
whether they want to shuffle the money around to their friends or send the money
to the accumulating account. If they decided they would shuffle the money, it
was then randomly decided on how many of their friends would be receiving the
money and how big the money amounts would be.

5 Evaluation

We evaluate the applicability of the proposed simulation framework in two ways:

1. We evaluate applicability of simulation scenarios by application of standard
methods for fraudulent account detection on simulated data.

2. We evaluate similarity of simulated data created using statistics of small
sample of real data and the original data.

5.1 Evaluation on Fraudulent Account Detection

We evaluate the applicability of the simulation framework and simulation sce-
narios by application of standard methods for fraudulent account detection on
simulated data. We compare accuracy of multiple standard supervised methods
for anomaly detection on bank transaction data.

The feature extraction process is comprised of extracting aggregated values
(quartiles, min, max, mean, standard deviation, kurtosis and skew) per agent
on transaction amounts, average monthly deposit, transaction frequency and
probabilities of communication with connected accounts.

For our evaluation purposes we used four standard classification algorithms:
Logistic Regression, Decision Tree, Random Forest and SVM. We used grid
search with 10-fold cross-validation hyperparameter optimization strategy on
70% of data for each compared algorithm. The best model was then trained on
this 70% of the dataset without cross-validation and evaluated on the remaining
30% of the dataset. Every evaluated metric (Precision, Recall, F1) was evaluated
on the fraudster class. Results on datasets prepared for scenarios 1 to 3 are
displayed on Figs.4, 5 and 6 respectively.
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In Fig.4, we can clearly see that the identified features (consisting mainly
of descriptive statistics computed from the transaction amount) were enough to
achieve reasonably good performance on the hardest dataset. One of the main
reasons why this is the case is that the normal agents were drawing samples
from a Gaussian distribution and the fraudsters were using a modified lognormal
distribution to draw samples from. The modification made it look more like a
Gaussian distribution, but even when the means of the distributions were the
same, the two distributions were not completely indistinguishable. Transaction
amounts for both classes on all evaluated scenarios are displayed on Fig. 7.

A different case may be observed in Fig. 5 showing the results for scenario 2.
The sampled distribution from which amounts for cash deposits were drawn was
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a Gaussian distribution for both of the agent types. Even when the standard
deviations are different, they are very hard to distinguish. The fraudsters were
able to mask themselves as the normal agents and the features we considered to
be important in classifying them were insufficient. No features were extracted
from categorical attributes of transactions when evaluating classification perfor-
mance on these scenarios. That is probably the reason classification performance
on data from scenario 2 is so low.

In Fig. 6, the local graph features (descriptive statistics computed from trans-
action frequencies and probabilities of communication with connected accounts)
proved to provide enough classification power as to distinguish between the nor-
mal and fraudster class. This can be explained by the fraudster users’ increased
interest in doing multiple transactions to hide the source of dirty money.

5.2 Comparison of Simulated Data to Real Dataset

In order to demonstrate the usefulness of our simulator, we need to show that it
also works for the purpose of simulating data with a small sample of real-world
data used as training dataset. For the purpose of testing this data simulation
case, we will be using the KDD’99 Berka dataset [4]. It consists of real world
bank transaction data (from a bank in Czech republic) captured from 1993 until
1998. We can use this data to meaningfully set up our simulator and observe
whether we can obtain synthetic data that will look close to the original dataset.

The dataset contains in total 1,056,320 transactions from 4,500 users. The
main categories of transactions are: unspecified, DUCHOD (old-age pension),
UROK (credited interest), SIPO (household), SLUZBY (payment for services),
POJISTNE (insurance payment), SANKC. UROK (sanction interest if negative
balance), UVER (loan payment).

Our simulator was set up so as to resemble the Berka data as much as pos-
sible. The different categories of transactions were sampled for histogram data
distribution of transaction amount. We set the number of agents to 4,500. We
ran the simulation for 2,000 days. We counted the probability of a transaction
being from a certain category and used that to generate the transaction cat-
egories. We also computed the frequency of transactions from these categories
and adjusted the probability of making the transactions accordingly. We also
measured the average and median number of connections between agents and
adjusted our simulation accordingly. Most of the agents in our simulation have
4 to 5 connections (to other friendly agents), while the rest will have from 1
(minimum) to 16 (maximum) connections.

In Fig. 12, we show the distributions of amount for the different transaction
categories and compare them with the real data distribution. Table 1 shows that
the synthetic distributions are very similar to the real distributions, using the
chi-square test. We have found that there is no significant difference between
these distributions. In Figs. 8, 9, 10 and 11, we show four g-q plots for transaction
amounts of four different transaction categories. All of the comparisons, whether
it is a histogram, a chi-square test or a q-q plot, show a very high similarity to
the real distributions. This fact supports our hypothesis that we are able to
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Table 1. Chi-square tests comparing the simulated data distributions with the real

Berka dataset distributions.

Transaction category | F-statistic | P-value | Degrees of freedom
DUCHOD 0.0210 0.999 |9
POJISTNE 0.0219 0.999 |9
SANKC. UROK 0.0382 0.999 |9
SIPO 0.0159 0.999 |9
SLUZBY 0.0052 0.997 |2
UROK 0.0227 0.999 |9
UVER 0.0363 0.999 |9
Unspecified 0.0156 0.999 |9

simulate real-world looking data using our simulator (to the extent of properties
and patterns intentionally inserted into the simulation), provided that we have
statistical information about the dataset.
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6 Conclusions

We have presented an extensible multi-agent based simulation framework for
transaction data generation. The usefulness of this framework was illustrated
on simulating three different money laundering scenarios and it is applicable for
other types of scenarios as well. We evaluated the applicability of the presented
simulation framework by creating multiple money laundering scenarios and on
classification of fraudster accounts from simulated transactions. We showed that
aggregated features extracted from transaction data on account level could be
used successfully to detect suspicious behaviour: avoiding reporting limits and
simple forms of structuring. To be able to detect large amounts of cash deposit,
one should use features extracted from categorical transaction attributes.

A second evaluation of our framework was done by creating a synthesized
dataset by using statistical information from a real-world bank transaction
dataset from the KDD ’99 competition. We carefully set the simulator so that
a lot of the properties of the simulator would resemble the real world dataset
(f.e. number of agents, number of connections, etc.). We evaluated the transac-
tion category distributions between the real world dataset and the synthesized
dataset using histograms, chi-square tests and g-q plots. Our results show that
the distributions are very similar. Therefore, this supports our hypothesis that
we are able to create synthesized data that is real-world looking.

The results of classification evaluation as well as comparison to real world
data presented in this paper, should be taken with caution. The purpose of the
simulation and following evaluation using classification algorithms is mainly to
provide insight into how simulation can be leveraged and provide support in
building useful models for money laundering detection and prevention. These
results in no way prove that, in order to successfully detect the specific scenar-
ios, one such simulation is enough. The real world data are much more complex,
contain many hidden patterns and have many associated sources of data not
addressed in these simulation scenarios. One area where these models could
provide useful insight is the analysis of specific customer segments directly mod-
elled by the simulation. The effort to use such simulation to create real-world
like looking data with all its complexities and patterns would be very hard if not
impossible.
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Abstract. A multi-agent based simulation aims at imitating complex
phenomena or processes of the real world. For that purpose, the simula-
tion platform has the simulated model evolve by running a virtual time
and by activating agents’ behaviour at each advancement of the time.
This time coherence is ensured by the scheduler. The way this scheduler
manages the simulated time could affect the performance of the simu-
lation platform. However, conventional time scheduling approaches have
limitations in some cases. As a solution, the temporality model approach
addresses a set of criteria that conventional approaches cannot achieve.
In this paper, we show the functioning of such a scheduler as well as a
demonstration of the performance advantages of this type of approach.

Keywords: Scheduler approach + Temporality model -
Multi-agent simulation

1 Introduction

A simulation model intends to imitate phenomena that occur over time in a real-
world system or process. For that purpose, the simulation platform produces an
evolution of the model following a virtual time. In general, this simulated time
progresses much faster than real time. That allows us to quickly obtain obser-
vations on the evolution of the studied model, and thus deduce the properties
of the real system that is imitated. In a simulation platform, the virtual time
management is done by the scheduler. Different approaches are used for that:
the time-stepped, the event-driven and the mixed approaches (see Sect.2). We
are interested in applications for personal computers and however, these conven-
tional time management approaches still have disadvantages in some situations
as described in Sect. 2. That can affect the performances of the simulation plat-
form. The Temporality Model approach [9] was proposed to address a number of
criteria that conventional approaches cannot meet. We implemented and experi-
mented this approach through a simulation model called the SKUADCityModel.
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In this article, following our experiments, we show the performance advantages
of this type of scheduler approach. For that purpose, we perform a comparison
of performance between a version of the SKUADCityModel using the tempo-
rality model scheduling approach and another version using the time-stepped
scheduling approach.

In the next section, we will describe the three classic scheduling approaches
that are commonly used in agent simulators: the times-stepped approach, the
event-driven approach and the mixed approach. We will show that they all have
disadvantages in some situations. Then we will describe, in a general way, the
temporality model approach.

2 Related Work

Classic time scheduling approaches can be classified in three categories: the
time-stepped approach, the event-driven approach and the mixed approach. This
section presents each one and shows a graphic representation of each correspond-
ing simulated time axis.

2.1 The Time-Stepped Approach

The time-stepped approach is the most used approach in multi-agent systems
because of the simplicity of its implementation. In this approach, the scheduler
advances the simulation time by incrementing its value by a fixed duration At
called time-step [2]. The simulated time can be represented by an axis discretized
by fixed intervals (Fig. 1). For each time-step, all the simulation activities (agent
cycle and possibly objects simulation) are completed before advancing to the
next step. This approach is usually easier to set up. Also, it is convenient to
one specific model composed of homogeneous agents that have the same acti-
vation frequency. However, the author of [6] concludes that using of a regular
discretization of time is unsatisfactory when the simulated model requires taking
into account actions that have highly heterogeneous frequencies. Indeed, because
of their different nature, the agents could have different needs in term of activa-
tion frequency. Consequently, imposing a single frequency on all agents will be
inappropriate.

" 2 © “ © © Only agents associated to the
S [ event are activated

\ | i :
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o A o 7 processing of all the
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Fig.1. Time axis for time-stepped Fig.2. Time axis for event-driven
approaches. approaches.
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Time axis corresponding to each submodels

Temporal slots

Temporalities

Fig.3. Time axis for mixed Fig. 4. Time axis for the temporality
approaches. model approach.

2.2 The Event-Driven Approach

In this approach, the time axis of the simulation is continuous but the state
of the system changes discretely at precise times called events. An event can
be defined as the description of the agents’ behaviour activation condition at a
specific time. Its release date can be calculated depending on the nature of these
conditions. Thus, the simulation consists in executing an orderly list of events.
The time axis can be represented by a chained event list, which punctuates the
axis with points that are not equitably spaced (Fig.2).

In this approach, an agent is activated when it needs to be activated. Con-
sequently, it is suitable in the case of highly heterogeneous agents, and thus
addresses the limitation of the time-stepped approach. However, it is impossible
for the user of the platform to have any control over the simulated time. Also,
simulated time can take very complex forms [3]. Consequently, the calculations
made by the simulator can become rather substantial.

2.3 The Mixed Approach

Mixed approaches propose to split the simulated model into sub-models. Exam-
ples can be found in [5] and [7]. To each sub-model is associated the most appro-
priate type of scheduler. The resulting system corresponds to the combination
of the different schedulers chosen. There is therefore no global time axis (Fig. 3).

This lack of global vision causes problems if we want to make an analy-
sis of the simulation time. Moreover, any attempt to influence the simulated
time structure in order to reduce the execution time of the simulation is also
prohibited [9].

2.4 The Temporality Model Approach

In multi-agent systems, an agent typically has some autonomy over the char-
acterization of its state and its behaviour. In the same way, in the temporality
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model approach, the agent describes its own activation times itself. This kind
of scheduler is focused on needs which are directly expressed by the agents and
tries to combine the advantages found in the three different approaches men-
tioned above:

— The periodicity and reducibility of execution time that can be found in the
time-stepped approaches;

— The precision and the transience of the event-driven approaches;

— The adaptability to complex models of the mixed approaches.

The agents needs are expressed using a data structure called “temporality”.
A temporality ¢ specifies a point on the time axis for which an agent wants
to be activated. t can be defined by the tuple [9]:

t = {id,d, f,p,v} (1)

where:

— id is the identifier of the temporality. It is used by agents to associate a specific

behaviour with the temporality.

[d, f] is the time interval during which the temporality can be triggered.

p is the time period, meaning the time interval between two executions of this

temporality (p = 0 if the action is only executed once).

— v is the variability. It defines the accuracy below which the temporal occur-
rence remains valid.

A temporality activates the agent’s behaviour at each time equal to z =
d + p x k, where k is an integer such as 0 < k < n and n is the biggest integer
that verifies (d +p*n) = f.

The agents define their temporalities during the simulation initialization.
Afterwards, if they need to adjust their behaviour, they will be able to rede-
fine temporalities or create new ones at any time. The scheduler immediately
processes the creations and modifications, then updates the time axis.

Another particularity of the temporality model approach is the ability to add
time constraints. This addresses the limitation of the event-scheduling and mixed
approaches because it allows the users to influence the simulated time structure.
This particularity could be important in some cases. Indeed, depending on the
complexity of the simulated model, the user can be forced to reduce the simula-
tion execution time. That could be done by constraining the simulation platform
and could lead to even a loss of result precision. However, it is better than not
getting any results at all. The event-driven approach does not allow that.

This is done by specifying two regulation properties:

— The minimum time-step At,,;, that indicates that two distinct activation
dates should be separated by a duration at least equal to the value of At,,,;,,. If
such a situation occurs during the analysis of the temporalities, the scheduler
will use the variability parameter v of each of the temporalities to determine
if they should be separated from each other or regrouped together on the
same date.
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The default time period value that is used for some agents that do not define
any temporalities during the initialization of the simulation.

As seen in Fig. 4, the scheduler processes the temporalities using two struc-

tures of data:

The Temporal/Time slot is a point on the time axis where the scheduler will
activate the agent’s behaviour.

The tempo is a structure that group all the temporalities which are located
on the same time slot and which have the same time period. This time period
characterizes the tempo. It means that all the temporalities it contains have
the same activation rhythm. The scheduler advances the simulated time by
successively making it take the positions indicated by the time slots. In each
time slot, all the tempos are processed. It produces the execution of all the
behaviours associated with the temporalities they contain.

Thus, Payet et al. [9] list different benefits of the Temporality Model com-

pared to classical approaches.

According to Helleboogh et al. [4] the time management system should be
able to adapt to the specificities of the model to be simulated. This criterion
is not met in time-stepped approaches while by definition, the Temporality
Model is mainly based on that.

Because of the regulation properties: the minimum time step, the default
period and the temporal variability attribute, the Temporality Model allows
us to take into account the constraints that the user wishes to impose on the
simulator. The event-driven and mixed approaches do not allow that.

In this approach, the time management is homogeneous. It is flexible enough
to easily adapt to time-stepped simulation and to pure event-driven simu-
lation without changing the nature of the simulated time building support.
Indeed, in the extreme cases, if no agent defines any temporality, it automati-
cally fall sback into a time-stepped approach and if all the agents are complex
and express a large number of temporalities, it ends up with an event-driven
type of scheduling.

The approach handles a cumulative characterization of time. Indeed, this app-
roach has the activities as granularity. Consequently, the behavior of complex
agents can be written by different people specialized in a particular type of
activity.

It handles an incremental complexity and minimizes the impact on execution
performance. It means that compared to other approaches, the cost is closer
of the time-stepped approaches.

In their paper, Payet et al. [9] demonstrated these benefits with assumptions

and a theoretical comparison between the different classical approaches and the
temporality model. In this article, we support this demonstration with practical
applications.
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3 Case Study

The proposed case study is about agent-based simulation of individual electric
transport. The chosen territory is the city of Saint-Denis, capital of Reunion
Island. It is a French island in the Indian Ocean with an area of 142.79km? and
which is composed of 146,985 inhabitants in 2015.

3.1 The Agent Model

In this simulation model, the agents are plug-in electric vehicle (PEV) owners.
They make travel decisions according to their perception and their memories.
The model uses the activity-based approach. That means that the agents move
from one place to another following an activity schedule. Consequently, the trav-
els result from demands for personal activities (work, shopping, leisure, going
home) that the individuals need or wish to perform. The agents are also capa-
ble of adapting their behaviour, given a particular situation such as low battery
charge.

Their goal is to conduct all their activities using its electric vehicle and the
charging stations at their disposal. As a resource, they owns an electric vehicle
with an average power consumption and a charge capacity. The activity profile
AP; for each group ¢ of PEV owners is defined with a list of 4-tuples [1]:

AP; = (ACT;, MDT}, SD;, PD;) @)

Where ACT) represents the activity j, M DT} the mean departure time, SD;
the standard deviation, and PD; the probability of departure for the activity j.

3.2 The Environment Modeling Elements

The agents’ environment is represented by a collection of entities correspond-
ing to fragments of the physical environment. It is defined using Geographic
Information System (GIS). It is composed of the superposition of layers:

— The building layer is composed of polygons that represent administrative
boundaries,

— The road layer is composed of polylines that represent the road network,

— The area of interest layer is composed of polygons or points that represent
the location of residential, working, commercial and leisure areas.

The shape files and statistical data are taken as input of the simulation
model. They are used at different levels such as for environment modeling, for
the calculation of the population distribution or the PEV consumption. In our
case, the agents are moving over 10,215 portions of roads and in a 142.8 km? of
territory.

The following section describe the SKUADCityModel which is an implemen-
tation this simulation model built upon the SImSKUAD simulation platform.
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4 The SKUADCityModel

4.1 SKUAD

SKUAD stands for “Software Kit for Ubiquitous Agent Development”. This free,
multi-platform toolkit allows us to create ambient and ubiquitous multi-agent
systems.

Ambient multi-agent systems means that agents can operate in our real envi-
ronment. Ubiquitous means that they operate in our real environment regardless
of the physical substrate on which they are running. Thus, SKUAD can run on
different devices which have microprocessors such as classic computers or Rasp-
berry Pi. It also runs on a specific version on micro-controller chips such as
Arduino Chips or ESP8266.

This toolbox has been developed since 2013 by the Collective Adaptive Sys-
tems Research Group in the laboratory of Mathematics and Computer Science
(LIM) at the University of Reunion Island. The idea comes from the observation
of the outburst of the Internet of Things, and the necessity to have a software
that can make this mass of objects more consistent.

SKUAD is composed of four software blocks organized as shown in Fig. 5.

SKUAD

AGENT U

Agent management

UDA Ubiquity
Physical Social
environment environment
Hub UDP

Network layer (brings ubiquity)

: Real V! SimSKUAD
' Ambiant mode | . Simulated mode )
v
Dual mode

Fig. 5. Diagram of SKUAD architecture

1. HubUDP is the network part of the toolkit. It is responsible for making all the
parts above communicate, even if multiple instances are executed on different
devices. It is a zeroconf middleware and allows for the creation of overlay
network.
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2. UDA is a software architecture that is responsible for the normalization of
the communication between any device (actuators, sensors or whatever) and
a software code, through an introspective process. With these mechanisms, it
is possible to link agents to our real environment (through different devices).

3. Ubiquity operates for social interactions. Indeed, to match the definition
of multi-agent systems, SKUAD must be able to handle another form of
interaction. Ubiquity allows interaction (explicit and implicit communication)
between agents.
The ability of an agent to interact is specified by slots that can have two
natures:

— The physical slots that characterize the physical interaction abilities of an
agent. For example its ability to perform actions or readings on hardware
devices.

— The social slots of space that characterize the social interaction abilities
of an agent. For example its ability to make implicit or explicit commu-
nication with other agents.

The social interaction area of agents is called “space”. In SKUAD, two
agents can interact if they are within the same space. There could be two
possible kinds of communications:
e Explicit communication by sending messages;
e Implicit communication by observation.
There may be several distinct spaces.
4. AgentU encompasses all the formalisms that allow the creation of agents,
based on the underlying blocks.
In addition to operating in ambient mode, SKUAD can also be used in sim-
ulated mode. This extension is called SImSKUAD.

4.2 The SImMSKUAD Simulation Platform

SimSKUAD is the simulated operating mode of SKUAD. In this mode, the
agents operate on a simulated time (which may be a reflection of the physical
time) and the devices that constitute the agents environment are virtual.

Different optional modules have already been developed for SimSKUAD.
Examples are Mod2D that allows for the simulating of agents to be executed
in a continuous environment or ModGrid which allows to simulate a discrete
space. More details can be found on the website [8]. The module in which we
will focus in this paper is called ModGIS. ModGIS uses the same open-source
library as Repast Simphony called GeoTools [11] to manage the display and for
the use of Geographical Information System (GIS). The scheduler approach used
by default in SimSKUAD is the temporality model approach.

4.3 The SKUADCityModel

The SKUADCityModel is built upon the ModGIS module of the SimSKUAD
simulation platform. It uses Java language. The time scheduler approach used by
default in this simulation model is the temporality model approach. However,
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its architecture is flexible enough to allow us to easily modify or replace the
scheduler. Thus, we were also able to run the SKUADCityModel using the time-
stepped approach.

5 Confrontation of the Different Approaches

One of our objective, when using the Temporality Model approach, is to minimize
the cost in term of execution performance. As said earlier, the goal is to have
an execution performance that are the closest of the time-stepped approach. In
this section, we will illustrate the performance advantages of the temporality
model approach by comparing it with the results we got when we used the time-
stepped approach. For that purpose we vary the number of agents. Then, we
made a comparison of the results based on two criteria:

— The execution duration performance: to show that the results are quite close.
— The scalability: to show how the simulation model can scale up depending on
the used time scheduler approach.

The simulation is composed of a total of 81,602 agents, 10,215 portions of
roads and 142.8 km? of territory. We simulated 24 h of activities. The configura-
tion of the used computer, for these experiments, is as follow: core i7, 8 gigabytes
of RAM and a solid state drive. Figure 6 shows the results of the first experiments
we carried.

40
35
30
25

20
== The temporality model
15 == The time-stepped

10
5

Simulation execution duration (mn)

0
1000 3000 5000 7000 10000 13500 20000 35000 80000

Agent number

Fig. 6. Experiments results

The results clearly show that in case where the time-stepped approach is
used, the maximum number of agents that could be supported by the simulation
platform does not exceed 10,000 while the use of temporality model approach
enables us to simulate almost 35,000 agents. In addition to this gain, in the case
of the use of the temporality model approach, the results, in terms of execution
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duration performance, are quite acceptable not only because they are getting
closer, or in some cases are even better than the results we obtained using the
time-stepped approach, but also they are very reasonable compared to the 24
simulated hours.

These results are in line with the demonstrations made in [9]. That shows
the performance advantages of this Temporality Model approach. Especially, it
allows the simulation to scale while maintaining acceptable performance.

6 Conclusion and Further Work

Agents scheduling management is a critical process in simulation platforms.
Unfortunately, most conventional scheduling approaches all have disadvantages
that are too restrictive in certain situations. Payet et al. [9] proposes the tempo-
rality model approach as a potential solution that fulfil most of the requirements
that a scheduler should meet in the case of multi-agent simulation platforms.
This approach is intended to combine the main principles that are advantageous
in classical approaches. That has been demonstrated by illustrative examples
based on theoretical assumptions. In this paper, we fill this demonstration with
practical results. For that purpose, we made a performance comparison between
two implementations based on the same simulation model, but using two dif-
ferent scheduling approaches: the time-stepped approach and the temporality
model approach. We showed how our simulation can scale while maintaining
acceptable execution duration performance depending on the time scheduling
approach used. The results of the experiments we conducted are in agreement
with the theoretical demonstrations that have already been made in [9]. That
allowed us to consolidate and support their demonstrations.

These results are quite convincing. However a deeper analysis should be done
with an even larger number of agents, a wider and more detailed environment
and more evaluation criteria.

In our experiments, we built our model upon a simulation platform called
the SImSKUAD. This simulation platform uses by default the temporality model
approach. For comparison and in order to really demonstrate that our results
are independent of the used simulation platform, it could also be interesting to
implement the temporality model in other simulation models built upon other
platforms.

For that purpose, we already built the same simulation model upon the
Repast Simphony using the time-stepped approach [10] and results are almost
the same in terms of scalability (see Table 1). Further work are to implement the
temporality model approach in Repast Simphony and to compare the results
with those described in this paper.

In this paper, we are interested in application on classic personal computers.
That means we do not consider the cases of multiprocessing hardware environ-
ments or distributed and parallel simulation execution. These tracks could be
also interesting to explore.



The Temporality Model Time Scheduling Approach: A Practical Application

Table 1. Simulation execution duration, experiments on a simulation model built upon

the Repast Simphony simulation platform and using the time-stepped approach

125

Time step (mn) | 1000 agents | 5000 agents 7000 agents 10000 agents
20 5.21 28.66 37.55 Out of memory
15 4.64 34.05 145.6 Out of memory
10 3.56 159.38 Out of memory | Out of memory
5 2.48 Out of memory | Out of memory | Out of memory
1 2.06 Out of memory | Out of memory | Out of memory
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Abstract. A key challenge in the power and energy field is the development of
decision-support systems that enable studying big problems as a whole. The
interoperability between multi-agent systems that address specific parts of the
global problem is essential. Ontologies ease the interoperability between
heterogeneous systems providing semantic meaning to the information
exchanged between the various parties. The use of ontologies within Smart
Grids has been proposed based on the Common Information Model, which
defines a common vocabulary describing the basic components used in elec-
tricity transportation and distribution. However, these ontologies are focused on
utilities’ needs. The development of ontologies that allow the representation of
diverse knowledge sources is essential, aiming at supporting the interaction
between entities of different natures, facilitating the interoperability between
these systems. This paper proposes a set of ontologies to enable the interoper-
ability between different types of agent-based simulators, namely regarding
electricity markets, the smart grid, and residential energy management. A case
study based on real data shows the advantages of the proposed approach in
enabling comprehensive power system simulation studies.

Keywords: Multi-agent simulation - Power and energy systems *
Semantic interoperability

1 Introduction

The emergence of liberalized electricity markets (EM) completely revolutionized the
power sector business. Several challenges have been brought by the sector’s restruc-
turing process. It required the transformation of the conceptual models that previously

dominated the power sector [1].
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The market became more competitive, but also more complex, posing new chal-
lenges to its participants, forcing them to rethink their market strategies and conse-
quently their behaviour. The new challenges that EM restructuring produced increased
the importance of EM operation study. The raised complexity and competitiveness of
the market together with its unpredictable evolution, hardens the decision-making
process [2].

Several models have emerged trying to overcome market challenges. Despite the
guidance provided by some pioneer countries experience in what regards the imple-
mented market models’ performance, it is still premature to take definitive conclusions.
Thereby, the use of tools that allow the study of different market mechanisms and the
relationships between market entities becomes essential. The use of simulation tools
becomes decisive in order to study, analyse, and test different alternatives for markets’
structure and evolution, providing entities with decision support tools to address the
new challenges. These tools aim to handle with EM constant evolving reality, ensuring
the appropriate solutions to actors adapt themselves to this new reality, acquiring
experience to operate in this changing economic, financial, and regulatory environ-
ment. Operators must guarantee a transparent and competitive market while market
players try to minimize their costs and maximize their profits [3].

For the analysis of dynamic and complex environments, such as the EM, multi-
agent based simulators are particularly well suited [4]. Multi-agent approaches enable
an easy inclusion of: new market models and mechanisms, new types of market players
and interactions [4]. Some reference modelling tools of this domain are: the Agent-
based Modelling of Electricity Systems (AMES) [5]; the Electricity Market Complex
Adaptive System (EMCAS) [6], the Multi-Agent Simulator of Competitive Electricity
Markets (MASCEM) [7] and Multi-Agent Smart Grid simulation Platform (MASGriP)
[8] developed by the authors research team.

These are relevant tools but are often directed to the perspective of market operators
and regulators, while not providing an adequate decision support to the participating
players. In this scope, AiD-EM (Adaptive Decision Support for Electricity Market
Negotiations) has been developed [9] with the objective of aiding players in their
negotiation process.

The adequate applicability of multi-agent simulation to the study of EM has already
been confirmed. However, there is a lack of interoperability between the various
systems. These tools focus only on the study of the different market players and
mechanisms, and on the analysis of the relations between those entities, but they still do
not allow interoperability with heterogeneous tools of the same domain. These systems
can benefit significantly from sharing their models with each other, allowing agent-
based players from external systems to participate in the same market environment,
from which they can learn from each other. Such interoperability would allow a strong
improvement in EM studies and development EM simulators must be flexible in order
to handle this complex and evolving reality, providing players with proper tools to
adapt themselves to this dynamic reality and learn from experience. This is discussed in
[10], where a short motivation for the need of developing ontologies as a way to enable
the interoperability among heterogeneous multi-agent systems is addressed, culmi-
nating on the discussion on the expected advantages of creating a so-called Multi-
Agent Systems Society, in which different systems interact with each other using the
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ontologies as communication language, and also enabling the interaction with other
external systems that may arise in the future.

This paper provides a step forward in this domain, by introducing a set of
ontologies, including the Electricity Markets Ontology (EMO) and specific ontologies
for the power and energy systems’ domain, designed to provide the means to achieve
interoperability between power and energy multi-agent simulation platforms. Using
these ontologies, a society of multi-agent systems is designed and developed.
This MAS society allows integrating the various MAS, which enables the simulation of
scenarios involving entities from the final consumer, through the management of
resources by aggregators, to participants and operators of wholesale EM. In this way it
is possible to undertake joint simulations between the various systems, allowing a more
comprehensive study; and to enable the joint management of multiple knowledge
sources from different natures, by integrating the systems with the several sources of
data, through a common language.

After this introductory section, an overview of the proposed MAS society is pro-
vided in Sect. 2. Section 3 presents the proposed ontologies, while Sect. 4 features a
case study based on real data from several European EM operators. Finally, the con-
clusions are presented in Sect. 5.

2 Multi-agent Systems Society

Power and energy systems are complex and dynamic environments, characterized by
constant changes. Studying such complex systems requires complex modelling and
simulation tools, to enable capturing the complete reality. For this purpose, this work
proposes an agent architecture that is composed by multiple independent MAS,
directed to the study of specific parts of the system, which, through the interaction of
the involved agents, enable modelling the system as a whole.

The different MAS that compose the MAS society are developed in JAVA lan-
guage and use the JADE platform to implement the agents, making the whole system
FIPA (Foundation for Intelligent Physical Agents) compliant. In addition, to achieve
interoperability between systems, the different MAS use ontologies that allow the
sharing of vocabulary and mapping of concepts between systems, so that they can
communicate. The ontologies are formulated in OWL DL, with representation in
RDF/XML and are presented in Sect. 3. In order to allow the interoperability between
the systems, ontologies enable them to speak the same language and to understand the
same concepts and terms, preventing different interpretations of the same information.
Two types of ontologies are used. The first type is conceptual ontologies, which are the
basis for communication between systems. These ontologies allow the description of
the vocabulary that is shared between the systems. The second type of ontology is
related to the procedural part of the systems (application ontology), and it is used to
describe the way the systems work through the description of its services and com-
munications, detailing inputs and outputs.

The MAS society includes several independent MAS, which cover the entire
energy system, from the simulation from wholesale electricity markets until the envi-
ronment inside consumers’ houses. The electricity market simulation is performed by



Multi-agent Systems Society for Power and Energy Systems Simulation 129

MASCEM [4]. MASCEM accommodates the simulation of a diversity of market
models through a multi-agent model that includes agents to represent the market
operator, the system operator, buyers, sellers and aggregators. MASCEM also enables
the participation of external agents in market simulations, such as small players that are
part of other systems, e.g. Smart Grid (SG) operators or other aggregators.

The decision support to market negotiations is provided by another MAS, AiD-EM
[9]. AiD-EM includes agents to perform several tasks, such as the optimization of
markets participation portfolio, and the decision support in auction based markets and
in bilateral contracts.

The modelling of smaller players at the microgrid and SG level is provided by
MASGriP, which simulates, manages and controls the most relevant players acting in a
SG environment [8]. This system includes fully simulated players, which interact with
software agents that control real hardware. This enables the development of a complex
system capable of performing simulations with an agent society that contains both real
infrastructures and simulated players, providing the means to test alternative approa-
ches (Energy Resource Management (ERM) algorithms, Demand Response (DR),
negotiation procedures, among others) in a realistic simulation setting [11].

The Intelligent Decision Support (IDeS) MAS provides several services to external
systems, namely: forecast algorithms (i.e. artificial neural networks, SVM and fuzzy
inference systems) to be used to forecast consumption, generation, market prices, etc;
DR programs; ERM systems for SG and microgrid levels, among others. SCADA
House Intelligent Management (SHIM) is a building energy management system,
whose main goal is testing, simulating, and validating new algorithms and method-
ologies to apply in house/buildings’ management [14]. In order to obtain a realistic
simulation, the platform comprises real equipment such as several types of loads, mini
and micro distributed generation (photovoltaic panels, wind generator), and storage
systems that allow the simulation of the electric vehicles behaviour.

To ensure the simulation of complex scenarios, SHIM is able to control real loads
and virtual loads simulating the characteristics of the real ones. The system is com-
posed of different modules that are grouped into three different parts: the Data
acquisition, the Actuators, and the Intelligent Applications where is included the
learning algorithms. The detailed information of the structure can be found in [12]. The
control of physical devices is accomplished by the connection to another MAS, the
PLCMAS. The PLCMAS allows to test the scenarios in a real environment, being able
to apply the results to physical devices, making them act accordingly. These devices are
essentially lights, sockets and HVAC, and need to be connected to a Programmable
Logic Controller (PLC).

Finally, an innovative tool is also used for the control and simulation of the MAS
society. The Tools Control Centre (TOOCC) allows the simulation of the various
systems/algorithms independently, as well as the joint simulation of some or all sys-
tems present in the agent society. TOOCC also facilitates the automatic analysis of the
various simulations and knowledge sources, in an integrated manner [13].

The main advantage of the proposed MAS society is to enable the study and
simulation of diverse and complex scenarios involving one or more systems devoted to
distinct problems. Therefore, different complex dynamics between the agents of the
different MAS can be accomplished and personalized, configured and analysed using
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TOOCC. The proposed MAS society enables modelling the power and energy system
as a whole, by representing the most relevant players through software agents, in the
respective specific MAS.

3 Ontologies for MAS Interoperability

Currently, MAS in the power system’s domain are developed with their own specific
ontologies. These systems share common concepts that are differently represented
between the independently developed ontologies, and translating these concepts
automatically is not straightforward. In order to take full advantage of the function-
alities of those systems, there is a growing need for knowledge exchange between
them.

This paper proposes the use of ontologies for the interoperability of multi-agent
simulation platforms in the power and energy domain, which can be extended in a way
to enable the full interoperability between those systems. The ontologies provide the
means to successfully exchange meaningful information that can be easily interpreted
by software agents. On the other hand, using a reasoner, ontologies also enable to infer
knowledge from the gathered information. Ontologies are used to enable semantic
interoperability between heterogeneous agents and/or agent-based platforms.

3.1 EMO Specification

The EMO incorporates abstract concepts and axioms referring to the main existing EM.
This ontology aims to be as inclusive as possible so that it can be extended and reused
in the development of (lower level) market-specific ontologies. It was kept as simple as
possible in order to facilitate its reuse and extension independently of the market’s
features and/or rules. However, given that the suggested ontologies were developed
considering its use by agent based simulation tools, some markets’ constraints were
also defined in EMO. Figure 1 illustrates EMO’s relations between the identified
classes and object and data properties. From Fig. 1 it is possible to see the object
properties represented in blue and the data properties defined within each class with the
respective data types. The orange relations represent the inferred object properties,
which are inverse properties of the ones defined in blue in the opposite direction.

EMO has expressivity ALCHIQ(D). The AL (Attributive Language) is the base
language allowing: (i) atomic negation, i.e. the negation of concept names that do not
appear on the left side of axioms; (ii) concept intersection; (iii) universal restrictions;
and (iv) limited existential quantification. C is the Complex concept negation extension.
The H extension is related with the role Hierarchy (e.g. the sub properties). The
I extension represents the Inverse properties. The Q extension are the Qualified car-
dinality restrictions, i.e. cardinality restrictions with fillers other than T. And finally,
the (D) refers to the use of datatype properties, data values or data types.

The definition of an Area includes a string name, a double minPrice and a double
maxPrice. All the three data properties are defined as Functional. A functional property
is a property that only relates the same subject to one single object/value. Each EM area
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Fig. 1. Electricity Markets Ontology (EMO) (Available online: http://www.mascem.gecad.isep.
ipp.pt/ontologies/imgs/fig2.png)

has an identifying name and its minimum and maximum prices are usually defined in
its market rules.

An Operator includes only a name, while the MarketOperator and Sys-
temOperator classes are extended from Operator. Other types of operators may be
present in different EM, which can be defined is each market’s ontology after importing
the EMO.

A Period is here identified only with an id and (period) number. These two
properties are both Functional as well, and it has been found important to include them
in this ontology due to simulation and data storage purposes. It is certain that a period
(of time) can also be defined with a start and end instants, but that terminology was left
open so that, if required, one can always extend its definition in the ontology by
importing EMO. Both Price and Power are defined as a set of a unit (e.g. EUR and
MW respectively) and a value in double, being these two data properties Functional as
well. An Offer, in turn, includes an id, a number and exactly a Power and a Price set
by the object properties hasPower and hasPrice respectively. These two object
properties are also Functional.

A Bid also includes an id, in addition to a transactionType (“buy” and “sell” only),
a single Player (set with the Functional object property placedByPlayer) and Offers
(set by the /asOffer object property). A Player includes a name, and identifies its Area
and placed Bids with the respective object properties fromArea and placesBid. The
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placesBid object property is the inverse of placedByPlayer, being also Inverse
Functional, i.e. this property only relates the same object/value to a single subject. An
Aggregator, on the other hand, is a subclass of Player, which aggregates other
Players. The aggregates object property is inverse of the aggregatedBy object prop-
erty, being this last inferred by the reasoner when active.

A Session includes an id, a number, a date, the numberOfPeriods and the
maxNumberOfFractions data properties, and also the Periods. The date data property
is Functional, the numberOfPeriods identifies the number of periods to consider in the
simulation, while the maxNumberOfFractions determines the maximum number of
fractions (Offers) per Bid. The Periods are set with the hasPeriod object property,
which is Inverse Functional. The MarketType is defined by an id, a name, the
maxNumberOfSessions, including its Sessions and Operators. The maxNum-
berOfSessions determines the maximum number of sessions to consider in the simu-
lation. The Sessions and Operators are set with the iasSession and isOperatedBy
object properties respectively. The hasSession property is Inverse Functional and the
isOperatedBy is the inverse of operates object property, which is inferred by the
reasoner.

A Market comprises a name, a startDate, an endDate, a cfpTime, and its Area(s),
MarketType(s) and Operator(s). The startDate, endDate and cfpTime properties are
Functional. The startDate and endDate describe the simulation start and end dates,
from which are also determined the number of simulation days. The cfpTime sets the
call for proposal time limit a MarketOperator will wait to receive the players’ pro-
posals. The Area(s) are set through the sasArea property, the MarketType(s) by the
hasMarketType property and the Operator(s) via the hasOperator object property.

A BilateralContract includes a buyer and a seller Player, a start and an end
Period, a Power amount and a Price offer. The players are set by the iasBuyer and
hasSeller Functional object properties. The start and end periods by the
hasStartPeriod and hasEndPeriod properties respectively, where both are also
Functional. And the hasPower and hasPrice properties set the Power and Price
respectively.

Finally, the Area, the Operator, the Period, the Power, the Price, the Offer, the
Player, the Bid, the Session, the Market, the MarketType and the BilateralContract
classes are all Disjoint Classes, meaning that none of these classes has members in
common. In other words, an element cannot be an instance of more than one of these
classes, or else it makes the ontology inconsistent.

EMO was formulated in OWL DL, using Protégé’ tool, and its representation is in
RDF/XML. It is publicly available” so it can be used by third-party developers who
wish to integrate their agent-based simulators with MASCEM, taking advantage of its
simulation capabilities and market models. On the other hand, EMO may also be
reused and extended for the development of new multi-agent simulation.

! http://protege.stanford.edu/.
2 hitp://www.mascem.gecad.isep.ipp.pt/ontologies/electricity-markets.owl.
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3.2 Additional Modules

To enable semantic communication between the market operator and player agents, two
additional modules have been developed separately from EMO. These are: (i) the Call
For Proposal Ontology (CFP) and (ii) the Electricity Markets Results Ontology (EMR).
Although these are not detailed in this paper, are also publicly available®.

The CFP has the purpose of being used by the market operator agents to ask player
agents for bids to be placed in the market, and for players to send their proposals to the
respective market operators. In turn, the EMR is the ontology used by market operator
agents to inform player agents about their results and outcomes in the market.

Both modules have expressivity ALCHIQ(D), similarly to EMO, and have also
been formulated in OWL DL, being represented in RDF/XML as well.

3.3 Complementary Ontologies

The electricity market ontologies are complemented by a large number of other
ontologies that are useful not only for communication purposes, but also for knowledge
representation and sharing among the software agents. These ontologies can be sum-
marized as follows:

e SEAS-ActorOntology: The SEAS Actor Ontology for the ITEA2 SEAS project

e SEAS-ActorVocabulary: The Seas Actor Vocabulary defined for the ITEA2 SEAS
project

e SEAS-AreaOntology: This ontology is targeted for defining structure of buildings
(or more general facilities) and zones related to control and measurement with links
to various BIM (Building Information Model) related standards

e SEAS-BuildingCategoriesVocabulary: The SEAS Building Categories for the
ITEA2 SEAS (Smart Energy Aware Systems) project. This module presents sub-
categories for classifying building related

e SEAS-EnergyFormVocabulary: This vocabulary defines forms of energy, such as
ElectricEnergy, NuclearEnergy, MagneticEnergy or ThermalEnergy

e SEAS-ElectricityPlayerOntology: This ontology defines electricity players and
electricity market, as systems that exchange electricity

e SEAS-ElectricPowerSystemVocabulary: The SEAS Electric Power System
Vocabulary defines: (1) Electric power systems that consume, produce, or store
electricity, (2) electrical connections between electric power systems, where elec-
tricity is exchanged, and (3) electrical connection Points of electric power systems,
through which electricity flows in/out the power systems

e SEAS-FlexibilityVocabulary: The SEAS Flexibility Vocabulary defines code lists
to interpret evaluations of operating features of interest. For instance, the value may
be the minimal operating value

e SEAS-LightSystemOntology: This vocabulary defines light Systems, and their
common properties

3 http://www.mascem.gecad.isep.ipp.pt/ontologies/call-for-proposal.owl, http://www.mascem.gecad.
isep.ipp.pt/ontologies/electricity-markets-results.owl.
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e SEAS-ThermodynamicSystemOntology: This ontology is targeted for defining
thermodynamic systems and their relations

e SEAS-ThermodynamicSystemVocabulary: This vocabulary defines common
properties of thermodynamic systems, and evaluation interpretation code lists

The developed ontologies not only enable the interoperability between different
MAS but also represent the concepts needed to understand and use real data, from
different sources. These data can be acquired in real time through analysers/sensors, or
even databases available online. For that, the developed ontologies allow the repre-
sentation of knowledge in a common vocabulary, regardless of the source; thus
facilitating interoperability between the various heterogeneous systems and data,
information and knowledge sources, with the ultimate goal of achieving an enhanced
simulation platform for fully transactive energy systems.

4 Case Study

This case study intends to demonstrate the usefulness and advantage of using EMO to
support players’ participation in the market. The simulation scenario was created with
the intention of representing the European reality through a summarized group of
players, representing buyer and seller entities of each area of each regional market. It
includes two agents (buyer and seller) per area, practicing the average prices and
negotiating the total amount of power that have been transacted in each of these areas
in the reality, for the day 16™ January, 2013 (Wednesday).

Forty one areas are considered, i.e. 41 buyers and 41 sellers, resulting in a total of
82 players for this simulation. The selected market type is the symmetrical day-ahead
pool without considering any complex offer or condition.

As the simulation starts, the market operator sends a call for proposal (CfP) to each
registered player. Figure 2 presents a snippet of the CfP sent by the market operator.
The full version can be found online®.

Analyzing Fig. 2, it is possible to observe the definition of a CallForProposal
(from line 40 to line 43) for the EM named “MIBEL” (defined from line 35 to 39).

After receiving the CfP, each player queries its knowledge base in order to send its
proposal to the respective market operator. Figure 3 presents a snip of the Proposal
sent by agent Seller 38. The complete version is available online’.

Observing Fig. 3, it is noticeable the definition of an Offer for period 19 (between
lines 572 and 578). The Price proposed for this offer is defined from line 567 to 571.

After receiving the proposals and validating all incoming offers, the market oper-
ator analyses the bids, and generates the RDF results to be sent to the participating
players. An excerpt of the RDF result achieved by Seller 38 is illustrated in Fig. 4. The
full version of this RDF can be found onlineﬁ, where the results may be observed with
better insight.

* http://www.mascem.gecad.isep.ipp.pt/ontologies/paper/paams/16/CfP.xdf.
5 http://www.mascem.gecad.isep.ipp.pt/ontologies/paper/paams/16/Proposal.rdf.
S http://www.mascem.gecad.isep.ipp.pt/ontologies/paper/paams/16/Result.rdf.


http://www.mascem.gecad.isep.ipp.pt/ontologies/paper/paams/16/CfP.rdf
http://www.mascem.gecad.isep.ipp.pt/ontologies/paper/paams/16/Proposal.rdf
http://www.mascem.gecad.isep.ipp.pt/ontologies/paper/paams/16/Result.rdf

Multi-agent Systems Society for Power and Energy Systems Simulation 135

35 H <rdf:Description rdf:about="mibel.owl#iM-MIBEL">

36 <emo:hasMarketType rdf:resource="mibel.owl#iMT-SPOT"/>

37 <emo : name>MIBEL</emo : name>

38 <rdf:type rdf:resource="mibel.owl#MIBEL"/>

39 F </rdf:Description>

40 [ <rdf:Description rdf:about="call-for-proposal.owl#iCFP-DayAheadSession2013-01-16-0">
41 <cfp:forElectricityMarket rdf:resource="mibel.owl#iM-MIBEL"/>

42 <rdf:type rdf:resource="call-for-proposal.owl#CallForProposal"/>

43  </rdf:Description>

Fig. 2. CfP RDF snippet

<rdf:Description rdf:about="mibel.owl#iPricel-P19-DayAheadSession2013-01-16-0">
<emo:value rdf:datatype="http://www.w3.orq/2001/XMLSch d le">60.04</emo:value>
<emo:unit>EUR</emo:unit>
<rdf:type rdf:resource="electricity-markets.owl#Price"/>

</rdf:Description>

<rdf:Description rdf:about="mibel.owl#iOfferl-P19-DayAheadSession2013-01-16-0">
<emo:hasPrice rdf:resource="mibel.owl#iPricel-P19-DayAheadSession2013-01-16-0"/>
<emo:hasPower rdf:resource="mibel.owl#iPowerl-P19-DayAheadSession2013-01-16-0"/>
<emo:number rdf:datatype="http://www.w3.orq/2001/XMLSch # ignedInt">1</emo:number>
<emo:id rdf:datatype="http://www.w3.orq/2001 /XML unsignedLong">3468251671864012524</emo:id>
<rdf:type rdf:resource="electricity-markets.owl#Offer"/>

</rdf:Description>

Fig. 3. Seller 38’s proposal RDF snippet

67 E <rdf:Description rdf:about="electricity-markets-results.owl#iTradedPower-HourlyResult-19">
68 <emo:unit>MW</emo:unit>

69 <emo:value rdf:datatype="http://www.w3.orqg/2001/XMLSchemafdouble">11364.2</emo:value>

70 <rdf:type rdf:resource="electricity-markets-results.owl#TradedPower"/>
 </rdf:Description>

2 [ <rdf:Description rdf:about="electricity-markets-results.owl#iTradedPower-HourlyResult-8">
3 <emo:unit>MW</emo:unit>

74 <emo:value rdf:datatype="http://www.w3.orq/2001/XMLSchemagdouble">11351.9</emo:value>
75 <rdf:type rdf:resource="electricity-markets-results.owl#TradedPower"/>
76  </rdf:Description>

77 [ <rdf:Description rdf:about="electricity-markets-results.owl#iMarketPrice-HourlyResult-19">
<emo:unit>EUR</emo:unit>

<emo:value rdf:datatype="http://www.w3.orq/2001/XMLSch #double">61.52</emo:value>
<rdf:type rdf:resource="electricity-markets-results.owl#MarketPrice"/>

81  </rdf:Description>

Fig. 4. Seller 38’s result RDF snippet

By the analysis of Fig. 4 it is possible to observe the traded power of Seller 38
(between lines 67 and 71) and market clearing price (from line 77 to line 81) of period
19.

Figure 5 presents the results achieved by Seller 38 for each hourly period of the
considered day. As it is possible to notice, Seller 38 sold almost all its available power
for the 24 hourly periods of the day. In periods 4 and 6 Seller 38 was not able to sell
any of the offered power. In turn, in period 5, this agent is the one who determines the
market price, being only able to sell less than % of its available power. Market prices
vary approximately between €38 (period 4) and €75 (period 10).
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Fig. 5. Seller 38’s satisfied supply

5 Conclusions

In order to disseminate the development of interoperable MAS within power engineer-
ing, interconnection issues must be addressed. To take full advantage of these systems,
there is a growing need for knowledge exchange with the aim at providing full inter-
operability between different systems. With the objective of overcoming these issues, the
Electricity Markets Ontology (EMO) is proposed, gathering the EM main concepts,
enabling the interoperability of independent multi-agent based simulation platforms.
Additionally, particular modules conceived to deal with the different communica-
tions between power and energy players have also been developed. Using these
ontologies, different types of agents are able to communicate with each other, under-
standing a common language, while providing the means for any agent from external
systems to do the same, simply by importing the developed ontologies. By “speaking the
same language”, agents from different communities can understand each other and
communicate efficiently, without the need for spending unnecessary computational
resources and execution time (essential in a simulation process) in translating messages.
The developed ontology is publicly available online so it can be easily accessed,
reused and extended by Ontology Engineers or MAS developers in the scope of EM.
This is a relevant contribution, not only to provide the participation in joint simulations
in the power and energy domain, but also to give the basis for the development of other
systems specific ontologies. The comparison of the system’s performance with and
without the use of ontologies is considered as future work, as well as the conversion of
RDF messages to JSON-LD to reduce the computational weight of communications.

7 http://json-1d.org/.
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The presented case study has proven the usefulness and advantages of using the

proposed ontologies in the scope of EM simulations. The new MAS society resulting
from the integration of the proposed ontologies for interoperability of several MAS
simulators, provides a solid platform to study and explore the implications and con-
sequences of new and already existing approaches in EM. Researchers of the power
systems area consider tools with this type of capabilities essential in order to be
prepared to deal with the constant changes in the EM environment.
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Abstract. Herd behavior is a cognitive bias in humans which is one
of the causes of inappropriate or irrational behavior during evacuations.
Although previous work in evacuation simulations have incorporated cog-
nitive biases for realistic results, most of this work has focused on pre-
defined rules or roles to implement these biases, leaving them unable to
investigate the cause of herd behaviors. In this paper, an evacuation deci-
sion model based on the biological response threshold model is presented
to reproduce human herd behaviors in evacuations. Since this model is
independent of any predefined rules, it can be used for in-depth analy-
sis of herding. Evacuation simulations using this model reveals that the
uneven spatial distribution of evacuees causes an increase in the number
of evacuees per unit time. It also shows that as the population density
of the room increases, the number of evacuees per unit time increases
rapidly.

1 Introduction

The influence of cognitive biases on human behaviors during disaster evacuations
has attracted the attention of many researchers. It is widely recognized that the
normalcy bias, the mental tendency to deny danger, was a major factor in the
deaths of 196 passengers in the Daegu metro fire in Korea, February 2003 [13].
Herd behavior, which is caused by the mental tendency to decide one’s behavior
based on the behavior of others, has also been observed in many evacuations
including the Three Mile Island nuclear power plant accident [4] and football
stadium disasters in the United Kingdom [6]. Panic, which refers to inappropriate
fear and flight, has also been reported in some accidents or disasters [6,10,14].
These inappropriate and irrational human behaviors sometimes result in serious
loss of lives. Herding is one of the most representative and important behaviors
among these behaviors.

Herding behavior in humans has been studied extensively in numerous fields
and is also known as crowd behavior, conformity bias, peer effect, bandwagon
effect and majority syncing bias [5,11,17]. In evolutionary psychology, herding is
investigated as a form of social learning [11]. In ethology, the process of consensus
decision making among individuals is studied [5]. In cognitive psychology, the
© Springer Nature Switzerland AG 2019

P. Davidsson and H. Verhagen (Eds.): MABS 2018, LNAI 11463, pp. 138-152, 2019.
https://doi.org/10.1007/978-3-030-22270-3_11


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-22270-3_11&domain=pdf
https://doi.org/10.1007/978-3-030-22270-3_11

Modeling Herd Behavior Caused by Evacuation Decision Making 139

mechanisms of transition of thought and behavior are explored [17], and in social
psychology, the social comparison processes are discussed [8].

In the field of multi-agent simulation, recent simulation models have started
to take cognitive biases into account for more realistic simulation results. Iwanaga
and Matsuura [12] analyzed the influence of normalcy bias and herd behavior
on evacuation time in a tsunami evacuation simulation. Okaya et al. [15,16]
studied how evacuation announcements and information transfer affect evacu-
ation behaviors. Tsai et al. [19] developed an evacuation simulation model of
Los Angeles international airport that embeds the herd behavior model based
on social comparison theory [8]. Bulumulla et al. [3] incorporated the influence
of the extra time required to assemble family or relatives spread over a large
geographic area in their wildfire evacuation simulation. Foraqi and Mesgari [7]
developed an emergency evacuation model that takes account of the influence of
emotion.

However in all of these simulations, the agents have predefined rules or roles,
such as the frequently used BDI (Belief-Desire-Intention) model [2], in which
the researchers embedded the behaviors that they expected to appear [3,15,16,
19]. Although these built-in behaviors will occur within the simulation, they
occur only under predefined conditions. Thus these models cannot be employed
to analyze the mechanisms of why these behaviors arise in certain situations.
Furthermore, it is neither possible to reproduce these behaviors under arbitrary
conditions nor to explore the conditions under which these behaviors emerge.

Helbing et al. [9,10] developed the social force model that was originally
used to represent pedestrian dynamics and was later extended to simulate panic
behavior in evacuations. Without employing any predefined rules or roles, the
model reproduced clogging or arch-like blocking in panic situations and also
simulated the asymmetric use of two identical doors in one room. However, since
Helbing’s model consists of physical factors such as velocity, force, and friction,
it is difficult to incorporate decisions or cognitive biases.

In this paper, an evacuation decision model is proposed that can reproduce
human herd behaviors. The model represents the roles of decision making in evac-
uation situations and can naturally incorporate explicit decisions (e.g. choosing
the closest door) or implicit cognitive biases (e.g. follow others) into agent behav-
iors. The model separates the influence of the decision making processes from
physical behaviors, therefore allowing use in conjunction with physical behav-
ior models like Helbing’s model, possibly resulting in more realistic analysis of
evacuations. NetLogo 5.0.2 [20] was used to develop the model and to conduct
the experiments presented.

2 The Response Threshold Model

It is reasonable to assume that a herd consists of leaders and followers, where the
leaders determine their behaviors through their own intentions and the followers
determine their behaviors through the behavior of other leaders or followers,
because if there is no leader, no one would be able to behave. However how to
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assign the roles of leader and follower to agents is unclear. This can be called
the leader and follower problem.

Derek Sivers notes the importance of the first follower [18] in his famous talk
at TED2010. He stated “the first follower is what transforms a lone nut into a
leader,” implying that leader and follower relationship is mutually dependent.
In other words, leaders do not exist without any followers, and vice versa. The
response threshold model [1] which is an ideal model to represent this kind of
mutual relationship is adopted to solve the leader and follower problem.

The response threshold model is well known in biology and ecology as a model
for division of labor in eusocial organisms. In the response threshold model, an
individual in a colony has various response thresholds. The individual responds
to task-related stimuli and engages in a task if a particular stimulus exceeds
its response threshold. Since individuals with lower thresholds will respond to
stimuli more sensitively, they will perform a task more frequently than those who
have higher thresholds. Successful task performance suppresses the intensity of
the task related stimuli.

In the simplified response threshold model discussed above, a task to be
performed and it is associated with a stimulus s. The intensity of the stimulus
will increase if it is not performed sufficiently because of an insufficient number
of individuals to engage in the task. An individual ¢ has a random variable X
representing its mental state and a response threshold 6;. The individual is active
(engaging in the task) if X = 1, and inactive (not engaging in the task) if X = 0.
The probability P; that an individual will be active per unit time is:

§2

(1)
The probability € that an individual gives up task performance and is inactive
is constant:

P(X=1-X=0)=¢e (2)
The intensity of the task associated stimulus per unit time is given by:
s(t+1) :s(t)+5—o% (3)

where ¢ is the increase of the stimulus per unit time, « is a scale factor measur-
ing the efficiency of task performance, ¢ is the number of individuals currently
engaging in the task, and C is the total number of individuals in the colony.

To apply this model to the leader and follower problem, the task to be per-
formed is to remove all agents from the room. An agent has two mental states, a
leader (X = 1) or a follower (X = 0). C is the number of agents initially in the
room and c is the number of agents who have exited the room at the moment
Eq. (3) is evaluated. However, both C and ¢ are require global information that
each agent may not know. Instead of using global information, each agent i can
use a local estimation p; for task performance. Thus Eq. (3) becomes:

si(t+1) =s;(t) + 6 — ap;. (4)
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value of s. (Color figure online)

Each agent has its own stimulus s; in Eq. (4), whereas all agents share the same
stimulus s in Eq. (3).

Consider the local estimation p; of the task performance in the leader and
follower problem. Since the task is to have all agents leave the room, the number
of agents in an agent’s vicinity could be used as p;. Thus,

n
Nma;v

pi=1- (5)
where N4, is the maximum number of agents in the vicinity of the agent, and
n is the number of agents in the vicinity of the agent at the moment.

Figures1 and 2 show examples of the simulation of the leader and follower
problem using the response threshold model. Figure 1 is the case with the global
stimulus s, the black solid line shows the cumulative number of agents who left
the room, and the red dashed line shows the value of s. Figure 2 is the case with
the local estimate s; of the stimulus s, the black solid line shows the cumulative
number of agents who left the room. The task is successfully performed in both
cases, and the local estimates of the stimulus works well, since the black solid
lines in two charts in Figs.1 and 2 are almost identical.

3 The Evacuation Decision Model

A model that represents human herd behaviors in evacuations can be developed
by extending the model presented in Sect.2. Since the risk perception of indi-
vidual will vary, a parameter p is introduced which represents an individual’s
risk sensitivity. The agent’s behaviors may not be necessarily consistent with the
risk perception u, because behaviors are also affected by surrounding agents.
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Assume the environment has an risk value r which expresses the level of
objective risks in the environment. An agent with p; will respond to the situation
by the function:

1

R(r) = 1+ e—9(r—pi)

(6)
where ¢ is the activation gain which determines the slope of the sigmoid function
(Fig.3). All agents share the same risk value r, but each agent will respond
differently since pu; is agent specific.

In this model, the stimulus of the agent ¢ is defined as:

si(t+1) = max{s;(t) + 6 — a(l — R)F, 0} (7)

where § is the increase of the stimulus per unit time

5{6 if r>0 (8)

0 otherwise,

« is a scale factor of the stimulus, R is the risk perception function given by
Eq. (6), and F is the task progress function:

. ].—n/Nma:v n<Nma:1:
F(n) = {O otherwise, 9)

where n is the number of agents in the vicinity, and N4, is the maximum
number of agents in the vicinity (Fig.4). Since the first term of maz in Eq. (7)
only becomes negative when the task is already performed sufficiently, activation
of the agent with a negative stimulus due to Eq. (1) is unnecessary. Thus Eq. (7)
only takes non-negative values.
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Figure 5 shows the shapes of the probability P(X = 0 — X = 1) when 6
and p take several different values. The value of r starts from 0 and linearly
increases to 100, and the value of n starts from 10 and decreases linearly to 0 in
100 time units. These charts shows that a lower 6; or a lower u; always results in
a higher probability of being active (X = 1), and the probability always increases
whenever the value of r exceeds p;.

4 The Evacuation Simulation

4.1 Setup

A rectangular room (16 x 128 grids) is filled with 600 randomly distributed
agents, and the room has a risk value r that expresses the level of some threats
against the agents in the room. The only exit is located at the left end of the
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Fig. 6. The benchmark simulation which agents start moving at random at ¢ = 120.
(Color figure online)

Fig.7. The evacuation simulation with the evacuation decision model at ¢ = 120.
(Color figure online)

room, therefore the agents must move to the left to evacuate the room. An agent
has two parameters 6; and p; whose values are arbitrarily chosen from (0, 100].
Each agent has a visibility of 120 degrees with a distance of 5 grids toward the
direction to the exit. This visibility is called the vicinity of the agent, and only
agents that are currently within this range affect the behavior of the agent.

The agent moves one grid toward the exit per unit time if its mental state is
X = 1. The agent with the mental state X = 0 moves one grid if the number of
moving agents in its vicinity is greater than the number of stopped agents, but
does not move otherwise.

The simulation starts from 0 and terminates after 360 steps. The value of r
increases linearly from 0 to 100 during the first 200 steps and remains at 100
afterwards. For simplicity, all agents in the room share a single r. The following
values are assumed: € = 0.2, § = 0.5, a = 1.2, Ny = 10, and g = 1.0.

The simulation focuses only on the psychological aspect of agents, ignoring
the physical factors such as collisions, clogging, and disturbances.

4.2 Results and Analysis

For comparison with the evacuation decision model, first a benchmark simulation
is conducted where agents start moving at random. Figure6 shows a screen
capture of the benchmark in which an agent starts evacuating whenever r exceeds
;. Since p; is randomly distributed, agents start moving at random. Green
agents have started moving and yellow agents are not yet moving.

Figure 7 shows a screen capture of the simulation in which the evacuation
decision model, described in Sect. 3, is incorporated into the agents. The agents
with mental state X = 1 are indicated in red and the agents with mental state
X = 0 are indicated in green or yellow; green agents are currently moving and
yellow agents are not yet moving.

Both Figs. 6 and 7 were taken 120 steps after the simulations was started. In
Fig. 6, all agents are evenly distributed over the room regardless of their colors.
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In contrast, in Fig. 7, agents are unevenly distributed and the only yellow agents
left are in the farthest region from the exit. This is because the agents in the
farther region have fewer chances of being affected by others since all agents
move in the same direction.

Figure 8 shows the percentage of the total number of evacuees during the
simulation. The red dashed line indicates the percentage of evacuees when the
agents start evacuating at random (Fig. 6) and the black solid line indicates the
percentage when the agents are equipped with the evacuation decision model
(Fig. 7). The ratio of the leaders in the black solid line in Fig. 8 is given in Fig. 9.
The black solid line in Fig. 9 shows the ratio of leaders to the number of agents
still in the room, and the red dashed line indicates the ratio of leaders to the
number of agents who are moving at that moment. The red dashed line in Fig. 9
shows that all moving agents are leaders at the beginning of the simulation, then
many followers appear leading to a decrease in the ratio of the leaders, with a
gradual increase in the ratio until the end of the simulation. These two lines
eventually overlap, because all agents in the room are moving at the end of the
simulation.

Agent vicinity is an important factor in herd behavior. In the original sim-
ulation, the range was set to five grids. The effect of varying the radius of the
vicinity from two to 20 grids is shown in Fig. 10. The Y-axis represents the vari-
ance in the times that each agent starts moving. It can be seen in Fig. 10 that if
the vicinity of an agent is small, the variance of the starting times is large, while
if the vicinity is larger, the variance will decrease. If the vicinity is set to zero,
the agent is unaffected by other agents, thus all agents will behave individually
and herd behavior will not occur. If the range is large enough to cover all other
agents, almost all agents will behave simultaneously, because every agent will
affect each other.
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4.3 Impact of Uneven Spatial Distributions

The main contribution of the evacuation decision model is the spatial patterns
of unevenly distributed agents during evacuation given in Fig.7. However, the
effect of these uneven spatial distributions in real evacuations is still unclear.

An investigation of the relation between evacuation time and population
density using the evacuation decision model reveals that the evacuation times
are clearly affected by the model. The evacuation times required for 10% and 90%
of the agents complete their evacuations (the blue dotted lines in Fig.8) were
adopted as indices to indicate the total evacuations. Simulations were conducted
20 times each, with a varying number of agents (200, 400, 600, 800, and 1000).
As a benchmark, simulations with random starts were conducted! (Fig.6) and
compared to the evacuation times of the evacuation decision model.

The results are shown in Fig. 11. Upper items show the times that 90% of
the agents complete evacuations and lower items show the times that 10% of the
agents complete evacuations. The leftmost items show the benchmarks that all
agents start evacuating at random, and followed by the cases of 200, 400, 600,
800, and 1000 agents with the evacuation decision model.

Comparing the benchmarks results with the simulation results, it clearly
shows that the evacuation completion times are affected by the evacuation deci-
sion model. Moreover, the results of the evacuation decision model indicate that
the population density of the room has a great deal of influence on evacuation
completion time. Overall, as the population density increases, the evacuation
completion time tends to decrease. With 200 agents, the evacuation completion
time is slower than the benchmark. However, in the case of 1000 agents, the 90%
evacuation completion time has been shortened to about 150 units, much shorter

! The evacuation times were unchanged regardless of the number of agents in the case
of random start.
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than that of the benchmark which is about 270 units. The time between 90%
and 10% evacuation completion time shows the time that is required to evacuate
80% of agents. In the benchmark, 80% of agents evacuate in about 200 units,
yet the evacuation times of 80% agents are much smaller in the cases with the
evacuation decision model. In comparison with the number of agents actually
evacuated, 160 agents evacuated in 157 time units in the case with 200 agents,
whereas 800 agents evacuated in 103 time units in the case of 1000 agents. While
the population density increased by a factor of five, the number of evacuees per
unit time has increased by a factor of 7.62.

All of the above simulations were conducted by assuming a room with 16 x 128
grids which was somewhat narrow and long. Simulations were also conducted by
varying the width of the room to 20, 24, 28, and 32 grids. In these settings,
the areas of the room are 1.25,1.50,1.75, and 2.00 times as large as the original
setting. By comparing the number of agents per grid, the effect of population
density can be examined.

The results with different rooms sizes are shown in Fig. 12. The figure shows
both 10% and 90% evacuation completion times are shortened as the population
density of the room increases, and the distance between the two walls are also
decreased. The variance of the results becomes smaller as the population den-
sity increases. These result show that the evacuation times are affected by the
population densities regardless of the sizes and shapes of the room.
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5 Cognitive Aggregation and Physical Factors

The evacuation decision model presented in this paper only deals with cognitive
or psychological factors such as decision making and cognitive bias; physical
factors such as collisions, clogging, and disturbances are not considered at all.
Therefore, an agent can simply pass through other agents, even though they
are positioned in front of it. Nonetheless, the evacuation decision model shows
that various types of congestion occur in evacuation situations. Since these types
of congestion occur purely due to cognitive factors, we label them as cognitive
aggregation.

The evacuation simulation (Sect.4) reproduced the uneven spatial distribu-
tion of evacuees and showed that as population density increases, these uneven
distribution will cause an increase in the number of evacuees per unit time,
eventually leading to physical congestion. It is worth noting that the cognitive
aggregation occurred despite disregarding physical factors. In Sect. 4.3, 103 time
units were required for 800 agents to evacuate without regard to physical factors.
The effect of incorporating physical factors into the model is likely to affect the
evacuation time.

To model this behavior, the social force model [9] can be employed in con-
junction with the evacuation simulation model (Fig.13), since the evacuation
decision model itself is simple.

The social force model is given as

, 0()ed(t) — v,
m-% Y (t)es (t? vi(t) I Z fii +Zfiw (10)
i ) w

Lt T,

where m; is the mass of an agent 4, dv;/dt is the change of velocity at time ¢,

vy is the desired speed, €? is the desired direction, fi; is the interaction force

between the agent ¢ and the agent j, and f; is the interaction force between
agent ¢ and the walls. The output of the evacuation decision model can be used
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as the desired vector v?(¢)e?(t) in the social force model (Fig. 13). By doing this,
the social force model can take physical factors? into account and prevent agents
from passing through others.

In the case of the evacuation decision model with the social force model
(EDM+SFM), the overall behavior is very similar to the one in the simple evac-
uation decision model (EDM). Uneven spatial distributions are alse observed in
EDM+SFM. However, the behavior of each agent is slightly different, such as
agents frequently changing directions to avoid others until some spatial patterns
are to be formed.

6 Population and Physical Factors

The same simulations as in Sect. 4.3 are conducted to investigate the relation
between the evacuation completion times and population in EDM-+SFM. The
results are given in Fig. 14.
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Fig. 14. The evacuation completion times in EDM+SFM.

Figure 14 is similar to the results of EDM in Fig.11. To further examine
these results, the median evacuation completion times for each simulation are
shown in Table 1. In this table, the median time to evacuate 800 agents are is
shown in the columns labeled “Difference.” For the highest population size of
1000 agents, evacuations of 800 agents require 102.5 time units when physical

2 The factors associated with the social force model are not purely physical. Psycho-
logical tendencies of two pedistrians to stay away from each other are incorporated.
However, the original causes of such factors are the physical existence of walls or
others, thus we call them physical factors.



150 A. Tsurushima

factors are incorporated (EDM+SFM), whereas if physical factors are ignored
(simple EDM), 103.0 time units are required. The evacuation completion times
are nearly unchanged regardless of whether physical factors are incorporated.

Table 1. The median of the evacuation completion time for the first 10% and 90% of
agents and their differences in each population size for EDM and EDM+SFM cases.

Population | EDM EDM+SFM

10% time | 90% time | Difference | 10% time | 90% time | Difference
200 113.5 270.5 157.0 108.5 260.0 151.5
400 95.5 248.5 153.0 106.5 232.0 125.5
600 69.5 215.0 145.5 74.0 188.0 114.0
800 51.0 168.0 117.0 61.0 162.0 101.0
1000 45.5 148.5 103.0 53.5 156.0 102.5

However, changes in the parameters of the social force model can greatly
affect the results. In our implementation of the social force model, there is
a parameter which controls the distance from which an agent will take other
agents into account when computing interaction forces. In the case of Fig. 14,
this parameter was set to one grid. The resulting evacuation times when this
parameter was set to 1.5 and 2.0 grids are given in Fig. 15.
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Fig. 15. The left and right charts are the results when the distance parameter was set
to 1.5 and 2.0 grids, respectively.

Compare Fig. 14 with the right chart in Fig. 15. The time required to evacuate
80% of agents is 238.5 time units when this parameter is 2.0 grids (the right chart
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in Fig. 15), while it is 102.5 time units when this parameter is 1.0 grids (Fig. 14).
These show that as the population density becomes greater, physical factors have
greater impact on evacuation completion times.

7 Discussion

As discussed in Sect. 6, the evacuation completion times varies according to the
distance parameter of the social force model.

The value of this parameter will depend on the situation that the simulation
is modeling. In imminent dangerous situations and other similar situations were
people rush to the exit without regard to distances between each other, this
parameter should be set to a small value. In this case, the evacuation completion
times will become short and the times from EDM and EDM+SFM will be similar.
This is exactly the case shown in Fig. 14 which is almost identical to Fig. 11. This
implies that as a situation becomes more serious, cognitive aggregation will be
more important than physical factors.

Understanding cognitive aggregation is vital, especially for the spatial design
of buildings, halls, stadiums, and other structures. If the architect ignores the
effect of cognitive aggregation and considers only the physical factors, it is fea-
sible that unexpected accidents occur during an evacuation.

Furthermore, the evacuation decision model also hints at the causes of cog-
nitive aggregation. The evacuation simulation has shown that the population
density of the space and the agent vicinity size have a large impact on the
occurrence of congestion. By taking this factor into account, efficient designs for
evacuation that avoid cognitive aggregation may be possible.

8 Conclusion

In this paper, an evacuation decision model which reproduces human herd behav-
iors in disaster evacuation situations was presented. The model represents cogni-
tive bias of the agents, and was developed on the basis of the response threshold
model in biology. Without employing any predefined rules, the evacuation simu-
lation with the evacuation decision model have showed the occurrence of uneven
spatial distribution of the evacuees that will cause an increase of the number of
evacuees per unit time as population density increase. In order to take physical
factors into account, the social force model can easily be employed in conjunction
with the evacuation decison model.
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