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Preface

The 15th International Conference on Intelligent Tutoring Systems (ITS 2019) was
held in Kingston, Jamaica, during June 3–7, 2019, under the auspices of the Institute of
Intelligent Systems (IIS).

The theme of ITS 2019 was “Challenges in Artificial Intelligence Pushing the
Boundaries of ITS” with the objective to present ongoing scientific contributions and
show the impact of the ITS conferences on the field of intelligent systems in education
and across other disciplines. The conference emphasized the use of advanced computer
technologies and interdisciplinary research for enabling, supporting, and enhancing
human learning. It promoted high-quality interdisciplinary research creating a forum
for presenting and sharing challenges and novel advancements in artificial intelligence.
It triggered an exchange of ideas in the field, reinforcing and expanding the interna-
tional ITS network of researchers, academics, and market representatives.

The main track was composed of full and short scientific research works that
represented the research results in using advanced computer technologies and inter-
disciplinary research for enabling, supporting, and enhancing human learning. The
conference also included a poster track providing an interactive forum for authors to
present research prototypes to the conference participants, as well as work in progress.

The international Program Committee consisted of 100 leading members (25 senior
and 75 regular) of the intelligent tutoring systems community. The conference (general)
chair was Andre Coy from the University of the West Indies, Jamaica; the Program
Committee chairs were Maiga Chang from Athabasca University, Canada, and Yugo
Hayashi from Ritsumeikan University, Japan.

Research papers were reviewed by at least three reviewers (with the majority
receiving five or more reviews) through a double-blind process. Only 33.33% of papers
submitted as full papers were accepted; 13 were accepted as short papers with six pages
published in the proceedings. Four posters presentations that were directly submitted to
the poster track chaired by Sabine Graf (Athabasca University, Canada) were also
accepted. We believe that the selected full papers describe some very significant
research and the short papers some very interesting new ideas, while the posters
presented research in progress that deserves close attention.

Additionally, the ITS 2019 program included the following workshops and tutorials
selected by the workshop and tutorial chairs, Ted Carmichael from University of North
Carolina, USA, and Vasiu Radu from Polytechnic University of Timisoara, Romania:

• Optimizing Human Learning: Second Workshop Eliciting Adaptive Sequences for
Learning (WeASeL 2019)

• AutoTutor Tutorial: Conversational Intelligent Systems and Learning Analytics
• Artificial Intelligence Code Tutorial
• Engaging modern learners: Shaping Education with Tablets in Schools
• Innovations at the University of West Indies related to AI, ITS, and Learning

Systems



Furthermore, a panel discussion was organized on the topic of “ Intelligent Tutoring
Systems vis a vis Developments in Education and Industry.” Finally we had an out-
standing invited speaker, Amruth N. Kumar from Ramapo College of New Jersey,
USA, who presented the topic: “Fifteen Years of Developing, Evaluating and
Disseminating Programming Tutors: Lessons Learned.”

In addition to the above contributors, we would like to thank all the authors, the
various conference chairs, the members of the Program Committees of all tracks, the
Steering Committee members, and in particular the chair, Claude Frasson. We would
also like to acknowledge the conference organizer NEOANALYSIS and especially
Kitty Panourgia and her excellent team for the permanent follow-up of the organiza-
tion. We are also grateful to the conference hosting institution, the University of the
West Indies, for all the scientific, organization and practical contributions.

Last but not least, we express our gratitude to the conference sponsors, in particular
Springer for the Best Paper Award, as well as the Vice Chancellor of the University
of the West Indies, and e-Learning Jamaica Company (e-LJam), the e-learning Agency
of the Ministry of Science, Energy and Technology (MSET) in Jamaica, for their
financial support.

June 2019 Andre Coy
Maiga Chang
Yugo Hayashi
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15 Years of Developing, Evaluating,
and Disseminating Programming Tutors:

Lessons Learned
(Invited Talk)

Amruth N. Kumar

Ramapo College of New Jersey, Mahwah NJ 07430, USA
amruth@ramapo.edu

Abstract. The past can inform the future when it comes to pushing the
boundaries of ITS. Based on the experience of developing, evaluating, and
disseminating two suites of software tutors for computer programming, viz.,
problets and epplets, I would like to proffer some lessons learned. Among those
are: How correct is a pragmatic alternative to why incorrect?; Learning gains are
not always commensurate with development costs; An ounce of direction is
worth a pound of correction; Can do is not the same as should do; Solving
ill-defined problems is about knowing what to ask and when; Mastery learning
assessed in terms of effort rather than correctness; All that glitters in the labo-
ratory may not be gold in the field; One size does not fit all; The path of least
resistance can waylay the best of intentions; Learning is a whole person activity;
When you are given lemons, make lemonade; Do it right and do it twice; If you
build it, they will not come; and Dissemination is a Sisyphean task!

Speaker Bio: Amruth Kumar (PhD in Computer Science from the University at
Buffalo) is Professor of Computer Science at Ramapo College of New Jersey, Mahwah,
NJ, USA. His research interests include intelligent tutoring systems, educational data
mining, computer science education research, and computer science education. He is
the developer of problets (problets.org) and epplets (epplets.org) – two software
tutoring suites on computer programming. His research has been funded by several
grants from the National Science Foundation. He is a Distinguished Member of the
ACM and Senior Member of IEEE.
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A Learning Early-Warning Model Based
on Knowledge Points

Jiahe Zhai, Zhengzhou Zhu(&), Deqi Li, Nanxiong Huang,
Kaiyue Zhang, and Yuqi Huang

School of Software and Microelectronics, Peking University, Beijing,
People’s Republic of China
zhuzz@pku.edu.cn

Abstract. Learning early-warning is one of the important ways to realize
adaptive learning. Aiming at the problem of too large prediction granularity in
learning early-warning, we divide student’s characters into three dimensions
(knowledge, behavior and emotion). Secondly, we predict the student’s master
degree of knowledge, based on the knowledge point. And then we realized
learning early-warning model. In the model, we take 60 points as the learning
early-warning standard, and take RF and GDBT as base classifiers, and give the
strategy of selecting the basic model. The experiment shows that the prediction
of knowledge mastery of the model and the real data Pearson correlation
coefficient can reach 0.904279, and the prediction accuracy of the model below
the early-warning line can reach 76%.

Keywords: Learning early-warning � Emotion � Type of question �
Knowledge points

1 Introduction

Learning early-warning is to warn before the disadvantageous academic events, to
avoid the harm caused by unexpected events, thereby reducing the loss caused by the
harm. Learning early-warning is an optimum way to optimize teaching effect, realize
teaching according to aptitude, and achieve the effect of individualized teaching.
Learning early-warning can summarize a set of mechanisms, from data acquisition,
performance prediction to early-warning information display [1]. How to make full use
of learning data to build an effective model is one of the important problems in learning
early-warning.

2 Related Works

The research and practice of learning early-warning at home and abroad are still in the
initial stage, mainly the research of early-warning model. About the design of theo-
retical framework, Liu compared and summarized the existing learning early-warning
system, proposed a learning early-warning framework, from data acquisition, perfor-
mance prediction to early-warning information display, which has certain guiding

© Springer Nature Switzerland AG 2019
A. Coy et al. (Eds.): ITS 2019, LNCS 11528, pp. 1–6, 2019.
https://doi.org/10.1007/978-3-030-22244-4_1
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significance [1]; in the empirical aspect, based on learning management system
(LMS) in the analysis of learning records. Using unsupervised learning model pre-
diction, Sabina based on Moodle learning platform log behavior records, through
K-Means clustering to classify students into different categories, analysis of different
types of students to fail [2]; also using supervised learning model prediction. For the
labeled case, the early-warning content has the regression problem aiming at academic
achievement. Cheng et al. designed a learning early-warning model based on Stochastic
Forest according to the characteristics of knowledge, behavior and attitude based on
online and offline behavior records [3]. There are also classifications for dropouts.
Purdue University’s curriculum information system has designed an early-warning
model for dropouts [4].

This paper takes the second bachelor degree students of software engineering
course as the research object, collects data through Moodle platform, filters, cleans and
fuses data through feature engineering, and finally designs a learning early-warning
model based on knowledge points and questions, and evaluates it through experiments.

3 Model Design

We extracts features from three dimensions of knowledge, behavior and emotion,
which are mainly divided into basic information, learning basis, learning style, video
viewing, daily testing and forum text emotion.

This paper designs a learning early-warning model based on knowledge points and
problem types. We divide the predicted granularity into single knowledge points, and
represent the mastery degree of a problem type according to the characteristics of
different types of interrelated knowledge points, so as to obtain a representation of the
final mastery degree. The basic framework of the model is stacked ensemble learning,
i.e. multi-classifier system. In this framework, we can replace the adjustable base
classifier by ourselves.

The model is divided into two phases showed in Fig. 1. In phase II, the knowledge
points are divided into three types of questions to be trained separately. The feature
vectors corresponding to the specific knowledge points are not treated differently in the
same type of questions, and then the optimal feature combination training model is
selected by features for the next stage. In the second phase, the classifier of the
first stage is used to predict the knowledge points involved in different types of
questions in the test paper. The average is obtained as the feature vector of the second
stage training, and then the knowledge mastery degree of the test paper is predicted by
direct training.

3.1 Phase I

(a) Constructing data sets: The data are divided into three data sets according to the
type of questions. For different types of questions, the characteristic data of the
same knowledge point are the same, but the difference is the score of knowledge

2 J. Zhai et al.



points. Then, the data set is balanced according to the score of knowledge points,
and divided into training set and test set in the proportion of 7:3. Different types of
questions have unique training and test sets for training and prediction.

(b) Training model: Firstly, the importance of features is sorted by using base clas-
sifier in training set, and then the model is trained iteratively by searching feature
combination. The model trained on training set is tested on test set, and the
optimal feature combination is selected, and then the optimal model is selected.

(c) Prediction: Predict the test set with the model of the previous stage, and the result
is the degree of mastery of the knowledge points of the corresponding questions.

3.2 Phase II

(a) Constructing data sets: The data sets in this stage are the predicted values of
different types of questions in the previous stage, and the data sets are balanced
with the final examination scores as the criteria. Considering that the data samples
are relatively small, in order to make the best use of the data, this step uses the
retention method to divide the data sets, that is, one sample data as the test set, and
the rest as the training set.

(b) Training model: In this stage, the model is directly trained by using base classifier
without feature selection.

(c) Prediction: Use the training model of the previous stage to forecast the samples
one by one to form the prediction results.

Fig. 1. Model framework
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(d) Determine the early-warning area: the model uses 60 as the early-warning stan-
dard, less than 60 as the required early-warning range, and more than 60 as the
safe range.

Because of the characteristics of the question type, the model divides the question
type into three parts: objective question, short answer question and comprehensive
question. A model is trained for each of the three types of mid-term questions, and then
the model is used to train the knowledge points of the final exam, and then the average
is obtained. As the eigenvector of the next round of training, the final exam results are
used as the final prediction label.

In this paper, we use wrapped feature selection, that is to say, we use the impor-
tance of feature after model training to sort, and the importance of feature ranking based
on specific classifiers is the best trainer for classifiers. Selection strategy does not use
backward search, we do not stop because the best time, but directly from the first to the
last, although this cannot exhaust all feature combinations, but the effect must be better
than the traditional forward search.

4 Data Analysis

As shown in Fig. 2, the distribution of the original fraction is not uniform, which is also
normal and approximate to normal distribution. But when classifier makes regression
calculation, it is through fitting residual. If a certain distribution proportion is too large,
the fitting process of the model will deviate from this part of the data, because even if it
deviates from a small part of the data, the total can still be obtained. For the small sum
of squared variance, this paper makes a balanced sampling of the fraction interval of 5,
and finally obtains that there are 221 learner samples in the test set.

The basic classifier of model training compares two representative classifiers, RF
and GDBT. The results of performance prediction are compared as shown in Fig. 3.
Considering the small number of samples in this paper, and in order to better char-
acterize the performance of the model, we use the retention method.

As shown in Fig. 3, the trend of performance prediction is consistent. Pearson
correlation coefficient is used in this paper.

Fig. 2. Score distribution
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As shown in Table 1, the RF’s correlation is 0.880568 and 0.904279, respectively.
The correlation is very large, so the prediction effect of this model is good.

Mean Absolute Deviation (MAE), Mean-Square Error (MSE) and Mean-Square
Logarithm Error (MSLE) are also used to characterize the prediction of continuous
values. These three characteristics are also used to compare other prediction methods.
Of course, as can be seen from Fig. 4, the model fitting in this paper is still inadequate,
which requires more detailed feature screening and larger samples to improve.

Fig. 3. Performance prediction comparison of 3 classifiers

Table 1. Predictive indicators for different classifiers

Pearson corr MAE MSE MSLE

RF 0.880568 9.281110 114.777580 0.026352
GDBT 0.904279 6.499410 65.149360 0.014421

Fig. 4. Comparison of obfuscation matrices
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The purpose of the model is to carry out learning early-warning, and it is not
enough to predict the achievement alone. So 60 is divided into learning early-warning
criteria, that is, the most general passing line. The corresponding confusion matrix is
shown in Fig. 4. GDBT is better for the degree of sub-standard, with an accuracy rate of
0.76. For the above-standard prediction, the accuracy of RF is 0.03 higher than that of
GDBT. First, the difference is slight. Second, considering the purpose of learning early-
warning, we can tolerate setting students above the standard as early-warning targets,
and at most urge them. At the same time, according to the confusion matrix, we can
calculate Fb values of 0.638453 and 0.805529, respectively. GDBT is also significantly
better than RF. In summary, this paper tends to choose GDBT as the base classifier.

5 Summary and Prospect

In this paper, a specific learning and early-warning model is trained based on the fine-
grained partition of knowledge points and questions. We can put the data of a single
knowledge point into the model and use three models to predict the level of a single
knowledge point or the overall mastery, so as to achieve the early-warning effect. We
will apply the early-warning algorithm to the next students in the next semester to help
learners improve their performance.

Without discussion on feature intervention, users can adjust themselves according
to the corresponding application scenarios, such as dividing the warning level and
adopting corresponding intervention measures. The amount and type of data in this
paper are limited. The next step is to expand the quantity and type of data.
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Abstract. This paper introduces the concept of learning space in the digital age
and considers the various contexts in which learning occurs. In addition, the
paper discusses issues about the modelling of a context-aware learning space
ontology. The paper is based on an ongoing collaborative research, which
focuses on the interface of learning space and context-aware learning. The long-
term goal of this project is to introduce the notion of learning space and explore
the role of the design of learning space context-aware ontologies with the
ultimate aim of constructing a transformative theory of context-aware learning
spaces such as personal learning networks, virtual learning spaces, social
learning spaces, and cognitive learning spaces.

Keywords: Learning space � Learning context � Ontology �
Context awareness � ITS

1 Introduction

Learning spaces are often depicted as classrooms with students seating in rows, lis-
tening and taking notes, with a teacher or lecturer standing in front of them, delivering
knowledge or information. This model of learning space assumes that the student’s
progress toward a programme of study is determined by the time spent in classrooms,
his place in the classroom and his interactions with teachers and other students. As
such, the physical design and organisation of the classroom and the seating position of
the student in the classroom can affect performance [1]. However, the changing
landscape of learning environments and students (i.e. diversity in students and learning
needs, and the permeation of digital technologies into learning), suggest that the
conventional understanding of learning space, be it the formal lecture room, the
seminar room or tutorial room, is untenable for all types of learning modalities of the
21st century.

The 21st-century students are social, team-oriented, multi-taskers who have a
positive outlook on life. They are hands-on with a “let us build it” approach that places
increasing value on network devices [2]. Further, learning for this generation has now
become a lifelong pursuit, which takes within technological frontiers, supporting
physical, online and blended [3, 4].
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The modern teacher is likely to be using various pedagogical approaches such as
case-based, problem-based learning, community-oriented pedagogues; where the tea-
cher assumes the role of a facilitator, and students work in groups and teams. [5] stated
that the impact of digital technologies since the mid 1990s has implications for where
and how learning might happen, whether it is online or offline, situated or distributed. It
is also worth noting that while classrooms are formal learning spaces, distributed, and
networked learning environments can take forms of informal and non-formal learning
spaces.

In this paper, we first introduce the concept of learning space in the digital age, and
the various contexts in which learning occurs. We then provide various dimensions of
the concept of learning space, taking into account the context in which each dimension
can support learning. We present our ideas for modelling learning spaces based on the
work of [6]. Further, we discuss the issues of context and learning space in the light of a
context-aware learning space framework. This framework will support various
experiments on instructional design in order to improve adaptive and personal learning
within the networked educational paradigm.

2 Related Research

Discussions of learning space within many higher education institutions largely remain
constrained to three areas, namely the classroom (where almost all learning occurs), the
library and the faculty offices—where programs are designed and student work graded
[7]. Today, learning environments, as we know it, transcend physical spaces to virtual,
cognitive and social spaces.

A growing body of research has called for the rethinking of learning spaces needed
for the 21st century [7–9]. It is generally noted that research into learning space
provides an opportunity to inform the development of adaptive and personalised
technologies to enrich the student individual is learning need. Beyond that perspective,
it is possible to open the learning space in order to support the establishment of a social
network for exchanges between students across the planet, leading to new educational
experiences that might otherwise not be possible to achieve. As [10] noted that social
networking technology supplement face-to-face courses and can enhance students’
sense of community.

Optimisation learning space requires the development of new learning paradigms
that can adequately meet the needs of current generations of learners, the Net Gener-
ation (1982–1990s) and Gen Z (born 1995–2010) [2]. We take a holistic view of
learning space, conceptualising it along fundamental dimensions (physical, virtual,
social, and cognitive, see Fig. 1).

Virtual learning spaces comprise learning mediated both synchronous and asyn-
chronous. In these environments, students learn to multitask and continually work
outside of the classroom in spaces that promote social learning. Learning in the context
of social networks is highly self-motivated, autonomous and informal and forms an
integral part of the higher education experience [11]. Besides, social networks are
considered useful in developing essential skills like selecting relevant information,
critically interpreting and analysing the sociocultural context, working collaboratively
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and sharing knowledge [12]. In the social aspects of learning spaces, the concepts of
learning ecology [4] and learning communities [13] are critical because they emphasise
learning in a social context, recognising that learners are simultaneously involved in
multiple learning settings.

A learning ecology is a collection of contexts—physical and virtual—that provides
opportunities for learning [4]. In higher education, this usually includes multiple
courses, formal and informal contexts across the institution, and settings at work,
community and home. Social learning spaces are instrumental in setting conditions for
learning because they create a supportive environment to engage students in critical
thinking and promotes interactions that are richer, more gratifying and intrinsically
rewarding [12].

Physical learning spaces are also valuable learning environments, and they are
considered part of the aesthetic view, one of identity and symbolic of power and
prestige. Beyond the classroom, physical learning spaces are quiet spaces or individual
pods for individual or small groups; break out spaces that could be large or small and
widened corridors allowing the gathering of students away from the formal learning
environments.

3 Modelling Learning Space Inside Learning Context

In artificial intelligence, the notion of context appeared in the 1990s [14], but it was not
until the early 2000s where this area of research gained interests among researchers in
ubiquitous computing, mainly focusing on geolocalization technologies, where the
spatial and temporal dimension of the context became traceable. [15] have analysed
one hundred and fifty definitions of the context. From this study results the most cited
model of context among research. It represents the components of a situation and the
relations between them. According to Bazire and Brezillon “A situation could be

Fig. 1. Defining learning space.
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defined by a user, an item in a particular environment, and eventually an observer.” In
their model in context, context and environment are separate but related.

According to [16], “space is an important context in many context-aware appli-
cations, and most context definitions mention space as a vital factor”. [17] described
“context as any information that can be used to characterise the situation of an entity,
where an entity is a person, place or object that is considered relevant to the interaction
between a user and an application”. The notion of learning context in education
describes the various circumstances in which learning might occur, where the learning
context consists of students, culture, teachers, lesson plans, etc. In addition, learning
context refers to the set of learning activities, including the space in which learning
itself occurs, and students’ perceptions of the ability of a particular space in providing
rich learning experiences.

Knowledge of learning context enables both teachers and students to rethink about
the design of teaching and learning, and the constraints of the learning spaces [18]. The
affordances of a context must be perceived by an individual who must also have the
abilities to interact with these attributes. Openness disrupts teaching conventions;
however, it is the social activity of the inhabitants that define the possibilities of a
learning space [19]. Moreover, learning context consists of students, culture teachers,
lesson plans, etc.

The emergence of Massive Online Open Courses (MOOC) in 2008 and the sub-
sequent possibility of accessing large data about student interactions in online learning
situations triggered more interests in understanding context and learning. Recently,
studies have emerged in teaching in context [6, 20]. [21] stressed the importance of the
external context in networked collaborative learning. According to these authors, the
external context of a learning situation is influenced by environmental factors that have
subsequent impacts on the learning process.

4 Development of the Approach

In order to investigate the linkage between learning space and context, we will adopt
the Design-Based Research (DBR) methodology, which considers the process of
design as important as the product, and where, each iteration is considered a sub-result
leading to the next one [22]. The methodology would involve the conception and
modelling of the context model of different learning spaces. The model draws from
[15], which considers various forms of the environment (physical, virtual, social and
cognitive). In this model, we take into account the “spatiotemporal location” compo-
nent of the context, where the “items” represents any learning systems (e.g. in intel-
ligent tutoring, computer-supported collaborative learning systems or massive open
online courses).

The second phase of the methodology will involve the construction of an ontology
of learning spaces. This ontology will be built from a reflexion on the relationship
between learning space and learning situation (see Table 1). The ontology will inform
the development of use case scenarios demonstrating various forms of learning spaces.
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The third phase of the methodology would involve running user experiments,
where learners will engage in learning activities, and their overall learning experiences
will be evaluated.

The experimental design will take into account the possible factors they attribute to
enhance learning outcomes or experiences, and space and context in which this occurs.
Besides, the design of the learning activities will be informed by an instructional design
model, which involves analysis, design, development, implementation and evaluation
(ADDIE) [23]. We will also collect learning analytics and learners’ profiles to build a
knowledge base (activity trace templates) [24]. The knowledge base analysis will help
validate the ontology of the learning spaces and the discovery of contextual knowledge.

5 Summary and Future Work

Digital learning technologies have transformed the way students engage and interact off
and online, yet the physical learning spaces in which learning occurs has not changed
much. In this paper, we introduce the concept of learning space and the various
contexts in which learning might occur. This is work in progress; future work involves
the development of context-aware ontologies and conducting a series of experiments to
construct a transformative learning theory that takes into account the various contexts
of learning spaces (physical, virtual, social, and cognitive).

We are aware that it is unlikely that providing support to all forms of learning
spaces can necessarily enable students to transition from one space to another without
facing any challenges. Therefore, there is a need to address out of class physical and
virtual learning spaces to encourage learning is critical as [25] noted that students tend
to spend more time in informal learning spaces rather than formal learning
environments.

Table 1. Examples of learning situation

Type of space Learners Learning Teacher

Classroom Groupa Individual Human Tutor
Classroom Team inside a group Collaborative Human Tutor and

Facilitator
CSCLb System Team or Group Collaborative Facilitator
ITSc Learner Individual Intelligent Tutor
MOOCd Learner inside a Massive

Virtual Group
Individual No Tutor/Facilitator

aA Group = around 30 learners; a Team = 3 to 6 learners, and Individual Learning =
1 to 3 learners.
bComputer Support for Collaborative Learning.
cIntelligent Tutoring System.
dMassive Online Open Course.
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Abstract. This paper describes an approach to help students involved in a
Programming Tutoring System, providing them with feedback during the coding
problem-solving activities. It provides feedback for students during the coding,
helping them to fix mistakes and how to take the next steps to complete the
solution. This way, the student does not need to complete and submit a solution
to get feedback from the system. The approach uses three feedback resources:
videos, text hints, and flowcharts. We conducted an experiment involving 34
students from a programming introduction course. Preliminary results indicated
a positive impact on the students learning. Our results also suggested that we can
provide valuable feedback to students with difficult to complete a solution.

Keywords: Feedback � Programming education � Intelligent tutoring systems

1 Introduction

The skill of computer programming is one of the fundamental skills in courses in the
field of computing. Moreover, particularly, many countries also include programming
teaching in primary and high schools [11].

Many tools have been developed since 1960 with the goal of assisting the student
by providing an environment for solving programming problems [4].

According to [9], there are two reasons to develop tools to help students in their
programming learning process. The first reason is that programming learning is chal-
lenging, the students need help to progress in their learning, and they need constant
practice. The second reason is that programming courses have many students and they
need individually support, and the practice of programming requires much time of the
teachers to provide feedback for the students [9].

To provide individualized support, many tools provide automatic feedback. In
general, such tools are systems in which the students code solutions to problems and
receive feedback message from the system informing whether their solutions are cor-
rect or not. This is the most common type of feedback found in these systems, which
indicates only if the solution is correct based on a set of test cases [7]. This type of
feedback is provided only after the student completes a solution and submits it for
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evaluation. Currently, there are few systems that provide student assistance during the
coding of the solution in the programming context [6].

Proposals for these systems still present difficulties in providing adequate and
useful feedback to students. According to [7], most systems provide low-quality
feedback in a survey conducted with programming students, it was realized that most
students can not submit a correct solution in their first attempt, and of these, few try a
second time. In [7], they suggest that richer and detailed feedback be offered to the
student, in this case, a possible solution is to provide feedback during the process of
developing the solution, such as tips and step-by-step suggestions.

Providing feedback messages to the student to assist in coding a solution is not a
trivial task. If the feedback is not adequate, the student may ignore any help proposed
by the system. The feedback message should also be consistent with the current state of
the student’s solution. Also, many educational resources can compose the content of
feedback such as video lessons, textual hints, model solutions, an explanation of the
problem, simulations, and others [8].

The growing number of programming learning systems has produced new research
opportunities as well as new challenges. One of the challenges is how to provide
adaptive and automatic feedback.

According to [6], most existing feedback solutions for the programming domain
offer post-submission feedback, i.e. awaiting the student complete the solution of a
problem to provide a feedback message. According to [7], this type of feedback is not
helpful for most students who have difficulties in the coding of the solution.

This paper presents an approach to provide adaptive feedback during the resolution
of programming exercises. Feedback messages contain helping them to fix mistakes
and how to take the next steps to complete the solution. Feedback messages have three
formats: text, video, and flowcharts.

This paper is organized as follows, in the next section, some related works are
shown. In Sect. 3, we present how the tutoring programming system works with
immediate feedback during problem-solving. Our approach to providing adaptive
feedback is described in Sect. 4. In Sect. 5 we present the execution of an experiment
to verify the impact of our approach on student learning. Finally, the last section
presents the conclusions and further work.

2 Related Work

In the [3], the authors make a systematic review of intelligent tutoring systems for
programming education. They present 14 systems of which 12 contains solutions for
adaptive feedback. Most systems created to assist students in programming learning
offer only immediate feedback after a valid solution is submitted. Such systems do not
have mechanisms that assist the student in the during the elaboration of the solution [6].

Provide support during the coding process is essential because situations can occur
in which the student can not finalize a solution or can not even initiate a solution [7].
These situations can occur due to several factors, such as difficulty in understanding the
problem statement, lack of knowledge of the programming topics required for the
solution, difficulty in formalizing thinking in code, and others.
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Few papers in the literature have as a proposal to provide feedback to the student
during the coding process. In the [6], the authors analyzed 101 systems for program-
ming teaching with automatic feedback generation, of this 32.7% generate feedback
messages for error correction and only 18.8% generate messages that help the student
how to proceed in the next steps.

The work of Corbett and Anderson [2] was one of the first to analyze the use of
feedback in programming teaching systems. They used three types of feedback content:
error-indicating messages, tips, and explanations. His approach used model solutions
and was integrated into a system for teaching Lisp (a functional programming language).

The work presented in [5] describes a prototype of a tutor system for interactive
programming. Each problem registered in the system is associated with one or more
model solutions, created specifically with different problem-solving strategies. A hu-
man instructor notes model solutions and specific feedback messages can be associated
with parts of the model solution code.

The work of Rivers and Koedinger [10] presents ITAP (Intelligent Teaching
Assistant for Programming). This system uses historical data from exercise solutions to
automatically generate customized tips for students. The system analyzes the current
state of the student solution and the solution building path.

3 System with Adaptive Feedback

We developed an intelligent tutoring system for the students to practice programming
with coding questions. The system provides a feedback approach to help students
during the coding, helping them to fixed mistakes and how to take the next steps to
complete the solution.

In our system, the students can use the C/C++ language for programming. The
adaptive feedback is based on the status of the student’ solution. When the student is
solving a question, the system analyzes the code produced by the student. Whether the
student requests help, the system selects the feedback message based on the analysis of
the code, even if the code is not complete or syntactically correct. Currently, our system
presents three types of feedback: text hints, videos, and flowcharts.

The system has a set of coding questions in which the student should write the code
that solves the problem presented in each question. The system provides an interface
for the student to write the code, ask for help, and submit the solution.

When students ask for help, they can choose the type of feedback they want. There
is a button on the interface for each type of feedback, and a button for the student to
visualize all the feedback messages received for the current question. Figure 1 shows
the question resolution interface of the system.

The description of the question is visible at the top of the interface (noted A in
Fig. 1). Bellow of that, there is the field for the student write the solution (B in Fig. 1).
The options to request feedback are visible in the right. The student may indicate a
specific part of the solution for which he wishes to help. He needs to indicate the lines
in which the part of the code begins and ends (C in Fig. 1). This part is optional, and if
the student does not indicate the lines, the system will use all the code of the solution to
select a feedback message. The student selects the button of the type of feedback, and
the selected message is displayed below of it (D in Fig. 1).
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4 Approach to Provide Adaptive Feedback

In this section, we discuss our approach to select the feedback message most appro-
priate for the student.

To perform the feedback selection, we used model solutions registered by the
teacher in the system. During the registration of the model solution, the teacher can
associate feedback messages to different parts of the solution or the whole solution. The
teacher can create feedback messages in three formats: text, video, and flowchart. One
question may have several model solutions associated with it.

At the moment the student requests help, the system begins the process of selecting
and presenting an adequate feedback message. Initially, the system checks if the stu-
dent has told which part of the solution he/she needs help with it. If no part of the code
has been specified, the system will use the current state of the student solution to search
for general feedback. General Feedbacks are feedback messages whose content has
been created and associated with a complete model solution.

If the student has specified the part of the solution for which he needs help, then the
system will look for specific feedback. Specific feedbacks are messages whose content
has been created and associated with code parts of model solutions.

The system performs the steps described in Fig. 2 to retrieve the most appropriate
feedback message for the current state of the student solution.

Initially, the system performs the following steps to retrieve a list of appropriate
feedback messages (search process):

– The system retrieves all feedback messages linked to the question that the student is
currently solving;

Fig. 1. Annotated screenshot of the system interface with adaptive feedback.
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– The system extracts the part of the code specified by the student from the current
state of his/her solution. If no part is specified, the entire solution will be extracted;

– The system extracts the code parts of the model solutions whose feedback messages
are associated. In the case of general feedback, the entire solution is extracted;

– The system performs a similarity calculation between the part of the student
solution code and the parts extracted from the model solutions; and

– All feedback messages whose similarity calculation is different from zero are
returned.

After the search process, the system creates a list of the feedback messages returned
in descending order according to the level of similarity. In the sequence, the first
message is selected and compared to the record of messages already received by the
student for the current question. If the message has already been presented to the
student during the resolution of the question, the next message in the list is selected,
and the process is repeated until a new message is displayed to the student, or if the
student has already received all the feedback messages contained in the list, the system
will recommend that the student review his or her message record.

The system uses a similarity calculation to determine which feedback message
should be presented to the student. This similarity calculation is performed between the
parts of the code provided by the student and the code parts of the model solutions. For
the realization of this calculation, an abstract syntactic tree (AST) is generated for the
model solution codes and the student solution code. An AST is a representation of the
structure of the source code written in a programming language. The AST is serialized
in string format. Then, the strings are compared using Levenshtein’s distance algo-
rithm. The comparison that results in the least number of modifications is considered
the most similar.

Fig. 2. Workflow process of selection of the feedback.
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5 Methodology of Evaluation

In this section, we discuss the evaluation of the approach to providing feedback during
the coding problem-solving. We conducted a quasi-experiment to determine whether
the approach has a positive impact on the student learning experience.

5.1 Participants

This study involves 34 participants (13 female, and 21 males). They are students from
an introductory programming course in Brazil. The students were from the same class,
and this was the first programming course of all them. They were aged between 17 and
30 years.

5.2 Experiment Design

We conducted a quasi-experiment to evaluate our approach on the 34 participants. The
learning impact was evaluated by a quasi-experiment using a pre-test/post-test
approach: all thirty-four students answered programming exercises, before and after the
experience of using our feedback approach. This procedure was divided into three
sessions. During the first session (60 min), the students answered the pre-test. Next,
during the second session, they used the programming tutoring system with our
feedback approach individually on a desktop computer (120 min). The students were
instructed to answer three previously selected programming questions on the system,
and if they needed help with the questions, they could only use the feedback provided
by the system. In the end, in the third session (60 min), they were given the post-test.

The pre-test and post-test were composed of one programming question in which
the students should applied basic programming constructs: sequence, conditions, and
loops. The questions in the tests were evaluated using test cases and the scores
determinate between zero to ten.

5.3 Results and Discussion

The students’ performance in the post-test (M = 5.80, Mdn = 6.25, SD = 3.06) was
better than in the pre-test (M = 4.58, Mdn = 5.00, SD = 2.77). The students’ scores are
presented in Fig. 3. These results are providing good evidence that the use of our
feedback approach aided the students to improve them programming learning. To
evaluate whether these results are significant, we conduct statistical tests. We used an
alpha level of .05 for all tests.

First, we used the Shapiro-Wilk test to verify if the samples had a normal distri-
bution. Both pre-test (p = .08) and post-test (p = .079) have a normal distribution.
Then, a Paired T-Test was used to assess whether the difference between pre and post-
test was significant.

The t-test applied resulted in a p-value <.001. This result indicates that the null
hypothesis can be rejected. Thus, this indicates that the students’ scores in the post-test
were significantly higher than the pre-test.
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These results indicate that our feedback approach obtained a positive impact on the
students learning. The Table 1 shows the students’ requests for feedback during the
resolution of the programming questions in the experiment. The most requested type of
feedback were the text hints (41.2%).

During the second session of the experiment, students answered three questions
with the help of our feedback approach.

We analyze the students’ interaction log with the system to check their behaviors
during feedback requests. We divided the students into four groups: a group that
submitted correct solutions to the three questions, a group that hit two questions, a
group that got just one question right, and a group that failed to submit any correct
solution. In Fig. 4 a chart is presented with the requests of each feedback format
organized according to the four groups created.

During the analysis of the log of interactions, it was noticed that some students of
the group that submitted only a correct solution and the group that did not hit any
question showed an atypical behavior. They made several requests for feedback in
sequence without using incoming messages to change their solution. This behavior has
been categorized as help abuse [1]. By removing these students from the analysis, we
obtain the feedback request chart shown in Fig. 5.

Regarding the group of students who did not correctly answer any questions during
the second session of the quasi-experiment, after analyzing the log of interactions, we
noticed that 85% of the feedback messages received by this group were useful for the
student to progress in his solution of the problem. In many cases, students have
correctly used the feedback messages, but have spent much time between receiving the

Fig. 3. Results of the pre-test and post-test of the experiment applied with the 34 students.

Table 1. Statistical data of feedback requests made by students during the experiment.

Feedback format N % M Mdn SD

Text 80 41.2% 2.35 1.0 3.0
Flowchart 51 36.3% 1.50 0.5 2.2
Video 63 32.5% 1.85 1.0 2.5
Total 194 100% 5.70 1.0 2.6
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message and applying the hint in their solution. Possibly, if more time were provided in
the second session of the quasi-experiment, students could have correctly finalized at
least one question.

Fig. 4. Chart of feedback requests during the experiment.

Fig. 5. Feedback requests during the experiment without students with behavior help abuse.
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5.4 Threats to Validity

Although there was concern about the permanence time of the sessions, some students
may have felt frustration and boredom during the experiment. Another possible threat
to the validity of the results is the representativeness of the sample since all thirty-four
students are from the same class and course. This problem can be solved applying this
study with different samples and other contexts.

6 Concluding Remarks and Future Perspectives

In this paper, we present an approach to provide adaptive feedback during solving
programming problems. The recommendation of feedback is based on the current state
of the student’s solution. One of the main contribution of this paper is the provision of
more than one feedback format (text, video, and flowchart). We found evidence that
our approach may have had a positive impact on students’ programming learning.

An immediate future work, we have planned to perform an experiment during a full
academic semester and studies on the automatic selection of feedback format based on
students’ learning style. In addition, we intend to compare students’ perception and
attitudes when using different feedback formats.
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Abstract. The modeling of student emotions has recently considerable interest
in the field of intelligent tutoring systems. However, most approaches are
applied in typical interaction models characterized by frequent communication
or dialogue between the student and the tutoring model. In this paper, we
analyze emotions while students are writing computer programs without any
human or agent communication to induce displays of affect. We use a combi-
nation of features derived from typing logs, compilation logs, and a video of the
students’ face while solving coding exercises and determine how they can be
used to predict affect. We find that combining pose-based, face-based, and log-
based features can train models that predict affect with good accuracy above
chance levels and that certain features are discriminative in this task.

Keywords: Student modeling � Affective computing � Programming

1 Introduction and Related Works

Over the past decades, there has been a rapid increase in interest in intelligent tutoring
systems (ITS). A valuable component in the design of these systems is the student
model, which keeps track of a student’s state during the learning process. In recent
years, particular interest has been placed on modeling not only the cognitive but also
the affective states of students while interacting with tutoring systems [14]. These
endeavors are supported by a host of studies that empirically correlate affect with
student achievement [8] and self-regulated learning [6, 15].

Much work has been done recently in the recognition of student affect [16]. In these
studies, data is collected from students’ interactions with the system as well as from
various sensors. Machine learning models built from these features are effective in
predicting student affect. Features that are commonly used across different studies are
facial features (expressions, the location of facial points), eye gaze, posture, and system
logs (information about how the student interacted with the system).

However, most of the work on affect detection were applied on systems that utilize
typical ITS interaction models wherein students spend time viewing learning materials,
answering questions, requesting hints, and communicating with the tutor model. In this
kind of interaction model, there is frequent interactivity between the student and the
tutor, thus providing plenty of avenues to induce displays of emotion. However, there
are other subclasses of ITS that do not feature the same type of interaction.
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A prominent example is the intelligent programming tutor (IPT), a subclass of ITS
designed for learning programming.

IPTs pose challenges that are not present in traditional ITSs [7]. In these systems,
the majority of the interaction between the student and the system is spent on building
programs, which include writing, testing, and debugging code. As a consequence,
interactivity between the student and the tutor in these systems are usually fewer and
far in between, if not absent. Despite this, previous studies have shown that students
frequently transition between different academic emotions while taking part in this kind
of activity [4, 5]. Thus, there is much value in being able to infer the affective states of
students in this context.

Studies that investigate the detection of academic emotions in the context of an IPT
are relatively limited. In a series of studies by Grafsgaard et al. [11–13], posture,
gesture, and facial features are used to predict various academic emotions in a pro-
gramming context. However, the setup involved a human tutor communicating with the
student through an interface, a deviation from how typical IPTs operate.

More recently, a study by [3] used facial action coding system features to build
models to detect academic emotions while programming. It was found that fixed-point
judgments (the students did not decide the intervals) could not be detected in levels
above chance, although confusion and frustration could be detected slightly more
reliably if only spontaneous judgments (the students decided the intervals) were con-
sidered. In our previous work, an IPT that generates programming exercises and offers
guides based on the presence of confusion was developed [18].

In this study, we combine head pose, facial expressions, and log-based features in
detecting academic emotions on a fine-grained level. We believe that our research can
enable the design of better IPTs by allowing them to respond to student emotional
states. For example, if confusion is detected, the system may automatically respond by
providing more similar patterns of problems. On the other hand, if frustration is
detected, the system may react with motivational messages.

2 Data Collection

In this section, we discuss our methodology for data collection. Our objective is to
analyze a combination of pose-based, face-based, and log-based features in a coding
activity vis-a-vis the academic emotions that were reported by students. To accomplish
this, we asked university students enrolled in a first year programming class to take part
in a simulated programming session.

Each student participated in the session individually. Each student used a desktop
computer with a webcam on top of the monitor at the center to capture the face. The
session was divided into two parts: the coding phase and the self-report phase. In the
coding phase, the student must solve coding exercises that covered introductory pro-
gramming concepts. In each exercise, the student must write the body of a function
according to given specifications. 9 exercises must be solved in sequential order. It was
not allowed to move to the next exercise until a correct solution was submitted. The
coding phase lasted for 45 min or until all exercises were solved successfully.
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A custom application was used for the coding phase which provided an interface
for writing and running code. It also provided basic IDE-like features such as automatic
indention and syntax error checking. This application automatically collected and
logged the following information throughout the coding phase: all changes in the code
(insertions and deletions), all code compilations and submissions, and a video of the
student’s face. Figure 1 shows the setup of the data collection and a screenshot of the
system used.

After the coding phase, the student moved on to the self-report phase. Each student
was shown a replay of the session, which could be freely controlled with the use of a
slider bar to adjust the time. The system partitions the session data into intervals based
on key moments such as: (1) the start and end of a series of key presses, (2) compilation
of the code, (3) submission of the code, and (4) the start of a new problem. For each
interval, the student must provide one affective state label (engaged, confused, frus-
trated, bored, neutral) and one action state label (reading, thinking, writing, finding,
fixing, unfocused, other). To minimize subjectivity on the judgments, we provided the
definitions for each affective and action state label. For the four neutral affective states,
we defined engaged as “you are immersed in the activity and enjoying it”, confused as
“you have feelings of uncertainty on how to proceed”, frustrated as “you have strong
feelings of anger or disappointment”, and bored as “you feel a lack of interest in
continuing with the activity”.

The average length of the intervals is 17.24 s, resulting in fairly fine-grained and
fixed-point affect judgment data. A maximum of 150 intervals for each student was set
to keep the annotation task manageable. For sessions that contained more than 150
intervals after partitioning, 150 intervals were randomly selected for the student to
annotate. A total of 73 students1 participated (38 in Japan and 35 in the Philippines),
resulting in a combined total of 49 h, 25 min and 17 s of collected session data.

We used OpenFace to extract information from the raw videos of the programming
session data. OpenFace is a computer vision toolkit capable of head pose estimation,
eye gaze estimation, and action unit recognition using state-of-the-art machine learning
approaches [2]. We extracted the following information for each frame of the videos:
the position of the head in 3-D space (in mm), the rotation of the head (in radians), the
eye gaze angle in world coordinates (in radians), and the intensity of each action unit (a
number from 0 to 5). Action units are a taxonomy of fundamental actions of facial
muscles used in previous studies for emotion recognition [10]. An example of an action
unit is raising the inner brow. OpenFace has good inter-rater agreement with human
baselines across multiple datasets in AU detection [1].

In an effort to make the simulated programming sessions natural, we did not restrict
the posture and movement of the students during the sessions. Unfortunately, this
resulted in some videos where facial landmark estimation resulted in low confidence
due to non-ideal positions of the head with respect to the camera throughout the
majority of the session. We excluded these videos from analyses involving facial
features. After removing these from the data, we were left with 20 videos for the
Japanese group and 19 videos for the Filipino group. Furthermore, we only consider

1 All students gave us the permission to publish their faces in academic publications.
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frames which have high confidence of facial landmark estimation by applying some
filtering heuristics to clean the data.

3 Results of Analysis

In this section, we discuss the results of our analysis on the data. First, we discuss
models for classifying the reported affective states, and then we discuss individual
features that were useful in predicting affect.

3.1 Detecting the Presence of Affective States

We built classifier models using WEKA to determine whether it was possible to
recognize naturalistic displays of affect while programming. In these models, we only
considered intervals that are at least 10 s in length and in which OpenFace was suc-
cessfully able to detect the face. 10-fold cross-validation was used to evaluate the
models. In each fold, 90% of the intervals were used for training, and 10% of the
intervals were used for testing. First, we determined if it was possible to detect the
presence or absence of each affective state (i.e., confused or not confused) according to
the student reports. We used C4.5 decision trees, support vector machines, multilayer
perceptron, and naive Bayes classifier and chose the best performing type of model for
each task. The results are shown in Table 1.

Because the classes are imbalanced in these models, the metric we used is Cohen’s
kappa value, which measures how well the model performs against a model that simply
guesses randomly based on the frequency of each class. For both groups, using pose-
based and face-based features alone or log-based features alone resulted in models that
do not perform much beyond random chance j < 0.2 except for engagement. However,
by using a combination of these features, the performance of the models could be
increased. By using pose-based, face-based, and log-based features together, we are
able to come up with models that achieve performance beyond chance for engagement
and frustration, but confusion and boredom remained to be difficult to detect. For
confusion, we were able to improve the performance of the model to 0.75 accuracy
(j = 0.22) for the Japanese group and 0.72 accuracy (j = 0.2) for the Filipino group by

Fig. 1. Setup and system used for programming practice
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filtering the types of pose-based and face-based features used using RELIEF-F feature
selection. Adding the reported action state as a feature further improved the perfor-
mance of the models significantly. However, it should be noted that the reported action
state is not an observable feature unlike the others.

3.2 Meaningful Features in State Detection

In order to investigate which features are useful in predicting emotion, we used
RELIEF-F feature ranking to determine the important features in detecting the presence
of affective states. RELIEF-F ranks features based on their ability to discriminate an
instance from its closest neighbors that belong to a different class. In this section we
discuss these features.

AU04 - Brow Lowerer and Other Eye-Related AU. The AU04 action unit, which
pertains to the “brow lowerer” action was ranked as an important feature in all of the
classification tasks. This AU was also found in previous studies to be associated with
the negative states of confusion and frustration [3, 11]. Figure 2 shows some of the
prominent displays of AU04. This AU was observed in the data when the eyebrow is
furrowed, as well as when the subjects gaze downwards. This often happened during
typing when the eyes quickly shift between looking at the screen and at the keyboard
without turning the head down. The mean intensity display of AU04 is higher in
reported intervals of frustration than during intervals of engagement or confusion, as
shown in Table 2. Furthermore, by performing a Wilcoxon signed ranked test across all
the subject data, we found that the mean intensity of AU04 was significantly higher in
reported intervals of frustrations than in all the other states combined. This is sum-
marized in Fig. 3a.

Lip-Related AUs. Although there is no significant correlation between AU12 and
AU10 and reported affective states, a Wilcoxon signed ranked test revealed that AU10
was displayed in significantly higher intensities during reported intervals of reading

Table 1. Accuracy and Cohen’s Kappa (in parenthesis) for classifying the presence and absence
of affective states

Japanese group
Features Engaged Confused Frustrated Bored

pose + face 0.69 (0.39) 0.69 (0.11) 0.73 (0.13) 0.90 (0.13)
log 0.63 (0.26) 0.77 (0.01) 0.85 (0.07) 0.93 (0.00)
pose + face + log 0.71 (0.42) 0.71 (0.18) 0.82 (0.27) 0.91 (0.16)
pose + face + log + action 0.76 (0.51) 0.72 (0.16) 0.82 (0.32) 0.93 (0.39)
Filipino group
Features Engaged Confused Frustrated Bored
pose + face 0.65 (0.28) 0.67 (0.08) 0.71 (0.16) 0.93 (0.17)
log 0.58 (0.07) 0.75 (0.00) 0.75 (0.00) 0.95 (0.00)
pose + face + log 0.65 (0.30) 0.67 (0.10) 0.72 (0.22) 0.93 (0.10)
pose + face + log + action 0.66 (0.31) 0.69 (0.14) 0.73 (0.24) 0.95 (0.39)
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than in reported intervals of writing and finding, and all the other states combined. This
is summarized in Fig. 3a. Examples of displays of these AUs are shown in Fig. 2.

Head Location. One feature that was ranked highly in models classifying boredom
was the head location standard deviation features. An increase in the mean standard
deviation of all head location features can be observed in reported intervals of boredom
as compared to the other affective states, as shown in Table 3. This suggests that there
tends to be a wider range of head movement.

Fig. 2. From Left to Right (in pairs): AU04 (brow lowerer), AU12 (Lip corner puller), AU10
(Upper lip raiser)

Table 2. Mean intensity display of AU04 in Typing and Non-typing intervals

Typing Non-typing
Japanese Filipino Japanese Filipino

Engaged 0.64 0.21 0.89 0.21
Confused 0.66 0.22 0.65 0.29
Frustrated 0.98 0.31 1.35 0.35

Fig. 3. Correlation between (a) AU and states, and (b) logs and states. Arrows point from a state
that occurs significantly greater than the one pointed to.
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Document Insertions and Code Compilations. Performing a paired Wilcoxon signed
rank test on each combination of feature and affective state with a Bonferonni cor-
rection to account for 6 hypotheses resulting in a = 0.0083, we found that document
insertions occurred significantly more when students were engaged (l = 0.65) than
when they were confused (l = 0.34, p = 0.000000011), frustrated (l = 0.35,
p = 0.000046) or bored (l = 0.25, p = 0.00078). When document insertions and
deletions are taken together, we found that document changes occurred significantly
more when students are engaged (l = 0.77) then when they are confused (l = 0.44,
p = 0.000000047), frustrated (l = 0.55, p = 0.0055) or bored (l = 0.38, p = 0.0015).
On the other hand, we found that compilations with syntax errors occurred significantly
less when students were engaged (l = 0.0037) than when they were confused
(l = 0.0086, p = 0.0005) or frustrated (l = 0.0089, p = 0.0044). When all code
compilations were considered, we similarly found that significantly less compilations
occurred when students were engaged (l = 0.0093) than when they were confused
(l = 0.019, p = 0.000023) or frustrated (l = 0.018, p = 0.000046). In addition, we
also found that compilations occurred significantly more when students were frustrated
than when they were bored (l = 0.015, p = 0.0043). The findings are summarized in
Fig. 3b. Overall, more document insertions were indicative of engagement, while more
code compilations were indicative of confusion and frustration.

Student’s Reported Action State. We took each interval and for each emotion, we
calculated the probability it occurred with each action state, then we performed paired
Wilcoxon signed ranked tests with a Bonferonni correction to account for 15
hypotheses resulting in a = 0.0033. Figure 4 shows the results. We found that
engagement was reported the most while writing, while confusion and frustration were
reported the most while thinking. Finally, boredom was reported significantly more
while unfocused, writing, or thinking than while reading or fixing bugs.

4 Discussion

While there has been a lot of work in detection of emotion in intelligent tutoring
systems, naturalistic displays of affect such as that in intelligent programming tutors are
relatively more difficult because the emotions are not directly induced by human or
agent interactions [9]. A previous study has shown the fixed point judgments (affect
report intervals are not decided by the student) are difficult to detect using face and
posed-based features as compared to spontaneous judgments (affect report intervals are
decided by the student). This finding was supported by our data which also used fixed

Table 3. Head location average standard deviation across different emotions

Japanese group Filipino group
Eng. Conf. Frus. Bored Eng. Conf. Frus. Bored

Loc. X 12.10 15.75 15.00 20.87 14.14 14.06 14.34 17.25
Loc. Y 10.16 10.55 11.58 15.97 9.80 9.02 9.01 10.68
Loc. Z 13.91 15.67 16.67 23.27 10.75 11.73 11.96 15.74
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point judgments, as confusion, frustration, and boredom could not reliably be classified
beyond j > 0.2. However, combining face-based and pose-based features with log-
based features can improve the performance of classifiers in detecting fixed point affect
judgments. Using these combinations of features, we can achieve classifiers that could
perform well beyond random chance.

In our analysis, we also found that adding the action state reported by the student
can increase the performance of the models. This was also supported by the action state
appearing prominently as a highly-ranked feature in most training iterations, as well as
observations that students are likely to report certain affective states when in certain
action states. This shows that emotion of students while programming could be better
inferred with a good understanding of the student’s behavior. The problem with this is
that the reported action state is not an observable feature like the others, and can be
thought of as another output of a stochastic process. Nevertheless, this suggests that
modeling student’s subtasks and intentions in programming (finding the bug, writing
the code, etc.) may help improve the performance of classifying affect.

Another finding in this study is that log-based, face-based and pose-based features
are all meaningful in predicting affect. We found evidence supporting previous studies
linking AU04 to confusion and frustration, but we also found other expressions such as
AU10 and AU12 that, despite not being correlated to affect, were discriminative and
were more closely tied to actions. We also found that the standard deviation of the head
location can also be indicative of boredom. Log-based features such as the number of
document insertions and compilations are also meaningful in prediction.

In this study, we did not find any significant differences between the Japanese and
Filipino groups, aside from minor variations on the ranking of important features. The
total of the mean intensities across all AUs was higher among Japanese students
compared to Filipino students, suggesting that in this study the Japanese students
showed more facial expressions. However, this contradicts findings from a previous
study in which the Filipino students had stronger displays of facial expressions [17].
The small sample size in these studies is insufficient to generalize on the populations.

Fig. 4. Occurrence of action states and emotion states. The arrows point from an action that
occurs significantly greater than the action being pointed to.
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Affect detection is generally considered to be a challenging task caused by a variety
of factors such as noise, individual differences, and the general complexities of human
behavior. Although this study has limitations including reliance on OpenFace’s facial
landmark and AU detection, non-consideration of co-occurring affective states, and a
question of generalizability on other datasets, we were able to show that predicting
student emotions while interacting with a system that does not directly induce displays
of affect can be achieved by using a combination of observable physical features as
well as log information.

5 Conclusion

In this paper, we used a combination of pose-based, face-based, and log-based features
to model naturalistic displays of student affect while writing computer programs. By
using a combination of those features, we were able to train models that perform above
chance levels. We also presented features that were useful for the detection of affect in
programming. For the future direction of this study, we intend to explore further
additional features that can be used for emotion detection, and explore how they could
be applied in ITS for teaching students how to code.
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Abstract. Due to the increasing use of active learning methodologies such as
the Flipped Classroom, which usually use group activities, Intelligent Tutoring
Systems (ITSs) have the opportunity of supporting them. In this work, we present
a group formation tool that allows teachers to create easily and efficiently groups
of students based on the K-means algorithm. Our tool allows creating the groups
using videos’ and exercises’ information. Moreover, we have validated the
suitability of our group formation process and tool through the students’ scores.
In order to gain insights into the group formation in learning systems which only
use exercises or use mainly videos, we also compare the groups through the
Jaccard similarity measurement. Results show that the groups formed using only
the videos’ information are quite similar to the groups created using just the
exercises’ information. Therefore systems that only use exercise interactions for
group formation might be replaced by others that only use video interactions and
the other way around.

Keywords: Group formation � Flipped classroom � Intelligent tutoring systems �
Collaborative learning

1 Introduction

The increasing use of active learning methodologies such as the Flipped Classroom
(FC) has to be supported by Intelligent Tutoring Systems, in order to provide learners
with a suitable learning context. In a FC, learners access to academic resources (e.g.
videos or exercises) before the face-to-face lessons in order to prepare them. During the
lesson, teachers try to promote learners’ engagement using active learning activities,
like group projects [1] that promote collaborative learning and interdisciplinary skills,
which can lead to successful learning experiences [2].

Exercises and videos are the most predominant resources in the FC, and they are
also used in ITSs and other educational contexts such as MOOCs (Massive Open
Online Course). For this reason, we focus on the data related to these resources.
Furthermore, we propose a tool to form groups based on the use of the previous types
of data, to reduce the teachers’ workload related to the Group Formation Process
(GFP). This workload reduction can promote the use of group activities in many
contexts such as the ones which use the FC [3], since teachers are allowed to focus only
on the design of the group activity instead of on the GFP.
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Furthermore, we try to answer the following research questions: Are the groups
created through our tool suitable for group activities? Are the formed groups the same
using different type of data (e.g. only information about exercises or videos)? Would
the GFP be the same e.g. in an ITS driven by exercises in comparison with a MOOC
driven just by videos?

2 Related Work

The GFP has associated different approaches in terms of the data used. For example, it
is possible to use the data gathered through tests [4]; the learners’ grades [5]; or other
alternatives shown in the literature which depend on the learning context and the
purposes of the study. In our work, the data are related to the videos and exercises used
to prepare the face-to-face sessions of a FC.

We are interested to know if the formed groups are really homogeneous or
heterogeneous, and whether the decisions for the group formation would be the same
based on videos or exercises (both are the most used resources in the FC), since, as far
as we know, this type of analysis has not been done. If decisions are the same, then the
decisions based on exercises (which are mainly used in ITSs) would be equivalent to
the ones based on videos (which are e.g. predominant in MOOCs).

In the case of the group formation, there are two different approaches which can be
used to cluster (classify) learners: (1) approaches focused on the use of low complexity
algorithms, and (2) approaches that cluster learners using more complex algorithms.
In the first case, the most used low complexity algorithms are the K-means algorithm [6]
and the Fuzzy C-Means [7]. Regarding more complex algorithms, some possible
examples are the “Expectation-maximization” algorithm [8]; or optimization algorithms
such as the “Ant Colony Optimization” or the “Genetic Algorithms” [9].

3 Group Formation Algorithm and Tool

Many learning systems provide students with educational videos and exercises, but, in
some cases, there is only available information associated either the exercises or the
videos. For this reason, we propose two types of data to be used in the GFP: (1) videos’
information; and (2) exercises’ information. In order to create the groups, we use these
data and the K-means algorithm [10] which allows assigning the learners into different
groups (clusters) based on common characteristics (profiles). Using the learner profiles
(discovered through a training data set of 3543 learners enrolled in 19 engineering
courses), we classify new learners according to their profiles, and this allows us to
create the groups. If the groups are homogeneous, we assign students with a common
profile to each group; while if the groups are heterogeneous, each group contains
students with different profiles.

Regarding the GFP, we follow a similar approach for all of the group formation
methods proposed in this work. We use a set of vectors that contain the learners’ data as
an input of the K-means algorithm, and this algorithm obtains the learner profiles used
to create the groups. The differences among the approaches are related to the input
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vectors which are different in each case. If we create the groups using only the videos’
information, the vectors represent the number of times that each second of the videos
has been watched. To create the groups with only the exercises’ information, we use
the number of attempts, and an indicator defined as the division between the “number
of times that the exercise has been solved correctly” and the “number of times that the
exercise has been attempted”. This indicator allows characterizing behaviors like when
a student tries many times an exercise, but they are not be able to solve it. Finally, to
create the groups using the videos’ information and the exercises’ information, we
aggregate both types of information in one vector.

3.1 The Group Formation Tool

Our group formation tool is integrated within an e-learning platform named GEL,
which provides teachers and students with an educational environment suitable for
the FC model [11]. We have developed the group formation tool through the PHP
and Python programming languages. Furthermore, we include the possibility of
forming random groups, in order to provide teachers with this type of group formation
without using any previous data. An example of the tool’s teacher dashboard is shown
in Fig. 1.

4 Analysis of the Group Formation

In order to answer our research questions, we have to analyze two aspects: (1) the
similarity between groups, and (2) the quality of our GFP. Regarding the student data
set used for the analysis, we have gathered data from 162 learners enrolled in five
different classes of the same engineering course which uses the FC as learning
methodology. The data is related to the whole semester, which in our case lasts
14 weeks involving two sessions of two hours per week (in total four hours each
week). These data are different from the training data set used to discover the learner
profiles.

Fig. 1. Tool’s teacher dashboard
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4.1 Analyzing the Quality of Our Group Assignation

We analyze the homogeneity and heterogeneity of the groups using the students’
scores. The evaluation shows that the GFP is done properly, since the homogeneous
groups include students with similar characteristics, while the heterogeneous groups
contain students with different characteristics. For example, we obtain the following
results in our evaluation (Table 1 shows the scores’ statistics of two homogenous
groups, while Table 2 presents the scores’ statistics related to a couple of heterogeneous
groups; the minimum possible score is 0, and the maximum possible score is 10).

This example shows the trends of the evaluation of the group formation’s quality.
Students within a homogeneous group are more similar than those belonging to a
heterogeneous group, since the scores of the homogeneous groups have associated
standard deviations lower than the ones for the heterogeneous groups. Apart from that,
the scores’ means of the homogenous groups are more different than the means of the
heterogeneous groups; so that students belonging to distinct homogeneous groups are
more different, in comparison with the case of the heterogeneous groups where we have
similar score patterns in the groups. Therefore, we can infer that the group formation is
done properly, since the homogeneous groups and the heterogeneous groups contain
students with the appropriate profiles.

4.2 Comparing the Group Formation

In this case, we compare groups created with just videos’ information, with groups
formed using just exercises’ information. For each one of the five analyzed classes, we
form groups using each one of these types of information to obtain two group sets.
After that, we compare each possible pair of sets using the Jaccard similarity [12], in
order to analyze the effects of the academic resource on the GFP. We show the
definition of the Jaccard similarity below (Eq. 1).

Similarity of two sets =
a

aþ 2 � b
a ¼ number of elements shared by the two sets

b ¼ number of elements not shared by the two sets

�

ð1Þ

The possible values of this indicator of similarity are included in the interval [0, 1];
where the value “0” means that the two groups are totally different (i.e. they do not
share any element), and the value “1” implies that both groups are the same (i.e. they
share the same elements).

Table 1. Homogeneous groups’ scores

Group Mean Standard deviation

A 6.8 0.4243
B 9.55 0.0707

Table 2. Heterogeneous groups’ scores

Group Mean Standard deviation

C 6.5 4.2684
D 5.95 4.2852
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Regarding the similarity between the group sets, we calculate the similarity of each
possible combination “group of the first set” - “group of the second set”. After that, we
sum all the similarity values and divide this aggregated value by the number of groups
of the sets (which is the same for the two sets). In this way, we obtain a mean value of
similarity, with which compare the groups created using the information related to the
exercises with the groups based on the videos’ information. In particular, the similarity
between the two sets of groups is shown below (Table 3).

We can see that the groups created using the two types of information have a
similarity below 0.66 in both cases. According to the literature [13], we consider that a
value above 0.55 implies that the two sets are similar. Therefore, the two types of group
formation are quite similar, since the mean similarities between them (0.634 and 0.6539)
are above this threshold (0.55). This implies that the information related to the videos
produces a set of groups considerably similar to the groups formed by the information
associated with the exercises, so that group formation can be applied in different learning
systems with diverse capabilities and academic resources.

5 Conclusions and Future Work

In this work, we analyze the GFP based on information related to videos and on
information associated with exercises. Moreover, a tool has been developed to form
homogeneous and heterogeneous groups using different criteria: using separately each
type of data, taking into account both of them, or using a random assignation. In this
way, ITSs which only use exercises or only use videos can form the student groups
through our tool.

Furthermore, we measure the quality of our GFP using real student data, and we
analyze the similarity between groups created through different academic resources.
We use the students’ scores in the evaluation of the quality of the created groups, and
we analyze the similarity between groups using the Jaccard similarity. The results of
these two analyses are the following: (1) the quality of the group formation is adequate;
and (2) groups formed using only the videos’ information are quite similar to the
groups created with only the exercises’ information.

However, there are several issues that must be considered. First, the analysis of the
group formation can be biased due to the relatively low number of students, so that a
broader study with more students is needed in order to generalize the results. Moreover,

Table 3. Similarity between the exercises’ information set and the videos’ information set

Class
#1

Class
#2

Class
#3

Class
#4

Class
#5

Mean Standard
deviation

Heterogeneous
groups

0.6314 0.6023 0.6492 0.5942 0.6987 0.634 0,0418

Homogenous
groups

0.5967 0.6222 0.5783 0.6318 0.8815 0.6539 0,1244
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other algorithms could be used to form the groups, in order to compare them to the
groups created by the K-means algorithm. Apart from that, we have to analyze the
learning outcomes (e.g. students’ scores or students’ opinion surveys) obtained in
group activities based on the groups formed using the GFP presented in this work.
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Abstract. The classical ITS software architecture with four components is an
old, popular architecture. We analyzed 93 ITS software architectures found in
papers with regard to the classical ITS architecture to review the usage of its
components, its naming of the components and the addition of new components.
In the analysis we detected 13 recurring problems in these architectures. To fix
this we propose two refinements to the classical ITS software architecture that
should reduce the occurrences of these problems.

Keywords: ITS � Software architecture � Evaluation

1 Introduction

Software engineering teaches us that complex systems, such as ITSs should be designed
with a software architecture.Wemade a statistic of the number of released systemsgoing in
the direction of ITSs to summarize the raw number of available, ready to use systems with
scientific papers and found what can be seen in Fig. 1. Then we created the same statistic
for all the papers which explained a software architecture for ITSs as seen in Fig. 2.

The current general ITS software architecture is the most used architecture and has
not changed much over the last few decades. It is build upon four components (clas-
sical approach) and is not uniform. A visually accurate version of the classical archi-
tecture is shown in Fig. 3. The general idea is that an ITS should have an interface to
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communicate with students and three components, each having their own category of
knowledge. These three knowledge components are: What should be learned by the
user, the progress of the user and the behavior for different teaching situations.

2 Statistics of ITS Software Architectures

We counted how many of the classical four components are represented in the found
architectures to show adoption (Fig. 4) and the adoption of every component itself
(Fig. 5). A majority of 54%, did cover all classical components, and 82% covered 3 or
more components. Since architectures reach back to the beginning of ITS in the 80 s,
some of them do not include newer components. The domain model as the oldest
component is most often implemented with 86 percent, since the first ITS architecture
included an “Expert System” [2].

These components are not usable in a general architecture, since their components
are dependent on a specific implementation. As you can see in Fig. 6, half of the
architectures are not reusable in a broader area than in the intended application purpose.

20.7% of the architectures had new components in them, which were not implemen-
tation specific. Additionally, 14.1% of the architectures did respect an author as a user.

Fig. 3. Classical ITS software architecture [1]
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We looked at the number of names for each of the classical components. Hyphens,
abbreviations and capitalization were not considered, see Fig. 7. The tutoring model
does have the highest count of unique names with 66 different names, followed by the
domain model with 47 and the interface with respectively 48 unique names. The
student model has the most stable naming with only 41 names. Every component was
found to have many names and the naming is not consistent even in current articles.

3 Problems of the Current Software Architectures

Most of the architectures seem like an afterthought of an already concrete existing ITS
or a simple overgeneralization of existing architectures without clear intention of the
target group. The different found problems are listed below.

Problem 1: Naming of the classical components is confusing. As seen in Fig. 7 the
naming of the components is very different. The architecture from Fig. 3 has well
named suffixes for its component, but the naming is additionally confusing because the
ending of the components in one architecture are mostly not consistent even when the
abstract differences are minimal. It is complicated to remember the names just as aliases
for the same functionality and often will result in guesswork and interpretation errors
from people reading it.

Problem 2: Changing of the definition of the classical components. Even if the
naming of the components is consistent and clear, some architectures did use an already
existing name and changed its definition. Only in very rare cases do the architectures
explain the source of their definitions and their differences, when using already existing
component names. This is especially problematic if the components are classical ones
with already established definitions. The reader of the architecture could simply assume
that the definition is the already known one. Taking the same name for the new
component is very hard to track, which could in the end cause hard to fix problems with
the architecture design. Since the ITS development includes so many different parties it
is so much more important that all developing members have a clear understanding of
the components and their capabilities, responsibilities and limits.

Problem 3: Reinventing an already existing component definition. Some architec-
tures invent components which are already well defined in other architectures. Some
found architectures reinvented the classic components without changes and, even
worse, the naming is also changed in rare cases. Mostly classical components are split
up into multiple parts. Just because a function is very important, you should not
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separate it from the enclosing component, but describe a classic component more
detailed. An error which seems to be made, because of the focus on the new technical
implementation of one part of a component. Vice versa the combination of two clas-
sical components to one is also a problem, but it is easier spottable and less likely to
happen.

Problem 4: Recreating an already existing software architecture. Publishing
architectures which already exist under a different name is just problem 3 but with a
whole architecture. It is easier to spot these if you know the available architectures, but
not for newcomers to ITS development.

Problem 5: Not fully implement an architecture.Maybe the source of problem 3 and 4
is that software architectures are not fully implemented, but changed just as wanted. The
reason could be because the architecture is misunderstood or was not examined carefully
enough. Partially following an architecture without explicitly explaining/naming/
categorizing it, also creates hidden changes. The classical architecture is so abstract
that leaving a component out and only implementing what seems right can easily not
make the system an ITS anymore. You should trust an architecture and implement it fully
or not claim you adopted the architecture. The second option is to adapt an existing
architecture to a new architecture and explain changes to it.

Problem 6: Missing rationale for decisions. Missing explanations of why a decision
was made is very confusing when deciding for one out of many architectures. You
always have to make compromises in software engineering. It is important to clarify
why you chose one specific direction. This is especially important for the cons of an
architecture, which are often neglected in current literature.

Problem 7: Unabstracted components. Including implementation specific compo-
nents in an architecture will make it more difficult to reuse in a more generalized
architecture. Components which are just a technological artifact should not be included
in a more generalized architecture. Reuse is one of the main goals of generalized
software architectures and this can only be achieved with abstract components. An
example is [3] with components like “Jess” or “Protégé-2000” and arrows like “Client
GUI Download with Java WebStart”, which in itself is good to publish, but it is harder
to reuse the architecture in other projects.

Problem 8: Diverging tutoring model definition. The tutoring model is the com-
ponent with the most unique names. This is also the component with the most sub-
stantively distinct definition of its function. It has so many meanings that the specific
function can not be known from the name. Often it does not even include storable data,
but is just a composition of the teaching behavior of the system. The different functions
a tutoring model, which were defined in the architectures, are: a database of errors
students make, a prefabricated database of answers the ITS can give, a prefabricated
learning path as options for the student, a generation of a student-profile as an evaluated
summary of their actions, a direct, live analysis of the student’s answers, a live gen-
eration of answers of the ITS, an adaption of already existing purpose-built answers to
the situation and dialog, when help information should be shown, when/how to adapt
already existing help to only focus on relevant information, recommendations of
teaching material matching the students abilities, an adaption of teaching material to the
student in difficulty and content, a generation of learning material in the kind of fill-in
math equation tasks, and a management and control of the teaching process.
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Problem 9: Informal definitions. For a very complex system like an ITS it is crucial
to have accurate explanations to understand it the way it is meant. Often there is only
prose text without many technical terms and an image with colorful rectangles, ellipses
and arrows without an exact definition of the elements used. In software engineering it
is expected to use a formal diagram style and well defined technical terms. An example
of an ITS software architecture visualization with an informal style is [4].

Problem 10: Connections between components are neglected. There are many
architectures which seem to have put less thought into the connections, which can be a
problem when you focus too much on the elements and their functionality. The first
indication is that the connections often do not have directions or all of them are
bidirectional. The second is that almost all essential components have connections to
each other. A sophisticated architecture may be able to reduce the number of con-
nections for some components and also reduce the amount of complexity, misuse and
therefore errors or misinterpretation. An example of an ITS software architecture that
every essential component can talk to each other is [5].

Problem 11: Process in the architecture. A software architecture is not there to
include a process description. Trying to shape the architecture in a sequential form so
that a process is in the structure of the software itself makes it easy to understand the
rough order of things. However, only very simple processes can be integrated that way
and changing the process will be very difficult. It will neglect the more needed con-
nections between components which are outside of the process. An example is the
withdrawn architecture LTSA [6].

Problem 12: No ITS software architecture. Definitions that are not software
architectures are hardest to implement. They likely model a part of the inner workings
of an ITS, but are so abstract or do not focus on the structure that they do not count as a
software architecture anymore. An example is the triangle model of the “Situation
Model”, “Interaction Model” and “Affordance Model” [7].

Problem 13: Lacking development. Some of the architectures do develop an already
existing architecture with very small changes. It creates unnecessary redundancy and an
example is the [8], which just shows the architecture, but makes a new image and
definitions.

4 Improvements to the Classical ITS Software Architecture

I suggest the use of a general ITS software architecture to improve the formal definition
with the UML component diagram and also a fifth component which is the most used
component and is not already in the classical ITS software architecture.

Improvement 1: Clear definition of the classic components. The naming should be
precise and also specific to a software architecture. Three components represent knowl-
edge which are necessary for an ITS: domain knowledge to teach, student knowledge to
estimate the student and pedagogical knowledge on how to teach. The stored data is for
performance reasonsmostly notwhat onewould expect, transformations are needed to get
a more natural presentation of the knowledge, and an interpretation of the needed data.
The functionality of these knowledge components is to manage the data about the dif-
ferent areas (domain, student, pedagogical) with saving, editing, deleting, filtering,
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transformations and low complex operations. The second step is to add the word “com-
ponent”, since it should be a clear difference between the underlying data and their
managing components. The interface component is there for managing the user’s visible
and hearable interface on which the user can operate.

Improvement 2: Addition of a process steering component. We checked which
functionality we found often as a new component in the architectures and found a
component whose task is to control the communication between the components and
decide what the ITS should do next. It knows the big picture of what is going on and
can integrate a process without affecting the architecture. 34.8% of the architectures
had a process steering component of any variation. Such a component is a good
addition to the classical architecture.

We used UML component diagram to create an improved version of the classical
ITS architecture with the added process steering component in a formal way. These
improvements are built upon an architecture from 2003 [9], at its center is a component
(named “tutoring process model”) which acts as mediator between the interface
component and the knowledge components. Since the abilities of the knowledge
components are now more limited, the process steering component is now more
powerful in and through extension than a tutoring process model, see Fig. 8. This style
splits complex functionality additions from the existing components and allows explicit
extension points to add new features through new components. This is a more modular
approach, which leaves flexibility to grow the ITS.
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Abstract. The purpose of this work is to analyze the learners’ visual and brain
behaviors during clinical reasoning. An experimental study was conducted to
record gaze and EEG data of 15 novice medical students as they interacted with
a computer-based learning environment in order to treat medical cases. We
describe our approach to track the learners’ reasoning process using the visual
scanpath followed during the clinical diagnosis and present our methodology to
assess the learners’ brain activity using the engagement and the workload
cerebral indexes. We determine which visual and EEG features are related to the
students’ performance and analyze the relationship between the students’ visual
behavior and brain activity.

Keywords: Eye tracking � Scanpath � EEG � Engagement � Workload �
Clinical reasoning � Learning performance

1 Introduction

The democratization of the use of affective computing techniques has enabled a
multifaceted understanding of the learners’ behavior [1, 2]. Particularly, these tech-
niques allowed computer-based learning environments and intelligent tutoring systems
to have access to a learner-centered data and to have a fine-grained analysis of the
variables that impact learning performance [3–5].

Techniques such as electroencephalography (EEG) and eye tracking, which have
been up to recent years mainly used in strict laboratory conditions, are being
increasingly used in realistic learning settings [6–9]. Their capacity to offer real-time
qualitatively rich information about the learners’ state could be highly useful to opti-
mize the learning strategies. This is particularly true in medical learning environments
in which the learners’ interactivity with the system is very limited [10, 11]. In fact, in
such a clinical context, and throughout the diagnostic phases, the learners are generally
engaged in various reading activities during which a complex clinical reasoning is
performed with a very restrained action field. This consequently limits the learners’
data acquired by the system and hinders its capacity to assess the learning process.
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Therefore, the integration of EEG sensors to track the learners’ mental state, and eye
tracking to track gaze patterns could be highly beneficial to assess learning, especially
when the learner is just staring at a computer screen.

In this paper, we propose to use these techniques as a mean to analyze the learners’
clinical reasoning. More precisely, we use EEG data to assess two mental states,
namely engagement and workload, and eye tracking to monitor learner’s visual focus
and scanpath. We are interested in analyzing which features are related to the students’
reasoning and performance.

The remainder of the paper is organized as follows. We present previous work on
the use of EEG and eye tracking in the learning context. Next, we describe the
developed tutoring system, experimental setup and methodology. Then, we discuss the
obtained results, conclude and present directions for future work.

2 Previous Work

A wide range of sensing technologies is nowadays capable of providing highly accurate
data on the users’ state in human computer interactions and particularly in ITS, where
the behavioral and affective component is being more and more important.

Specifically, eye tracking and EEG devices are being increasingly used within the
learning context [12–16]. Slanzi and his colleagues predicted behavioral variables such
as the learners’ click intentions within a web search task using gaze fixation, pupil
dilation and EEG [15]. Brouwer et al. used fixation duration, pupil size and EEG data
to assess learners’ attention in a visual search task [16]. El-Abbasy et al. developed an
affective e-learning platform that changes the learning materials when the learner
experiences a negative emotion. Emotions such as sadness and frustration were rec-
ognized using eye tracking and EEG [17]. In [18], Alhassan and his colleagues used
data mining techniques to classify the learners in terms of two different learning styles,
namely visual and verbal, by taking the participants’ EEG and gaze data as input
features. In the same context, in [19] the authors used machine learning algorithms to
discriminate between high and low creativity students using skin conductance bracelet,
an eye tracker and EEG sensors. Two classifiers namely, Nearest Neighbor and Naïve
Bayes achieved up to 80% of true positive rate. Makransky et al. analyzed EEG
measures, such as alpha and theta frequency band powers, and eye tracking metrics,
such as the percentage of time spent on relevant regions of the interface, to assess
learners’ cognitive load during multimedia learning. Statistically significant relation-
ships were found showing that eye tracking measures are indicators of extraneous
cognitive load, and that EEG measures are indicators of intrinsic cognitive load [20].

In this paper, we propose to analyze the learners’ visual behavior and brain activity
within clinical reasoning using eye tracking and EEG. We use gaze and neural patterns
to assess learners’ visual focus and cognitive state, and determine which features are
related to students’ analytical process and performance.
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3 Experimental Design and Methodology

An experimental study was conducted to record gaze and EEG data of novice medicine
students as they interact with a computer-based learning environment (Amnesia).
15 participants (8 males) aged 20–27 years (M = 21.8 ± 2.73) were recruited. Upon
their arrival, they were briefed about the experimental procedure and asked to sign a
consent form. They were then outfitted with an Emotiv EEG headset and placed in
front of a Tobii TX-300 eye tracker (at 65 cm approximately). A sampling rate of
128 Hz was used to collect the EEG data from 14 different regions of the scalp (O1,
O2, P7, P8, T7, T8, FC5, FC6, F3, F4, F7, F8, AF3 and AF4). A sampling rate of
300 Hz was used with the eye tracker, and a nine-point calibration grid was used to
calibrate the participants’ point of gaze.

3.1 Amnesia

Amnesia is a realistic environment developed to assess undergraduate medical stu-
dents’ analytical skills through clinical problem-solving [21]. The system features a
virtual hospital where the learner acts as a doctor who is mistakenly diagnosed with
amnesia. The learner needs to prove that he does not suffer from this disease by
resolving six different medical cases. In each case, the learner is instructed to identify
both the correct diagnosis and the appropriate treatment through a series of observa-
tions including the patients’ demographic information, symptoms, antecedents and
clinical data. The diseases he must find are respectively: flu, bacterial pneumonia,
measles, Ebola, mumps and whooping cough. For each diagnosis and treatment, dif-
ferent response alternatives are given, and the student has up to three attempts to find
out the correct answer.

3.2 Visual Behavior

Two different metrics were computed from the eye tracker, namely fixation duration
and scanpath. Fixation duration is a temporal measure of the visual focus. It corre-
sponds to the amount of time the fovea (center of gaze) is directed towards Areas of
Interest (AOI) of the screen, i.e. the task-relevant elements in the system’s interface. In
total, six AOI were defined for each medical case (see Fig. 1 [22]):

• Information (I) includes the demographic information of the patient (e.g. name, age
and weight).

• Antecedents (A) introduces the allergies and the prior diseases.
• Symptoms (S) highlights the symptoms of the disease.
• Analysis (N) includes data on the patient’s temperature, heart rate and blood

pressure.
• Diagnosis (D) shows different response suggestions for the disease to be identified.
• Treatment (T) presents different suggestions for the potential treatments of the

disease.

The scanpath is a spatiotemporal measure representing the dynamic visual trajec-
tory of the eye movements. It uses both fixations and saccades across the AOI and is
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recorded as a sequence (e.g. IIIAASSSSSNNNNSSNDDDSSDDTTDTT); each letter
denotes a visited AOI with a fixation duration above a threshold of 250 ms. Redundant
characters are then collapsed to retain a unique occurrence of each area (e.g.
IASNSNDSDTDT). Smith-Waterman algorithm is used to evaluate this scanpath. The
algorithm, which is notably used in bioinformatics for DNA sequence alignment,
compares the learner’s visual scanpath with a target reference sequence. This sequence,
denoted as ISANDT, represents the hypothetico-deductive analytical process a novice
clinician should follow in clinical reasoning [23]. In this process, the clinician starts by
collecting the patient’s information, and then formulates an initial hypothesis according
to the symptoms. Next, additional clinical data such as analysis or medical antecedents
are collected to validate or discard this hypothesis until reaching a final diagnosis, and a
treatment is prescribed.

The algorithm aligns both sequences (the learner’s scanpath and the reference
sequence) by optimizing a similarity score derived from the following features: the
number of matches, number of mismatches and number of gaps. Matches are con-
vergent elements (i.e. identical letters) in both sequences. Mismatches are the divergent
elements (requiring mutations, i.e. substituting one letter for another). Gaps are the
missing elements (implying an insertion or a deletion in one of the two sequences); we
refer to [14] for more details. The higher the aligned similarity score, the more the two
sequences are similar; which means the closer the learner’s visual sequence is to the
optimal reference sequence.

Fig. 1. Screenshot of amnesia with the AOI. The red color represents the most fixated areas,
followed by yellow and then green with lower intensity. (Color figure online)
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3.3 Brain Activity

Two brain indexes were computed from the EEG recordings, namely engagement and
workload as depicted in Fig. 2 [24]. The engagement index is a neural indicator of the
level of alertness and attention allocated during a task, and the workload index (also
known as cognitive load index) measures the amount of information processing
demands and mental effort induced during a task [6].

The engagement index is computed using three frequency bands, namely h (4–
8 Hz), a (8–13 Hz) and b (13–22 Hz) as follows: b/(h + a) [25]. The extraction of
these bands is performed by multiplying one second of the EEG signal by a Hamming
window in order to reduce the spectral leakage, and applying a Fast Fourier Transform
(FFT). As the EEG headset measures 14 different regions at the same time, the values
of h, a and b are summed over all these regions. An engagement index is computed
each second. Then, a 40-second moving average mobile window is used in order to
smooth the index and reduce its fluctuation.

Unlike the engagement index, which is directly extracted from the EEG raw data,
the workload index is computed using a pre-trained and validated predictive model
[26]. EEG signal is cut into 1-second segments and multiplied by a Hamming window.
A FFT is then applied to transform each segment into a spectral frequency and generate
a set of 40 bins of 1 Hz ranging from 4 to 43 Hz. The dimensionality of the data is

Fig. 2. Screenshot from the acquisition module used for the EEG data
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reduced using a Principal Component Analysis and then mean normalized. Next, a
Gaussian Process Regression algorithm with an exponential squared kernel and a
Gaussian noise is run in order to compute the EEG workload index from the nor-
malized data (we refer to [26] for more details about this procedure).

To assess the learner’s mental state, a slope of each index is computed using the
least squared error function of the indexes’ values throughout each medical case. For
the engagement index, if the slope value is positive, then the learner is considered as
mentally engaged. Otherwise, the learner is considered as mentally disengaged. For the
workload index, if the slope value is between −0.03 and +0.03, then the workload is
considered as optimal. Otherwise, if the slope value is above 0.03, the learner is
considered as overloaded, and if the slope is below −0.03 the learner is considered as
underloaded [26]. Moreover, if the learner is mentally engaged and has an optimal
workload, then the learner’s mental state is considered as positive. Otherwise, the
mental state is negative.

4 Results and Discussion

Results are presented in three sections: the first section analyzes the learners’ visual
behavior, the second section deals with the brain activity, and the third section
describes the interplay between both measures.

4.1 Visual Behavior

First, we wanted to analyze the relationship between fixation duration and the learners’
outcomes (correctness and number of attempts in each medical case). That is whether
focusing (visually) at the task-relevant elements of the screen has an impact on the
learners’ performance. The answer is no: there was no statistically significant corre-
lation between fixation duration and performance measures (p = n.s.).

Then, we were interested in analyzing the dynamic visual behavior of the learner,
namely assessing the relationship between the performance measures and the alignment
metrics of the learners’ visual scanpath: numbers of matches, mismatches and gaps, and
the similarity score between the used scanpath and the optimal reference sequence.
First, with regards to the success/failure (i.e. correct diagnosis and treatment), we found
that the number of mismatches was significantly lower (F(1, 75) = 13.585, p < 0.001)
if the case is successfully solved (M = 0.00, SD = 0.00) compared to failed cases
(M = 0.21, SD = 0.41). Also, the similarity score was significantly higher (F(1,
75) = 5.879, p < 0.05) for the succeeded cases (M = 5.79, SD = 2.42) compared to the
unsolved ones (M = 3.58, SD = 5.61). This implies that for the correct answers, the
alignment scores between the students’ scanpath and the optimal reference sequence
were significantly higher and the number of mismatches smaller.

In addition, statistically significant results were found for the number of attempts
per case. A significant positive correlation was found between the number of mis-
matches and the number of attempts (r = 0.36, p < 0.001). The more mismatches or
deviations between the learner’s visual sequence and the reference sequence, the more
they were attempts per case; i.e. the more the learners had trouble finding the right
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answer. A negative correlation with the score alignment was also found (r = −0.26,
p < 0.05): the higher the alignment score, the lower was the number of attempts. This
means that the more the learner’s visual sequence was close to the optimal reasoning
sequence, the lower was the number of attempts to answer. In other words, the more the
learners’ reasoning was ‘optimal’, the faster they could find the right answer.

Hence, the analysis of the gaze behavior showed that the fixation duration had no
impact on the learning performance. A student can watch/fix the screen without being
engaged in the task. This will be indeed confirmed through the analysis of the learners’
brain data (EEG engagement index). The analysis of the dynamic visual behavior
allowed us to track and evaluate the visual scanpath followed by the learner during his
reasoning. The more the visual sequence was close to the hypothetico-deductive
analytical process (the reference sequence), the better were the performance. This
validates our approach to monitor the learners’ analytical process through the analysis
of the followed visual scanpath over the AOI of the game and its evaluation according
to the optimal reference path using a sequence alignment algorithm.

4.2 Brain Activity

Similarly, we analyzed the relationship between the EEG variables (mental state,
workload and engagement) and the performance measures (correctness and number of
attempts in each medical case). We found a statistically significant association between
correctness and the workload variable (underload, optimal load and overload),
v(2) = 7.445, p < 0.05. In particular, more than half of the correct answers (54.10% of
the cases) were associated to the state of optimal load (against 26.20% to overload and
19.70% to underload).

For the number of attempts, we found a statistically reliable relationship with the
mental state variable (positive/negative): F(1, 74) = 13.725, p < 0.001. The number of
attempts was significantly higher when the mental state was negative (M = 3.84,
SD = 0.96), against (M = 2.96, SD = 1.02) if the state was positive. We recall that a
negative mental state is associated with one of these states: disengagement, or-and
underload/overload. Two other ANOVAs were conducted to study each index sepa-
rately. There was no significant relationship between workload and the number of
attempts. However, a significant relationship between the engagement variable
(engaged/disengaged) and the number of attempts was found: F(1, 74) = 17.27,
p < 0.001. This number was significantly higher if the learners were disengaged
(M = 3.95, SD = 0.89) against (M = 3.03, SD = 1.04) if the learners were mentally
engaged. That is as the engagement level dropped, the learners had more difficulty in
solving the medical cases. Or conversely when the engagement index was high, the
number of attempts to resolve the cases decreased. In other words, the more attentive
they were, the easier they found the right answers.

To summarize, the two cerebral metrics seem to have an impact on the performance
measures. The cognitive load had an impact on the failure/success of the medical cases,
and the engagement index had an impact on the number of attempts per case. On one
hand, we have a significant association between the optimal load interval of the
workload index and the succeeded medical cases. On the other hand, we have a lower
number of attempts for the positive values of the engagement index.
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4.3 Relationship Between Gaze and EEG Data

We started by analyzing the relationship between the learners’ mental state and the
fixation duration in the medical cases. A first ANOVA showed that the fixation
duration was on average significantly higher (F(1, 74) = 5.99, p < 0.05) when the
mental state was negative (M = 326.24, SD = 44.18) vs. (M = 302.82, SD = 38.62) in
case of positive mental state.

Two more ANOVAs were performed to analyze the engagement and the workload
indices respectively. The first analysis showed that there was no statistically significant
relationship between the engagement level and the fixation duration. On the other side,
the analysis of the mental load index showed that there was a significant relation
between fixation duration and (underload, optimal load and overload): F(2,
73) = 4.275, p < 0.05.

This shows that the fixation duration is not a good indicator of mental engagement.
One can fix or look at an area of interest on the screen, without really lending focus or
attention. This rather suggests that a high fixation time is a sign of overload and mental
fatigue. Moreover, we found a significant negative correlation between the engagement
and the workload indexes’ values (r = −0.295, p < 0.05), which means that the higher
the level of attention, the more the induced level of mental effort decreased. Inversely
also, if the mental load increased, i.e. in case of mental fatigue, the level of attention
decreased. This was observed not only during the resolution of the medical cases, but
throughout all the interaction with the game (r = −0.204, p < 0.05).

5 Conclusion

This paper presented an experimental study that analyzes eye tracking and EEG fea-
tures of novice medical students while they interact with a hospital simulation game.
The goal was to assess their visual and cerebral behaviors during clinical reasoning
using different medical cases and sensors to record their brain and gaze data.

The analysis of these data first led us to the conclusion that the fixation duration on
the screen or on relevant elements of the environment is not a good indicator of
performance (outcomes) or attention (EEG engagement), but rather a sign of mental
fatigue (overload). However, the analysis of the dynamic visual behavior using the
learners’ scanpath across the different AOI enabled us to evaluate the analytical process
followed by the learners during diagnostic reasoning. Gaze data were then correlated
with performance on one hand, and brain measurements (mental state and
engagement/workload indexes) on the other hand. Furthermore, the analysis of the
EEG data showed that there were also statistically significant correlations between the
different brain measurements and learners’ performance.

Therefore, this paper allowed us to confirm that both sensors (eye tracking and
EEG) are highly valuable sources of information for the monitoring of the students’
external gaze behavior in terms of visual scanpath and also their internal physiological
state in terms of cerebral activity during problem solving. Our future work is directed
towards using both sensors to actively adapt the game’s tutoring interventions
according to the learners’ visual behavior and brain activity.
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Abstract. Our research work focuses on grouping of students based on error
patterns in assessment outcomes for effective teaching of reading comprehen-
sion in early elementary education. The work can facilitate placement of stu-
dents with similar reading disabilities in the same intervention group to optimize
corrective actions. We collected ELA (English Language Arts) assessment data
from two different schools in NY, USA, involving 365 students in total. To
protect individual privacy of the participants, no background information that
can possibly lead to their identification is collected for the study. To analyze
underlying factors affecting reading comprehension without students’ back-
ground information and to be able to evaluate the work, we transformed the
problem to a K-nearest neighbor matching problem—an assessment should be
matched to other assessments performed by the same student in the feature
space. The framework allows exploration of various levels of reading skills as
the features and a variety of matching mechanisms. In this paper, we present
studies on low-level features using the computer-generated measures adopted by
literacy experts for gauging the grade-level readability of a piece of writing, and
high-level features using human-identified reading comprehension skills
required for answering the assessment questions. For both studies, the matching
criterion is the distance between two feature vectors. Overall, the low-level
feature set performs better than the high-level set, and the difference is most
noticeable for K between 15 and 30.

Keywords: Reading comprehension � Intervention program � Feature matching

1 Introduction

The Common Core Learning Standards (CCLS), adopted by forty-four U.S.A. states
and the District of Columbia define the knowledge and skills that a student should
demonstrate by the end of each grade [1]. One important skill emphasized by CCLS is
the reading ability, which is the precursor for learning in all content areas, including
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science, technology, engineering, and mathematics (STEM). Being able to read inde-
pendently and analytically enables critical thinking and is essential to students’ future
success in the globally competitive workforce in the 21st century.

In New York State, students in grades 3–8 take the State English Language Arts
(ELA) test, which measures the CCLS. An ELA test consists of multiple choice
questions and open-ended questions based on short passages in the test. To do well,
students should be able to read the text closely for textual evidence and to make logical
inferences from it. To report the results, the number of correct responses a student
answers on a test is converted into one single scale score to be mapped to the corre-
sponding performance level. However, a single performance score as the outcome
measure is often insufficient in identifying underlying learning problems for inter-
vention, especially for reading comprehension [2].

The goal of this study is to group students based on error patterns in assessment
outcomes at an individual level to facilitate effective teaching for reading compre-
hension in early elementary education. Similar research can be found in the area of
personalized speech disorder therapy [3, 4]; the system makes predictions on the
outcome of a therapy based on the big volume of data collected from patients who have
completed the therapy program. To the best of our knowledge, we have not yet come
across similar research work for personalized reading comprehension intervention.

2 Methodology

The dataset consists of three parts. The first part is the set of 6 fourth grade New York
State mock ELA examinations from year 2005 to 2010. Only multiple-choice questions
are considered and each question is labeled with one of 9 performance indicators
defined by New York State Education Department (NYSED), covering 3 main high-
level reading skills—making summary, making inference, and locating information.
Such labels are provided by a literacy expert. The second part is the set of student
assessments, involving a total of 365 fourth grade students from 17 reading inter-
vention classes from 2 different schools in NY. Every participant was assigned an
identification number and should participate in three mock examinations. No other
background information, such as prior academic performance or demographic data,
was collected to protect the privacy of the participants. The third part is a dictionary
compiled from a collection of books recommended by NYSED to represent the lexical
knowledge base for children up to fourth grade. Information encoded in the dictionary
include word frequency, phonetic spelling (Arpabet [5]), and phonotactic information
[6].

2.1 Problem Formulation

The collected data on student assessments poses a fundamental challenge—no
groundtruth information on students’ prior reading performance available for valida-
tion. More specifically, students’ reading disabilities (defined as lack of certain fun-
damental cognitive skills) are unknown. In addition to the challenge, the data also
suffers from having low signal to noise ratio, since students are known to make random
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choices in an examination when feeling lost, and having incomplete records, since not
all students participated in all three mock examinations.

To overcome the fundamental challenge of validating correct grouping of students
with similar reading disabilities, we make an assumption about a student having similar
performance in multiple assessments, so one assessment should be grouped with other
assessments done by the same student, since the only piece of groundtruth information
available is the temporal relationship among assessments done by the same student. We
transform the problem to a K-Nearest-Neighbor (KNN) matching problem: given the
right feature selection and a robust matching mechanism, if there are multiple
assessments from the same student taken few months apart, each assessment should be
a considerably close match to other assessments of the same student in the feature
space. When evaluating the work, if K ¼ 1 and the closest match is indeed an
assessment done by the same student, the match is considered a success, else it is a
failure. The framework allows exploration of features in terms of reading skills, and
various matching mechanisms. In this paper, we report our preliminary results from
two different feature sets: (a) high-level and manually labeled, and (b) low-level and
computer-generated. The matching criteria is the Mahalanobis distance in the feature
space.

2.2 Feature Selection

To generate the high-level feature set, a literacy expert was asked to label each
examination question using one of the 9 identifiable reading skills: main idea, author’s
purpose, conclusion, inference, context clue, prediction, sequence, interpretation and
locating information. A question is labeled with a specific skill if the skill is determined
by a literacy expert to be the major skill required to correctly answer the question. Due
to the small number of questions available in each examination (no more than 28), we
might not have enough questions to cover all 9 reading skills. To avoid such a problem,
we reduce the number of features to 3: the first 3 reading skills are consolidated into
one category for making summary, the next 3 for making inference and the last 3 for
locating information. Each question is given a 3-tuple binary feature vector, with 1 in
the position of the category that the question belongs to, and 0 in all other positions.
For example, if the question is labeled “conclusion”, it falls under “making summary”
category and the feature vector is 1; 0; 0½ �. To generate a feature vector for a student
assessment, the feature vectors of all correctly answered questions are added, and each
ith element is normalized by the total number of questions in the ith category. Reducing
the number of reading skills from 9 to 3, we also increase the distinguishing power in
each feature dimension for student assessment.

To determine the low-level feature set of a student assessment, we first compute
such features for each question. To do so, we follow the same guide that the New York
Education Department adopted for computing the quantitative measures of text com-
plexity of a piece of article for being grade-appropriate in ELA. Such measures include
average word length (number of syllables), average sentence length (number of words),
word frequency, and text cohesion. Many studies have supported the predicting powers
of those measures [7–10]. To estimate text cohesion, we first convert a sentence to a
speech graph [10], with each word being represented with its part-of-speech (PoS) tag
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as a node, and the outgoing edge connecting to the PoS tag of the next word. A graph
contains at most one node per PoS tag, so different words of the same tag share the
same node, resulting in loops in the graph. The number of loops in a speech graph
measures the text cohesion of a sentence. We extract the tags using Stanford Log-linear
Part-Of-Speech Tagger system [11]. To generate a feature vector for a student
assessment, we add all the feature vectors of correctly answered questions and subtract
all the feature vectors of incorrectly answered questions. Because not all student
assessments possess the same number of questions (due to absence or other reasons),
the outcome vector is normalized by the number of applicable questions in the
assessment.

2.3 Matching

The dissimilarity function is the distance between two vectors in the feature space. To
take into consideration the variance in each feature dimension, the dissimilarity
function is defined as the Mahalanobis distance:

d ¼ x; yð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x� yð ÞTC�1 x� yð Þ;
q

where x and y are two feature vectors. C is the covariance matrix, computed as:

C ¼ 1
n� 1

X

n

i¼1

vi � xð ÞT vi � xð Þ;

where x is the average feature vector. Depending on the type of feature set, vif g is
sampled differently. For the high-level feature set, vif g is the set of feature vectors of
student assessments of the other two examinations. For the low-level feature set, the
population for deriving the covariance matrix consists of all the multiple-choice
questions and the original articles broken up into short passages of about 100 words.
Each question/passage is assigned a feature vector vi. For both types of feature sets, x
is computed as the mean of vif g.

3 Results and Evaluation

The total number of students participated in the study is 365. However, only 281
attended all 3 mock examinations. Given a student assessment, it is matched against
assessments of the other two examinations done by the same class. To evaluate the
work, a match is considered successful if at least one of the two other assessments
performed by the same student is matched within K nearest neighbors. Since the
maximum class size is 22, yielding 44 neighbors to be matched from the other two
examinations, and we wish to consolidate the results from the 17 classes, we randomly
add assessments from other classes to reach 44 for classes having fewer than 22
students. There is a total of 843 cases considered, three from each student. Table 1
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shows the success rates of KNN matching using both types of feature sets, with K up to
8, and Fig. 1 shows the complete results for K going from 1 to 44.

Overall, the low-level feature set performs better than the high-level feature set, and
the difference is most noticeable for K between 15 and 30. Possible explanations for
this outcome is high subjectivity in the labels provided by a human expert, and
inappropriate representation of the high-level reading skill feature space since a
question often demands a combination of multiple reading skills.

4 Discussion and Future Work

The work is still in its early infancy, as the best preliminary results using the popular
low-level features adopted by the education community still show plenty of room for
improvement. However, the low accuracy might be partially attributed to inaccurate
assumption about students maintaining similar performance in multiple assessments,
and noise in the data set, as mentioned earlier. For the former, it violates the purpose of
intervention, since students are expected to improve in the assessment score if the
intervention is effective. On average, the difference between the numbers of correctly
answered questions from two assessments by the same student is about 3.7 (with a total
of 28 questions). 11.7% of the participants show an improvement of 8 more correctly-

Table 1. Success rates of KNN matching with K\¼ 8 using different feature sets

K 1 2 3 4 5 6 7 8

High-level feature set (%) 8.82 17.38 23.80 30.39 36.19 41.89 46.26 51.16
Low-level feature set (%) 10.43 18.81 24.78 30.84 36.19 42.60 47.77 52.58
Difference (%) 1.61 1.43 0.98 0.45 −0.09 0.71 1.51 1.42

Fig. 1. Complete results of KNN matching using high-level and low-level feature sets,
respectively.
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answered questions in later assessments. Regarding the noise in the data, 6.8% of the
participants show a deterioration of 8 more incorrectly-answered questions in later
assessments, which can hardly be explained as sensible behaviors. In addition, it is also
impossible to verify whether students actually applied the same identification numbers
as instructed in all three mock examinations.

Our preliminary work confirmed the superiority of computer-generated features
over manually-labeled features in locating similar error patterns in assessment out-
comes. The next step is to continue the search for more effective features, and also
matching mechanisms. For the latter, possible directions include question-based
matching between every two assessments with the constraints of a bipartite graph.

We anticipate that any success in this work can lead to more effective grouping of
students with similar reading disabilities in the same intervention group to optimize
corrective actions and use of school teaching resources. The long-term vision is the
development of an intelligent Response-to-Intervention system that delivers an
instruction plan as a function of the outcome of an individual assessment, by matching
to a big volume of student assessment data, to facilitate efficient reading intervention.
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Abstract. To improve the efficiency of teaching and learning, it is substantially
important to know learners’ mental states during their learning processes. In this
study, we tried to extract the relationships between the learner’s mental states
and the learner’s physiological information complemented by the teacher’s
speech acts using machine learning. The results of the system simulation
showed that the system could estimate the learner’s mental states in high
accuracy. Based on the construction of the system, we further discussed the
concept of IMS and the necessary future work for IMS development.

Keywords: Intelligent mentoring system � Physiological information �
Deep neural network

1 Introduction

1.1 Research Background and Objective

To improve the efficiency of teaching and learning, it is substantially important to know
learners’ mental states during their learning processes. Researches in educational
technology has provided us with much knowledge on the relationships among learners’
physiological information, such as eye motion and amount of sweat, and learners’
learning behaviors and mental states. As today’s computers are becoming more and
more sophisticated in function and lower in price, they can be utilized to perform a
great deal of real-time processing of human physiological data. Therefore, many
researchers are developing learning-assisting systems that can automatically estimate
learners’ mental states. Furthermore, it is generally acknowledged that during the
process of teaching and learning, the interaction between the teacher and the learners
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greatly influences the learners’ mental states, and thereby is a determining factor of the
learning effect. Hence, it is also vital to clarify the relationships between teachers’
speech and behaviors, on one side, and learners’ mental states and the factors that
influence learners’ mental states, on the other side. Such knowledge is expected to be
integrated into the learning-assisting systems. The present authors especially focus on
applying learning-assisting systems to e-learning learning environments, aiming at
developing systems that can adapt to individual learners. As an important feature of
such systems, in a teaching-and-learning scene, the human teacher (or an intelligent
agent that plays the role of a teacher) and the learning-assisting system co-work in a
complementary manner. Specifically, the learning-assisting system can provide the
teacher with information that the teacher can hardly obtain, e.g., the learner’s physi-
ological information. The teacher can thus make teaching strategies by using observ-
able information, e.g., the learner’s behavioral information, complemented by the
information provided by the system.

The relationships between learners’ mental states and teachers’ speech comple-
mented with learners’ physiological data were investigated by Takehana and Matsui
[1]. Specifically, they tried to formalize the relationships concerning various learning-
related information, such as physiological information, speech acts, and retrospective
reports using the association rule mining technique. On the other hand, recent trends
show the possibility to apply machine learning algorithms in learning assisting [2–4].
Thus, this study probes into the possibility of estimating learners’ mental states from
abovementioned multifaceted learning-related information using a deep neural network
(DNN).

1.2 Structure of the Study

Section 2 introduces the Intelligent Mentoring Systems (IMSs) and the position of the
present study. Section 3 describes the experiment through which we obtained various
information about the learners, which was the object of the analyses in this study. In
this experiment, we recorded a student’s physiological information, a teacher’s
teaching behaviors (i.e., the teacher’s speech), and the student’s mental states. In
Sect. 4, we constructed a multi-layer neural network which took the student’s physi-
ological information and the teacher’s teaching behaviors as inputs, and the student’s
mental state as output. The results of the learning by the neural network were also
described and discussed in this section. Section 5 summarizes the study and introduces
our future work.

2 Intelligent Mentoring System

2.1 AutoTutor

D’Mello, Grasser, and Picard’s [5] study is an important attempt to examine learners’
mental states (affective states) in the field of intelligent tutoring systems (ITSs). They
developed a system named AutoTutor that collected the learner’s multifaceted behavior
information (body pressure, eye-tracking, and facial features) and dialogue during a
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learning process and estimated the learner’s mental states. Although the AutoTutor
study is fairly important as it introduced the idea of estimating learners’ mental states
into the realm of ITSs, AutoTutor used only learners’ behavioral information such as
postures, eye-tracking information and facial features and did not make use of learners’
physiological information which was considered to be a vital source of information for
teachers’ strategy making. The behavioral information is observable to the teachers, but
the physiological information is unobservable. If teachers can use the behavioral
information and the physiological information in the meantime, they will be able to
estimate learners’ mental states from more aspects. For this reason, it is of great
importance to delve into the relationships between physiological information and
mental states.

2.2 Outline of the Intelligent Mentoring System Proposed in This Study

This section introduces the IMSs. The present study is a fundamental research about the
estimating mechanism through which an IMS can estimate learners’ mental states.

Tatsunori Matsui’s research group aims to develop models and fundamental tech-
niques that are necessary to the realization of automatic mentoring systems that can
estimate learners’ states of knowledge comprehension and learners’ mental states in
e-learning scenes [3, 6]. Such learning-assisting systems are called Intelligent Mentoring
Systems (Fig. 1). One feature of IMSs is that the diagnostic module of the learner model
uses data on learners’mental states. Because learners’mental states change from time to
time, it is necessary to monitor them and provide immediate feedbacks. In other words,
IMSs fulfill their tasks of learning assisting by integrating the decisive models used in
techniques of knowledge comprehension diagnosis and in methods for teaching
assisting, which already exist in the studies of Intelligent Tutoring Systems (ITSs), and
the decisive models used in real-time mental state estimation and the assisting tech-
niques based on the estimation. This implies the necessity of two new technical foun-
dations—a module that estimates learners’ mental states and a module that decides the
assisting methods based on the results of the diagnoses of learners’ mental states.

In Matsui’s research group’s previous studies, the module that estimates learners’
mental states were developed as a system that could automatically estimate learners’
mental states in real-time. In order to apply the system in every-day PC-using envi-
ronments, they avoided using apparatus that was difficult to install and operate. For
example, although pupil size was one useful indicator of learners’ mental states, it
needed very complicated apparatus to measure it. They chose to employ low-level
interaction (LLI) resource, which were behavioral features of learners.

Interactions could be sampled in various levels of granularity. Ryu and Monk [7]
viewed interactions through GUIs as cyclic information exchanges between users and
systems, and they termed the smallest units of such interactions as low-level interac-
tions. Based on this definition, Matsui and his colleagues defined LLI resource as
features of learners’ behaviors such as changes in PC mouse movement speed, intervals
between key pressings on keyboards, and changes in body posture which were sampled
in the finest granularity. On the other hand, the output text strings and the time that
learners took to fulfill their tasks were defined as high-level interaction (HLI) resource
because their sampling granularity was relatively coarse compared to the LLI resource.
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The HLI resource was high-level interaction information which was produced con-
sciously by the learners, while the LLI resource was low-level interaction information
which was produced unconsciously by the learners. Thus, estimating learners’ mental
states from learners’ unconscious behaviors is one characteristic of IMSs.

Following this idea, Matsui and his colleagues made attempts to estimate learners’
mental states in scenes of learning using LLI resource. For instance, as a fundamental
study to realize the mental state estimation function in IMSs, they developed a system
to estimate learners’ degrees of confusion based on the movements of learners’ PC
mouses, the tilting angles of learners’ heads, and the back-and-forth movements of
learners’ heads during their learning processes [3]. They also developed a system that
could estimate learners’ degrees of confidence from learners’ eye movements when the
learners were answering choice questions.

3 Collection of Multifaceted Learning-Related Information

In this study, we conducted an experiment to obtain multifaceted learning-related
information using biometric devices. One teacher and one student in a private tutoring
school participated in the experiment. Informed consent was obtained from the student
and the student’s guardians through the teacher. We measured the NIRS (Hitachi
WOT-100), the pulse volume, the respiration intensity, and the skin conductance of the
student, as well as the pulse volume, the respiration intensity, and the skin conductance
of the teacher during the experiment. The pulse volume, the respiration intensity, and
the skin conductance were measured using NeXus. The participants were asked to
conduct a class in the same manner as in the private tutoring school. The beginning
moment and end moment of the class were marked in the recordings of the devices.

The proceeding of the experiment was recorded by three video cameras located in
three different positions in the experiment room. After the experiment finished, we
divided the teacher’s speech acts into nine categories– Explaining, Questioning,
Comprehension Checking, Repeating, Praising, Alerting, Task Fulfillment Checking,
Chatting, and Others, while watching the video records. This set of categories was
previously used by Fujinoe [8], Kishi and Nojima [9] and Shimizu and Uchida [10],
and revised by the present authors in this study. On another day, the student was asked

Fig. 1. Conceptual scheme of an intelligent mentoring system.
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to report how his mental states changed during the class while watching the video
records. Furthermore, the teacher was asked to estimate how the student’s mental states
changed during the class. According to the Achievement Emotions Questionnaire
(AEQ) [11], we divided the student’s mental states into nine categories—Enjoy, Hope,
Pride, Anger, Anxiety, Shame, Hopelessness, Boredom, and Relief. The student
reported no mental state of Boredom, so we removed the category of Boredom and put
the rest eight categories into the data analyses. As a result, we found that the consis-
tency between the student’s report and the teacher’s estimation was 24.11% across the
eight categories of mental states.

4 Analyses by Deep Neural Network

This section introduces the DNN system mentioned in Sect. 1 that maps the student’s
physiological information to the student’s mental states. The system has five inputs,
namely, the student’s skin conductance, respiration intensity, pulse volume, and NIRS
data, as well as the teacher’s speech acts. The output of the system is the student’s
mental state, which has eight categories. We standardized the sampling rates, namely
the granularities, of the inputs. However, to improve the real-world applicability of the
system, we did not take data normalization and the delay of the changes of mental
states into consideration, and did not preprocess the NIRS data using the global average
reference method.

The neural network consisted of an input layer, four hidden-layers and an output
layer. The number of the units on the hidden layers were determined in an exploratory
manner. Specifically, we ran a simulation in which the numbers of units on the first,
second and third hidden layers were set to be 69, 89 and 80, and the number of units on
the fourth hidden layer changed gradually from one to 100. Figure 2 shows how the
loss and accuracy changed as the simulation proceeded. The results of the simulation
indicate that the optimal number of units on the fourth hidden layer is 69.

The DNN system was implemented using Tensorflow (ver 0.12.1) in Python 3.5.
Each mapping was trained 70000 times. The activation function of the hidden layers
was the tanh function, and the activation function of the output layer was the softmax
function. The cost function was the cross-entropy error function, and the optimization
method was the gradient descent. The learning rate was set to be 0.08. A cross-
validation was run 10 times with 60% of the data being used as training data and the
rest 40% being used as validation data. Figure 3 shows how the loss and accuracy
changed during the training and the cross validation. Since the loss value converged
greatly with this number of times of learning, it is reasonable to consider that the
system had successfully acquired the mapping from the input information to the output
information. The simulation results revealed that the system estimated the student’s
mental state in an accuracy of 76.17%, which was far higher than the accuracy of the
human teacher’s prediction, namely, 24.11%. This suggests that the DNN system is
able to provide support in teaching and learning.
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Fig. 2. Changes of loss and accuracy as the number of units on the fourth hidden layer changed
from one to 100 while the numbers of units on the first, second and third hidden layers were set to
be 69, 89 and 80.

Fig. 3. Changes of loss and accuracy during the training and cross-validation of the deep
learning system. The criterion of prediction accuracy is whether the predicted mental state and
the actual mental state fall into the same category.
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5 Towards the Realization of a Real-Time Mental State
Estimation System

This section describes how the DNN system constructed in this study contributes to the
construction of IMSs, as well as the issues to be addressed in the future. Figure 4 is a
conceptual scheme of IMS that can estimate learners’ mental states in real time using
machine learning. This system takes the learner’s physiological information and the
teacher’s speech acts as inputs, and feedback the learner’s mental states to the teacher
in real time. Because the physiological information that the system uses is LLI
resource, which the teacher can hardly analyse, the information on the learner’s mental
states provided by the system can complement the teacher’s comprehension of the
learner’s mental states. The present study shows that the DNN system can effectively
estimate the learner’s mental states from the learner’s physiological information. The
feedback of the estimation results to the teacher is effective, for example, when it is
difficult for the teacher to read the mental states of the learner, and, therefore, the
system is expected to provide the teacher with an opportunity to examine the teaching
strategy diversely.

In order to achieve these objectives, it is of utmost importance to construct a
mechanism that collects information in real time and feedbacks its estimation results. In
addition, it is necessary to experimentally investigate how the teacher employs these
real-time feedbacks in his/her teaching strategies. This work has been undertaken in
Tawatsuji, Uno, Fang and Matsui’s study [12]. Furthermore, it is necessary to find a
way to generate readable descriptions on how the system estimates learners’ mental
states from learners’ physiological information. In other words, it is necessary to
interpret the causal relationships encoded by the system in the context of learning and

Fig. 4. Conceptual scheme of IMS that can estimate learners’ mental states in real time using
machine learning.
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education. From this point of view, the visualization and interpretation of the synaptic
weights within the hidden layers are very important research subjects. We believe that
the method for interpreting association rules used by Takehana and Matsui [1] could be
one solution to the problem.

6 Summary

Our present research plan focuses on investigating learners’ physiological information
that is unobservable to human teachers in individual e-learning environments, aiming at
constructing a system that can estimate learners’ mental states. As the first step of the
plan, this study tried to estimate a student’s mental states from multifaceted learning-
related information, namely the student’s physiological information and the teacher’s
speech acts using machine learning. Specifically, we used DNN to extract the rela-
tionships between the student’s mental states and the student’s physiological infor-
mation complemented with the teacher’s speech acts. A simulation of the DNN system
demonstrated that the system was able to estimate the student’s mental states in an
accuracy of 76.17%, even if the data recorded by the biometric devices were not
normalized.

As future work, it is necessary to further verify the internal consistency and validity
of the learner’s mental state reports. It is also important to check whether the con-
structed network has over-learned the training data. In addition, it is necessary to
evaluate the practicability of the system by applying the system, which was constructed
using experimental data gathered from one learner and one teacher, to other learner-
teacher sets.
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Abstract. The idea of clustering students according to their online learning
behavior has the potential of providing more adaptive scaffolding by the intel-
ligent tutoring system itself or by a human teacher. With the aim of identifying
groups of students who would benefit from the same intervention, in this paper,
we study a set of 104 weekly behaviors observed for 26 students in a blended
learning environment with AC-ware Tutor, an ontology-based intelligent
tutoring system. Online learning behavior in AC-ware Tutor is described using 8
tracking variables: (i) the total number of content pages seen in the learning
process; (ii) the total number of concepts seen in the learning process; (iii) the
total content proficiency score gained online; (iv) the total time spent online;
(v) the total number of student logins to AC-ware Tutor; (vi) the stereotype
value after the initial test in AC-ware Tutor, (vii) the final stereotype value in the
learning process, and (viii) the mean stereotype variability in the learning pro-
cess. The previous measures are used in a four-step analysis process that
includes the following elements: data preprocessing (Z-score normalization),
dimensionality reduction (Principal component analysis), the clustering (K-
means), and the analysis of a posttest performance on a content proficiency
exam. By using the Euclidean distance in K-means clustering, we identified 4
distinct online learning behavior clusters, which we designate by the following
names: Engaged Pre-knowers, Pre-knowers Non-finishers, Hard-workers, and
Non-engagers. The posttest proficiency exam scores were compared among the
aforementioned clusters using the Mann-Whitney U test.
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1 Introduction

Feedback is an essential part of education since it helps students raise their awareness
of personal strengths and areas for improvement and helps to identify actions for
improving their performance. Researchers have revealed that broad-based and per-
sonalized interventions can change students’ course of learning [1, 2]. A major limi-
tation to the development of classroom-wide interventions is that students’
characteristics are highly variable, making it difficult to identify the right intervention.
On the other hand, personalized interventions can be time-consuming for teachers,
especially when used in large classes. An approach that researchers have used to
address these challenges is to identify groups of students who could potentially benefit
from the same intervention. The idea of clustering students according to their behavior
has the potential of providing more adaptive scaffolding by the system itself (for
example in an agent-based intelligent tutoring system) or by a human teacher [3, 4].
There are several research studies that have clustered students into meaningful groups
with the goal of informing student interventions [2, 3, 5–7]. Each of these research
studies deals with the specific learning environment and the clustering (analysis)
approach. Below, we summarize the approaches and findings of several of these
studies.

Mojarad et al. [2] investigated data-driven student profiling in a Web-based,
adaptive assessment and learning system (ALEKS). The study grouped students into a
set of clusters using data from the first half of the semester and 6 key characteristics: the
initial assessment score percentage, the total number of assessments, the average days
between assessments, the number of days since the initial assessment was taken, an
average percentage score increase between assessments, and students’ final assessment
score percentage in ALEKS (taken at the end of the class). By using Mean shift and K-
means clustering algorithms, 5 distinct profiles were identified: Strugglers, Average
Students, Sprinters, Gritty, and Coasters. The researchers found these profiles to be
useful in enabling institutions and teachers to identify students in need and for sub-
sequently devising and implementing appropriate interventions for groups of students
with similar characteristics.

Ferguson and Clow [6] examined the engagement patterns in 4 massive open online
courses on a digital education platform (FutureLearn). By using the Silhouette method
and the K-means algorithm, the study revealed 7 distinct patterns of engagement:
Samplers, Strong Starters, Returners, Mid-way Dropouts, Nearly There, Late Com-
pleters and Keen Completers. Results were compared with an earlier study conducted
by Kizilcec et al. [8] who used massive learning environments and it was demonstrated
that patterns of engagement in these environments were influenced by decisions about
pedagogy.

Bouchet et al. [3] clustered students according to their interactions with an intel-
ligent tutoring system designed to foster self-regulated learning (MetaTutor). By using
an Expectation-Maximization clustering algorithm and 12 student behavior measures,
the analysis revealed 3 distinct student clusters. The study also showed there are
variations between clusters regarding prompts they received by the system to perform
self-regulated learning processes.
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Amershi and Conati [5] proposed a data-based user modeling framework for two
specific learning environments (the AIspace Constraint Satisfaction Problem
(CSP) Applet and the Adaptive Coach for Exploration (ACE) learning environment)
and two data sources (logged interface and eye-tracking data). In this framework, the
clustering method, an unsupervised approach, was used to initially identify student
behavior, while supervised classifiers were used to recognize student behavior cate-
gories. The researchers arbitrarily assumed the number of clusters as k = 2 and 3,
because they “expected to find a few distinct clusters with their small sample size” [5].

With an aim to determine whether it was possible to identify distinct student groups
based on interaction logs alone, Rodrigo et al. [7] used unsupervised clustering in a
learning environment with an intelligent tutoring system (Aplusix). The researchers
arbitrarily assumed the number of clusters to be k = 2, and by using K-means clus-
tering algorithm they revealed 2 student clusters associated with differing higher-level
behaviors and affective states.

All the above-mentioned student clustering studies are exclusively related to online
learning and self-regulated learning using intelligent tutor systems. In this research
study, we specifically focus on a blended learning environment that combines face-to-
face environment with the teacher and online intelligent tutoring system that students
use according to preferred pace, time, and a location. The combination of traditional
learning and online learning gives students time to reflect, empowering every student to
participate, and enables teacher oversight and feedback anytime and anywhere. In our
research study with an introductory computer programming course, the blended
learning experience uses a flipped classroom environment. In the used flipped class-
room environment, the main concepts of traditional in-class lectures are delivered
outside of the class, whereas in-class time is used for activities that allow students to
engage with content viewed outside of and before class at a deeper cognitive level.
Along with face-to-face lectures and laboratory exercises, students use an ontology-
based intelligent tutoring system, AC-ware Tutor.

In the following “Data” section, we describe the AC-ware Tutor tutoring system,
the research study protocol, and tracking variables that are used to describe online
learning behavior. The “Methodology” section describes the clustering techniques used
in the analysis, while the results and conclusion are presented in the last two sections.

2 Data

2.1 AC-Ware Tutor

AC-ware Tutor [9] is an ontology-based intelligent tutoring system that is focused on
automatic and dynamic generation, and adaptive selection, sequencing, and presenta-
tion of course materials. AC-ware Tutor can be adapted for any subject matter, but that
subject matter must be ‘fed’ into the software by the teacher who prepares a concept
map for the course material. Therefore, AC-ware Tutor is not domain specific and can
be easily used with various knowledge bases. During tutoring in AC-ware Tutor, the
domain knowledge is presented in a textual form using a “fed” concept map (a network
of nodes and named relations between them). In AC-ware Tutor, the current level of
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student’s knowledge is represented using stereotypes that determine the complexity,
structure, and presentation of course objects used for student’s learning and testing. The
iterative process of learning and testing is repeated until the learner gains a certain
(maximum) knowledge level.

2.2 Research Study

The proposed research study included 53 undergraduate students from the Faculty of
Science at the University of Split enrolled in an Introduction to computer programming
course 2017/2018. During a 4-week period (before the course’s midterm) in a flipped
classroom blended learning environment, students were taught a variety of course units:
Basic programming concepts; Variables, types, and operators; Algorithmic structures;
and Modules and functions. On average, a weekly concept map prepared by the teacher
for the purposes of this research study contained 29 concepts, 33 relations, and a total
online score of 133 points.

Prior to face-to-face lectures and laboratory exercises that were held for 4 h per
week, online instruction using AC-ware Tutor occurred at students’ own pace, time and
location. Every week, students first used AC-ware Tutor for learning conceptual
knowledge that was taught during regular classes of the following week (flipped
classroom). The purpose of pre-class learning is to have students better prepared for the
class and thus to allow the teacher to spend face-to-face class for clarifying and
applying the conceptual knowledge. One week before the study, the entire class was
introduced to the notion of concept mapping. For this introduction to concept mapping,
the teacher gave the lecture in a traditional way but also included visually bolded key
concepts as well as the relations between concepts. At the end of that lecture, the
complete concept map of the week’s material was provided to the students.

With an aim to observe and assess weekly learning, paper-based posttests were
used for determining content proficiency. These weekly concept map posttests were
scored on a scale between 0 and 100.

To analyze weekly online learning behavior, we observed 26 students who par-
ticipated in this study for all 4 weeks. The dataset included 104 student records (4
records per student) representing weekly online learning behavior. Each record consists
of a set of knowledge tracking variables [10] and stereotype tracking variables. These
variables were designed for AC-ware Tutor, but they can be appropriately applied to
other learning environments and systems.

The online learning behavior measures include the following tracking variables:
(i) the total number of content pages seen in the learning process (Objects); (ii) the total
number of concepts seen in the learning process (Concepts); (iii) the total score gained
in AC-ware Tutor (Score); (iv) the total time spent in AC-ware Tutor (Time); (v) the
total number of student logins to AC-ware Tutor (Logins); (vi) the stereotype value
after the initial test in AC-ware Tutor (StereoAfterIT), (vii) the final stereotype value in
the learning process (StereoFinal), and (viii) the mean stereotype variability through the
learning process in AC-ware Tutor (StereoMV). All tracking variables are calculated
using online learning data logs from AC-ware Tutor.

In this study we are interested in answering the following questions: Can student
clusters be identified according to student interaction with AC-ware Tutor? If clusters
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can be identified, what are the characteristics that distinguish students belonging to
different clusters, and in particular, how do these characteristics relate to posttest
proficiency exam performance?

3 Methodology

To investigate student groups within a blended environment with the AC-ware Tutor,
we adopt a four-step analysis process. The clustering and statistical methods found in
the research study by Mojarad et al. [2] are complemented with the nonparametric test
to measure the significance of the difference in student performance between revealed
clusters. The complete analysis process consists of the following elements: data pre-
processing (Z-score normalization), dimensionality reduction (Principal component
analysis), the clustering (K-means), and the analysis of a posttest performance on a
content proficiency exam.

After data preprocessing using Z-score normalization, the Principal Component
Analysis (PCA) is used to check and reduce the online learning behavior tracking
variables.

Next, the number of clusters in the dataset is determined. In addition to Mean-Shift
Clustering method [11], the number of clusters is determined using the Elbow method,
and the Silhouette method. All three methods are used in conjunction with one another,
and when the number of clusters is revealed it is used as the input for the clustering
algorithm to get the actual groups.

Due to its wide use and high interpretability, K-means clustering algorithm is used
to find student groups with similar online learning behavior tracking variables.

After student clusters are revealed, we use statistical methods to compare tracking
variables across clusters. Since nonparametric statistical methods do not assume any
specific data distribution, the Mann-Whitney U test is used to determine statistical
significance.

In addition to online student behaviors, the research study observed weekly concept
map paper-based posttests. Therefore, we investigated the difference in posttest results
between different clusters. By using the Mann-Whitney U test, we measure the sig-
nificance of the difference in student performance between revealed clusters. For each
analysis in this four-step process, we use the Python programming language (sklearn
and scipy libraries).

4 Results

4.1 Data Preprocessing

The result of standardization (or Z-score normalization) is that the variables are
rescaled so that they have the properties of a standard normal distribution with l = 0
and r = 1, where l is the mean (average) and r is the standard deviation from the
mean; standard scores (also called z scores) of the samples are calculated as follows:
z = (x − l)/r where x denotes the score on the tracking variable. Standardizing the
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features so that they are centered around 0 with a standard deviation of 1 is important
because we are comparing measurements that have different units, and it is also a
general requirement for many machine learning algorithms, such as PCA.

4.2 Dimensionality Reduction

PCA is a statistical procedure that uses an orthogonal transformation to convert a set of
observations of possibly correlated variables into a smaller number of linearly uncor-
related variables known as “principal components” (PCs). For our dataset, PCA
revealed 5 PCs from Table 1 that cumulatively explain nearly 92.6% of the variance in
the data. Therefore, we use these PCs as the input to Mean shift clustering and K-means
algorithm. It is important to note that used PCs refer strongly to all online learning
behavior variables, and for that reason, the selection of variables is additionally
confirmed.

4.3 Clustering

Mean shift clustering detects the modes of the density using kernel density estimation,
and the number of modes can be used to decide the number of clusters in data by
finding the centers of mass within the data [2]. In addition to Mean shift clustering, we
also check the result of the Elbow and the Silhouette method. When all methods are
taken into account, the number of clusters in our study is k = 4. In case of Mean shift
clustering, the size of each cluster was the decisive factor. When looking at the Elbow
method plot, the curve is visible for k = 4 clusters. Additionally, the appropriate value
of the average Silhouette score for k = 4 confirmed the previous results. Therefore, 4
possible student clusters are identified in the research study data.

For k = 4 clusters, we use K-means clustering and the Euclidean distance as the
distance measure to look for 4 distinct groups of students, using the data from the first 5
PCs. To interpret these clusters, we then look at the average values for each variable in
each cluster and determine whether each cluster has very low, low, medium or high
average values for each variable, in relation to other clusters, shown in Table 2.

Table 1. Tracking variables’ weights and explained variance proportion for PCs.

PC 1 2 3 4 5

Objects 0.354 −0.346 −0.249 −0.199 0.706
Concepts −0.237 −0.394 0.25 −0.779 −0.258
Score −0.259 −0.518 −0.123 0.034 0.17
Time 0.273 −0.506 0.024 0.333 −0.529
Logins 0.274 −0.157 0.868 0.201 0.247
StereoAfterIT −0.459 0.19 0.277 0.003 0.194
StereoFinal −0.377 −0.369 −0.134 0.404 0.076
StereoMV 0.499 0.049 −0.106 −0.196 −0.146
Explained variance proportion 0.456 0.236 0.102 0.084 0.048
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The revealed clusters can be interpreted using characteristics such as the prior
knowledge, the online engagement, and/or the completion of online learning assign-
ments. The prior knowledge is described by the StereoAfterIT tracking variable, while
the online engagement is described by the combination of tracking variables – the
Concepts, the Time, the Score and the StereoFinal. The completion of online learning
assignments is described by the combination of the Concepts and the Score variables.

By using the cluster tracking variables from Table 2, we have identified 4 types of
AC-ware Tutor students. Each cluster is named according to its comparative differ-
ences. Engaged Pre-knowers are students with high prior knowledge (the Stereo-
AfterIT) and high online engagement (the Concepts, the Score and the StereoFinal)
(Cluster 4). For Engaged Pre-knowers, it took less time to complete the online tutoring
than for the other student groups and Engaged Pre-knowers had very low variability in
stereotype value. Pre-knowers Non-finishers are students with also high prior knowl-
edge (the StereoAfterIT), but these students did not complete their online assignments
(the Score) (Cluster 2). Pre-knowers Non-finishers spent the least amount of time
online and despite seeing most of the concepts in the learning process they did not
complete their online learning assignments. Hard-workers are students with very low
prior knowledge (the StereoAfterIT) and high online engagement (the Concepts, the
Score, the Time and the StereoFinal) (Cluster 3). Since Hard-workers spent the most
time online, these students learned from the highest number of content pages. The Non-
engagers are students with low prior knowledge (the StereoAfterIT) who did not
complete their online learning assignments (the Concepts and the Score) (Cluster 1).
The previous students had on average the highest variability in stereotype value. In
terms of the average time spent online, Engaged Pre-knowers spent online 16 min, Pre-
knowers Non-finishers 9 min, Hard-workers 53 min, and Non-engagers 21 min.

Since nonparametric statistical methods do not assume any specific data distribu-
tion, we use the Mann-Whitney U test to determine if clusters are statistically different
in terms of each attribute. Table 3 shows the statistical significance (p-value) of the
difference between each attribute between each pair of clusters. As Table 3 shows, each
pair of clusters is different in at least 6 of 8 variables, except Cluster 2 and Cluster 4

Table 2. Average values of online learning behavior tracking variables for each cluster.

Cluster 1
Non-engagers

2
Pre-knowers
Non-finishers

3
Hard-workers

4
Engaged Pre-knowers

Students 16 31 24 33
Objects 2.563 (Average) 1.516 (Low) 4.375 (High) 1.758 (Low)

Concepts 25.375 (High) 26.677 (High) 27.833 (High) 32.03 (High)
Score 44.438 (Low) 93.774 (Average) 119.625 (High) 147.424 (High)
Time 21.123 (Low) 9.969 (Very low) 53.551 (High) 16.589 (Low)

Logins 2.063 (High) 1.065 (Average) 1.875 (High) 1.182 (Average)
StereoAfterIT 1.438 (Low) 3.548 (High) 0.792 (Very low) 3.545 (High)
StereoFinal 1.625 (Low) 3.968 (High) 3.792 (High) 3.97 (High)
StereoMV 2.566 (High) 0.242 (Very low) 1.625 (Average) 0.207 (Very low)
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that differ in 3 variables (Concepts, Score and Time). The previous finding suggests
that proposed online learning behavior tracking variables can be used to define and
describe 4 student clusters and that Pre-knowers Non-finishers (Cluster 2) and Engaged
Pre-knowers (Cluster 4) can be further analyzed in future research.

4.4 Clusters and Mastery

We have checked if there is a difference between revealed clusters according to student
paper-based posttest performance. Figure 1 contains boxplots for the posttest scores of
each student cluster. Based on their online learning behavior, our hypothesis is that
Engaged Pre-knowers, Pre-knowers Non-finishers, and Hard-workers perform better
than Non-engagers, what was confirmed after using Mann-Whitney U test.

The mean values and standard deviations (SD) for each cluster are shown in
Table 4. As we can see from boxplot visualizations, the groups differ in their mastery
according to the stated hypothesis. By using the Mann-Whitney U test, we measure the
significance of the difference in student performance between revealed clusters. The
results of the Mann-Whitney U test are shown in Table 5, where we can see that 4 out
of 6 analysis confirmed the statistical significance of different clusters’ performances.
There is a statistically significant difference in posttest performance between Cluster 1
and 2 (Non-engagers and Pre-knowers Non-finishers) and Cluster 1 and 4 (Non-
engagers and Engaged Pre-knowers). We do not find statistical significance in posttest
performance between Clusters 1 and 3 (Non-engagers and Hard-workers).

Table 3. Statistical significance (p-value) of the difference between each pair of clusters.

Clst1 Clst2 Objects Concepts Score Time Logins StereoAfterIT StereoFinal StereoMV

1 2 p = 0.015 p = 0.406 p = 0.000 p = 0.018 p = 0.000 p = 0.000 p = 0.000 p = 0.000

1 3 p = 0.003 p = 0.057 p = 0.000 p = 0.000 p = 0.336 p = 0.025 p = 0.000 p = 0.000

1 4 p = 0.078 p = 0.000 p = 0.000 p = 0.347 p = 0.000 p = 0.000 p = 0.000 p = 0.000

2 3 p = 0.000 p = 0.027 p = 0.004 p = 0.000 p = 0.000 p = 0.000 p = 0.044 p = 0.000

2 4 p = 0.068 p = 0.000 p = 0.000 p = 0.004 p = 0.081 p = 0.354 p = 0.491 p = 0.411

3 4 p = 0.000 p = 0.000 p = 0.000 p = 0.000 p = 0.000 p = 0.000 p = 0.038 p = 0.000

Fig. 1. The boxplot visualization for the posttest scores of Cluster 1, 2, 3 and 4.
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5 Conclusion

In this study, we aimed to address the challenge of finding student clusters based on
online learning behavior in AC-ware Tutor. In the case of identifying online learning
patterns, students of each cluster could potentially benefit from the same intervention.
We examined the flipped classroom submodel of a blended learning environment in
which students learn online in advance. We used cluster analysis techniques to identify
groups based on eight online learning behavior measures. By using the Euclidean
distance in K-means clustering, we have identified 4 distinct online learning behavior
clusters: Engaged Pre-knowers, Pre-knowers Non-finishers, Hard-workers, and Non-
engagers. Since nonparametric statistical methods do not assume any specific data
distribution, we have used the Mann-Whitney U test to measure the statistical signif-
icance of the difference in each attribute between each pair of clusters. It is revealed that
each pair of clusters is different in at least 6 of 8 variables, except Cluster 2 and 4 (Pre-
knowers Non-finishers, Engaged Pre-knowers) that differ in 3 variables (Concepts,
Score and Time). Identified clusters have also been analyzed whether they differ in
terms of students’ posttest performances. The student clusters differ in their mastery in
the hypothesized fashion, in which Engaged Pre-knowers and Pre-knowers Non-
finishers performed better than Non-engagers. When we checked the posttest perfor-
mances with the Mann-Whitney U test, the difference could not be confirmed between
Clusters 1 and 3 (Non-engagers and Hard-workers).

The previous clusters can be used by teachers to devise appropriate interventions in
time to still take meaningful action – at the course’s midterm. For example, the
Engaged Pre-knowers and Pre-knowers Non-finishers can be motivated with additional
assignments to maintain learning consistency, while Non-engagers can be warned out
to put higher efforts in the learning process. Perhaps it would be helpful to let students
know that they will fall into one of four group types and that they can be most
successful if they approach the class by having fewer logins but more time spent on
each login. Also, for students that have very little prior knowledge as evidenced by the
pretest, they will need to have a higher engagement in terms of logins and time spent
during each login. Perhaps there can be a dashboard in an online system that students
can use that shows their number of logins along with time spent in each login as

Table 4. Statistical significance of differ-
ences between clusters’ performances.

Lbl Cluster name Mean SD

1 Non-engagers 58.506 34.580
2 Pre-knowers non-

finishers
90.290 16.863

3 Hard-workers 72.690 31.327
4 Engaged pre-

knowers
90.869 15.214

Table 5. Statistical significance of differences
between clusters’ performances.

Cluster 1 Cluster 2 P-value

1 2 p = 0.000
1 3 p = 0.139
1 4 p = 0.000
2 3 p = 0.006
2 4 p = 0.500
3 4 p = 0.004
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compared to the rest of the class - if they find themselves to be low in terms of
engagement, they will know that they should pick up their effort.

Beside human teacher’s interventions, the further research should investigate
possibilities of system’s interventions. The next step should also be to address some of
the study and analysis limitations, such as to collect more data to strengthen the results
and to explore alternative clustering techniques. Successful identification of student
clusters is a pre-requisite for more effective and adaptive learning delivered by a human
teacher or intelligent tutoring system.
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Abstract. The Hint Factory is a method of automatic hint generation that has
been used to augment hints in a number of educational systems. Although the
previous implementations were done in domains with largely deterministic
environments, the methods are inherently useful in stochastic environments with
uncertainty. In this work, we explore the game Connect Four as a simple domain
to give decision support under uncertainty. We speculate how the implemen-
tation created could be extended to other domains including simulated learning
environments and advanced navigational tasks.

Keywords: Hint generation � Educational data mining �
Reinforcement learning

1 Introduction and Related Work

Adaptive learning through the use of intelligent tutoring systems (ITS) have been
shown to increase overall learning and decrease the time needed to mastery (Koedinger
et al. 2013). To overcome the difficulty of ITS creation, developers have turned to
authoring tools, like CTAT (Aleven et al. 2006) or data driven techniques (Stamper
et al. 2007). While large educational data repositories like DataShop (Stamper et al.
2010) exist for many traditional educational systems, one area that has been less
explored is decision support systems in domains that include multiple interacting
students (or players or agents). These domains are significantly more complex because,
unlike a traditional educational system, a specific action in these domains by a student
may not have a deterministic outcome. In this work, we explore how a technique called
the Hint Factory (Stamper et al. 2008) can be used for decision support (hints and
feedback) in adversarial domains and specifically implement the technique using a
Connect Four data set.

Previous work has utilized datasets from solved two-player games, such as Connect
Four, often for reinforcement learning (RL) and temporal difference learning
(TDL) tasks. One such study found that using a self-learning agent operating with the
Minimax algorithm required 1.5 million games to establish an 80% success rate (Thill
et al. 2012). We look to show how well the Hint Factory can be utilized in such
domains, like adversarial games, in order to provide decision support in the form of
hints and feedback.
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The Hint Factory provides context specific hints to students using a novel technique
that creates graphs of past student solutions from student log data, which can then be
used to suggest the best step for a student to solve the problem based on their current
state in the graph. The Hint Factory, applied in a tutor for teaching deductive logic
proofs, has been shown to significantly increase learning and reduce attrition (Stamper
et al. 2011). Determining the timing and frequency of hints is a particular challenge, but
studies suggest that offering hints on demand, instead of proactively, can have positive
effects on learning (Razzaq and Heffernan 2010). While some studies have suggested
as much as 72% of help-seeking behaviors can be unproductive (Aleven et al. 2004),
Shih’s work suggests that some of these behaviors are in fact helpful. They argue that
using help to achieve a bottom-out hint can be seen as looking for a worked example,
an effective learning strategy (Shih et al. 2011). On-demand, context-specific Hint
Factory hints and feedback are effective in single user educational technologies and
have been shown to significantly help students complete more problems resulting in
higher outcomes on post tests (Stamper et al. 2011).

In Connect Four, there are three possible states for each of the forty-two available
game spaces, with a game board configuration consisting of six rows and seven col-
umns. The space can be occupied by the turn players piece, the opponent’s piece, or it
can be empty. Early work by Allis (1988) found that after ruling out possible illegal
configurations that were present in the initial estimates, the possible board configura-
tions were close to an upper bound of 7.1 * 1013. More recently, it was determined
using binary decision diagrams that there are exactly 4,531,985,219,092 legal board
configurations (Edelkamp and Kissmann 2008).

A key feature of the Hint Factory is the use of a Markov Decision Process (MDP) to
create a policy based on data from previous attempts at problems in an educational
system (Stamper 2006). The resulting policy allows the Hint Factory to determine the
next best state and action a student can take. The features of the state and action are
used to generate hints and feedback for the student or user (Barnes et al. 2011). In this
work, states are represented by the current configuration of the Connect Four board at a
given time step and a time step is the state of the board after both players have made
their move. Actions cause the current state to transition into a new state, for this game
there are at most seven possible actions represented by the column a game piece can be
dropped into. Transitions, which have an associated probability, is the process of
entering a specific new state, based on the current state and the player’s chosen action.
In Connect Four, a given state-action pair can result in at most seven new states,
without accounting for the following adversarial agent response, which also moves into
one of the seven available columns. This means that at most one state can lead into
forty-nine following states accounting for both players’ actions.

Rewards are a numerical value tied to entering a new state, we assign a high value
for a winning endgame state, and a high negative value for a losing endgame state, and
0 for an endgame state resulting in a draw. All other game states begin with a value of 0
and then value iteration is applied to create a policy for the MDP (Sutton and Barto
1998). Our implementation utilizes a greedy policy, which prioritizes being on a path
toward any winning state, regardless of how many turns it took. Finally, the value is the
expected reward starting from a state, taking an action, and then following the given
policy in place.
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2 Implementation

To collect the Connect Four data, we used a web-based implementation with the logic
of the game written in TypeScript (Anggara 2018). The program puts two computer
players against one another to simulate the gameplay, recording each of their moves. In
total we collected five thousand games played between the two computer players.

Both computer players used the same logic to play the game, which is the Minimax
algorithm with alpha-beta pruning. The Minimax algorithm looks at all possible states,
determines the worst possible outcome, and then selects a possible state that has the
least worst outcomes (Edwards 1954). One non-standard modification we did to the
algorithm is that the first move for each computer player is randomized. We found that
causing each player’s first move to randomly be placed in one of the seven columns
created a greater diversity of games that closely resembled gameplay between two
human players. Additionally, Minimax uses a heuristic function that weighs a reward in
the closer future worth more than the same reward in the distant future. This means it
favors moves that win the next turn, prevent the opponent from winning, and gravitate
toward the center of the game board, as a human player would.

Using Python, we implemented a version of the Hint Factory for Connect Four. Our
implementation follows a greedy policy that prioritizes the highest immediate reward,
regardless of what the future rewards might be. While this may seem like an impatient
policy, the adversarial and stochastic nature of Connect Four makes policies relying on
potential future rewards more risky. With our aforementioned policy, the value for the
states is the reward of the greatest state-action pairing. It indicates which action to
select, based on the calculated rewards with transition probabilities, that leads to a state
most commonly found on the path to a winning game.

3 Results and Discussion

Our dataset consists of 5,000 Connect Four games, with an average of twenty-six turns
(13 states) per game. If we use that average and process all 5,000 games, it results to
65,000 states. However, when we process all 65,000 states for the games, only 2,606
(4.15%) of that total are unique game states. Table 1 summarizes the unique states
encountered at different processing increments of the total games.

Table 1. Number of unique states generated from games played in a simulated study.

Games processed Unique states Percent increase

100 797 –

500 1,531 92.10
1,000 1,865 21.82
2,000 2,197 17.80
3,000 2,386 8.60
4,000 2,510 5.20
5,000 2,606 3.82

84 S. Moore and J. Stamper



As noted, the percentage of new states encountered continues to decrease, as
expected, as we introduce more games. While there are over 4.5 trillion legal board
states, many of them will not be reached if players are following general strategies of
winning. For instance, human players might follow the strategy of trying to maximize
their game pieces in the center columns, causing many of the states to revolve around a
similar configuration. This is the case for our agents, both of which follow the same
Minimax algorithm and heuristic function in attempts to win. The observed games
begin randomly, but the agent’s moves tend to gravitate toward the center as they
follow the heuristic for winning, much like a human player might.

Using the first 1,000 games to build the model, we were able to provide hints for
roughly 50,000 of the 52,000 states that were present in the following 4,000 games.
The 52,000 states making up the later 4,000 games includes repeated states, as some of
the games followed the same sequence. For our 5,000 observed games, 1,123 of them
were unique. This reduces the space from 65,000 total states to 14,600 states if we only
include unique games. Building the model based off the first 1000 random games
recorded yields 1,865 unique states for our system. Using that data, we were able to
provide a hint, suggesting the next optimal move to the user, for all but 1,931 of the
encountered states in the remaining 4,000 games. That results in this implementation
being able to provide a hint 87.23% of the time when using just the first 20% of the
recorded data.

Next-step hints, such as the ones generated by our system, are often not as
descriptive as instructor generated ones, causing some educators to doubt their effec-
tiveness for learning. However, such hints have been proven effective, as in a study by
Rivers (2017) which resulted in students spending 13.7% less time on practice while
achieving the same learning results. Paquette et al. (2012) found that next-step hints
yielded increased learning gains within an ITS, compared to offering only flag feed-
back, and that they were as efficient and appreciated as instructor generated hints. In
stochastic learning environments that often lack hints altogether, generating next-step
hints using Hint Factory techniques can improve educational effectiveness and easily
integrates into an ITS or other educational system.

Increasing complexity is brought on from adversarial agents when a policy is being
determined for the system. An adversarial agent creates uncertainty on what the state
will be, even when the system suggests a particular action for the player. In the case of
our Connect Four implementation, it is not truly random as a heuristic is being followed
via the Minimax algorithm. We can offer a hint, suggesting where the player should
place their game piece, based on what we have previously seen and its success.
However, we have no other source that suggests what action the adversarial agent will
take, in this case the column into which they will drop their game piece. This type of
uncertainty can make certain policies seemingly optimal, but they might not be as
successful when different data is utilized to build the model or when the adversarial
agent plays more randomly. Such uncertainty has previously made these domains
difficult to provide next-step hints for, as the following state remains unknown.

Hints are effective for student learning and have been proven effective in open-
ended domains (Stamper et al. 2011; Rivers 2017), yet their data-driven implementa-
tion remains difficult in complex stochastic environments such as immersive training
simulation environments One instance of this in chemistry is the VLab, a virtual
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environment for students to conduct experiments and interpret the reactions (Tsovaltzi
et al. 2010). If students are working on a stoichiometry problem, the reaction will vary
based on how much and what type of a certain chemical they add, thus dictating how
much of another substance they need to add next. Detailed hints for a system may be
hard to generate because they are dependent on the many combinations of chemical
type and quantity that could be added. However, it would be a good fit for our
techniques, using either collected or simulated student data, to provide hints.

In physical stochastic environments, such as driving a car or operating a robotic
arm, many adversarial forces are at play, such as objects in the path or even gravity.
Next-step hints in such domains can provide needed decision support and be generated
using similar methods as applying the Hint Factory to Connect Four, without requiring
mass amounts of data or computational power. In the realm of robotics, Lego Mind-
storms have been a popular and effective mechanism for teaching middle and high
school students programming and computational thinking (Mosley and Kline 2006).
Such hints could assist students in the debugging of their robots, as they get them to
perform a given task, taking into account the physical forces they encounter. Similar
techniques could be applied to programmatic physics engines used for student exper-
imentation, which often have many reactive forces at play.

4 Conclusion and Future Work

The stochastic feature of adversarial game environments naturally fit the Hint Factory’s
underlying MDP mechanisms. The main contribution of this work is to show how the
Hint Factory can be used to create a hint and feedback policy in an adversarial game,
that can be extended to more complex educational domains. The novel implementation
in this stochastic domain shows that with a relatively small selection of the overall state
space, we can provide coverage to provide hints and feedback for a large percentage of
commonly seen states. This has real implications for many other multiagent and
adversarial game and learning environments.

We see some obvious next steps for this work in other multi-agent environments,
particularly simulations of the physical world where many forces are at play. Deter-
mining what to track as part of the state and what encompass an action will need to be
addressed as we move into more complex stochastic domains. Next we plan to execute
experiments using the hint generations to see if we get similar gains to the Hint Factory
implementations in deterministic domains. We also want to look at how human users
learn from the suggested hints and mimic any strategies being conveyed.
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Abstract. Providing adaptive feedback to learners engaging in collab-
orative learning activities is one research topic in the development of
intelligent tutoring systems. However, there is a need to investigate how
to systematically evaluate a learner’s activities and provide feedback
on them. The present study investigates how emotional states, detected
through facial recognition, can be utilized to capture the learning process
in a simple jigsaw-type collaborative task. It was predicted that when
learners argue with each other and reason deeply, they may experience
several emotional states such as positive and negative states. The results
show that when learners work harder on developing a mutual under-
standing through conflictive interaction, negative emotions can be used
to predict this process. This study contributes to the knowledge of how
emotional states detected by facial recognition technology can be applied
to predict learning process in conflictive tasks. Moreover, these empirical
results will impact the development of adaptive feedback mechanisms for
intelligent tutoring systems for collaborative learning.

Keywords: Collaborative learning ·
Pedagogical conversational agents · Emotion · Learning assessment

1 Introduction

Intelligent tutoring systems have been long investigated in educational science
[3,8,9,16,21,28], and one of the goals of these systems is to detect the learners’
mental states and adaptively provide feedback. The use pedagogical conversa-
tional agents (PCAs) demonstrating benefits in learning gains has emerged in
the last decade [8,20,22]. Recently, social learning such as learner-learner col-
laborative learning has come to be regarded as an important skill for the 21st
century, and several studies have used PCAs in the context of collaborative
learning. However, in cognitive and learning science, the mechanisms of collabo-
rative interactions and their related process are not fully understood. This paper
demonstrates how facial expression recognition can be used to predict emotional
states to evaluate collaboration.
c© Springer Nature Switzerland AG 2019
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1.1 Collaborative Learning and Intelligent Systems

Studies in cognitive science show that collaboration helps to externalize knowl-
edge [25,27] as well as facilitate meta-cognition during explanations [4] and per-
spective change [14]. It has been noted that social-conflict-based learning plays
an important role in the learning process [19,29], and collaborative learning takes
advantage of the nature of such conflict-based learning. Several studies in this
area have attempted to understand these activities [7,15]. The 2015 Programme
for International Student Assessment, which is administered by the Organisa-
tion for Economic Co-operation and Development, has surveyed student skills
and knowledge [26]. In these surveys, two skills that leverage collaborative learn-
ing, task-work and team-work, are considered to be important skills. The former
is related to problem-solving skills and the latter is related to social skills such
as the ability to coordinate and establish common ground with other group
members.

Although team-work plays an important role in collaborative learning, it has
been difficult to quantitatively evaluate a learner’s conversational behaviors with
respect to the success or failure of team interactions. It is hence a challenge to
develop computational models of a learner’s interactions to automatically detect
his/her state and provide group facilitation accordingly. There have been studies
that have successfully detected a learner’s state from linguistic data and used a
PCA to assist learning [18]. However, it is still difficult to completely understand
the detailed context of social interactions. There have also been attempts to use
multiple variables such as verbal and nonverbal channels [5]; however, it is not
fully understood which paradigm is best for evaluating both team-work and
task-work in collaborative learning.

1.2 Using Emotional States as Predictors for Learning

Studies in collaborative learning have used tasks that generate social conflict,
such as a jigsaw-type task, in which learners tend to discuss their different per-
spectives and conflictive states are expected to occur during the task [1]. On
such occasions, it is likely that confusion and arguments may occur. As a result,
learners may experience emotional states [6]. The study [8] showed that learning
gains were positively correlated with confusion and engagement/flow, negatively
correlated with boredom, and were uncorrelated with the other emotions. More-
over, psychology studies on general problem solving have discovered that when
problem solvers are confronted in an impasse, the emotional states are highly
related [24]. According to these studies, positive emotions are highly related to
aptitude tasks. Other studies have also shown that positive emotions play an
important role in interactive behavior [10].

These studies imply that emotional states, especially emotional states that
are related to negative/positive feelings can be used to detecting a learner’s
performance and role in collaborative learning in a conflictive task. However, it
is important to consider that the instances of confusion that are peripheral to
the learning activity are unlikely to have any meaningful impact on learning [6].
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In the present study, we use a jigsaw-type task that includes the integration
of other learners’ different perspectives. It is expected that, to establish common
ground in order to achieve the task, learners will experience emotional states: a
negative state during confusion and conflicts during and a positive state when
communication is successful.

1.3 Goal and Hypotheses

The goal of this study is to investigate how an emotional state that is detected
during collaborative learning can be used to predict performance in a conflictive
collaborative learning task. The long-term goal of this research is to develop an
adaptive collaborative tutoring system in which PCAs (developed in the authors’
previous work) facilitate learning according to the learners’ states.

In this study, we investigate collaborative learning in a jigsaw-type task in
which socio-cognitive conflict is expected to occur. It is predicted that, to achieve
the task, learners may experience both positive and negative emotions due to
the nature of the task. We hence consider the following hypothesis (H1): when
experiencing arguments during the task, learners become conflictive and con-
fused, and these can be detected as negative emotions. Hypothesis H1 has two
parts: more strongly negative emotions are related to higher-level coordination
activities such as establishing common ground about their different knowledges
(H1-a) and thus affect learning performance (H1-b). We also consider the fol-
lowing hypothesis (H2): learners experience positive emotions when establishing
common ground and reaching agreement (H2-a) and these emotions thus influ-
ence learning performance (H2-b).

The present study investigates these hypotheses by focusing on emotions
detected using learners’ facial expressions. This use of artificial intelligence tech-
nology supports our long-term goal of developing intelligent and adaptive tutor-
ing systems.

2 Method

2.1 Procedure and Task

Twenty Japanese university students participated in dyads in this experiment.
The participants received course credit for participation. This study was con-
ducted after passing an ethical review conducted by the authors’ institutional
ethical review committee.

The experiment design consisted of a pre-test, main task, and post-test pro-
cedure. The main task of this experiment was to explanation a topic that was
taught in a cognitive science class. They were required to explain the phe-
nomenon of how humans process language information and were required to
use two sub-concepts: “top-down processing” and “bottom up processing.” This
study adopts the jigsaw method [1], which is a style of learning in which each
learner has knowledge of one of the sub-concepts and exchanges it with their
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partner through explanation. The learners’ goal was to explain their different
perspectives and provide an overall integrated explanation of the phenomenon
using the two sub-concepts. To achieve their goal, they were required to argue
about how each sub-concept can be used to explain the main concept.

Participants individually worked on the pre-test to determine whether they
already knew about the sub-concepts. The main task was conducted for ten
minutes. After completion, the learners again individually performed the post-
test so that their knowledge gain could be measured.

2.2 Experimental Set-Up

The experiment was conducted in a designated laboratory experiment room.
A redeveloped version of the system designed in a previous study was used
[10–12]. Learners sat in front of a computer display and talked to each other
orally. The experimental system was developed in the Java language and run on
an in-house server-client network platform. The two learners’ computers were
connected through a local area network, and task execution was controlled by
a program on the server. The system also features a conversational PCA that
provided meta-cognitive suggestions [10] to facilitate their explanations. The
example of the displays are shown in Fig. 1.

Display of learner A Display of learner B

Brief explanation of concept A Brief explanation of concept B

PCA and 
suggestions

Fig. 1. Example of participants’ screens.

An embodied PCA was presented in the center of the screen, which physi-
cally moved when it spoke. Below the PCA, there was a text box that showed
messages. The experimenter sat to the side in the experiment room and manu-
ally instructed the PCA to provide meta-cognitive suggestions. The suggestions
were made once per minute when there was a gap in conversation. Five types of
meta-cognitive suggestions were used, such as reminding learners to achieve the
task goal [2] and facilitating metacognition [11].
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During the task, the experimenter also video-recorded the learner’s facial
expressions and recorded their voice during the main task. The facial recordings
were used as one measure to understand the learner’s affective state during their
task, as explained further in the next section. All of the recorded conversations
were transcribed into text to further analyze the quality of the explanations.

2.3 Measures

This study examined the performance of the participants on the pre- and post-
tests and the quality of the collaboration through coding the learners’ perfor-
mance.

Pre-and Post-tests. The responses to the test were coded as follows: 0 = a
wrong explanation, 1 = a naive but correct explanation, 2 = a concrete explana-
tion based on the presented materials, and 3 = a concrete explanation based on
the presented materials that used examples and metacognitive interpretations.
Two coders conducted this analysis with an accuracy of 78%. They discussed
any mismatching codes to determine the final codes.

Quality of Collaboration. The study adopted part of the coding scheme from
[23] that are related to emotion capture. The original full scheme is as follows:
1 = mutual understanding, 2 = dialogue management, 3 = information pooling,
4 = reaching consensus, 5 = task division, 6 = time management, 7 = reciprocal
interaction, and 8 = individual task orientation. The present study excluded the
codes 3, 5, 6, and 7 because they are inappropriate for this study. Just as for
the pre- and post-tests, two coders evaluated the transcripts of the experiment
dialogues, with a coding match of 85%.

Facial Expressions. For the facial expression analysis, this study used Face
Reader (https://www.noldus.com/) to evaluate the emotional states of the learn-
ers during the interactions. This system can classify expressions as one of the
emotional categories of joy, anger, sadness, surprise, fear, or disgust [17]. The
tool recognizes fine-grained facial features based on minimal muscular move-
ments described by the Facial Action Coding System (FACS). The systems use
Active Appearance Model (AAM) for creating a model of the facial expressions
for classification, where the shape of the face is defined by a shape vector that
contains the coordinates of the landmark points (for details of the algorithm, see
[17]). In addition, the two coders checked the reliability of the automated coding
by randomly selecting, manually coding, and checking the accuracy of the auto-
matically detected emotional states. The accuracy of the recognition system was
72%. In this study, we calculated the variable of each emotional state for each
individual and used it as a representative value for analysis. Using these values
as predictors, we investigated how they can predict the learning performance
and collaboration process.

https://www.noldus.com/
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3 Results

3.1 Performance on the Pre- and Post-tests

For each individual learner, the gain in score between the pre- and post-tests
was calculated (gain = [post-test score] − [pre-test score]). Pearson’s correlation
coefficients were calculated to determine if there was correlation between the
major detected states and the gain. Table 1 shows the results, which show that
no correlation was detected between emotional state and performance gain.

Table 1. Results of correlation analysis for the performance and emotional states:
“n.s.” = no significance.

Neutral Happy Sad Angry Surprised Scared Disgusted

−0.183 n.s. 0.245 n.s. −0.045 n.s. 0.077 n.s. −0.138 n.s. 0.1 n.s. −0.056 n.s.

3.2 Collaboration Process

To investigate the relationships among the learning process and emotional states,
we conducted a Pearson’s correlation analysis for the coded variables and each
emotional state. Table 2 shows the results.

Table 2. Results of correlation analysis for the collaboration process and emo-
tional states: “n.s.” = no significance, “+” = marginal significance (p < .10), and
“*” = significance (p < .05).

Neutral Happy Sad Angry Surprised Scared Disgusted

1. Mutual understanding −0.278 + 0.194 n.s. −0.071 n.s. 0.302 * 0.056 n.s. −0.226 + 0.088 n.s.

2. Dialogue management −0.01 n.s. −0.249 +−0.177 n.s. 0.285 + 0.253 + 0.046 n.s. −0.003 n.s.

4. Reaching consensus −0.202 n.s. 0.340 * −0.098 n.s. 0.301 * −0.116 n.s.−0.086 n.s. 0.021 n.s.

8. Individual task orientation−0.4 * 0.348 * −0.077 n.s. 0.283 n.s.−0.052 n.s.−0.065 n.s. 0.236 n.s.

The following sections further analyze the regressions for each type of col-
laborative process.

“Mutual Understanding”. The Pearson’s correlation analysis shows that
there was a significant correlation between “mutual understanding” and “angry.”
As predicted, this could be due to the fact that learners working hard to develop
mutual understandings in this jigsaw-like task, learners experienced more inter-
personal conflict and expressed angry facial expressions. A multiple regression
analysis was performed in which learning gain was regressed for each of the
variables. The regression coefficient R2 was .385 and the analysis of variance
(ANOVA) F -value was 2.322, indicating significance for both variables (p = .05.)
The results suggest that the degree to which the process of trying to establish
common ground can be predicted by facial expressions displaying anger. This
supports our hypothesis H1-a.
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“Dialogue Management”. The results of the Pearson’s correlation analy-
sis show that there were no significant correlations among any of the variables
for “dialogue management.” However, some marginal effects were found for the
“happy,” “angry,” and “surprised” emotions.

“Reaching Consensus”. The results of the Pearson’s correlation analysis
show that there were significant correlations between “reaching consensus”
and “happy” and “angry” emotions. Learners may have experienced happiness
because they had reached consensus. Anger may have appeared because learn-
ers experienced conflicts about their different perspectives and/or frustration
prior to reaching consensus. To further investigate the prediction ability of these
emotions, a multiple regression analysis was conducted. However, the regres-
sion coefficient R2 was .316 and the ANOVA F -value was 1.717, indicating no
significance for both variables (p = .14.)

“Individual Task Orientation”. The results of the Pearson’s correlation anal-
ysis show that there were significant correlations between “individual task ori-
entation” and “happy” and “neutral.” This indicates that when learners worked
well individually they were engaging with the task with positivity. To further
investigate the predictability, we conducted a multiple regression analysis where
learning performance (the dependent variable) was regressed on each of the vari-
ables. The regression coefficient R2 was .358 and the ANOVA F -value was 2.072,
indicating only marginal significance (p = .08.)

4 Discussion and Conclusions

This study focused on learning situations in which learners were engaged in a
jigsaw-based collaborative learning task, which requires interactive conflicts to
achieve the goal. Using this task, the author investigated emotional states, which
have been recently employed as important indicators for understanding learners’
internal processes. Facial recognition technology was used to estimate the learn-
ers’ facial expressions, which were then used to reveal the relationships between
the social interactive process and learning performance while using a tutoring
system. To investigate this, this study used a collaborative learning platform
designed by the authors in which an embodied PCA was embedded. This study
hypothesized that both positive and negative emotional states can capture the
process of several types of interaction process such as developing common ground
and furthermore learning performance. However, the results show that emotional
states were useful to predict only for the learning process. More specifically, neg-
ative emotions detected from learners’ facial expressions were able to predict the
process of developing mutual understandings (supporting hypotheses H1-a.) This
is considered that when developing consensus in this task, learners have to inte-
grate their different perspectives and thus require interpersonal conflicts, which
may be associated with confusions which can be detected as negative emotions.
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Further investigation should be conducted by directly examining the degree of
confusions such as dependent variables used by [6], for future work. Moreover,
combinations of using several different variables should provide a larger view
of the relationships between the interaction process and the types of emotional
states of the learners.

On the other hand, none of the detected emotions were useful for predict-
ing learning performance (not supporting hypotheses H1-b, and H2-b.)For this
point, it can be discussed that gaining knowledge in this task was more-like an
individual activity and there was hence no need for a learner to express his/her
emotional state through facial expressions when thinking and reasoning. Some
studies point that collaborative problem-solving is composed by phases of (1)
task work which is to build internal knowledge and (2) team work (coordination)
which is to exchange and share internalized knowledge to build collective knowl-
edge [7]. It can be considered that each factors should be supported individually
by using different types of facilitation methods [13]. Also, our hypotheses H1-b
and H2-b might hold if we further investigate on other emotional or affective
states using different measures.

In conclusion, these results will contribute to development of intelligent tutor-
ing systems because the results show that learners’ interaction process can be
detected from emotional states. On designing such systems, detecting individu-
als’ emotional states accurately is one of the challenges in artificial intelligence,
but recently there has been many successes in the software development and this
study is one good example. Past studies in ITS has not yet fully demonstrated
how facial expressions can be automatically collected and used for detecting
their emotional states especially in a task in a conflict-based collaborative learn-
ing environment. This paper contributes to ITS by showing empirical results
based on laboratory study, showing how such technology enables to detect emo-
tional states of learners conversational process. The next aim of this research
is to develop a classifier based on our results and then develop a system that
provides adaptive PCA facilitation based on the real-time recognition of the
learner’s states.
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Abstract. Dealing with complex and controversial topics like the spread
of misinformation is a salient aspect of our lives. In this paper, we
present initial work towards developing a recommendation system that
uses crowd-sourced social argumentation with pedagogical agents to help
combat misinformation. We model users’ emotional associations on such
topics and inform the pedagogical agents using a recommendation sys-
tem based on both the users’ emotional profiles and the semantic content
from the argumentation graph. This approach can be utilized in either
formal or informal learning settings, using threaded discussions or social
networking virtual communities.

1 Introduction

Dealing with complex and controversial questions like “Do we use only 10% of
our brain?” or “Were the crowds truly larger at Donald Trump’s inauguration
than at Barack Obama’s?” has always been a salient aspect of our lives. Iron-
ically, such emotionally charged topics often elicit the backfire effect, where
people’s opinions harden in the face of facts to the contrary [8].

Fig. 1. System Overview: Social Collaborative Argumentation + Emotional Profiles +
[Multi-Attribute Utility Theory Recommendation System + Pedagogical Agents]
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In this paper, we present initial work towards developing a recommendation
system that uses crowd-sourced social argumentation with pedagogical agents
(PAs) to help engender an analytical, evidence-based approach for combating
misinformation. Our goal is to help learners think critically about such topics by
using social collaborative argumentation supported by PAs that are informed by
a recommendation system based on user’ emotional and semantic profiles. An
overview of our approach is shown in Fig. 1.

1.1 Background

Our goal is to help people more effectively explore and understand their possibly
subconscious biases in an effort to overcome the backfire effect and formulate
more varied insights into complex topics. We utilize a structured learning environ-
ment, consisting of a virtual community that supports social collaborative
argumentation, to build an argumentation graph which captures the semantic
content of the propositions associated with such topics [9,10].

We then address the role of emotion in reasoning by modeling the emo-
tional profiles of users and contributors. We use both self-reported emotions
and natural language processing with sentiment analysis from an explanation
interface to create emotional profiles for users [8].

We now extend this approach to incorporate Pedagogical Agents (PA)
to aid users’ learning and gauge the impact of different PAs exhibiting varying
degrees of emotion and knowledge. The PAs are informed by a recommenda-
tion system that fuses both the emotional profiles of users and the semantic
content from the argumentation graph. We can use this emotional assessment
to also gauge the extent of the backfire effect and the change in critical thinking
as well as the ability of users to monitor and regulate their self-regulated learn-
ing processes by considering different types of information, evidence, and social
influence delivered by the PAs.

This approach can have broad applicability for improving online class-
room learning that utilizes threaded discussions; for facilitating decision-making
amongst domain experts; and for creating an informed electorate that can assess
the trustworthiness of information and information sources and lessen the risks
of untrustworthy information like “alternative facts” and “fake news.” It can
also be used to alter existing social networking sites like Facebook to leverage
their current userbase and aid in mitigating destructive online behaviour like
spreading misinformation.

The three parts of our overall approach, shown in Fig. 1, consist of the:

1. Social Collaborative Argumentation and Virtual Community
Our social collaborative argumentation framework allows arguments to be
expressed in a graph structure with input to be provided by a crowd that is
mediated by experts. The fundamental idea is to incorporate content, ratings,
authority, trust, and other properties in a graph-based framework combined
with a recommendation system which explains the tradeoff of various com-
peting claims based on those attributes [9–12].
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2. Emotional and Semantic Profiles
We model users’ emotional associations on complex, controversial topics as
well as create a proposition profile, based on the semantic and collaborative
content of propositions. Our framework combines emotional profiles of users
for each proposition along with the semantic proposition profile [8,9].

3. Explanation Interface Recommendation System and Pedagogical Agents
Interaction, as developed next.

2 Recommender System Explaining Interface

Long, complex arguments have a tendency to overwhelm users and leave them
unable to decide upon which Stance is best supported for complex or controver-
sial topics [2]. Recommendation systems can help target content to aid users’
decision making and come in many varieties [3,14].

Although there are advantages to these models and other explanation inter-
faces [14], including case-based and knowledge-based, combating misinformation
requires the ability to not just look deeply but to look laterally and be able to
account for multiple attributes [15]. Multi-Attribute Utility Theory (MAUT) [7]
based explanation systems have been shown to do exactly this by increasing
trustworthiness and persuasiveness in users’ decision-making [4,5].

Since our goal is to also increase the trustworthiness and persuasiveness of
examining information online, we use the MAUT-based approach to create a
novel explanation interface that can help users reason about controversial or
nuanced topics comprehensively, including analyzing the semantic and emotional
content of a complex argument in order to overcome both cognitive and emo-
tional biases that contribute to echo chambers and the backfire effect. As such,
not only does the system need to address the trust and authority of the informa-
tion and its sources but the Viewer needs to be able to assess these components
independently, as well [9,10].

We therefore create a recommender system that can recommend different
Stances for a Proposition depending on the emotional and cognitive content of
the collaborative argument. We anticipate that most Propositions will represent
complex, nuanced Topics and so will have a number of Stances in general. The
system will thus suggest supported Stances based on weights from the Viewer.

We do so by forming both Semantic and Emotional Profiles. Analogous to
the standard recommendation models, we map {Products} → {Stances} and
{Attributes} → {Claims, Evidence, Sources, Contributors}. Wherein the tradi-
tional recommender system utilizes the content of {Reviews}, we consider the
content of {Claims, Evidence} nodes in the argumentation graph, GA.

We also conduct a sentiment analysis on these Claims and Evidence nodes
to create a Proposition Sentiment Profile. Using Viewer ratings of the emotional
and depth of feeling callouts, we construct a Viewer Emotional Profile as well
as a Proposition Emotional Profile [8,9]. We further construct a Proposition
Semantic Profile by using a Text Analysis approach for the semantic content and
combining it with the collaborative cognitive content as well as the weights along
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the various dimensions of Contributor ratings, trust, and authority encapsulated
in the edges e ∈ E of the GA. Finally, we create the following utility model as
per MAUT [7]:

Uv(S) =
m∑

i=1

wi · [α · Vi(S) + (1 − α) · Oi(S)] +
n∑

j=m+1

wj · Oj(S) (1)

where Uv(S) is the utility of a Stance, S, for a Viewer, v, in terms of the
Viewer’s preferences. This contains an attribute model value, Vi, which denotes
the Viewer’s preference for each attribute, ai, as well as a sentiment model value
based on opinion mining, or sentiment analysis, O, as detailed next. The Senti-
ment Stance Model is expressed as:

Oi(S) =
1

|R(ai, S)|
∑

r∈R(ai,S)

Oi(r) (2)

where R(ai, S) is the set of Claims and Evidence, analogous to Reviews in tra-
ditional recommender systems, with respect to a Stance, S, that contain the
opinions extracted on attributes, ai, which consist of Claims, Evidence, Sources,
and Contributors. The sentiment for each review component, Oi(r), is defined
as:

Oi(r) =

∑
e∈E(ai,r)

polarity(e)2
∑

e∈E(ai,r)
polarity(e)

(3)

where E is the set of sentiment elements associated with all the features mapped
to an attribute ai in a review component r and polarity(e) is the polarity value
for the element e as derived using standard statistical sentiment analysis [6].

The utility model, Uv(S), establishes a Viewer’s preferences using a standard
weighted additive form of the value functions [4,5,7]. This model allows us to
calculate the tradeoffs in order to explicitly resolve a Viewer’s preferences. We
calculate this tradeoff among the top k recommended Stance candidates; these
are limited to min[5, |S|], where 5 is the optimum number of options in a category
less than 6 as discovered by [4], and |S| is the number of returned Stances. We
then run the Apriori algorithm [1] over all candidates’ tradeoff vectors in order
to calculate the Categories for Stances, as motivated by [4,5].

All Stances with the same subset of tradeoff pairs are grouped together into
one Category; these tradeoff vectors take the form of sentiment and feature
combined into a phrase like, “more Evidence”, “more Polarized”, etc. The Cat-
egories, in turn, use the tradeoff vectors as their descriptors so that we end up
with Category Titles like, “This Stance has more Evidence from highly-rated
Contributors and have greater similarity in terms of Content.” The category
title is thus the explanation that shows the advantages and disadvantages of the
Stances. A mockup of how this would appear is shown in Fig. 2.

Finally, we want category titles that are different to maximize how informa-
tive they are. As such, we also map the Diversity, D, of each Category, c, in the
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Fig. 2. A sample of the recommendations for Stances organized according to Category
Titles made up of tradeoff vectors. Tradeoff vectors are of the type, “more Evidence”,
“lower Trustworthiness”, etc., while Category Titles are of the form, “These Stances
have greater Feeling but are more Polarized and have lower Trustworthiness”.

set of Categories, C, in terms of both the Category Title, which is simply the
set of tradeoff vectors, and the set of Stances in c, S(c), as:

D(c, S(c)) = min
ci∈C

[(1 − c ∩ ci
|c| ) × (1 − S(c) ∩ S(ci)

|S(c)| )] (4)

In the last step, the Viewer can update their preferences by using a button to
offer better matching Stances. By also incorporating our structured discussion
metrics [13], this framework can be applied to everything from analyzing misin-
formation to structuring discussions in online courses to ensure the information
is trustworthy and the information sources assessable via the Category Titles.

3 Pedagogical Agents (PAs)

This explanatory recommendation infrastructure also utilizes PAs which will
guide the user’s experience. For example, suppose the topic a user wants to
analyze is the crowd size at the 2017 inauguration. Viewers can examine the
social argument with the aid of a PA. They can choose the kind of PA with
whom to interact, like Friendly Republican or Objective Democrat or Angry
Independent, etc.

In our approach, an argument is composed of Stances, Claims, Evidence,
and Sources. This crowd-sourced argument is built out by the contributors to
our system [8,9]. Once the argument is constructed, Viewers can interact with
the argument and the PA. This PA can then guide the Viewer through the
examination of the argument using the biases captured in the PA and help
critically analyze the topic. Viewers can change the PAs in their preferences or
they can change them depending on affective data, either implicit or explicit, as
collected by our framework.

In particular, the PAs can help viewers navigate the claims and especially
those that might contradict their initial stance on a topic by helping them eval-
uate both the evidence and feelings for alternative claims. Since the PA is built
upon the Multi Attribute Utility Theory, it will be able to provide the expla-
nation for why the alternative claims are presented from both a cognitive and
affective perspective.
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Abstract. Educational assessment plays a central role in the teaching-learning
process as a tool for evaluating students’ knowledge of the concepts associated
with the learning objectives. The evaluation and scoring of essay answers is a
process, besides being costly in terms of time spent by teachers, what may lead to
inequities due to the difficulty in applying the same evaluation criteria to all
answers. In this work, we present a system for online essay exam evaluation and
scoring which is composed of different modules and helps teachers in creating,
evaluating and giving textual feedbacks on essay exam solutions provided by
students. The system automatically scores essays, semantically, using pair-wise
approach. Using the system, the teacher can also give an unlimited number of
textual feedbacks by selecting a phrase, a sentence or a paragraph on a given
student’s essay. We performed a survey to assess the usability of the system with
regard to the time saved during grading, an overall level of satisfaction, fairness
in grading and simplification of essay evaluation. Around 80% of the users
responded that the system helps them to grade essays more fairly and easily.

Keywords: Automatic essay evaluation � Automatic feedback �
Intelligent tutoring � Learning assessment

1 Introduction

The most common and traditional way of evaluating and scoring exams is done using
the pen and pencil system. Paper-based examinations and pen-and-pencil evaluation are
prone to different kinds of problems such as inconsistency among markers because of
fatigue, loss of concentration arising from boredom and neatness of student hand-
writing; variables in the markers’ background [1]; and the time it takes to complete the
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marking process. These factors are especially present in case of evaluating solutions
subjective types of exams where the evaluation is not based on some objective criteria
but on teacher’s subjective opinion. Various on-line exam evaluation systems have
been developed, however, these are mostly focusing on objective types of exams and
achieve good performance [2, 3]. For subjective types of exams, Automatic Essay
Evaluation (AEE) systems have been introduced [4, 5]. The main focus of this paper is
on e-Testing systems with particular focus on AEE.

After investigating the current AEE systems and the state-of-the-art in e-Testing
systems, we have designed and implemented an enhanced web-based e-Testing system
that helps both the teachers and students in the process of examination and scoring1. It
allows the assessors to give feedback in the form of textual comments on selected parts
of student’s submissions and scores the exams automatically. The features and func-
tionalities of the system is explained in Sect. 3. The rest of this paper is organized as
follows: Sect. 2 provides an overview of the existing works and approaches and Sect. 3
provides the details of the system. AEE method is presented in Sect. 4. Section 5
presents evaluation results and Sect. 6 presents concluding remarks.

2 Related Works

AEE is an interesting development domain that has been ongoing since the 1960s up to
today [6]. AEE systems are distinguished from each other primarily the way they
evaluate essays such that either by style or by content or both. Another distinction
criterion is the approach adopted for assessing style and/or content. The most important
approaches found in the literature of AEE systems are Statistical, Latent Semantic
Analysis (LSA), Natural Language Processing (NLP), Machine Learning (ML) and
Artificial Neural Network (ANN). AEE systems that focused on statistical approaches
capture only the structural similarity of texts. The following systems, based on LSA,
did more than a simple analysis of co-occurring terms. They introduced two new
approaches to the problem: a comparison based on a corpus and an algebraic technique
that allowed identifying similarities between two texts with different words [7]. The
latest systems are based on NLP, ML and ANN techniques and can do intelligent
analyzes that capture the semantic meaning of an essay. As mentioned above, the
distinction is made between grading essays based on content and those based on style.
AEE systems that evaluate and score primarily based on style is the Project Essay
Grade (PEG) [6] using linguistic features via proxies. Systems utilizing content are
Intelligent Essay Assessor (IEA) [8] using LSA, Educational Testing Service [5] using
NLP, and, Pair-wise [4] based on ANN.

Using the current AEE systems, evaluating and scoring essay can be done auto-
matically but the assessor cannot interact with and give feedback to student answers in
the form of textual comments. The students also do not have the possibility to learn
from their mistakes as AEE systems do not have such a feature so far. To support both
scoring and providing feedback in the form of comment, we designed and implemented
web-based intelligent exam management and evaluation system.

1 http://www.etestsupport.com.
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3 System Modules and Implementation

The System Management Module (Maintenance) includes the User information, Audit
logs, User management and System security sub-modules. Using User Management,
the system administrators can create and set the basic information for teachers and
students. Using User management and Authentication, the administrator can set the
identities of the teachers and students, maintain user information, grant access rights to
the different modules for each user, backup and restore the system information. The
Audit logs module is used to trace the activities and interaction with the system of each
user. If something went wrong, the audit logs will be used to restore the system into a
normal state. Figure 1 shows the available main and sub-modules of the system.

The Instructors module allows teachers to maintain their profile, change their log-in
credentials, to add and maintain their own courses, to approve the requests from
students to register for the course(s) and upload course materials2. The Student module
allows students to register, obtain and maintain their log-in credentials, search and send
a request for course registration to the teacher, submit solutions to exams and view their
obtained score and feedback. The Exam module allows teachers to create private and
public, subjective and objective types of exam. Teachers can also add students into
their exam, dispense the exam online and set the starting and ending time of the exam.
Once the exams are released by the teacher, the students can log-in to the system and
can submit their solution within the given time-stamp. The students will receive a
machine score for essay exams automatically.

The Feedback module is designed to be used by the teachers to give textual
feedback to essay exam solutions. Using this module, the teacher can open each
student’s essay, select and highlight phrases, sentences or paragraphs and write textual
comments to these highlighted parts, as depicted in Fig. 2. It allows the teachers to give
an unlimited number of textual comments on a single essay solution. They can also
modify the machine score based on their reviews. The students can also see the textual
feedbacks given by their teacher.

Fig. 1. The main and sub-modules of the e-Test system.

2 The developed system is not intended to serve as a learning management system (e.g. Moodle) but,
rather, as an e-Testing framework. However, we have implemented this ability to upload course
materials for teachers not using any other system.
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The system was developed using web application development tools like Extended
JavaScript (EXTJS), Hypertext Markup Language (HTML5.0), Cascading Style Sheet
(CSS), Hypertext Pre-processor (PHP) and MySQL.

4 Automatic Scoring Process

The automatic essay evaluation and scoring process of the system is based on com-
puting semantic similarity. For every essay question, the teacher should provide a
reference answer (RA). The RA and the student answer (SA) are provided to the AEE
algorithm as an input. The two inputs will be passed through the text pre-processing
phase and the following activities will be carried out: tokenization; text-normalization;
stopword removal and word lemmatization. The similarity between the RA and SA is
computed using pair-wise method [4] which uses a neural word embedding to
semantically represent the inputs and the score is computed using the Word Mover’s
distance (WMD) algorithm [9] redefined using cosine similarity. Given a RA and SA
the cosine similarity between RA and SA is defined as follows

cosine sim RA; SAð Þ ¼ Xi� Xj
Xik k � Xjk k ð1Þ

where Xi is a vector representation of RA and Xj is a vector representation of SA.
The WMD utilizes the property of word2vec embeddings [10]. Therefore, the

similarity between RA and SA is the maximum cumulative similarity that word vectors
from document RA travels to match exactly to word vectors of document SA. In this
regard, in order to compute the semantic similarity between SA and RA, SA will be
mapped to RA using a pre-trained word embedding model3. Let SA and RA be nBOW

Fig. 2. Feedback module: showing how the teachers can give textual comments

3 https://code.google.com/archive/p/word2vec/.

108 T. M. Tashu et al.

https://code.google.com/archive/p/word2vec/


representations of SA and RA, respectively. Let T2Rnxn be a flow matrix, where Tij�0
denotes how much the word wi in SA has to “travel” to the word wj in RA, and n is the
number of unique words appearing in SA and RA. To transform SA to RA entirely, we
ensure that the complete flow from the word wi equals di and the incoming flow to the
word wj equals d’j. The WMD is defined as follows using cosine similarity measure:

maxT � 0

Xn

i;j¼1
Tij cosine sim wi;wjð Þ ð2Þ

Subject to
Xn

j¼1
Tij ¼ di; 8i 2 1; . . .; nf g

5 System Evaluation

We asked a series of questions to 20 instructors teaching at Wollo University, Faculty
of Informatics, who used the system in their teaching process to evaluate the system but
the survey did not include the feedback from the students’ side yet. The results of the
survey are reported in figure Fig. 3 and Table 1. In all of the figures, we ignored zero-
response answer choices in the graph. The majority of the users replied well and,
particularly, they expressed that the system meets their needs. The majority of the users
also said that the system is useful and reliable. 60% of the respondents report that they
are satisfied with the features of the system and meets their needs. The details for the
five survey are reported in the graphs and tables below alongside the survey questions.

The performance of the pair-wise AEE was evaluated and compared to other state-
of-the-art methods using root mean scored error. The dataset provided by Kaggle4 is
used to see the performance of the method at large scale. The results show that the pair-
wise approach achieved lower level of error 13.31% while 15.35% and 19.23%
respectively for latent semantic analysis and wordnet.

Fig. 3. Survey results collected from two questions (Left-which of the following words would
you use to describe the system? Select all that apply. Right-how much time do you save while
evaluating essay questions using the system?)

4 https://www.kaggle.com/c/asap-sas.
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6 Conclusions

A web-based online essay exam management and evaluation system is designed and
implemented as a tool the teachers in creating and evaluating essay exams. The system
allows the teacher to give textual feedbacks in the form of comment by selecting parts
of the essay solution which he/she assumes is not correct. The system has five main
modules and these are: System Management module, Instructors module, Students
module, Exam and Feedback module. The automatic evaluation and scoring of essay
answers are performed using pair-wise AEE method which uses a RA and SA to
compute the semantic similarity and compute the score according to the weight of the
question. In a survey, conducted to assess the feasibility and usability of the system,
teachers responded that the system helps them to provide higher quality feedback in a
short time. The preliminary results are promising and show good indications for further
improvement of the developed system. The system at this level can only be used for
English language essay exam and we did not perform the survey to measure how the
system meets the needs and requirements for the students.
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Abstract. We propose an approach for the development of argument-
based intelligent tutoring systems in which a domain that can be suc-
cessfully addressed by supervised machine learning is taught in an inter-
active learning environment. The system is able to automatically select
relevant examples and counter-examples to be explained by the students.
The students learn by explaining specific examples, and the system pro-
vides automated feedback on students’ arguments, including generating
hints. The role of an argument-based intelligent tutoring system is then
to train the students to find the most relevant arguments. The students
learn about the high-level domain concepts and then use them to argue
about automatically selected examples. We demonstrate our approach in
an online application that allows students to learn through arguments
with the goal of improving their understanding of financial statements.

Keywords: Intelligent tutoring systems · Learning by arguing ·
Argument-based machine learning · Automated feedback generation ·
Financial statements

1 Introduction

When students collaborate in argumentation in the classroom, they are argu-
ing to learn. Argumentation can help learners to accomplish a wide variety of
important learning goals. [2] It involves elaboration, reasoning, and reflection.
These activities have been shown to contribute to deeper conceptual learning [3].
Effective learning by arguing involves making knowledge explicit: learners that
provide explanations, or make explicit the reasoning underlying their problem
solving behavior, show the most learning benefits [4].

It is often the case that domains of interest can be represented by numerous
learning examples. These learning examples can typically be described by var-
ious features and may contain labels such as ‘good’, ‘bad’ or ‘ugly’. A domain
described by labeled learning examples can be tackled by supervised machine
learning algorithms. Supervised machine learning technique in which the algo-
rithm attempts to label each learning example by choosing between two or more
different classes is called classification. For instance, a classification task would
c© Springer Nature Switzerland AG 2019
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Fig. 1. ABML knowledge refinement loop with the domain expert.

be to learn a prediction model that distinguishes between successful and less
successful companies based on their financial statements.

We propose an approach to the development of argument-based intelligent
tutoring systems using argument-based machine learning (ABML) [12] frame-
work. In principle, it allows any domain that can be successfully addressed
by supervised machine learning to be taught in an interactive learning envi-
ronment. It has been shown that ABML provides the opportunity to develop
interactive teaching tools that are able to automatically select relevant exam-
ples and counter-examples to be explained by the student [15]. We extend that
approach with automated feedback on students’ arguments, including the gen-
eration of hints. In addition, we have developed a web application that can be
easily adapted to various learning domains. It allows students to learn by arguing
with a very clear objective: to improve their understanding of particular learning
domains.

The chosen experimental domain was financial statement analysis. More con-
cretely, estimating credit scores or the creditworthiness of companies. Our aim
was to obtain a successful classification model for predicting the credit scores
and to enable the students to learn about this rather difficult subject.

In the experiments, both the teacher and the students were involved in
the interactive process of knowledge elicitation based on the ABML paradigm,
receiving the feedback on their arguments. The aim of the learning session with
the teacher was in particular to obtain advanced concepts (features) that describe
the domain well, are suitable for teaching and also enable successful predictions.
This was done with the help of a financial expert. In the tutoring sessions, the
students learned about the intricacies of the domain and looked for the best
possible explanations for automatically selected examples, using the teacher’s
advanced concepts in their arguments. The system is also able to track the stu-
dent’s progress in relation to these selected concepts.

2 Argument-Based Machine Learning

Argument-based machine learning (ABML) [12] is machine learning, extended
by concepts from argumentation. In ABML, arguments are typically used as a
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means for users (e.g. domain experts, students) to elicit some of their knowledge
by explaining the learning examples. The users only need to concentrate on one
specific case at a time and impart knowledge that seems relevant for this case.
They provide the knowledge in the form of arguments for the learning examples
and not in the form of general domain knowledge.

ABML Knowledge Refinement Loop [11] enables an interaction between a
machine learning algorithm and a domain expert (see Fig. 1). It is a powerful
knowledge acquisition tool capable of acquiring expert knowledge in difficult
domains [7–9,13]. The loop allows the expert to focus on the most critical parts
of the current knowledge base and helps him to discuss automatically selected
relevant examples. The expert only needs to explain a single example at the
time, which facilitates the articulation of arguments. It also helps the expert to
improve the explanations through appropriate counter-examples.

We use the ABCN2 [12] method, an argument-based extension of the well-
known CN2 method [5], which learns a set of unordered probabilistic rules from
examples with attached arguments, also called argumented examples.

2.1 ABML Knowledge Refinement Loop

In this section, we give a brief overview of the steps in the ABML knowledge
refinement loop from the perspective of the expert:

Step 1: Learn a hypothesis with ABCN2 using the given data.
Step 2: Find the “most critical” example and present it to the student. If

a critical example cannot be found, stop the procedure.
Step 3: Expert explains the example; the explanation is encoded in argu-

ments and attached to the critical example.
Step 4: Return to step 1.

In the sequel, we explain (1) how to select critical examples and (2) how to
obtain all necessary information for the selected example.

Identifying Critical Examples. The arguments given to the critical examples
cause ABCN2 to learn new rules that cover these examples. A critical example
is an example with a high probabilistic prediction error. The probabilistic error
can be measured in different ways. We use the Brier Score with a k-fold cross-
validation repeated n times (e.g. n = 4, k = 10), so that each example is tested
n times. The most problematic example is therefore the one with the highest
average probabilistic error over several repetitions of the cross-validation proce-
dure.

Improving a Expert’s Arguments. In the third step of the above algorithm,
the expert is asked to explain the critical example. With the help of the expert’s
arguments, ABML will sometimes be able to explain the critical example, while
sometimes this is still not entirely possible. Then we need additional information
from the expert where the counter-examples come into play. The following five
steps describe this idea:
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Step 3a: Explain the critical example. The expert is asked the following
question: “Why is this example in the class as given?” The answer can be
either “I don’t know” (the expert cannot explain the example) or the expert
can specify an argument that confirms the class value of the example. If the
system receives the answer “don’t know”, it stops the process and tries to
find another critical example.

Step 3b: Add arguments. The argument is usually given in natural language
and must be translated into domain description language (attributes). One
argument supports its allegation with a number of reasons. The role of the
expert is also to introduce new concepts to the domain. These concepts are
added as new attributes so that they can appear in an argument attached to
the example.

Step 3c: Discover counter-examples. A counter-example is an example from
the opposite class that is consistent with the expert’s argument.

Step 3d: Improve arguments. The expert must revise the first argument in
relation to the counter-example. This step is similar to steps 1 and 2 with one
essential difference; the expert is now asked: “Why is the critical example in
one class and why the counter-example in the other?” Note that the argument
is always attached to the critical example (and never to the counter-example).

Step 3e: Return to step 3c when a counter-example is found.

In the context of argument-based intelligent tutoring systems, the ABML
Knowledge Refinement Loop is used to obtain expert concepts in the form of
attributes that describe the domain well, are suitable for teaching and also enable
successful rule-based models that achieve high predictive accuracy in the given
domain.

3 Arguing to Learn

The ABML Knowledge Refinement Loop can also be used to create meaningful
learning experience for a student (see Fig. 2). To achieve this, the intelligent
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Fig. 2. ABML knowledge refinement loop with the student.
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tutoring system must be able to do more than just automatically select relevant
examples and counter-examples to be explained by the students. Namely, there
should also be automated feedback on the students’ arguments, including the
generation of hints. The role of an argument-based intelligent tutoring system
is then to train students to find the most relevant arguments. Students are
encouraged to formulate their arguments using concepts presented by the expert.
The students get to know the high-level domain concepts and then use them to
argue about automatically selected examples.

We describe three types of feedback on students’ arguments, all of which are
automatically generated by the underlying machine learning algorithm to help
the students construct better arguments and therefore learn faster.

3.1 Counter-Examples

The feedback comes in three forms. The first are the counter-examples that
are already inherent in the ABML process. A counter-example is an instance
from the data that is consistent with the reasons in the given argument, but
whose class value is different from the conclusion of the argument. Therefore,
the counter-example is a direct rebuttal to the student’s argument. The student
must either revise the original argument or accept the counter-example as an
exception.

In contrast to earlier applications of the ABML Knowledge Refinement Loop
(e.g. [15]), our implementation allows the simultaneous comparison of the critical
example with several counter-examples. We believe that this approach allows the
student to argue better, as some of the counter-examples are less relevant than
others.

3.2 Assessment of the Quality of the Argument

The second type of feedback is an assessment of the quality of the argument. A
good argument gives reasons for decisions that distinguish the critical example
from examples from another class. A possible formula for estimating the quality
could therefore be to simply count the number of counter-examples: An argument
without counter arguments is generally considered to be a strong argument.
However, this method considers very specific arguments (e.g. arguments that
only apply to the critical example) to be good. Such specific knowledge is rarely
required, we usually prefer general knowledge, which can be applied in several
cases.

Therefore, we propose to use the m-estimate of probability to estimate the
quality of an argument. The formula of the m-estimate balances between the
prior probability and the probability assessed from the data:

Q(a) =
p + m · pa
p + n + m

. (1)

Here, p is the number of all covered instances that have the same class value as
the critical example, and n is the number of all data instances of another class
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covered by the argument. We say that an argument covers an instance if the
reasons of the argument are consistent with the feature values of the instance.
The prior probability pa and the value m are the parameters of the method used
to control how general arguments should be. We estimated the prior probability
pa from the data and set m to 2.

Consider, for example, the argument given to the following critical example:

Credit score is good because Equity Ratio is high.

The student stated that this company has a good credit score, as its equity ratio
(the proportion of equity in the company’s assets) is high. Before the method can
evaluate such an argument, it must first determine the threshold value for the
label “high”. With the entropy-based discretization method, the best threshold
for our data was about 40, hence the grounded argument is:

Credit Score is good because Equity Ratio > 40 (51, 14).

The values 51 and 14 in brackets correspond to the values p and n, respectively.
The estimated quality of this argument using the m-estimate is thus 0.77.

3.3 Potential of the Argument

The last and third type of feedback is the potential of the argument. After the
student has received an estimate of the quality of his argument, we also give
him an estimate of how much the quality would increase if he had improved the
argument.

The quality of an argument can be improved either by removing some of
the reasons or by adding new reasons. In the first case, we search the existing
reasons and evaluate the argument at each step without this reason. For the
latter option, we attach the student’s argument to the critical example in the
data and use the ABCN2 algorithm to induce a set of rules consistent with that
argument (this is the same as Steps 3 and 1 in the knowledge refinement loop).
The highest estimated quality (of pruned and induced rules) is the potential of
the argument provided.

For example, suppose the student has improved his previous argument by
adding a new reason:

Credit Score is good because Equity Ratio is high and Current Ratio
is high.

The quality of this argument is 0.84. With the ABML method we can induce
several classification rules containing Equity Ratio and Current Ratio in
their condition parts. The most accurate one was:

if Net Income > e122,640 and Equity Ratio > 30 and Current Ratio >
0.85 then Credit Score is high.

The classification accuracy (estimated with m-estimate, same parameters as
above) of the rule is 0.98. This is also the potential of the above argument,
since the quality of the best pruned argument is lower (0.77). The potential tells
the student that his argument can be improved from 0.84 to 0.98.
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4 Case Study

4.1 Domain Description

Credit risk assessment plays an important role in ensuring the financial health
of financial and non-financial institutions. Based on a credit score, the lender
determines whether the company is suitable for lending and how high the price
should be. The credit scores are assigned to companies on the basis of their
annual financial statements. Arguing what constitutes the credit score of a par-
ticular company can significantly improve the understanding of the financial
statements [6].

For the machine learning problem, we distinguished between companies with
good credit scores and those with bad credit scores. We obtained annual financial
statements and credit scores for 325 Slovenian companies from an institution
specialising in issuing credit scores. The annual financial statements show the
company’s business activities in the previous year and are calculated once a year.
There were 180 examples of companies with a good score and 145 companies with
a bad score.

At the beginning of the machine learning process, the domain expert selected
25 features (attributes) describing each company. Of these, 9 were from the
Income Statement (net sales, cost of goods and services, cost of labor, depre-
ciation, financial expenses, interest, EBIT, EBITDA, net income), 11 from the
Balance Sheet (assets, equity, debt, cash, long-term assets, short-term assets,
total operating liabilities, short-term operating liabilities, long-term liabilities,
short-term liabilities, inventories), 2 from the Cash Flow Statement (FFO - fund
from operations, OCF - operating cash flow), and the remaining 3 were general
descriptive attributes (activity, size, ownership type).

4.2 Knowledge Elicitation from the Financial Expert

The goal of the knowledge elicitation from the expert is (1) to obtain a rule-based
model consistent with his knowledge, and (2) to obtain relevant description lan-
guage in the form of new features that would describe the domain well and are
suitable for teaching. In the present case study, the knowledge elicitation process
consisted of 10 iterations. The financial expert introduced 9 new attributes dur-
ing the process. The new attributes also contributed to a more successful rule
model: in the interactive sessions with students (see Sect. 4.3), using the expert’s
attributes in arguments lead to classification accuracies up to 97%.

The target concepts obtained in the knowledge elicitation process were: Debt
to Total Assets Ratio, Current Ratio, Long-Term Sales Growth Rate, Short-Term
Sales Growth Rate, EBIT Margin Change, Net Debt To EBITDA Ratio, Equity
Ratio, TIE - Times Interest Earned, ROA - Return on Assets. An interested
reader can find descriptions of these concepts in introductory books to financial
accounting such as [10].
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4.3 Interactive Learning Session

In the learning session, each student looks at the annual financial statements of
automatically selected companies and faces the challenge of arguing whether a
particular company has a good or bad credit score. Students are instructed to use
in their arguments the expert features obtained through the process of knowledge
elicitation described in Sect. 4.2. This means that the goal of the interaction is
that the student is able to explain the creditworthiness of a company using the
expressive language of the expert. We will now describe an iteration of one of
the learning sessions.

The financial statement and the value of the expert attributes of the training
example B.132 were shown to the student (see left part of Fig. 3). The student’s
task was to explain why this company has a bad credit score.

The student’s explanation was: “The company has a certain profit (looking
at EBIT and EBITDA in the financial statement) and sales are growing, but
also has significant liabilities. Only a small part of the total assets is financed by
stockholders, as opposed to creditors. The main reason for the bad credit score
seems to be low Equity Ratio.” The student also mentioned a high Net Debt
To EBITDA Ratio value – note that this attribute introduced by the financial
expert is one of the target concepts that the student has to master – but was
nevertheless satisfied with the following argument:

Credit Score is bad because Equity Ratio is low

New rules were obtained and the system identified several counter-examples,
such as the one shown in the right side of Fig. 3. The estimated quality of the
student’s argument was 0.89, which means that the student actually gave a rather
good reason why the credit score of the critical example is bad, but, as implied
by the potential, can still be significantly improved. The counter-example shown
in Fig. 3 also has a low Equity Ratio, but comes from the opposite class. That
is, it has a good credit score despite low Equity Ratio.

The user noticed a very big difference in the values of Times Interest Earned
(TIE). He looked up the definition (available in the application) and found that
this attribute indicates how many times a company’s earnings cover its interest
payments and indicates the probability that a company is (not) able to meet
its interest payment obligations. If the student had clicked on “Hints” button
in the application, he would get TIE among the possible options to improve the
argument. However, he would still have to find out for himself whether a high
or low value of TIE indicates good or bad credit score. The student decided to
extend the argument:

Credit Score is bad because Equity Ratio is low and TIE is low

This time the potential of the argument implied that the argument could not be
further improved, therefore the student demanded a new critical example.
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Fig. 3. The student was asked to improve the argument. The attribute values of the
critical example are shown on the left and the values of a counter-example are on the
right.

5 Assessment

The main objective of the experiments presented in this section was to observe
whether automatically generated feedback can enable meaningful interaction
suitable for learning. The authors in [1] point out that most studies associated
with arguing to learn report great individual differences in the use of tools.
They suggest that care must be taken not to fall into the trap of deciding too
early which use is correct and which one is not. Since there are many possible
solutions and applications of our learning approach through argumentation with
the argument-based machine learning framework, we see the results of the pilot
experiments described in the sequel of this chapter more as a proof of concept
than as a precise evaluation of the concrete applications.

We conducted a pilot experiment with three students. It consisted of 31 iter-
ations such as the one described in Sect. 4.3. All students started the interactive
learning session with the same data. The average time per session was 2.83 h. The
average number of arguments analyzed was 2.49 (s = 0.37) per iteration. The
student typically analyzed more than one argument per iteration, since, with
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the help of the automatically generated feedback, the arguments were refined
several times.

To assess the students’ learning performance, we asked them in a post-test to
assign credit scores to 30 previously unseen examples. The students’ classification
accuracy was 87%. We see this as a very positive result, considering that these
students had a rather poor understanding of financial statements only a couple
of hours earlier and were not aware of the high-level concepts reflected in the
expert attributes.

In another experiment, nine students took an online pre-test in which they
were asked to tell the credit score of five companies, provide arguments for their
decisions and express their confidence when making the decision on a scale from 1
(low) to 5 (high). Then they used the online tool (see Fig. 3) for about 45 min. In
a subsequent online post-test, the students were asked exactly the same questions
as in the pre-test. We found that the estimated quality of the students’ arguments
increased on average from 0.85 to 0.87, while the confidence increased on average
from 2.70 to 3.58. It appeared that at the end of the process the students could
confidently use the high-level concepts introduced by the financial expert in their
arguments.

6 Conclusions

We introduced the core mechanisms behind a novel kind of argument-based intel-
ligent tutoring systems based on argument-based machine learning. The main
mechanism enabling an argument-based interactive learning session between the
student and the computer is called argument-based machine learning knowl-
edge refinement loop. By using a machine learning algorithm capable of taking
into account a student’s arguments, the system automatically selects relevant
examples and counter-examples to be explained by the student. The role of an
argument-based intelligent tutoring system is to train students to find the most
relevant arguments. The students get to know the high-level domain concepts
and use them to argue about automatically selected examples. In the interactive
learning session, they receive three types of automatically generated feedback:
(1) a set of counter-examples, (2) a numerical evaluation of the quality of the
argument, and (3) the potential of the argument or how to extend the argument
to make it more effective.

The beauty of this approach to developing intelligent tutoring systems is
that, at least in principle, any domain that can be successfully tackled by super-
vised machine learning can be taught in an interactive learning environment
that is able to automatically select relevant examples and counter-examples to
be explained by the students. To this end, as a line of future work, we are con-
sidering the implementation of a multi-domain online learning platform based
on argument-based machine learning, taking into account the design principles
of successful intelligent tutoring systems [14].
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12. Možina, M., Žabkar, J., Bratko, I.: Argument based machine learning. Artif. Intell.
171(10/15), 922–937 (2007)
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Abstract. We propose a model explaining a process of the data analysis in the
form of the dual space search: data space and hypothesis space. Based on our
model, we developed two hypotheses about the relationship between the search
in the data space and two scientific research approaches; hypothesis-driven
approach and data-driven approach. Generating a testable hypothesis before an
analysis (hypothesis-driven) would facilitate the detailed analyses of the vari-
ables related to the hypothesis but restrict a search in the data space. On the
other hand, the data analysis without a concrete hypothesis (data-driven) facil-
itates the superficial but broad search in the data space. The results of our
experiment using two kinds of the analysis-support system supported these two
hypotheses. Our model could successfully explain the process of data analysis
and will help design a learning environment or a support system for data
analysis.

Keywords: Scientific research process � Research approach � Data analysis �
Hypothesis-driven � Data-driven

1 Introduction

In the research process, we conduct an experiment and collect values for many types of
variables. For example, when we investigate the learning process of students, we give
them problems and measure the number of solved problems, a time to solve a problem,
pre- and post-test scores, answers to a questionnaire, and so on. Most of the previous
studies have focused on such process primarily; namely, planning and conducting the
experiment.

However, to draw valuable conclusions, the data analysis process after the exper-
iment is also crucial. The process includes selecting the variables to be analyzed from
the measured variables and the analysis method to be applied. We focus on such data
analysis process after conducting the experiment; especially, on selecting the variables
to be analyzed. The purpose of this study is to propose a model explaining the data
analysis process and confirm two hypotheses derived from the model using two
analysis-support systems.
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2 Dual Space Search for Data Analysis Process

An orientation of what stage the instant study is at in the process of conducting a piece
of scientific research. One has already conducted his/her planned experiment and
collected values of many types of variables. The goal now is to derive conclusions by
analyzing the data [6].

2.1 Hypothesis Space and Data Space

The scientific discovery process is described as the search in two spaces, hypothesis
and experiment spaces [4]. This model mainly described the process of constructing a
hypothesis and planning an experiment but does not include the detailed process of data
analysis after the researcher conducts experiments. We introduce another space, data
space, to explain the data analysis process in the form of the dual space search model;
the dual space in this study means data space and hypothesis space shown in Fig. 1.

2.2 Data Space

The data space contains all the collected data in the experiment and related data. The
data is defined as the values for variables and each variable is a candidate to be a
dependent variable [1]. A search was conducted in the data space via data analysis [2].

Particular variables have been selected as the dependent variables and their values
analyzed by statistical analysis. Only those selected as dependent variables are marked
as searched. When the researchers analyze an identical variable or similar variables
repeatedly, their search in the data space is biased.

The researchers are able to create a new variable, which cannot be measured
directly, by combining the values of other variables [5]. For example, the increase of a
certain test score is created by subtracting the pre-test score from the post-test score.

Fig. 1. Hypothesis and data spaces. Hs in the hypothesis space mean hypotheses. Vs in the data
space mean variables.
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2.3 Hypothesis Space

The hypothesis space contains all hypotheses, which have a hierarchical structure from
an abstract to a concrete level [9]. The hypotheses of an abstract level are general and
explain phenomena in a broad scope but cannot make a certain prediction of a related
data trend. Hypotheses at a concrete level are strict and explain only a few phenomena,
but can make a certain prediction.

The researchers select a hypothesis to be tested [4, 9]. After they focused on a
certain middle- or high-level abstraction hypothesis, they select hypotheses from its
children, which restrict the search in the hypothesis space. The sufficiently concrete
hypothesis was evaluated through value analysis of the corresponding variables. When
the results of the analyses are consistent with the prediction from the hypothesis, the
hypothesis is supported.

2.4 Search Pattern

Individual differences and the effects of the analysis approach or strategy are repre-
sented by the different search pattern in the data and hypothesis spaces. Our model also
predicts the behavior of researchers using a certain approach. In this part, we discuss
the two approaches in the form of our dual space search model and predict the
behaviors during the analysis process.

Hypothesis-Driven Approach. In the hypothesis-driven approach, scientific resear-
ches conducted based on a certain hypothesis [4, 7–9]. They generate a testable
hypothesis and then manipulate the independent variables and measure the values of
the dependent variables, both of which reflect what is stated in the hypothesis. This
approach is recognized as the fundamental one for scientific progress.

In this approach, the two spaces are searched from the hypothesis space to the data
space. Researchers using the hypothesis-driven approach have their hypothesis, usually
a middle-level hypothesis. Therefore, only variables corresponding to the children of
their hypothesis are analyzed. In short, because the search in the hypothesis space is
restricted, the search in the data space is also restricted.

If the participants have their hypothesis, they try to acquire as much evidence as
they can, which support their hypothesis. Additionally, they can predict what types of
variables are needed to confirm their hypothesis. Therefore, if they cannot find the
variables they need, they try to create them.

Data-Driven Approach. The data-driven approach, wherein conclusions are derived
from data analysis with no concrete hypothesis, has attracted a lot of attention recently.
In this approach, researchers start with an abstract purpose or research question. The
collected data is analyzed to specify the relationship between the variables without a
concrete hypothesis [2, 3]. The hypotheses are derived from the results of the analyses;
therefore, the two spaces are searched from the data space to the hypothesis space.

Researchers select dependent variables based on their purpose, interest, and
sometimes intuition. All variables in the data space have the possibility to be selected
as dependent variables, so the data space is not restricted.
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In the data-driven approach, researchers just try every variable they are interested
in, while in the hypothesis-driven approach, only variables that support their hypothesis
are selected. The need to create a new variable is small for them. Therefore, they
analyze the collected data without creating any new variables.

3 Hypotheses in This Study

We tested two hypotheses about a relationship between each approach and search in the
data space developed based on our model.

Depth Hypothesis. The hypothesis-driven approach facilitates a deeper search in the
data space, namely creating new variables, compared to the data-driven approach.

Width Hypothesis. The data-driven approach facilitates a wider search in the data space
compared to the hypothesis-driven approach.

4 Analysis-Support System

We developed two kinds of analysis-support systems as shown in Fig. 2, one of which
was provided to the participants instructed to use the hypothesis-driven approach (H-
driven condition) and another was provided to those instructed to use the data-driven
approach (D-driven condition).

Both systems could perform two statistical analyses: a comparison of means (t-test)
and a test of correlation for each application condition. All the participants had to do
was select the dependent variable(s) from the list. The results of the analyses were
presented in a narrative form and as graphs. The participants could create a new
variable by selecting two variables and one operator from addition, subtraction, mul-
tiplication, and division. They were able to use the new variables for successive
analyses.

The analysis process in each condition was controlled by each system using dif-
ferent system prompts. In the H-driven condition, first, the participants were asked to
enter the concrete-level hypothesis. Next, they planned an analysis where they entered
a variable name(s) they selected as a dependent variable(s) and selected one statistical
analysis. Based on their plan, they conducted the statistical analysis. Finally, they
concluded whether their hypothesis was supported by the results of the analysis. Then,
they repeated these processes cyclically. The system presented their hypothesis in all
processes so that they could act based on their hypothesis.

In the D-driven condition, participants started by planning analysis and then con-
ducting it. After that, they interpreted the results of the analysis and described their
derived hypothesis of why such results were observed. The format of the planning
phase was the same as that used in the H-driven condition. The interpretation phase
used the same format as that in the H-driven condition to describe the hypothesis
derived in the D-driven condition.
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5 Data Analysis Task

The participants were asked to analyze a data set collected in a fictional experiment. As
we described above, they were divided into the H-driven condition or the D-driven
condition.

5.1 Scenario

All participants were instructed that: (1) Two electronic applications could be used to
complete homework consisting of mathematical proof problems. (2) An evaluation
experiment was conducted. (3) Their task was to analyze the data set collected in the
evaluation experiment. In the third instruction, the participants were instructed to
complete two subtasks. Subtask 1 was to investigate which application offered more
learning effects. Subtask 2 was to investigate why one application produced more
learning effects more than another.

(a) Home screen of the support system.

(b) Analysis result screen. (c) Creation of new variable. 

Fig. 2. Example screenshots of the support system for the H-driven condition. The hypothesis
window is removed in the D-driven condition.
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Participants in the H-driven condition were told that the two homework Apps were
named new App and old App. The role of the participants in the scenario was a
professor who developed the new App. We gave them the hypothesis: The new App
would have more learning effects than the old one.

In the D-driven condition, App 1 and App 2 were not given any other specific
descriptors. The participants did not receive a hypothesis nor were they directed to form
one. Rather, they were told that they were to assume they worked at a market research
company and were unrelated persons in regard to the application developers.

Homework Apps. Detailed instructions for how to use each application were provided
to the participants so that they were able to use the information to interpret the results of
their analyses. App 1 (old) presented a practice problem next to a worked-out example.
In App 2 (new), the worked-out example disappeared before the practice problem was
presented.

Procedure for the Evaluation. Experiment The instructed procedure of the fictional
evaluation experiment was as follows. Thirty students who had the same level of math
ability attended a lecture. Half of them installed App 1 (old) and the other half installed
App 2 (new). Each student used the provided application at their own pace at home for
a week. Then, all students answered a post-test consisting of basic and advanced proof
problems and a questionnaire about the applications they had used.

5.2 Data Set

The participants in our experiment were asked to analyze a data set which was com-
prised of the data collected in the fictional evaluation experiment and other related data.
Table 1 shows all the variables that were included in the data set. The variables are
divided into five categories.

Values for the Variables. The values of the learning results were determined so as to
support the hypothesis for the H-driven condition. The entire and advanced problem
scores were significantly higher in the App 2 (new) condition than those in the App 1
(old) condition. We gave a prepared rationale for why App 2 (new) had better teaching
effects; “In using App 2 (new), students considered each problem more deeply than
when using App 1 (old).” To support this rationale, the values of consideration and
solving failure were larger in the App 2 (new) condition. Additionally, the values of the
“time spent per problem” that was acquired by dividing the values of usage time by the
number of problems was also larger in the App 2 (new) condition. Note that there was
no significant difference between the two App conditions for usage time or the number
of problems. Each other variable had valid values and reasonable correlations with
other variables.
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6 Experiment

6.1 Indices of Depth and Width

Any new variable created by the participants was used as the index of the depth of the
search in the data space. As previously described, the new variables meant the search in
the area where was not included in the superficial search.

The index of the width of the search was a variance of frequency that the variables
in each category used as dependent variables (Shannon’s entropy). If the participants
searched only in a specific area, the frequency of each category was biased, and entropy
was small.

6.2 Method

Participants. Forty-six undergraduate students participated; twenty-three participants
were assigned to each of two conditions.

Table 1. Variables in the data set.

Category Variable name Collected data

Learning process Usage time How long the student used the App
Number of
problems

How many problems were solved using the App

Number of
usages

How many times the student used the App

Solving failure How many problems the student failed to solve
using the App

Learning result Entire score Scores for all problems in the post-test
Basic score Scores for basic problems in the post-test
Advanced
score

Scores for advanced problems in the post-test

Answer for
questionnaire

Consideration “Did you consider deeply for each problem?”
Motivation “Did you enjoy solving problems using the App?”
System
difficulty

“Did you feel difficulties to use the App?”

Achievement test Mathematics Score of achievement test for mathematics
Japanese Score of achievement test for Japanese

Lifestyle
survey

Number of
Bro/Sis

The number of brothers and sisters

Cellphone use How many hours the student uses his/her cellphone
per day

After school
program

How many hours the student studies other than in
the school per week
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Procedure. First, students attended easy lectures about the two statistical analyses, the
procedures for the analyses, and how to use the analysis-support system. After the
lectures, the homework applications were introduced along with the fictional evaluation
experiment and the data set.

The participants started the analysis task for subtask 1. When they got a satisfying
conclusion for it, they entered the conclusion into the system and continued to subtask
2. The analysis task continued for 30 min. Finally, the participants were asked to
describe what they concluded about the two applications.

6.3 Results

Two participants who described the findings as inconsistent with the given data were
excluded from the following analyses.

Depth of Search. The mean number for the new variables was larger in the H-driven
condition than in the D-driven condition (0.851 vs. 0.348, t(42) = 2.343, p = .024).
The results show that the participants in the H-driven condition searched the data space
more deeply than those in the D-driven condition did.

Figure 3 shows the categories for the created variables. They were categorized
based on the categories of the original variables used for the calculation. If both
original variables belonged to the same category, the new variable was also categorized
into the same category. If the original variables belonged to different categories, the
new variable was categorized into one of them based on its name as decided by the
participants. As Fig. 3 shows, the largest number of all new variables was categorized
into the process category.

Width of Search. We calculated the frequency that the variables in each category
were used for the analyses (Fig. 4). For the new variables, we categorized them into
one of the five categories previously described in this paper. The participants in the D-
driven condition analyzed the variables in the achievement test and lifestyle survey
more frequently.

We calculated the entropy for each condition using the following formula, which
was adjusted to a range from 0 to 1. The smaller the entropy number, the more the
search was biased.

adjusted � H ¼
X

C¼category
P Cð Þ log2 P Cð Þ

� �

= log2 5 ð1Þ

The entropy of the H-driven condition (.708) was significantly smaller than in the
D-driven condition (.768; t(42) = 1.850, p = .035). This result means that in the H-
driven condition, the search in the data was biased, especially to the categories directly
related the homework applications (i.e., process, result, questionnaire).
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7 General Discussion

We proposed the model explaining the data analysis process and tested the following
two hypotheses derived from our model.

Depth Hypothesis. The hypothesis-driven approach facilitates a deeper search in the
data space compared to the data-driven approach.

Width Hypothesis. The data-driven approach facilitates a wider search in the data space
compared to the hypothesis-driven approach.

7.1 Depth of Search

The results demonstrated that the participants in the H-driven condition created more
variables, which supports our depth hypothesis: The hypothesis-driven approach
facilitates a deeper search in the data space more than the data-driven approach does.

In subtask 2, the participants in the H-driven condition were asked to describe their
hypothesis about why the new application had more learning effects. Through the
analysis of the answers for the questionnaire, they easily found that the users of new
application considered deeply for each problem. This finding led them to the hypothesis
that the new application offered more learning effect because of the long consideration.
The new variables were created to acquire as much evidence as they could which
support this hypothesis. In fact, 8 of the 14 participants who created new variables
created a variable “time spent per problem” acquired by dividing the values of usage
time by the number of problems named or vice versa.

7.2 Width of Search

As we hypothesized in the width hypothesis, the search in the D-driven condition was
broader than in the H-driven condition. When using the data-driven approach, the data
space was not restricted; therefore, a broad search was conducted.

The participants in the D-driven condition selected the variables in the category
unrelated to the homework application for the analyses, such as the achievement test

Fig. 3. Types of created variables Fig. 4. Frequency of usage as a dependent variable.
(bar represents standard error).
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and lifestyle survey, more than those in the H-driven condition did. The description of
what the participants found through the analysis was consistent with their selection.
More descriptions about a relationship between the learning effect and the data that was
not directly related to the homework application, such as motivation, users’ lifestyle,
and their family, in the D-driven condition. Some participants derive different con-
clusions from the results of the same analysis. It may be because they were able to
consider the reason for the learning effect flexibly from a broad viewpoint by inte-
grating various results of analyses after the analyses process had finished.

8 Conclusion

Both of two hypotheses based on our model of the data analysis were confirmed by our
experiment. The participants who used the data-driven approach conducted broad but
shallow searches in the data space. On the other hand, the participants who used the
hypothesis-driven approach searched deeply, but only in a restricted data space. Our
model, which can successfully explain these differences, will help to design a learning
environment or a support system of the data analysis.
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Abstract. The world-wide drive for academic excellence is placing new
requirements on educational data analysis, triggering the need to find less-trivial
educational patterns in non-identically distributed data with noise, missing
values and non-constant relations. Biclustering, the discovery of a subset of
objects (whether students, teachers, researchers, courses and degrees) correlated
on a subset of attributes (performance indicators), has unique properties of
interest thus being positioned to satisfy the aforementioned needs. Despite its
relevance, the potentialities of applying biclustering in the educational domain
remain unexplored. This work proposes a structured view on how to apply
biclustering to comprehensively explore educational data, with a focus on how
to guarantee actionable, robust and statistically significant results. The gathered
results from student performance data confirm the relevance of biclustering
educational data.

Keywords: Biclustering � Pattern mining � Educational data mining

1 Introduction

Large volumes of educational data are increasingly collected due to a closer monitoring
of students, teachers, researchers and staff, with the aim of pursuing academic excel-
lence. This context poses new challenges on extracting meaningful and non-trivial
educational patterns to support academic decisions.

Current approaches for educational pattern mining are still unable to reveal the true
potential underlying educational data [20]. In its simplest form, educational data gather
the performance of a set of objects (such as students, teachers, researchers, courses,
degrees, among others) along a set of attributes (performance indicators). Although
clustering and pattern mining are typically used to explore such educational data, they
are unable to fully extract the hidden knowledge. Clustering simply groups objects
(attributes) according to all available values, thus being unable to identify local
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dependencies (associations on subspaces) and guarantee actionable results. Pattern
mining shows limitations on handling numeric or non-identically distributed attributes
and lacks robustness to noise and missing data. In addition, it is unable to find non-
trivial, yet potentially relevant educational patterns with non-constant coherence, i.e., it
cannot consider meaningful variations on the values between objects such as coherent
variations on grades from students with different academic performance.

To address the aforementioned limitations, this paper proposes the use of biclus-
tering – subsets of objects meaningfully correlated on a subset of attributes – to
comprehensively explore educational data. Although biclustering has been largely used
in the biomedical field, its full potential in the educational domain remains untapped.

The results presented in this paper confirm the relevance of biclustering to unravel
non-trivial yet meaningful, actionable and statistically significant educational patterns.
Specifically, we identify patterns of student performance in topics addressed in a
course. Such patterns provide a trustworthy context with enough feedback for the
teacher to reform the emphasis given to topics addressed in a course. Our proposal can
be extended towards curriculum restructuring; personalized support to students,
teachers and researchers; among other ends.

The paper is structured as follows. Section 2 provides the background on biclus-
tering and surveys key contributions from related work. Section 3 describes the unique
potentialities of biclustering educational data, and places principles on to achieve them.
Section 4 presents results that empirically validate our proposal. Finally, Sect. 5 offers
the major concluding remarks.

2 Background

2.1 Biclustering

Definition 1. Given a dataset, A ¼ X;Yð Þ, defined by a set of objects X ¼ x1; ::; xNf g,
attributes Y ¼ y1; ::; yMf g, and elements aij 2 R observed in xi and yj:

• A bicluster B ¼ I; Jð Þ is a n� m submatrix of A, where I ¼ i1; . . .; inð Þ � X is a
subset of objects and J ¼ j1; . . .; jmð Þ � Y is a subset of features;

• The biclustering task aims at identifying a set of biclusters B ¼ B1; . . .;Bsð Þ such
that each bicluster Bk ¼ Ik; Jkð Þ satisfies specific homogeneity, dissimilarity and
statistical significance criteria.

Homogeneity criteria are commonly guaranteed through the use of a merit function,
such as the variance of the values in a bicluster [16]. Merit functions are typically
applied to guide the formation of biclusters in greedy and exhaustive searches. In
stochastic approaches, a set of parameters that describe the biclustering solution are
learned by optimizing a merit (likelihood) function.

The homogeneity criteria determine the structure, coherency and quality of a
biclustering solution. The structure of a biclustering solution is defined by the number,
size, shape and positioning of biclusters. A flexible structure is characterized by an
arbitrary number of (possibly overlapping) biclusters. The coherence of a bicluster is
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determined by the observed form of correlation among its elements (coherence
assumption) and by the allowed deviations per element against the perfect correlation
(coherence strength). The quality of a bicluster is defined by the type and amount of
accommodated noise. Definitions 2–3 formalize these concepts, and Fig. 1 shows
biclusters with different coherence assumptions.

Definition 2. Given a numeric dataset A, elements in a bicluster aij 2 I; Jð Þ have
coherence across objects iff aij ¼ cj þ ci þ gij (or attributes iff aij ¼ ci þ cj þ gij), where
cj (or ci) is the value of attribute yj (or object xi), ci (or cj) is the adjustment for object xi
(or attribute yj), and gij is the noise factor of aij.

Let �A be the amplitude of values in A, coherence strength is a value d 2 0; �A
� �

such
that aij ¼ cj þ ci þ gij where gij 2 �d=2; d=2½ �.

Given non-iid finite data where yj 2 Yj, then aij ¼ cj þ gij where aij 2 Yj and dj 2
0; �Yj
� �

for continuous attributes and dj\ Y j

�� �� for integer attributes.
The ci factors define the coherence assumption. A bicluster satisfies a constant when

ci ¼ 0 (or ci ¼ 0), additive assumption when ci 6¼ 0 (or cj 6¼ 0), and multiplicative
assumption if aij is better described by cjci þ gij (or cicj þ gij).

Definition 3. Given a numeric dataset A, a bicluster I; Jð Þ satisfies the order-pre-
serving assumption iff the values for each object in I (attribute in J) induce the same
linear ordering p along the subset of attributes J (objects I).

Statistical significance criteria, in addition to homogeneity criteria, guarantees that the
probability of a bicluster’s occurrence (against a null data model) deviates from
expectations. Dissimilarity criteria can be further placed to comprehensively cover the
search space with non-redundant biclusters.

Following Madeira and Oliveira’s taxonomy [16], biclustering algorithms can be
categorized according to the pursued homogeneity and type of search. Hundreds of
biclustering algorithms were proposed in the last decade, as shown by recent surveys
[6, 9].

Fig. 1. Discrete biclusters with varying coherence.

On the Discovery of Educational Patterns using Biclustering 135



In recent years, a clearer understanding of the synergies between biclustering and
pattern mining paved the rise for a new class of algorithms, referred to as pattern-based
biclustering algorithms [11]. Pattern-based biclustering algorithms are inherently pre-
pared to efficiently find exhaustive solutions of biclusters and offer the unprecedented
possibility to affect their structure, coherency and quality [12, 13]. This behavior
explains why this class of biclustering algorithms are receiving an increasing attention
in recent years [11]. BicPAMS (Biclustering based on PAttern Mining Software) [12]
consistently combines such state-of-the-art contributions on pattern-based biclustering.

2.2 Related Work

Despite the diversity of research contributions on unsupervised educational data mining
[2, 8], real-world decisions are still primarily led by data summarization, visualization
and statistics. Such approaches are centered on efforts to test simple hypotheses,
facilitate searches and support data navigation, whether data is tabular, event-based,
relational, multi-dimensional, or semi-structured [8]. In an attempt to automatize edu-
cational data analysis and guarantee a focus on less-trivial data relations, contributions
in the fields of clustering and pattern mining have been also proposed [2, 7]. In the
context of pattern mining, Buldu and Üçgün [4], Chandra and Nandhini [5], Gottin et al.
[10], and Olaniyi et al. [17] pursued association rules pertaining to student performance
and topic agreement to support curriculum redesign. Sequential pattern mining has been
alternatively applied for topic data analysis to model students’ behaviors along an
educational programme [1, 3]. Results suggest that sequential patterns can be used to
enrich training data for improving predictions of students’ performance.

Biclustering has been firstly suggested for educational data exploration by Trivedi
et al. [18, 19] to understand the impact of tutor interaction in students’ performance. To
this end, the authors partitioned students and interaction features to produce biclusters
for predicting out-of-tutor performance of students. Results show a moderately reduced
error (against baseline predictors). Despite its merits, the applied algorithm imposes
biclusters to follow a checkboard structure, a severe restriction, which possibly explains
the modest results.

Vale et al. [20] offered a comprehensive roadmap on the relevance of biclustering for
two distinct sources of educational data: (1) matrices relating students and subjects
through achieved marks, where the interest is placed on students showing coherent
grades in a particular subset of subjects, and (2) matrices collecting performance indi-
cators of subjects along time with the aim of finding temporal patterns. The goal of the
work was to find biclusters not trivially retrieved using alternative pattern mining
methods. To this end, xMOTIFs, ISA and OPSM biclustering algorithms are considered.
Despite its relevance, the obtained patterns are approximate and not statistically tested.

3 Solution: Biclustering in Educational Data

As surveyed in previous section, pattern-based biclustering approaches provide the
unprecedented possibility to comprehensively find patterns in non-iid data with
parameterizable homogeneity and guarantees of statistical significance. Despite their
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relevance, their use to explore educational data remains unassessed. This section
provides a structured view on how to bicluster educational data, identifying its unique
potentialities.

Real-Valued Educational Patterns. Biclustering seeks patterns in real-valued data
with coherence orientation along objects or attributes (Definition 2). Illustrating, in
student performance analysis, biclusters with patterns on objects reveal coherent grades
on specific topics for a subset of students.

Biclustering also allows the calibration of coherence strength (Definition 2) – e.g.
how much two academic indicators need to differ to be considered dissimilar. Allowing
deviations from pattern expectations in real-valued educational data is key to prevent
the item-boundaries problem, thus tackling discretization problems faced by classic
pattern mining methods. Patterns are inferred from similar (yet non-strictly identical)
performance indicators, whether numerical or ordinal.

Comprehensive Educational Data Exploration. Pattern-based biclustering offers
principles to find complete solutions of educational patterns by: (1) pursuing multiple
homogeneity criteria, including multiple coherence strength thresholds, coherence
assumptions and quality thresholds, and (2) exhaustively yet efficiently exploring
different regions of the search space, preventing that regions with large patterns
jeopardize the search. As a result, less-trivially correlated indicators of academic per-
formance are not neglected. By contrast, classic pattern mining procedures uniquely
focus on educational patterns with constant coherence and the underlying searches have
efficiency bottlenecks in the presence of lengthy patterns. Furthermore, pattern-based
biclustering does not require the input of support thresholds as it explores the search
space at different supports, i.e. we do need to place expectations on the minimum
number of students/teachers/researchers per pattern. Still, the minimum number of
(dissimilar) patterns, minimum percentage of covered data elements, and minimum
number of objects and/or performance indicators in a bicluster can be optionally
inputted to guide the search. Parameterizable dissimilarity criteria and condensed
representations can be placed [12] to prevent redundant educational patterns.

Non-constant Educational Patterns. Depending on the goal, one or more coherence
assumptions (Definitions 2 and 3) can be pursued. Let us illustrate paradigmatic cases
in student performance analysis. The classic constant assumption can be placed to
unravel groups of students with similar grades on a subset of topics/courses. However,
it is unable to correlate grades from students with different performance profiles. In this
context, non-constant patterns can be pursued:

• additive pattern: set of students with different average of performance yet coherent
grades on a subset of topics explained by shifting factors (Fig. 1c);

• multiplicative pattern: set of students with linearly correlated grades on a subset of
topics/courses explained by scaling factors (Fig. 1d);

• order-preserving pattern: set of students with preserved orderings of grades on a
subset of topics/courses (Fig. 1e).

As a result, pattern-based biclustering allows the discovery of less-trivial yet
coherent, meaningful and potentially relevant educational relations.
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Robustness to Noise and Missing Values. With pattern-based biclustering, and by co
trast with classic pattern mining, the user can find biclusters with a parameterizable
tolerance to noise. This possibility ensures, for instance, robustness to the inherent
subjectivity of Likert scale evaluations in questionnaires.

Similarly, pattern-based biclustering is robust to missing data by permitting the dis
covery of biclusters with an upper bound on the allowed amount of missings. This is
particularly relevant to handle missing ranks in questionnaire data or missing grades
due to unassessed topics or unattended exams.

In turn, this ability to handle missing data allows the discovery of coherent modules
(biclusters) in network data (sparse adjacency data) such as student community data or
research collaboration data.

Statistical Significance. A sound statistical testing of educational patterns is key to
guarantee the absence of spurious relations, validate conclusions inferred from edu-
cational patterns, and ensure pattern relevance when building academic reforms and
making other decisions. To this end, the statistical tests proposed in BSig [15] are
suggested to minimize the number of false positives (output patterns yet not statistically
significant) without incurring on false negatives. This is done by approximating a null
model of the target educational data and appropriately testing each bicluster in
accordance with its underlying coherence.

Other Opportunities. Additional benefits of pattern-based biclustering can be carried
towards educational data analysis, including: (1) the removal of uninformative ele-
ments in data to guarantee a focus, for instance, on lower student grades or assessments
of faculty members suggesting problematic performance; (2) incorporation of domain
knowledge to guide the biclustering task, useful in the presence of background data on
courses, students or faculty members [14]; and (3) support to classification and
regression problems in education in the presence of annotations by guaranteeing the
discriminative power of biclusters [11].

4 Results on Student Performance Data

To illustrate the enumerated potentialities of biclustering educational data, we discuss
results from student-topic performance data in four major steps. First, we empirically
delineate general advantages of biclustering student-topic data. Second, we show that
biclustering finds educational patterns robust to noise and missings. Third, we provide
evidence for the relevance of finding non-trivial (yet meaningful) educational patterns
with non-constant coherence. Finally, we show that biclustering guarantees the sta-
tistical significance of relations, providing a trustworthy means for academic reforms.

ADS dataset. The ADS dataset1 captures the performance of students along the topics
of the Advanced Data Structures (ADS) course offered every academic term by the
Department of Informatics of the Pontifical Catholic University of Rio de Janeiro
(PUC-Rio). The dataset combines the results of exams, covering 10 academic terms in

1 BicPAMS available at https://web.ist.utl.pt/rmch/bicpams/. ADS data available upon request.
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which the course was under the responsibility of the same teacher, amounting a total of
229 students and 325 enrollments.

Experimental setting. The BicPAMS algorithm (See footnote 1) [12] is applied since
it consistently integrates the state-of-the-art algorithms on pattern-based biclustering
and guarantees the efficiency of the underlying searches. BicPAMS is below used with
default parameters: varying coherence strength (d ¼ �A= Lj j where ( Lj j 2 {3, 4, 5}),
decreasing support until at least 50 dissimilar biclusters are found, up to 30% noisy
elements, 0.05 significance level, and a single coherence assumption at a time (con-
stant, additive, multiplicative and order-preserving). Two search iterations were con-
sidered by masking the biclusters discovered after the first iteration to ensure a more
comprehensive exploration of the data space and a focus on less-trivial educational
patterns. Topic-based frequency distributions were approximated, and the statistical
tests proposed in [15] were applied to compute the statistical significance of each found
bicluster.

4.1 Real-Valued Educational Patterns

Table 1 synthesizes the results produced by biclustering student-topic data with Bic-
PAMS [12]. Confirming the potentialities listed in Sect. 3, BicPAMS was able to
efficiently and comprehensively find a large number of homogeneous, dissimilar and
statistically significant biclusters – subsets of students with coherent performance on a
subset of topics. One can check, for instance, in the first row of Table 1, that among the
total number of discovered biclusters (135), we found that 120 of them are statistically
significant with a p-value lower that 0.1%. Given these 135 biclusters, there are
approximately u I1j j; . . .; I135j jð Þ = 16 students per bicluster on average and
u J1j j; . . .; J135j jð Þ = 3 topics per bicluster on average considering a constant assump-
tion, three bins ( Lj j ¼ 3 and d ¼ �A= Lj j), and a perfect quality (100%/no noise).

Table 1. Properties of the biclustering solutions found in ADS data with BicPAMS when
varying the homogeneity criteria.

Assumption Lj j Quality #bics l Ij jð Þ
�r Ij jð Þ

l Jj jð Þ
�r Jj jð Þ

p-value
>0.01

p-value
2 [0.1, 1E−3]

p-value
<1E−3

Constant 3 100% 135 15.6 ± 5.8 2.9 ± 0.4 10 15 120
Constant 3 70% 123 20.3 ± 5.1 3.1 ± 0.3 2 10 111
Constant 4 70% 168 15.1 ± 4.8 3.0 ± 0.1 10 26 132
Constant 5 70% 241 10.8 ± 3.7 3.1 ± 0.2 9 65 167
Additive 4 70% 310 15.3 ± 8.2 3.1 ± 0.4 17 23 270
Multiplicative 4 70% 195 14.3 ± 5.3 3.1 ± 0.4 9 13 173
Order-
preserving

_ 70% 91 27.4 ± 4.4 3.4 ± 0.5 11 20 60

On the Discovery of Educational Patterns using Biclustering 139



These initial results further show the impact of tolerating noise by placing different
coherence assumptions (such as the order-preserving assumption), and parameterizing
coherence strength d / 1= Lj jð Þ on the biclustering solution.

4.2 Constant Educational Patterns

Table 2 provides the details of an illustrative set of four constant biclusters (and the
respective performance pattern, subset of topics, coherence strength and statistical
significance) using BicPAMS with default parameters. Each bicluster shows a unique
pattern of performance. For instance, bicluster B5 reveals a group of 13 students who
coherently encountered moderate, delineate and no difficulties (corresponding to the
pattern 1; 0; 4f g using 5 bins where 0 denotes a low grade and 4 an excelling grade) in
3 topics (binary searches, bit-vectors and complexity).

Figure 2a visually depicts an additional constant bicluster. Each line in the chart
represents a student and her/his grades on along the 3 topics in the bicluster.

These results motivate the relevance of finding constant biclusters to understand
coherent patterns of difficulty between topics for a statistically significant population of
students. One can check that a bicluster considers both identical grades (where lines
converge) and more loosely similar values (where lines diverge). The profile of the
students in a specific bicluster can be further analyzed to further understand its influ-
ence on the resulting performance.

Table 2. Constant biclusters found in ADS
data.

Table 3. Order-preserving biclusters in ADS
data.
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A closer analysis of the found biclusters shows their robustness to the item-
boundaries problem: students with slightly deviating grades from pattern expectations
are not excluded from the bicluster. This allows the analysis of real-valued or/and
integer data without the drawbacks of aggregated/discrete views on students’
performance.

4.3 Non-constant Patterns

Non-constant patterns are suggested if the focus is not on determining levels of per-
formance but to assess the relative difficulty among topics. BicPAMS [12] was applied
to find such less-trivial yet relevant topic-student patterns, including patterns with
order-preserving, additive, and multiplicative coherence assumptions (Table 1).

Table 3 provides the details of two statistically significant order-preserving
biclusters, including the subset of students and topics, and the permutation of topic
grades (the pattern). For instance, bicluster B6 reveals an unexpectedly large group of
students with arbitrarily-different grades yet coherently facing more difficulties in
heaps, then binary searches and, finally, B-tree removals.

Figure 2 depicts 3 additional biclusters with order-preserving (2b), multiplicative
(2c) and additive (2d) coherence. These coherence assumptions are useful to accom-
modate coherent orders, shifts and scales in student performance, thus being able to
account for differences in students’ aptitude.

4.4 Noise-Missing Robustness

Tolerance to noise can be customized (see Table 1) in order to comprehensively find
patterns with parameterizable degree of quality. In addition to noise-tolerance, gij,
coherence strength d ¼ �A= Lj j can be explored (Table 1) to comprehensively model
relations between students and topics with slight-to-moderate deviations from
expectations.

Fig. 2. Set of (a) constant, (b) order-preserving, (c) multiplicative, and (d) additive biclusters
found in ADS data (subsets of students with coherent grades on subsets of topics in the absence
and presence of ordering, scaling and shifting factors).
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The analysis of the found biclusters further confirms their ability to tolerate missing
educational data. ADS data have two major types of missing grades caused by:
(1) students not showing up to an exam (not evaluated), and (2) not all topics being
covered in the context of an exam applied in a given semester.

4.5 Statistical Significance

Table 1 shows the biclustering ability to find statistically significant relations in
student-topic data. A bicluster is statistically significant if the number of students
with a given pattern or permutation of topic grades is unexpectedly low [15]. Fig-
ure 3 provides a scatter plot of the statistical significance (horizontal axis) and area
Ij j � Jj j (vertical axis) of constant biclusters with Lj j ¼ 3 and >70% quality. This
analysis suggests the presence of a soft correlation between size and statistical sig-
nificance. We observe that few biclusters have low statistical significance (right
bottom dots) and therefore should be discarded to not incorrectly bias decisions in
educational contexts.

5 Conclusions

This work proposed comprehensive principles on how to apply biclustering for the
exploration of educational data in order to tackle the limitations of peer unsupervised
tasks, such as clustering and pattern mining, and untap the hidden potential underlying
educational data by focusing on non-trivial, yet meaningful and statistically significant
relations. Pattern-based biclustering searches are suggested to find actionable educa-
tional patterns since they hold unique advantages: efficient exploration; optimality
guarantees; discovery of non-constant patterns with parameterizable coherence; toler-
ance to noise and missing data; incorporation of domain knowledge; complete
biclustering structures without positioning restrictions; and sound statistical testing.

Results from student-topic data confirm the unique role of biclustering in finding
relevant patterns of student performance, such as similar topic difficulties experienced
by students with a specific profile (given by constant or additive biclusters) and orders
of topic difficulties (given by order-preserving biclusters).

Fig. 3. Statistical significance vs. size of collected constant biclusters ( Lj j = 3).
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Results further evidence the ability to unveil interpretable patterns with guarantees
of statistical significance and robustness, thus providing a trustworthy context with
enough feedback for the teacher to reform the emphasis given to topics addressed in a
course. A similar analysis can be conducted in alternative educational data domains,
including monitored lecturing and research activities.
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Abstract. This study investigated how parents support their children when they
are learning how to use a new application in a situation where the parents do not
have any practical knowledge of it and how parental support influences the
children’s learning. Eleven pairs of parents and children (aged 4–10 years) used
a scrapbook calendar application in workshop. We conducted analyses on the
application logs, the questionnaire data, and the recorded conversations. The
results revealed that there were three different types of groups, the child-led
operation group (parents orally supported children based on their prior knowl-
edge and deductions), the parent-led operation group (parents let children par-
ticipate in operations intermittently), and the leader-led operation group (parents
transferred the operation from themselves to children). The children in the child-
led and the leader-led operation groups were successful in using the application.
Moreover, the children in the child-led operation group were highly motivated
to use the application, and in contrast, the children in the parent-led and the
leader-led operation groups were less motivated. Based on the results, the
application to tutoring systems is discussed.

Keywords: Parent–child interaction � Child-computer interaction �
Parental support � Joint media engagement � Motivation

1 Introduction

Due to the development and prevalence of technology, the education, communication,
and play of children nowadays are supported by multiple digital devices. In Japan,
37.4% of two-year-old children, 47.5% of three-year-old children, and 50.4% of four-
year-old children use any of computers, tablet computers, smart phones and mobile
phones [1]. It means that over half of the children aged more than four years use digital
devices in their daily lives in Japan. Also, in USA, 9% of under two-year-old children,
27% of two- to four-year-old children, and 37% of five- to eight-year-old children use a
mobile device at least once a day [2].

Preschoolers are basically able to use digital devices by observing their parents and
siblings using them [3]. Parental attitudes and use of digital devices have a strong
influence on their children’s use of devices [4]. As children grow older, their inde-
pendent use of devices increases. When they reach the age of six or more, the influence
from parental attitudes toward devices disappears [5]. Although children are able to use
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digital devices by themselves, parents usually participate in their children’s use of
devices in various ways.

Flynn et al. [6] showed that when children, aged from three to four years, played a
computer game for the first time, the parents provided their children with multiple types
of support. In particular, parents supported children by telling them what to do (di-
rectives), explaining the connection between the game and the screen or the children’s
experiences (connections), playing instead of children (taking over), giving advice and
assistance (motor skill help), or asking children questions about the game or what they
were supposed to do (other content-related talk). Moreover, Hinker et al. [7] showed
that even when children, aged from four to six years, played a tablet computer game
which they were accustomed to play independently, parents provided various types of
support. In this case, the parents became involved in the children’s activity by playing
the game together (teammate), guiding children, providing advice, and asking ques-
tions (coach), and observing children’s play (speculator). Furthermore, Barron et al. [8]
showed that parents also provided various types of support to children even when they
were aged from 12 to 14 years. Particularly, parents supported children by teaching
them operational methods (teacher), performing with children (project collaborator),
seeking to learn opportunities for children (learning broker), providing children with
computer-related resources (resource provider), providing information or advice to
children on nontechnical issues such as business or artistic design (nontechnical con-
sultant) and so on.

These previous studies indicated that parents actively participate in children’s use
of digital devices in various ways. Such parent-child joint engagement supports chil-
dren to learn with, from, and about technology [9]. However, these previous studies did
not rigorously discuss the fact that parents are not familiar with all the digital devices. It
is common that parents do not have any practical knowledge of new digital devices
which children actually use or try to use. In contrast to previous studies, this study
focused on parent-child interaction in a situation where children try to use a new
application that the parents do not have any practical knowledge of. The purpose of this
study was to investigate in what ways parents support children to learn how to use a
new application and how the parental support influences learning when parents do not
have any practical knowledge of the application.

2 Workshop

2.1 Scrapbook Calendar Application

In the workshop, a scrapbook calendar application [10] was used (Fig. 1a). This
application allows users to decorate the calendar with pictures and typed letters or
emojis. To decorate the calendar, there were three types of operation, editing, adding,
and adjusting. With the editing operation, users could cut pictures from a photo album,
draw pictures or letters by tracing the display with a finger, or type letters or emojis
with the on-screen keyboard. Using the adding operation, they incorporated the edited
materials into the calendar simply by tapping the “done” button displayed in the upper
right corner of the calendar. Finally, by means of the adjusting operation, they could
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change the sizes and the angles of the added materials on the calendar by pinching or
rolling the materials with their fingers.

One of the reasons that we used this application in this study was that it allows a
parent and a child to have a range of different interactions. The application can be used
by one person or two people. Also, two people can use it alternately, or one person can
intervene in the other’s operation. The other reason was that it was guaranteed that the
participants had never used it before. The application had been newly developed and
was yet to be released. Therefore, it could be safely assumed that the participants had
not had any previous practical knowledge or experience of the application.

2.2 Method

Participants. Eleven pairs of a parent and a child participated in the work-
shop. Table 1 shows the summary of the participants. In this study, children aged from
4 to 10 participated in the workshop. Previous studies showed that the children’s age
strongly influenced their use of digital devices [1, 2]. Therefore, we also focus on how
their ability to learn the use of a new application is influenced by their age.

Procedure. The workshop took three hours. A camera and a voice recorder were
prepared for each pair to record the participants behaviors and utterances. Figure 1b
shows the workshop situation with the parent and child. First, the digital pictures they
had brought along for the workshop were transferred to iPads in which the application
was already installed. Next, the application was briefly explained to the parents, and an
operation manual was also provided. The explanation was made very brief so it was not
possible to fully understand how to use the application even with the manual. After
that, the first session began. They used the application for about 40 min and decorated
the calendar with actual events from the previous one or two months. After the first
session, the parents rated the extent to which they agreed or disagreed that their
children fully understood the functions and operational methods of the application on a

(a) Scrapbook calendar application (b) Workshop situation

Fig. 1. (a) Screen capture of the scrapbook calendar application, and (b) workshop situation
with parent and child - a still from a video recording.
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seven-point scale (1: strongly disagree - 7: strongly agree). After a 15-minute break, the
second session began. In the second session, they used the application for about 40 min
and decorated the calendar for the coming one or two months based on their future
plans. Finally, after the second session, the parents rated their children’s understanding
of the application again. In addition, the order of the decoration for the past and future
events in each session was counterbalanced.

3 Results

3.1 Types of Parent-Child Interaction

In the analysis of application operation, we focused on the adding operation, that is,
tapping the “done” button situated in the upper right corner of the display, because this
was a key operation which connects the editing and adjusting operations and is the
optimal operation for assessing the main operator of each group. Figure 2 shows the
average percentage of the child performing the adding operation in the first and the
second session in each group.

First, we calculated the percentages of the parents’ and children’s adding operations
in each pair based on the application logs. Also, from the recorded video, it was
established whether it was the parent or the child that performed the adding operation.
The results showed that the children of two pairs, 4 and 6 in Table 1, performed the
adding operation more than 50% of the time in the first and second sessions. These
pairs were labeled the child-led operation group. The children of three pairs, 2, 9, and
11 in Table 1, performed the operation less than 50% of the time in the first session and
more than 50% of the time in the second session. These pairs were labeled the leader-
led operation group. Finally, the children in the remaining pairs did the operation less
than 50% of the time in both sessions. These pairs were labeled the parent-led oper-
ation group.

Table 1. Summary of the participants.

No. Parent Age Child Age

1 Mother 36 Son 6
2 Father 36 Daughter 8
3 Mother 40 Son 8
4 Father 38 Son 10
5 Father 36 Daughter 5
6 Father 40 Daughter 8
7 Mother 33 Daughter 4
8 Mother 33 Son 6
9 Father 35 Son 7
10 Mother 35 Son 9
11 Father 35 Daughter 9
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Figure 3a shows the average rating for the children’s understanding of the appli-
cation in each group after the first and the second sessions. The children in the child-led
and leader-led operation groups had a higher rating than the children in the parent-led
operation group. Also, Fig. 3b shows the average duration that the children used the
application during the break time, between the end of the first session and the begin-
ning of the second session, and after the end of the second session.

Fig. 2. Average percentage of the child’s adding operation in the first and the second sessions.
The numbers next to the lines show the number of the pair shown in Table 1. The numbers in the
parentheses show the number of times the children performed the adding operation in the first
session (left) and the second session (right).

Fig. 3. (a) Average ratings for the children’s understanding of the application in each group
after the first and the second sessions, and (b) average duration that the children used the
application during the break time, between the end of the first session and the beginning of the
second session, and after the end of the second session.
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In the field of education, time taken by students to perform a given task during their
free time is regarded as an indicator of their motivation to learn [11]. In the child-led
operation group, the amount of time the children used the application during the break
time increased from the first to the second session. Moreover, there was a tendency for
the children in the leader-led and parent-led operation groups not to use the application
in their free time, indicating that their motivation to use the application was lower.

Since the sample size was too small to conduct statistical analyses and compare the
performances among the groups, we interpreted these quantitative data together with
the qualitative data based on the conversations held during the sessions in the following
sections.

3.2 Conversation Analysis

Child-led Operation Group. The following case example indicates a typical utter-
ance pattern in the child-led operation group in the first session. In this case, the parent
and the child of pair 6 tried to incorporate the typed words, opening ceremony (of the
school term), into the calendar for their past events. P and C indicate the parent and the
child respectively. The number indicates the pair number shown in Table 1. Under-
lining indicates their body movements.

In line 1, C6 typed the words, opening ceremony, using the keyboard. At this point,
the typed words were presented on the calendar. In line 8, P6 suggested that C6 should
move the typed words, opening ceremony, away to somewhere, deducing that the typed
words could be adjusted at this point. However, the typed words did not move, and the
keyboard opened unintendedly because the “done” button had not been tapped pre-
viously to adjust the words. In line 10, P6 deduced again that the cross mark, the enter
key, on the keyboard should be tapped to adjust the typed words, telling C6 to tap the
cross mark. However, right after that, in line 12, P6 realized that the “done” button
should be tapped before moving the words and told C6 to tap the “done” button. After
that, they successfully adjusted the typed words and decorated the calendar.

In the first session, the parents in the child-led operation group tended to orally
support their children’s operations based on their prior knowledge and deductions, and
the children actively used the application. In the second session, the interaction pattern
between parents and children was the same as in the first session. However, in contrast
to the first session, most of the utterances in the second session were not related to the
operational methods, but they were related to the past or future events.
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1 C6: Opening ceremony.
C6 typed the words opening ceremony using the keyboard.

2 P6: Do you know how to write opening ceremony in Chinese characters?
3 C6: I don’t know.
4 P6: If you don’t, it is all right with Japanese syllabary characters.

P6 pointed to a certain button to let C6 close the keyboard.
5 C6: Right here?

C6 pointed the button.
6 P6: Yes.
7 C6: Yes.

C6 tapped the button.
8 P6: Then, it seems like a good idea to move this away.

C6 touched the typed word, and the keyboard opened.
9 C6: Oh, what? Opening ceremony is not written correctly.

P6 tapped the display and opened the keyboard.
10 P6: That’s right. (Tap) The cross mark. 

C6 tapped the cross mark, the enter key, on the keyboard. P6 tapped the cross 
mark again and the keyboard close button on the keyboard.

11 P6: This should be fine.
C6 tapped the display.

12 P6: Oh, and done.
P6 pointed to the “done” button to let C6 tap it.

13 C6: What are you doing?
14 P6: Push the cross mark. Roll this (keyboard) down. And, push “done”.

C6 tapped the enter key and the keyboard close button on the keyboard.
15 P6: Now, does this move? Yes.

C6 tapped the “done” button and moved the typed words.

Parent-led Operation Group. The following case example shows a typical utterance
pattern in the parent-led operation group in the first session. In this case, the parent and
the child of pair 7 drew words on the calendar for their past event.

In line 1, P7 opened the drawing window and asked C7 to choose what to draw and
its color. In line 2, C2 decided to write her name. In line 3, P2 accepted the idea and
chose the color for C2. In line 4, C7 wrote her name on the calendar. In line 7, P7 had a
little difficulty with the adding operation. However, P7 randomly tapped the “done”
button and managed to add the name to the calendar.

In the first session, the parents in the parent-led operation group tended to use the
application most of the time and only let the children participate in operations inter-
mittently. In the second session, the interaction pattern between parents and children
was same as in the first session. Surprisingly, the children in five pairs out of six pairs
of this group, pairs 1, 3, 7, 8, and 10 in Table 1, stopped working on the application in
the middle of the second session.
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1 P7: Do you want to draw something? No? What color?
P7 opened the drawing window.

2 C7: Well, I am going to write <her name>.
3 P7: Yes, write your name.

P7 chose color blue to draw.
4 C7: <her name>.

C7 drew her name on the calendar.
5 P7: Yes.
6 C7: Look. I am not finished writing. I will write. Here we go.
7 P7: Wait a minute. Done.

P7 took a look at the explanation manual, tapped a few places, and tapped the 
“done” button.

Leader-led Operation Group. The following case example shows a case where the
parent and the child of pair 2 tried to decorate the calendar with an emoji related to a
barbecue for their future event.

In line 1, P2 said that he wanted to decorate the calendar with an emoji. In line 2,
C2 asked how to do it. From lines 3 to 8, P2 actively searched for a way to decorate the
calendar with an emoji by himself even tearing C2’s hand away. In line 8, P2 realized
how to add an emoji on the calendar. Once P2 understood the operational method, P2
let C2 do the operations, supporting C2’s operations orally. In line 11, C2 looked for
and found an appropriate emoji from the aligned the emojis displayed on the keyboard.
In line 12, P2 told C2 to tap the “done” button to add the emoji to the calendar.

In the first session, the parents in the leader-led operation group tended to actively
operate the application until they completely understood the operational methods. On
the other hand, in the second session, the parents tended to transfer the operation to the
children. Also, their conversations became more about the decorations than the oper-
ational methods. The parents and the children often gave their opinions about the
decorations or insisted on taking over the operation from the other person.
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1 P2: I want to put the face (of emoji).
2 C2: How can we do it?
3 P2: I don’t know how. Wait, I got it. I got it. Tap “cancel”. There might be some-

thing. No, this was returned.
P2 canceled the earlier operation and started to tap the represented icons and 
words one-by-one from the upper left corner of the display. C2 tried to pull the 
tablet close to herself.

4 P2: Wait. Let it go.
P2 shook off C2’s hand from the tablet.

5 C2: It should be somewhere around here.
C2 pointed to a certain area on the display.

6 P2: OK. Let me tap around here. No. This will take a picture. What’s this? Text 
size. Ah, we can enter words from here. We can write barbecue here.
P2 tapped icons and words one-by-one from the upper left corner and opened 
the text editing window.

7 C2: I can’t write.
C2 moved her pointing finger on the display.

8 P2: Wait. Probably, the typed words can be moved later. Wait. We might be able 
to enter words by tapping this.
P2 continued to shake C2’s hand off from the tablet, typed barbecue on the 
keyboard, and handed the tablet back to C2.

9 C2: Barbecue?
10 P2: That could be something.

P2 peered into the display.
11 C2: I want to do it. Barbecue. There are so many meats. There it is.

C2 scrolled the aligned the emojis on the keyboard, and tapped one of the 
emojis.

12 P2: And then, tap done, done.
C2 tapped the “done” button.

4 Discussion

4.1 Parental Support and Child Learning Performance

In the child-led operation group, the parents tended to orally support their children’s
operations based on their prior knowledge and deductions. The results of the conver-
sation analysis corresponded with those of the quantitative analysis, showing that the
children had no problem in using the application. The parents accepted the children’s
autonomy and guided them to achieve their goals. Such children’s learning through
their independent activities is an effective learning strategy known as active learning
which enhances learning motivation [12]. The children’s active learning is considered
to lead to their success in using the application and their higher motivation to use it.

In the parent-led group, the parents used the application most of the time, and the
children were highly controlled and limited in using the application. This was assumed
to happen because of the children’s ages. All the four children under seven years old
belonged to this group, and therefore, most of the parents might have thought that using
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the application was too difficult for their children. However, as in the quantitative
analysis, the parents rated their children’s understanding higher than the median rating,
the middle number of the scale. This might happen because they had lower standards
for their children according to their ages. Moreover, almost all the children in this
group quit using the application in the middle of the second session. Such suspension
of activity occurred only in this group. The previous study about motivation shows that
prior achievement influences subsequent motivation [13]. The children in this group
had only a few opportunities to use the application and were assumed to have had less
success and consequently a less satisfying experience, which reduced their motivation
to use it.

In the leader-led group, in the first session, the parents tended to use the application
actively to answer the questions which they raised by themselves. In contrast, the
children tended only to observe their parents’ operations. In the second session, the
parents tended to transfer the operation to the children. Also, their conversations
became more about the decorations than the operational methods of the application.
The results of the conversation analysis corresponded with those of the quantitative
analysis, indicating that the children had no problem in using the application. Fur-
thermore, in the second session, the parents and the children often gave their ideas or
opinions about the decorations or insisted on taking over from the other person. These
ideas, opinions or insistences were treated equally between the parents and the children.
Such relationship appeared to be that of teammates [7] or project collaborators [8] in
which one engages in the other’s activities as a participant. There could be a possibility
that the children might build a strong partnership with their parents to use the appli-
cation. As a result, such a strong partnership might lower their motivation to use
application independently.

4.2 Applications to Tutoring Systems

The results of this study can contribute to the development of tutoring systems in terms
of operational support for children’s learning and giving assistance to parents.
Regarding operational support for children’s learning, children need to acquire skills to
use digital devices in order to learn with the devices. Therefore, tutoring systems which
provide operational support are considered to be effective. Since parents’ oral support
enhanced children’s use of a new application and motivation to use it in this study,
tutoring systems which provide operational support that take children’s autonomous
operations into account are assumed to be efficient. Such operational support might be
provided by means of simple visual texts or auditory sounds. Additionally, because
younger children easily became bored when using a new application in this study, we
considered that, for lower-aged children such as preschoolers, tutoring systems should
give a higher priority to enhancing motivation to learn with digital devices than to teach
learning content. Providing visual or auditory rewards even for minor successes could
enhance their motivation to learn.

Moreover, in regard to giving assistance to parents to enhance their parental sup-
port, by providing feedback, such as the tutor programs used by children or the
duration and frequency of children using certain functions or operations, to parents
from tutoring systems, parents would have a better understanding of their children’s
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skill level in using digital devices as well as their ability to learn content. Therefore,
they should be able to give more appropriate support to their children. The parental
mediation of children’s learning support might improve their learning with tutoring
systems.
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Abstract. Learning attitude is an important factor related to students’ academic
achievement. The existing E-learning systems has paid little attention to the
students’ learning attitude, which lacks the ability of supervision for students’
learning behavior. This paper designs a learning attitude evaluation method
PKULAE based on 17 kinds of learning behaviors. This method analyses the
students’ learning behavior from both global and local aspects. It judges the
student’s learning attitude from global and local aspects by regression analysis
and GBDT regression tree constructed by the students’ behavior characteristic
matrix. Finally, it determines the students’ learning attitude in a certain period
by voting. The paper classifies learning attitudes into positive attitudes and
negative attitudes. We did experiments based on the online behavior data of 125
students in Peking University. The result shows that PKULAE method has been
significantly improved compared with GBDT and RF. When the recall and the
TNR are no less than GBDT and RF, the accuracy is 0.778, which is at least
0.07 higher than GBDT and RF.

Keywords: Learning attitude � Learning behavior analysis �
Regression analysis � Software engineering education � GBDT regression tree

1 Introduction

Learning attitude refers to a relatively stable psychological tendency formed by stu-
dents in their own learning process, including cognitive, emotional and behavioral
factors [1].

In traditional teaching environment, the evaluation of students’ learning attitude
mainly depends on teachers’ personal observation, which makes it difficult to give
timely attention to and rectify all abnormal students who don’t pay their attention to
learning. Now a large amount of learning behavior data have been generated in e-
learning platforms. Based on these data, we designs a learning attitude judgment
method, which can effectively analyze students’ learning attitude, make up for the
function of the current e-learning platform, and provide a better learning environment
for students’ learning.
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2 Related Works

Learning attitude is an important factor affecting students’ academic achievement. It
has a very close relationship with students’ learning behavior. It also affects students’
learning efficiency and learning effect [2]. It is the main factor affecting students’
learning behavior [3]. According to the 2007 CRUMP survey sponsored by the Min-
istry of Education and Science of Japan, students’ learning situation includes attitude
and behavior. Attitude determines the content and manner of behavior, while behavior
reacts on attitude [4]. Zhang Ping and others believe that students’ learning attitude
determines their learning direction and learning attitude can reflect students’ learning
style and behavior to a certain extent [5].

At present, the main research on learning attitude is qualitative analysis, which
judges the students’ learning attitude by artificial way. The most common and direct
evaluation index of learning attitude is academic achievement [6]. However, the pur-
pose of studying learning attitude is to improve academic achievement. Therefore,
before achieving academic achievement, we should evaluate learning attitude from
more angles. In addition to using academic achievement directly, other researchers pay
more attention to evaluating students’ learning attitudes through some specific ques-
tions, mainly through questionnaires. Hwang [7] evaluates students’ e-learning attitude
through questionnaires. Literature [8] Evaluation of nursing students’ e-learning atti-
tude through interviews and case analysis. Although many researchers have conducted
surveys and assessments on the evaluation of learning attitudes, they are unable to get
rid of the two problems of personal subjective factors and quantification, and lack a set
of quantitative and objective means to evaluate students’ learning attitudes, either from
the perspective of achievement or from the perspective of questionnaires.

3 Design of PKULAE Method

This paper defines online operation and head movement as learning behavior, which
occurs in the process of watching videos. There are 17 kinds of behaviors in total. The
learning behavior data is divided into two parts: the global and the local. Local learning
behavior reflects learning attitude when learning specific knowledge points. Overall
learning behavior reflects students’ learning attitude towards curriculum, specialty and
even all e-learning content in the learning process. Combining the two learning
behavior characteristics, this paper designs a learning attitude evaluation method
named Peking University Learning Attitude Evaluation (PKULAE).

3.1 Analysis of Local Learning Attitudes

Local learning attitude relies on the data of learning behavior and watching time. The
learning behavior data DATALB is used as the training data of local learning attitude,
the time data is used as the weight data, and the regression results are further processed
as the weight when the local learning attitude is finally judged.

Considering that students’ learning behavior has a certain time series, assuming that
x is the learning behavior of students at the current moment and y is the learning
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behavior of students at the moment before x, then (y, x) is a learning behavior sequence
pair of students. Therefore, the probability of the student’s current learning behavior
x occurring is shown in formula (1).

P xjyð Þ ¼ P xyð Þ
P yð Þ ¼

n xyð Þ
n2

h i

n yð Þ
n1

h i ð1Þ

Among them, P(xy) is the probability of learning behavior sequence pairs (y,
x) appearing in the total learning behavior sequence pairs, P(y) represents the probability
of behavior y appearing in the total learning behavior pairs, and n(xy), n(y) is the number
of occurrences of learning behavior sequence pairs (y, x) and learning behavior y in the
current data. n2 is the number of all sequence pairs and n1 is the number of all behaviors.

Assuming that every student in the system has m kinds of learning behavior, each
student has an m*m behavior characteristic matrix, as shown in Fig. 1(a), each element
in the matrix is a learning behavior probability. Since there is no sequence relationship
between the probabilities in the feature matrix, it can be transformed into an m2-
dimensional feature vector, as shown in Fig. 1(b). In order to reduce over-fitting,
principal component analysis is used to reduce the dimension of the vector. With 97%
feature information preserved, the m2 dimension feature vector can be reduced to the
l dimension feature vector. As shown in Fig. 1(c), it is the input data for constructing
GBDT regression tree.

Each student can produce an l-dimension eigenvector. The vector is input into the
regression tree(GBDT), and the preliminary regression result rst1 can be obtained.

Assuming that the watching time is t, the lower limit of watching time is s0. If
students’ one-cycle watching time is less than s0, they think that the students are not
fully conscientious. Therefore, according to the data of the students’ watching time, the
weight of the regression results w1 can be determined by formula (2).

w1 ¼ nt� s0

ntotal
ð2Þ

m

m

m2 l

(a) (b) (c)

Fig. 1. Schematic diagram of training data preprocessing
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Among them, nt� s0 denotes the number of cycles that students learn longer than the
lower limit of learning time, and ntotal denotes the number of cycles of curriculum
learning.

According to formula (3), the regression result rst1 is normalized to the maximum
value, and all local learning attitude analysis results of the data set to be tested are
rstlocal (0 < rstlocal < 1).

rstlocal ¼ rst1 � w1=max rst01 � w0
1

� � ð3Þ

Among them, max rst01 � w0
1

� �
represents the maximum value in the current

detection data set. rst01 represents the set of analysis results of all students’ partial
learning attitude and w0

1 represents the weight set of analysis results of all students’
partial learning attitude.

3.2 Analysis of Overall Learning Attitude

The analysis of holistic learning attitude focuses on the distribution of learning content
and head posture during the global e-learning process. Normally, students have a
similar distribution. Students with negative learning attitudes tend to be more per-
functory in the learning process, such as concentrating on one or two courseware,
which will be hard to fit the distribution. Statistics of each student’s e-learning situa-
tion, get the data set DATALTD, DATALTD in each student’s e-learning time distri-
bution, according to the cycle of statistics of each student’s e-learning data frequency,
according to the order from big to small, sorting each student’s data frequency, curve
regression of data, get regression curve, using R square as regression evaluation index,
remember.

DATALFP is acquired in the process of students’ e-learning, and the key points of
face are extracted by OpenPose. According to the key points of face, eyebrow spacing,
lip-nose ratio and face length-width ratio are stored for each user. By analyzing these
data, students can be divided into face or not face the screen. By dividing the number of
pictures that face the screen in a period of time by the number of all pictures in that
period, we can determine the proportion of time that students watch the screen w2.
Finally, the final overall learning attitude rstglobal is obtained by formula (4).

rstwhole ¼ rst2 � w2=max rst02 � w0
2

� � ð4Þ

Among them, max rst
0
2 � w

0
2

� �
represents the maximum value in the current

detection data set and plays the role of maximum normalization. rst02 denotes the set of
the results of the analysis of the overall learning attitude of all students, and w0

2 denotes
the weight set of the results of the analysis of the overall learning attitude of all
students.
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3.3 Generate Final Learning Attitude

In this paper, GBDT and curve regression are used to replace the original weak clas-
sifier in bagging algorithm. The results of rstlocal and rstglobal from the two classifiers
are integrated by voting after dichotomy to generate the final learning attitude.

We set d as the threshold, which is between 0 and 1. Only both of rstlocal and
rstglobal ‘s scores reach above d, can the student be considered as positive learning
attitude during this period as shown in the Table 1.

4 Experiments and Verification

We build an e-learning platform based on Moodle. The learning content is 116 teaching
videos of Software Engineering including 53 lectures. Each video is about 20 min.
The125 participants were undergraduates majoring in software engineering of PKU.
According to the performance management method promulgated by the Peking
University, above 80 points are considered good, and below 80 points are not very
good or unqualified. As a result, only both of two regression result score reach above
0.8, we consider the attitude is positive. When the experiment is carried out, a week is
taken as a learning cycle, and the length of study in each cycle is defined as one hour.
Since there are 17 learning behaviors defined, a 17*17 behavior feature moment is
obtained in the local feature analysis. Then it’s reformed into the shape of input data.

In the experiment, the data set was divided by the method of set-aside. 36 students
were randomly selected from 125 students at a time as test samples and 89 students as
training samples. According to the practical application purpose of the analysis results
of learning attitude, the accuracy and recall are used as the evaluation criteria. Acc is an
evaluation criterion to measure whether it can effectively analyze students’ two states.
The recall R and the TNR (true negative rate) can reflect which learning attitude the
algorithm pays more attention to, and can analyze student data pertinently.

A total of 4 rounds of experiments were carried out, 36 students were randomly
selected for each round to test. RF (Random Forests) algorithm and GBDT algorithm
were compared, and 80/0.8 was used as the threshold to classify attitudes. The
experimental results are shown in Fig. 2.

According to the experimental results, the average evaluation results of this
method, GBDT method and RF method in Table 2 are calculated. From the table, we
can see that the overall accuracy of this method is better than the results of the analysis
using GBDT or RF alone. When analyzing students with positive learning attitudes,
both the method and GBDT have produced good experimental results. The recall
reaches 0.804, while the RF analysis results only have 0.500 recall. For students with

Table 1. Analysis of binary learning attitudes.

rstglobal rstlocal
[0, d) [d, 1]

[0, d) Negative Negative
[d, 1] Negative Positive
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negative learning attitude, the results of PKULAE and RF are better than those of
GBDT. The TNR is 0.761 and 0.784 respectively. From the data comparison, we can
find that this method can achieve better results than the popular GBDT algorithm and
RF algorithm for students with positive or negative learning attitudes.

5 Conclusion

This paper proposed a learning attitude evaluation method PKULAE. In the process of
local learning attitude analysis, the feature matrix is constructed using the students’
operational data, and the input data of GBDT algorithm is obtained by dimensionality
reduction using principal component analysis. Then the regression tree is constructed.
Finally, the results of local learning attitude analysis are obtained by using the time-
length weight and maximum normalization method. The results of overall learning
attitude analysis were obtained by curve regression method, and then the maximal
normalization of face-to-face time ratio was used as weight to obtain the overall
learning attitude results. The voting method is used to vote on the two results to obtain
the final students’ learning attitude.

Acknowledgments. This paper was supported by National Key Research and Development
Program of China (Grant No. 2017YFB1402400), Ministry of Education “Tiancheng Huizhi”
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Table 2. Comparisons of experimental results of three methods.

Acc R TNR

PKULAE 0.778 0.804 0.761
GBDT 0.708 0.804 0.648
RF 0.673 0.500 0.784
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Abstract. While Massive Open Online Course (MOOCs) platforms provide
knowledge in a new and unique way, the very high number of dropouts is a
significant drawback. Several features are considered to contribute towards
learner attrition or lack of interest, which may lead to disengagement or total
dropout. The jury is still out on which factors are the most appropriate pre-
dictors. However, the literature agrees that early prediction is vital to allow for a
timely intervention. Whilst feature-rich predictors may have the best chance for
high accuracy, they may be unwieldy. This study aims to predict learner
dropout early-on, from the first week, by comparing several machine-learning
approaches, including Random Forest, Adaptive Boost, XGBoost and Gradi-
entBoost Classifiers. The results show promising accuracies (82%–94%) using
as little as 2 features. We show that the accuracies obtained outperform state of
the art approaches, even when the latter deploy several features.

Keywords: Educational data mining � Learning analytics �
Dropout prediction � Machine learning � MOOCs

1 Introduction

A key concept of MOOCs is to provide open access courses via the Internet that can
scale to any number of enrolled students [1]. This vast potential has provided learning
opportunities for millions of learners across the world [2]. This potential has engen-
dered the creation of many MOOC providers (such as FutureLearn, Coursera, edX and
Udacity)1, all of which aim to deliver well-designed courses to a mass audience.
MOOCs provide many valuable educational resources to learners, who can connect and
collaborate with each-other through discussion forums [3]. Despite all their benefits, the
rate of non-completion is still over 90% for most MOOCs [4]. Research is still

1 https://www.mooclab.club/resources/mooclab-report-the-global-mooc-landscape-2017.214/
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undergoing on whether the low rate of completers indicates a partial failure of MOOCs,
or whether the diversity of MOOCs learners may lead to this phenomenon [2]. In the
meantime, this problem has attracted more attention from both MOOC providers and
researchers, whose goal is to investigate methods for increasing completion rates. This
starts by determining the indicators of student dropout. Previous research has proposed
several indicators. Ideally, the earlier the indicator can be employed the sooner the
intervention can be planned [5]. Often, combining several indicators can raise the
precision and recall of the prediction [6]; however, such data may not always be
available. For example, a linguistic analysis of discussion forums showed that they
contain valuable indicators for predicting non-completing students [7]. Nevertheless,
these features are not applicable to the majority of the student population, as only five
to ten percent of the students post comments in MOOC discussion forums [8]. In this
paper, we present a first of its kind research into a novel, light-weight approach based
on tracking two (accesses to the content pages and time spent per access) early, fine
grained learner activities to predict student non-completion. Specifically, the machine
learning algorithms take into account the first week of student data and thus are able to
‘notice’ changes in student behaviour over time. It is noteworthy that we apply this
analysis on a MOOC platform firmly rooted in pedagogical principles, which has seen
comparatively less investigation, namely FutureLearn (www.futurelearn.com). More-
over, we apply our method on a large-scale dataset, which records behaviour of learners
in very different courses in terms of disciplines. Thus, the original research question
this study attempts to address is:
RQ. Can MOOC dropout be predicted within the first week of a course, based on the
learner’s number of accesses and time spent per access?

2 Related Research

MOOCs’ widespread adoption during their short history, has offered the opportunity
for researchers and scientists to study them; with specific focus given to their low rate
of completion. This has resulted in the creation of several predictive models that
determine student success, with a substantial rise in the literature since 2014 [9].

Predicting students’ likelihood to complete (or not to complete) a MOOC course,
especially from very early weeks, has been one of the hottest research topics in the area
of learning analytics. Kloft et al. [2] used the weekly history of a 12-week-long psy-
chology MOOC course to notice changes in student behaviours over time, proposing a
machine learning framework for prediction of dropout and achieving an increase by
15% in prediction accuracy (up to 70%–85% for some weeks) when compared to
baseline methods. However, the model proposed didn’t perform correctly during the
early weeks of the course. Hong et al. [10] proposed a technique to predict dropouts
using learning activity information of learners via applying a two-layer cascading
classifier; three different machine learning classifiers - Random Forest (RF), Support
Vector Machine (SVM) and Multinomial Logistic Regression (MLR). This study
achieved an average of 92% precision and 88% accuracy predicting student dropout.
Xing et al. [11], considered active students who were struggling in forums, by
designing a prioritising at-risk student temporal modelling approach. This aims to
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provide systematic insight for instructors to target those learners who are most in need
of intervention. Their study illustrates the effectiveness of an ensemble stacking gen-
eralisation approach to build more robust and accurate prediction models. As most
research on MOOC dropout prediction has measured test accuracy on the same course
used for training, this can lead to overly optimistic accuracy estimates. Halawa et al.
[12] designed a dropout predictor using student activity features for timely intervention
delivery. The predictor scans student activities for signs of lack of ability or interest,
which may lead to long periods of absence or complete dropout. They identified 40%–

50% of dropouts while learners were still active. However, the results provided often
failed to specify the precision and recall, or, if they did, they were not detailed at the
level of a class (such as for completers and non-completers, separately), but averaged.
This is an issue, as it introduces a potential bias, which we further discuss later in this
paper.

Additionally, the data is seldom balanced between the classes. This is yet another
problem, specifically for MOOCs, where the data distribution between the classes is so
skewed (with around 90% of the students belonging to the non-completers class, and
only 10% completers). In combination with the averaging of the results, this could lead
to over optimistic results. Hence in this paper, we report the results in detail at class
level, as well as balancing the data across the classes.

In terms of best performing learning algorithms, the use of random forest (RF) (e.g.,
[13–16]) has appeared in the literature among the most frequently used approaches for
the student classification tasks. Additionally, Ensemble Methods, such as boosting,
error-correcting have been shown to often perform better than single classifiers, such as
SVM, KNN and Logistic Regression [17, 18]. In this sense, and to support our early
prediction, low feature number approach, we applied the following state-of-the-art
classification algorithms to build our model, moving them to the education domain: RF,
GradientBoost, AdaBoost and XGBoost. Further improving on the algorithms may
render higher accuracy, but is beyond of the scope of this paper.

There have been other studies that have proposed using several machine learning
techniques at the same time, to build their prediction models. One study [19] used four
different machine learning techniques, including RF, GBM, k-NN and LR, to predict
which students are going to get a certificate. However, they used a total of eleven
independent variables to build the model and predict the dependent variable – the
acquisition of a certificate (true or false); whereas our model uses only two independent
variables (the number of accesses and the time spent on a page). Additionally, their
results indicated that most learners who dropped out were likely to do so during the first
weeks. This supports our assumption that early prediction is possible and can be
accurate. Importantly, unlike our approach of using only two independent variables
(features/attributes), most prior research used many. For example, [2] employed
nineteen features, including those that capture the activity level of learners and tech-
nical features. Promisingly our model, despite using only two features from only the
first week of each course, can also achieve a ‘good enough’ performance, as shall be
further shown.
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3 Methodology

3.1 Data Preparation

This study has analysed data extracted from 21 runs of 5 FutureLearn-delivered courses
from The University of Warwick between 2013 and 2017. The number of accesses and
the time spent have been computed for each student. The courses analysed can be
roughly classified into 4 main themes: literature (Shakespeare and His World); Psy-
chology (The Mind is Flat) and (Babies in Mind); Computer Science (Big Data) and
Business (Supply Chains). Runs represent the number of repeated delivery for each of
the five courses. The number of runs for each course is (5, 6, 6, 3 and 2, respectively)
whereas the set number of weeks required for studying each course is (10, 6, 4, 9 and
6). In total, they involve the activities of 110,204 learners, who accessed 2,269,805
materials, with an average of around 21 materials accessed per student.

Some courses offer quizzes every week, on subjects of different nature and/or
difficulty level, whereas others skip some of the weeks. Due to all the above variations
between the courses, we have considered it best to analyse each courses independently,
merging only the data from different runs of each course. The latter was made possible,
as all courses had runs (within that course) of identical length and similar structure.

In order to determine if there is a normal distribution of variables in each group
(completers and non-completers), the Shapiro–Wilk test was used. On determining that
distribution was non-parametric, the Wilcoxon signed-rank test was applied, to
determine if there is a significant difference between completers and non-completers.

In order to prepare and analyse the data, we next define the employed feature
extraction and selection technique, as well as the machine learning algorithms previ-
ously identified to address our research question. To begin with, the raw dataset was
refined, removing all students who enrolled but never accessed any material. We dealt
with those learners separately, based on even earlier parameters (such as the registration
date) [20]. Subsequent to this there were 110,204 remaining learners to be studied, of
which 94,112 have completed less than 80% and only 16,092 have completed 80% or
more of the materials in the course. The reason of selecting 80% completion as a
sufficient level of completion (as opposed to, e.g., 100% completion) is based on prior
literature and our previous papers [20–22], where we consider different ways of
computing completion. Moreover, the total number of those who completely accessed
100% of the steps was relatively low.

In terms of early prediction, we have opted for the first week, as this methodology
is one of the most difficult and least accurate approaches when comparing with the
current state of the art in the literature. Alternatively, a relative length (e.g., 1/n days of
the total length of each course) could have been used. However, in practice, this tends
to use later prediction data than our approach (e.g., 1/4th of a course is 1 week for
Babies in Mind, but 2.5 weeks for Shakespeare and his Work).

3.2 Features Selection

Unlike the current literature, this study determined to minimise the number of indi-
cators utilised. In order to check which indicators are more important, we use an
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embedded feature selection method that evaluates the importance of each feature by the
time that the model is training. As we used tree-based ML algorithms, the metric to
measure the importance of each feature was the Gini-index [23]. Figure 1 shows the
most important features for each course.

As one of the goals of this study was to create a simple model, we focused on
specific features which could be used for various MOOCs – this was done to enhance
the generalisation and applicability of the findings for the providers. Therefore, we
applied four features to predict the student completion, as follows. Number of Accesses
represents the total number of viewed steps (articles, images, videos), whereas Time
Spent represents the total time spent to complete each step. Correct answers represents
the total number of correct answers and Wrong answers represents the total number of
wrong answers (see Fig. 1 Gini-importance for all the five courses).

We concluded that Time spent, and Number of access are the most important
features, since those two features are not only easy to obtain for most courses, but also
results show that Time spent in each step is playing a critical role to predict the student
completion. Moreover, the number of accesses was, in general, an important feature in
all the courses. Furthermore, it should be taken in consideration that some courses do
not have quizzes in every week; in this case the Wrong answer and Correct answers
features do not play any role to predict the student’s completion in those courses (see
big data course in Fig. 1(d)).

3.3 Building Machine Learning Models

To build our model, we employed several competing ML ensembles methods, as
follows: Random Forest (RF) [27], Gradient Boosting Machine (Gradient Boosting),
[24] Adaptive Boosting (AdaBoost) [25] and XGBoost [17] to proceed with explora-
tory analysis. Ensembles refers to those learning algorithms that fit a model via
combining several simpler models and converting weak learners into strong ones [26].
In cases of binary classification (like ours), Gradient Boosting uses a single regression
tree to fit on the negative gradient of the binomial deviance loss function [24].
XGBoost, a library for Gradient Boosting, contains a scalable tree boosting algorithm,
which is widely used for structured or tabular data, to solve complex classification tasks
[17]. Adaboost is another method, performing iterations using a base algorithm. In each
interaction, Adaboost uses higher weights for samples misclassified, so that this
algorithm focuses more on difficult cases [25]. Random Forest is a method that use a
number of decision trees constructed using bootstraping resampling and then applying
majority voting or averaging to perform the estimation [27].

After comparing the above methods based on a training and test set division of
70%/30% respectively, in order to more accurately estimate the capacity of the different
methods to generalise to an independent (i.e., unknown) dataset (e.g., to an unknown
run of a course), and to avoid overfitting, we have also estimated the prediction
accuracy based on 10-fold cross-validation, a widely used technique to evaluate a
predictive model [28]. In order to obtain confidence intervals for all the performance
metrics (accuracy, precision, recall, F1-score), we have attempted to predict student
completion a hundred times, by choosing testing and training sets randomly [29].
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4 Results

This section details the results of our prediction task of using the first week to deter-
mine if the learners selected in the above section are to be completers or non-
completers, based on different algorithms. Table 1 compares Random Forest (RF),
Adaboost Classifier, XGBoost Classifier and GradientBoosting Classifier methods for
all five courses, reporting on some of the most popular indicators of success: accuracy,
precision, recall, and the latter two combination, the F1 score.

a) Shakespeare b) The Mind Is flat

c) Babies in Mind d) Big Data

e) Supply chains

Fig. 1. Gini-index for the features in the five courses.
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In general, all algorithms achieved almost the same result, indicating that regardless
of the employed model, the features selected in this study proved to be powerful in
predicting completers and non-completers. Moreover, our predictive models were able
to achieve high performance in each class (completers ‘1’ and non-completers ‘0’) as
shown in Table 1. The prediction accuracy varies between 83%–93%. We can see that
the best performing course, across all four methods applied, is the ‘Shakespeare’
course.

The chart below (Fig. 2) illustrates the median of the time spent by completers and
non-completers on the first step of the first week across all the five courses. Results
show that completers spent between 66% to 131% more time than non-completers in
Big Data and Shakespeare, respectively. Supply Chain recorded the highest ratio
between both groups of learners, with 601% more time spent by completers. However,
the difference between the two groups was lower, i.e., 25% more for completers, for
Babies in Mind.

Additionally, the Shapiro test was used to determine the normal distribution of
variables in each group (completers and non-completers). The results show that the

Table 1. Prediction performance for balanced data (oversampling)

Accuracy Precision Recall F1 Score

Big data [+ −] 0 [+ −] 1 [+ −] 0 [+ −] 1 [+ −] 0 [+ −] 1 [+ −]

Random forest 91.08 0.04 98 0.03 85 0.07 83 0.09 98 0.02 90 0.05 91 0.04

Gradient boosting 91.43 0.04 99 0.01 85 0.07 83 0.09 99 0.01 90 0.05 92 0.04
AdaBoost 91.37 0.04 99 0.01 85 0.07 82 0.08 99 0.01 90 0.05 92 0.04

XGBBoost 91.38 0.05 99 0.02 85 0.08 82 0.09 99 0.01 90 0.05 92 0.05
The mind is flat
Random Forest 87.65 0.05 98 0.04 80 0.07 76 0.08 98 0.03 86 0.05 88 0.04
Gradient boosting 87.91 0.04 98 0.02 80 0.06 76 0.08 99 0.02 86 0.05 89 0.04

AdaBoost 87.78 0.04 99 0.03 80 0.07 76 0.08 99 0.02 86 0.05 89 0.04
XGBBoost 87.94 0.05 99 0.03 80 0.06 76 0.08 99 0.02 86 0.05 89 0.04

Babies in mind
Random forest 82.69 0.05 96 0.04 75 0.08 67 0.14 97 0.03 79 0.06 84 0.05

Gradient boosting 83.47 0.05 98 0.04 75 0.08 67 0.1 98 0.03 80 0.07 85 0.05
AdaBoost 83.30 0.05 98 0.05 75 0.08 67 0.1 99 0.03 80 0.07 85 0.05

XGBBoost 83.41 0.06 98 0.04 75 0.08 67 0.11 99 0.02 80 0.08 85 0.05
Supply chain
Random forest 92.08 0.11 99 0.06 86 0.17 85 0.22 99 0.05 91 0.13 92 0.1
Gradient boosting 93.40 0.1 99 0.03 88 0.18 86 0.2 99 0.03 92 0.11 93 0.1

AdaBoost 93.11 0.1 99 0.05 88 0.17 86 0.19 99 0.04 92 0.11 93 0.1
XGBBoost 93.14 0.09 99 0.03 87 0.16 86 0.19 99 0.02 92 0.11 93 0.09

Shakespeare
Random forest 93.03 0.09 99 0.04 88 0.15 86 0.18 99 0.04 92 0.11 93 0.09

Gradient boosting 93.26 0.11 99 0.04 88 0.17 86 0.22 99 0.03 92 0.13 93 0.1
AdaBoost 93.10 0.1 99 0.06 88 0.16 86 0.19 99 0.05 92 0.11 93 0.09

XGBBoost 93.20 0.09 99 0.05 88 0.16 86 0.2 99 0.05 92 0.11 93 0.09

0: Non- Completer Group, 1: Completer Group, [+−]: Error of margin over 100 prediction times
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time spent is not normally distributed (p-value < 2.2e−16) in all courses. Therefore, the
Wilcoxon test was used to determine if there is a significant difference between the
completers and non-completers groups. The results show that two data sets are sig-
nificantly different in all courses – in other words, that the completers spend not only
more time on average than the non-completers, but that this difference is significant.

5 Discussion

We have selected four of the most successful methods for classification problems,
applying them in the domain of learning analytics in general, and on completion
prediction in particular.

Another candidate was SVM, which we did apply, but which was less successful
with a linear kernel and would possibly need a non-linear kernel to improve accuracy.
In terms of the variation of accuracy, precision, recall and F1 score between courses,
the best performing course, ‘Shakespeare’, was the longest (10 weeks), with a relatively
good amount of data available (5 runs). The worst performing course, on the other
hand, ‘Babies in Mind’, was the shortest (4 weeks).

Thus, for all methods, long courses, such as ‘Shakespeare’ (spanning over 10
weeks) and ‘Big Data’ (taking 9 weeks), perform better. Moreover, it seems that the
longer the course, the better the prediction, as the prediction for the 10-week course on
Shakespeare outperforms the prediction of the 9-week course on Big Data across all
methods consistently, for both training and test set. Our accuracy is very high -
between 82–94% across all courses. This is equivalent to the current best in breed from
the literature, but utilised far fewer indicators to achieve a much earlier success. This
is due to the careful selection process of the two features, which are both generic, as
well as informative. One important reason of why the two early, first week features
were enough for such good prediction is the fine granularity of the mapping of these
features – for each FutureLearn ‘step’ (or piece of content) we could compute both
number of accesses as well as time spent. Thus, the application of the features for the
first week transformed into a multitude of pseudo-features, which would explain the
increased prediction power. Nevertheless, this method is widely applicable and does
not detract from the generalisability of our findings.

Importantly, we have managed to predict only based on the first week of the course,
how the outcome will look like. For some courses, this represents prediction based on a
quarter of the course (e.g., for Babies in Mind). For others, the prediction is based on
data from one tenth of the course, which is a short time to draw conclusions from.

A few further important remarks need considered. Firstly, the data pre-processing is
vital: here we want to draw the attention especially to the balancing of the data. For
such extremely skewed datasets as encountered when studying MOOC completion,
where averages of 10% completion are the norm, prediction can ‘cheat’ easily: by, e.g.,
just predicting that all students fail, we would obtain a 90% completion rate! In order to
avoid such blatant bias, we balance the data.

Furthermore, the way the data is reported is important. Many studies just report the
average for the success measure (be it accuracy, recall, precision, F-score, etc.) over the
two categories. As we can see above, the difficulty in the problem we are tackling is the
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prediction of the completers: thus, it would be easy to hide the poor prediction on this
‘hard’ category, by averaging the prediction across categories and students. To ensure
this is not happening, we provide in this paper separate measures for each category, so
the results we are reporting don’t suffer from this bias.

6 Conclusion

In this paper, we have shown the results from our original study that demonstrates that
we can provide reliable, very early (first week) prediction based on two easily
obtainable features only, thus via a light-weight approach for prediction, which allows
for easy and reliable implementation across various courses from different domains.
Such an early and accurate predictive methodology does not yet exist beyond our
research and as such this is the first in this class of model. We have shown that these
two features can provide a ‘good enough’ performance, even outperforming state of the
art solutions involving several features. The advantage of such an approach is clear: it
is easier and faster to implement across various MOOC systems, and does require the
existence of only a limited amount of information points. The implementation itself is
light-weight, and is much more practical when considering an on-the-fly response, and
has a limited cost in terms of implementation resources, and more importantly, in terms
of time. The results we have obtained are based on balanced datasets, and we report
success indicators across both categories, completers and non-completers. We thus
avoid both bias in terms of unbalanced datasets, as well as bias based on averaging.
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Abstract. The links between objective measures of affect and subjective ratings
regarding a learning and performance episode are not well understood. Specifi-
cally, how a subjective appreciation is constructed from low-level affective
reactions during a given experience remains largely unknown. The goal of this
study is to investigate if the subjective appreciation of a videogame can be
predicted from objective online measures of affect, namely arousal and valence.
The participants were 35 undergraduate students with minimal experience with
the first-person shooter genre of video games. They played FarCry PrimalTM, a
first-person shooter-infiltration game, for 90 min. Results show that arousal, and
not valence, is related to the subjective appreciation of a videogame. Since a
continuous measure of arousal is cheap and relatively unobtrusive, the findings
may have applications in the design of interactive computer applications, such as
ITS and videogames, in helping pinpoint important segments in learning
episodes that will affect a learner’s subjective rating of her experience.

Keywords: Psychophysiology � Arousal � Valence � Subjective enjoyment �
Videogames

1 Problem and Context

The goal of this study is to investigate if subjective appreciation of a videogame can be
predicted from objective online measures of affect during key moments in gameplay.
While subjective ratings are obtrusive and not always accurate, objective measures of
affect are reductionist and may not capture the complexity of an affective experience
[10]. In authentic contexts, in which an experience may extend over dozens of minutes,
an affective judgement may be constructed from a few select events within the expe-
rience. Determining the basis for making a subjective judgment is key in improving
such experiences, for example a learning or gaming experience.
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2 Theoretical Framework

Kreibig [7] has identified three classes of models of affective functioning. The first
class is grounded in the autonomic nervous system. The second class focuses on brain-
behavioral systems. The third class emphasizes psychological processes of meaning
assessment (appraisal) and memory retrieval (as functions of associative networks). To
meet our needs, work in a systems neuroscience perspective is needed to determine
how to integrate these levels functionally. Circumplex models of affect [9], which
derive specific emotions on the basis of two dimensions, arousal and valence, may be
key in this endeavor. Since subjective judgments (interoception) of correlates of psy-
chophysiological measures, such as valence and arousal, are often inaccurate [10],
a complementary use of self-report measures should insist on the appraisal component
of affect.

2.1 Electrodermal Activity and Arousal

From a psychophysiological perspective, it is suggested here that measuring aspects of
affect can be done in an approach similar to cognitive load, as discussed for example by
Antonenko et al. [2], in which temporally fine-grained psychophysiological measures is
used to derive several indexes. Physiological correlates of emotions include cardiovas-
cular, electrodermal and respiratory measures, supplemented with facial electromyog-
raphy. According to [7], 36 indicators can be computed from these sources, including
20 for cardiovascular measures, 13 for respiratory measures and 3 for electrodermal
measures. Concerning the three electrodermal measures, nonspecific skin conductance
response rate (nSSR), and skin conductance level (SCL) and phasic response (SCR), we
focus on the phasic response (SCR). SCR represents a variation in electrodermal activity
at least partly related to a stimulus. SCR is commonly used as a measure of arousal as
the properties of the signal and its underlying neurocognitive mechanisms are well-
understood [4]. The required sensors are also relatively cheap and unobtrusive.

2.2 Frontal Asymmetry and Valence

Researchers have observed that the left and right hemispheres of the brain appear to be
specialized for the expression and experience of positive and negative emotions,
respectively [5]. Much of this evidence comes from EEG studies showing relative
higher activity in left-frontal sites in response to positive stimuli, versus higher activity
in right-frontal sites in response to negative stimuli. For example, Davidson et al. [3]
found that left-frontal EEG leads had higher power when participants were watching a
positive-emotion inducing television program, whereas right-frontal EEG leads had
higher power when negative emotions were being elicited. Usually, the asymmetry in
power is measured in the alpha band, and is referred to as frontal alpha asymmetry [11].
Because alpha power is inversely related to cortical activation, high relative alpha
power in the left frontal region is reflective of less activation, and thus negative
emotional states [8].

Earlier accounts suggested that frontal asymmetry is related to valence. However,
more recent evidence suggests that frontal asymmetry is reflective of approach-
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avoidance motivation and emotions rather than valence, with greater relative left frontal
activation indicating higher approach emotions, and higher right frontal activation
indicating higher avoidance emotions [5, 11]. For example, studies manipulating the
emotion of anger (a negatively valenced approach emotion) have found elicitations of
anger from receiving insulting feedback produce greater left-frontal alpha activation
compared to neutral feedback [6].

It is pertinent to highlight how alpha asymmetry is measured and how its mea-
surement affects its interpretation. Typically, raw alpha powers of contralateral EEG
sites (e.g., F3 and F4) are logarithmically transformed, and then a difference score is
computed as a single measure of relative hemispheric activation. The logarithmic
transformation reduces the skewness and kurtosis of the raw signal, and also mitigates
individual differences in skull impedance between participants [1]. The index of alpha
asymmetry is given by the equation (ln[right]-ln[left] alpha power), with a higher score
reflecting relative greater left frontal activity (given that alpha is inversely related to
cortical network activity). It is important to highlight that this is a relative measure of
hemispheric activation and does not reflect the absolute activation in each individual
hemisphere. For example, an increase in the ratio of activation can be driven entirely by
a decrease of activation in the right hemisphere alone, and no change in the left
hemisphere, somewhat contrary to the approach-avoidance theory [1]. While exam-
ining the individual contributions of both hemispheres individually is perhaps more
informative in testing theories of cortical asymmetry, the ratio measure has consistently
been found to be an effective measure of state-changes in approach-avoidance emotions
and relatedly to high/low valence emotions [1, 11].

2.3 Research Questions

The theory reviewed predicts that a subjective experience that can be conscious and
self-reported is constructed of objective affective events occurring at various moments
in time during an experience. The research questions are as follows:

Is subjective enjoyment of specific weapons predicted from psychophysiological
measures of arousal and valence during the use of these weapons in a shooter videogame?

Is subjective enjoyment of the shooter videogame in general predicted from psy-
chophysiological measures of arousal and valence during the use of all weapons?

3 Method

3.1 Participants

The participants are 35 undergraduate students with homogeneous minimal experience
with the first-person shooter genre of video games. They played FarCry PrimalTM for
90 min, afirst-person shooter game.After a thematic introduction video, thefirstmissions
are designed to scaffold the player in mastering the core mechanics of the game (moving,
crafting, and camera control, interacting with enemies, managing the development of the
character, managing resources, etc.). The ethics approval for this experiment was granted
by the university of the first author.
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3.2 Measures

Electrodermal activity and electroencephalography were recorded concurrently with the
performance in the game (game events recorded in near real-time by the game console):
64-channel electroencephalography (EEG), and 1000 Hz electrodermal activity
(EDA) are coupled with a screen capture from the game console.

Subjective enjoyment of the game and of its weapons was measured using four
items presented as a five-point Likert scale (ranging from not fun at all to extremely
fun). Three items concerned the specific weapons: “Overall, what did you think of the
following weapons?” (bow, spear, club). One item concerned the game as a whole:
“Overall, what did you think of Far Cry Primal?”.

3.3 Data Preparation and Plan of Analysis

After signal decontamination, the EEG at sites F3 and F4 was subjected to the fol-
lowing transformation (ln[right]-ln[left] alpha power), providing two data points per
second for valence. The EDA was downsampled to 10 Hz for ease of processing and
then the SCR was taken as the measure of arousal. The measure of arousal was z-scored
within-subject using a two-minute baseline collected before the gameplay while
valence was z-scored within-subject over the entire episode. They were then segmented
according to the gameplay, specifically regarding which weapon the character was
using at a particular point in time. For the analyses, biometrics were averaged within
players across relevant episodes. The research questions were answered by using
multiple linear regression to predict enjoyment of game (enjoyment of: bow, club,
spear, and whole game) from biometrics (valence and arousal).

4 Results

Table 1 presents the results for both research questions. They are addressed in
turn next.

4.1 Is Subjective Enjoyment of Specific Weapons Predicted
from Psychophysiological Measures of Arousal and Valence During
the Use of These Weapons in a Videogame?

For all three weapons, arousal predicts appreciation whereas valence does not predict
appreciation. Arousal is directly related to the appreciation of the club, indicating that
relatively high arousal during use of the club increases its appreciation. In contrast,
arousal is inversely related to the appreciation of the bow and spear, meaning that
relatively low arousal during the use of these weapons increases their respective
appreciation.
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4.2 Is Subjective Enjoyment of the Videogame in General Predicted
from Psychophysiological Measures of Arousal and Valence During
the Use of All Weapons?

For predicting the appreciation of the game in general, valence and arousal during the
identified weapon use episodes were far from reaching statistical significance.

5 Discussion

The goal of this study was to investigate if subjective appreciation of a videogame can be
predicted from objective online measures of two main dimensions of affect: arousal and
valence. The results do not completely correspond to the theory in the sense that only
arousal, and not valence,was found to be predictive of subjective appreciation, contrary to
current models stating that both dimensions are required to forge an emotion [10].
A possible explanation for our results is that a subjective appreciation is constructed from
a subset of the objective experience, and that arousal may be the main driver in indexing
specific episodes from the objective experience into a subjective experience.

The intriguing pattern of directionality between arousal and appreciation for
specific weapons may be explained by strategic opportunities and choices within the
game and may be elicited by the associated play style for this genre (melee vs ranged):
with the club, the player may want to dispose of enemies quickly and risk heavy
damage by facing enemies in close combat whereas the use of ranged weapons such as
the bow and the spear affords for a more tactical and safe strategy.

Circumplex models of affect, in which arousal and valence are crossed to derive
specific emotions, may help refine these results. This work will be extended by
examining which emotions are best distinguished and which are the best combinations
of objective and subjective indicators to characterize an emotional experience and to
determine which specific emotions occurred during a specific time frame.

Table 1. Enjoyment of specific weapons and the whole game predicted by valence and arousal.

Model b t Sig.

Bow
Valence .002 .077 .939
Arousal −.109 −5.404 .000
Club
Valence −.003 −.142 .887
Arousal .053 2.521 .012
Spear
Valence −.005 −.167 .867
Arousal −.074 −2.428 .015
Game in general
Valence −.012 −.576 .564
Arousal −.026 −1.308 .191
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Abstract. Would providing choice lead to improved learning with a tutor? We
had conducted and reported a controlled study earlier, wherein, introductory
programing students were given the choice of skipping the line-by-line feedback
provided after each incorrect answer in a tutor on if/if-else statements. Contrary
to expectations, the study found that the choice to skip feedback did not lead to
greater learning. We tried to reproduce these results using two tutors on if/if-else
and switch statements, and with a larger subject pool. We found that whereas
choice did not lead to greater learning on if/if-else tutor in this reproducibility
study either, it resulted in decreased learning on switch tutor. We hypothesize
that skipping feedback is indeed detrimental to learning. But, inter-relationships
among the concepts covered by a tutor and the transfer of learning facilitated by
these relationships compensate for the negative effect of skipping line-by-line
feedback. We also found contradictory results between the two studies which
highlight the need for reproducibility studies in empirical research.

Keywords: Skipping feedback �Worked example tutor � Reproducibility study

1 Introduction

Findings are mixed on the effect of choice on learning (e.g., [4, 5]). We had conducted
a study on providing students of introductory programming courses the choice to skip
feedback in a tutor on code-tracing [2]. We had noted two factors that could affect the
outcome of the study:

• The programming concepts covered by the tutor were inter-related. The tutor
provided line-by-line explanation of the correct solution in the style of worked
examples [6] as feedback, and this explanation has been shown to improve learning
[3]. Reading the feedback on one concept had the potential to help students also
learn about other inter-related concepts. So, we expected students to be able to skip
reading feedback on some problems without hampering their learning.

• The study was conducted while the tutor was being used for after-class assignment
in introductory programming courses. In this unsupervised setting, some students
may be motivated to maximize learning while others may be motivated to complete
the assignment as quickly as possible. So, students may exercise the option to skip
feedback for varying reasons - some related to learning, while others are not. Those
who skip feedback for expediency may hamper their learning by skipping feedback.
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In the study, we found that providing choice did not lead to greater learning [2].
Students who had the choice to skip feedback needed marginally more problems to
learn each concept, and their pre-post improvement was marginally less than that of
those who did not have the choice. We tried to reproduce the results of this study.

Reproducibility is a core principle of scientific research. Reproducibility refers to
the ability to draw the same results using different instruments, methods, protocols
and/or participants [1]. The parameters of our reproducibility study were as follows:

• Instrument: Whereas the earlier study had used a single tutor on if/if-else
statements, in this study, we used that tutor as well as a tutor on switch state-
ments. Whereas if/if-else tutor presented only code-tracing problems,
switch tutor presented problems on code-tracing as well as code-debugging. Both
the tutors were adaptive, and presented feedback consisting of line-by-line expla-
nation of the correct solution when a student’s solution was incorrect.

• Subjects: In both the studies, the subjects were students in introductory program-
ming courses. The earlier study was conducted in Fall 2015. The reproducibility
study was conducted using if/if-else tutor in three subsequent semesters:
Spring 2016–Spring 2017, and switch tutor in four semesters: Fall 2015–Spring
2017.

Both the studies were controlled, and used the same pretest-practice-post-test protocol.
Experimental group subjects were given the choice to skip the line-by-line explanation
feedback whereas control group students were not. Both the studies were conducted in-
natura, i.e., under unsupervised conditions in real-life introductory programming
courses where the tutors were used for after-class assignments.

2 The Reproducibility Study

Participants: The tutors on if/if-else and switch statements were used by
students in introductory programming courses from multiple institutions that were
randomly assigned to control or experimental group each semester. Table 1 lists the
number of students in control group (no choice to skip feedback) and experimental
group (choice to skip feedback) for the two tutors who granted IRB permission.

Instruments: The tutor on if/if-else statement presents code-tracing problems.
In each problem, the student is asked to identify the output of a program containing one
or more if/if-else statements, one output at a time, along with the line in the
program that produced that output. If the student’s answer is incorrect, the tutor

Table 1. Number of participants in the study under each treatment.

Tutor Control group Experimental group

if/if-else 528 322
switch 142 221
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provides line-by-line explanation of the correct answer [3]. The tutor covers 12 con-
cepts on one-way (if) and two-way (if-else) selection statements.

The tutor on switch statement presents both code-tracing and code-debugging
problems. In a code-debugging problem, a program containing a switch statement is
presented and the student is asked to identify the line, code object and the specific
syntax/semantic error applicable to the code object on the line. If the student’s answer
is incorrect, the tutor explains the genesis of the error contained in the program. The
tutor covers 12 concepts.

Both the tutors cover C++, Java, and C#. Both are accessible over the web. They
are part of a suite of problem-solving tutors for introductory programming topics called
problets (www.problets.org). Typically, students use the tutors as after-class assign-
ments, often multiple times till they have mastered all the concepts in the topic.

Protocol: Every time a software tutor is used, it administers pretest-practice-post-test
protocol as follows:

• Pretest: During pretest, the tutor presents one problem per concept to prime the
student model. If a student solves a problem correctly, no feedback is provided to
the student. On the other hand, if the student solves a problem partially correctly,
incorrectly, or opts to skip the problem without solving it, line-by-line explanation
is presented to the student.

• Adaptive Practice: Once the student has solved all the pretest problems, practice
problems are presented on only the concepts on which the student skipped solving
the problem or solved the problem partially/incorrectly during pretest. On each such
concept, the student is presented multiple problems until the student has mastered
the concept, i.e., solved a minimum percentage (e.g., 60%) of the problems cor-
rectly. After each incorrectly solved problem, the tutor presents line-by-line
explanation of the correct answer.

• Adaptive Post-test: During this stage, which is interleaved with practice, the student
is presented a test problem on each concept already mastered by the student during
practice.

Pretest, practice and post-test are administered back-to-back without interruptions,
entirely over the web by the tutor. The entire protocol is limited to 30 min. Since this
was a controlled study, experimental group had the option to skip the line-by-line
explanation provided after the student had either skipped solving a problem or solved
the problem incorrectly/partially, whereas control group did not. Students who skip
solving the pretest problem on a concept or solve it partially/incorrectly, solve enough
problems during practice to master the concept, and solve the post-test problem on the
concept correctly are said to have learned the concept.

The grade on each code-tracing problem was normalized to 0 ! 1.0. Code-
debugging problems were graded as correct or incorrect (no partial grade). If a student
used a tutor multiple times, we considered data from the session when the student had
learned the most number of concepts. If the student did not learn any concepts, we
considered data from the first session when the student had solved the most number of
problems.
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In order to account for the 30-min limit placed on each session, the variables of the
study were designed to be insensitive to the number of problems solved. They were:

• Pretest score per problem to verify that the control and experimental groups were
comparable;

• The time spent per pretest problem - to assess the impact of treatment on the pace of
solving problems during pretest;

• The number of concepts learned as a measure of the amount of learning;
• The number of practice problems solved per learned concept, as a measure of the

pace of learning. It was calculated by dividing the number of practice problems
solved on all the learned concepts by the number of concepts learned;

• Pre-post change in grade per learned concept as a measure of improvement in
learning.

The fixed factor was treatment: whether students did or did not have the option to skip
line-by-line explanation.

3 Results and Discussion

if/if-else Tutor Results: One-way ANOVA analysis of the pretest score per
problem and the time spent per pretest problem yielded no significant main effect for
treatment. So, the two groups were comparable. Analysis of the number of concepts
learned yielded no significant main effect for treatment. So, the treatment did not lead
to greater learning. The number of practice problems solved per learned concept was
not significantly different between the two groups. So, the treatment did not affect the
pace of learning.

But, a significant difference was observed on the pre-post change in score on the
learned concepts between control and experimental subjects [F(1,348) = 5.797,
p = 0.017]: pre-post improvement was 0.844 ± 0.03 for control subjects as compared
to 0.902 ± 0.038 for experimental subjects. So, treatment led to greater improvement
in score on learned concepts.

switch Tutor Results: One-way ANOVA analysis of the pretest score per problem
and the time spent per pretest problem yielded no significant main effect for treatment
when only those who learned at least one concept were considered. So, the two groups
were comparable.

Analysis of the number of concepts learned yielded significant main effect for
treatment [F(1,177) = 4.816, p = 0.03]: among those who learned at least one concept,
control subjects (N = 65) learned 2.877 ± 0.33 concepts whereas experimental sub-
jects (N = 133) learned 2.416 ± 0.25 concepts. So, overall, the option to skip feedback
led to significantly less learning.

The number of practice problems solved per learned concept was not significantly
different between the two groups. So, the treatment did not affect the pace of learning.
No significant difference was observed in the pre-post change in score on the learned
concepts between control and experimental subjects.
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Table 2 compares the results obtained in the earlier study with those from this
reproducibility study. In the table, empty cells correspond to no significant difference
found between treatments. Parenthesized results are only marginally significant.

The time spent per pretest problem was found to be significantly greater for
control than experimental group in the earlier study. In the reproducibility study, even
when the same if/if-else tutor was used, no significant difference was found
between treatments. One explanation for this might be that experimental subjects in the
reproducibility study skipped feedback on a small percentage of the solved problems:
9.09% (342 problems out of 3761 solved) in if/if-else tutor and 11.67% (501
problems out of 4295 solved) in switch tutor. So, even though they saved time when
they skipped feedback, the time saved skipping feedback was small compared to the
time the subjects spent solving problems.

No significant difference was found between treatments on the number of concepts
learned in both the earlier study and the reproducibility study that used if/if-else
tutor. But, in the reproducibility study that used switch tutor, experimental subjects
learned significantly less than control subjects. One explanation might be that the
concepts on switch statements are less inter-related than those on if/if-else
statements: whereas if/if-else tutor presented only code-tracing problems,
switch tutor presented both code-tracing and debugging problems, with no con-
ceptual overlap between the two types of problems. So, there was less transfer of
learning among concepts on switch than on if/if-else. Therefore, when stu-
dents skipped feedback and did not benefit as much from transfer of learning, they
ended up learning less. If this explanation is true, skipping feedback is indeed detri-
mental to learning. But, inter-relationships among the concepts covered by a tutor and
the transfer of learning facilitated by these relationships compensate for the negative
effect of skipping feedback. This is a hypothesis worth testing in the future.

In the earlier study, experimental subjects solved marginally more practice
problems per learned concept. But, in this reproducibility study, we did not find any
difference between treatments with either tutor. Since the result of the earlier study was
only marginally significant, it may have been an artifact of the student population that
should have been ignored in the previous study.

The final difference in Table 2 is on pre-post change in score on learned con-
cepts. Whereas pre-post increase in score was marginally greater for control group
subjects in the earlier study, it was significantly greater for experimental group subjects

Table 2. Comparison of the results from the two studies

Variable if/if-else tutor switch tutor
Earlier study Reprod. study Reprod. study

Pretest time Control > Exp.
Concepts learned Control > Exp.
Practice per concept (Exp. > Control)
Pre-post change (Control > Exp.) Exp. > Control
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in the reproducibility study that used the same if/if-else tutor. The two results are
clearly contradictory. One possible explanations for the contradictory results is that
data selection criteria differed between the two studies. In the previous study, when a
student used the tutor multiple times, data was considered from “only the first time
when the student had solved all the pretest problems.” In the current study, the session
in which the student had learned the most concepts was chosen. If a student skips
solving a pretest problem, it is marked as not attempted and would make the session
less likely to be selected according to the criterion used in the previous study. The
student could still go on to solve practice problems and learn several concepts, which
would make the session more likely to be selected in the current study. Yet, we do not
expect this difference in criteria to have affected more than a handful of students:
usually, the more problems a student solved, the more concepts the student learned.

While the reason behind the contradictory results remains to be investigated further,
the contradictory results themselves highlight the need for reproducibility studies in
empirical research. Reproducibility studies might open up new research questions,
expose nuances that the original work may not have considered, or buttress earlier
results with additional empirical support.

Based on the earlier study and this reproducibility study, we conclude that pro-
viding the option to skip feedback does not increase learning. On the other hand, if the
concepts covered by the tutor are not inter-related, the option to skip feedback will
result in decreased learning.

Acknowledgments. Partial support for this work was provided by the National Science
Foundation under grant DUE-1432190.
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Abstract. Automated essay evaluation systems use machine learning models to
predict the score for an essay. For such, a training essay set is required which is
usually created by human requiring time-consuming effort. Popular choice for
scoring is a nearest neighbor model which requires on-line computation of
nearest neighbors to a given essay. This is, however, a time-consuming task. In
this work, we propose to use locality sensitive hashing that helps to select a
small subset of a large set of essays such that it will likely contain the nearest
neighbors for a given essay. We provided experiments on real-world data sets
provided by Kaggle. According to the experimental results, it is possible to
achieve good performance on scoring by using the proposed approach. The
proposed approach is efficient with regard to time complexity. Also, it works
well in case of a small number of training essays labeled by human and gives
comparable results to the case when a large essay sets are used.

Keywords: Locality Sensitive Hashing � Automatic essay scoring �
Similarity search

1 Introduction

The introduction of Automatic Essay Evaluation (AEE) opened a new area for scoring
and evaluation of essays using computers. Scoring an essay is time consuming and
expensive for a human grader. For this reason, numbers of AEE systems have been
developed. The research on AEE is ongoing for more than a decade, utilizing Machine
Learning (ML) and Natural Language Processing (NLP) techniques. Most of the state-
of-the-art AEE systems rely on supervised ML approaches which require huge amount
of annotated training essays to train the scoring engine. There are cases where finding
labeled training essay is difficult and requires high efforts to create. For high-stakes
essay scoring, the effort that goes into manually labeling a large number of essays in
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order to train a good model might be justified, but it becomes difficult in settings where
new essays are generated more frequently [1]. It is mainly because it is hard to decide
that which and how many of the newly generated essays have to be labeled manually to
train the scoring engine. Clustering techniques were used to choose essays to be labeled
manually by the user [2, 3]. The rationale behind labeling training essays using clus-
tering is that, after applying clustering, similar essays will end up in the same cluster.
The annotator (assessor) will only score the centroid of each cluster and the score will
be then propagated to all members of the cluster. The problem with such approach is
that essays assigned to the same cluster are not absolutely similar. They are grouped
into the same cluster based on their relative closeness to the centroid of the given
cluster. Therefore, scoring only the centroid and propagating the score to all members
of the cluster would make the scoring engine biased towards the centroid of the cluster.
A more refined approach would be to manually label a small subset of representative
essays (containing, among others, also the above-mentioned cluster prototypes) and
utilize nearest neighbor method for predicting the score for a new essay. The problem
of nearest neighbor method is that it requires huge computation effort to select the
nearest neighbors to a given essay. In this work, we propose and implement an
approach to enhance the efficiency of a nearest neighbor method using Locality Sen-
sitive Hashing (LSH). Experimental evaluation on real-world data shows that the
proposed approach is efficient and works well also in case of small sized training essay
sets annotated by human. Little work has been done in investigating the extent to which
the AEE performance depends on the availability of training data and what proportion
of essays should be scored by the teacher manually, an issue what is concerned in this
paper. The rest of this paper is organized as follows: Sect. 2 introduces the proposed
model, Sect. 3 provides an overview of the existing works. Experiments and results are
described in Sect. 4. Section 5 concludes the paper and discusses prospective plans for
future work.

2 Local Sensitivity Hashing (LSH)

The most common and simplest way to find similar documents among the large number
of documents is by mutually comparing all the documents. But comparing all pairs of
documents is time-consuming and is not computationally efficient. To solve this
problem, we should concentrate only on the pairs of documents which are likely to be
similar rather than checking every pair. LSH is one of the useful methods used to
address cases like this. LSH, belonging to a family of randomized algorithms, allows us
to quickly find similar documents from large collection of documents. When finding
and grouping similar essays, from a large database of essays, into some group, the
processing time grows linearly with the number of documents and their complexity. In
the process of finding similar items, LSH can substantially reduce the computational
time at the cost of only a small probability of failing to find the absolute closest
match [4].

A general idea behind LSH is to hash each document for several times in a way that
similar documents with very high similarity are hashed into the same bucket. Then, we
consider each pair related to the same bucket as a candidate pair in each hash. It is
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enough to only consider the candidate pairs to find the similar elements as depicted in
the Fig. 1. The procedure for indexing essays in the essays set E using LSH is done as
follows [5]: First, select k hash functions h randomly and uniformly from the LSH hash
function family H and create L buckets for each hash function. Then, create a hash table
by hashing all essays e in the essays set E into different buckets based on their hash
values. When a new essay e’ arrives, one is using the same set of k hash functions h to
map e’ into L buckets, one from each hash table. Then, retrieve all essays e from the
L buckets and collect (join) them into a candidate set C. Lastly, for each essay e in
C compute its distance to e’ and assign the score of e to the score of that e’ which has
the smallest distance from e’. The probability that two essays e1 and e2 are hashed into
the same bucket is proportional to their distance u, as defined in the Eq. 1.

P uð Þ ¼ Pr h e1ð Þ � h e2ð � ¼ Zw

0

ð1
u
fs

t
u

� �
1� t

w

� �" !
dt ð1Þ

where fs is the probability density function of the hash H and w is the bucket width. For
any given bucket width w, this probability decreases as the distance u increases.

3 Related Work

The work done by Horbach et al. [6] investigates approaches for selecting the optimal
number of short essays to be scored by a human grader and, later, to be used for
training the scoring engine using clustering methods. After the human annotator
labeled the optimal number of responses from each cluster, their approach propagates
the human score to the rest of the cluster members. The distribution of scores in their
dataset is unclear and they did not report agreement measures between the human score
and the predicted score. Brooks et al. [2] proposed a more similar approach to the one
of [6] that uses clustering to group student responses into clusters and sub-clusters. It
allows the teachers access to these groupings, allowing them to read, grade, and pro-
vide feedback to large numbers of responses at once.

Basu et al. [7] also used clustering approaches that automatically find groupings
and sub-groupings of similar answers for the same question using k-medoid and Latent
Dirichlet Allocation (LDA). Zesch et al. [3] carried out an experiment of sample
selection based on the output of clustering methods. By clustering the essays auto-
matically, the items which are close to their centroids are labeled and added to the

Fig. 1. An overview of the LSH method in searching candidate similar pairs of essays.
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training data. By training on lexically diverse instances, the classifier should learn more
than if trained on very similar instances. LSH has been used in k-nearest neighbor
(KNN) based classification and clustering of large textual documents. In this work, we
also investigate the possibility of selecting small proportion of training essays to be
labeled which will result in comparable performance with engines trained on large
number of essays.

4 Experimental Setup

In the experiments, we simulated a scenario when a new essay is being scored using the
1-nearest neighbor method assigning the score of the nearest essay to the given essay.
In case there are more essays in the same distance to the new essay, their average is
assigned as a score. We used the complete search for finding the nearest neighbors as a
baseline in order to compare the efficiency of the proposed approach.

4.1 Dataset

The experiment was carried out on ten essay sets provided by the Hewlett Foundation
at Kaggle1 competition for AEE. All the datasets were rated by two human raters. Each
essay is labeled with a numeric score from 0 to 2 and 3 and the answer length ranges
from single phrases to several sentences. The following tasks were performed during
preprocessing: tokenization; removing punctuation marks, determiners, and preposi-
tions; transformation to lower-case; stopword removal and word lemmatization.

4.2 Evaluation Metrics and Parameter Settings

The machine score of each essay was compared with the human score to test the
reliability of the proposed approach. Normalized root mean squared error (nRMSE) is
used to evaluate the agreement between the predicted scores given by the proposed
LSH-based algorithm and the actual human scores [8]. Rather than reporting the error,
we will report the accuracy defined as.

Accuracy ¼ 1� nRMSE ESð Þ ¼ 1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

e2ESðr eð Þ � h eð Þ2
ES

2

s
ð2Þ

where ES is the essay set used, e denotes an essay, r(e) and h(e) are referring to the
predicted rating and the human rating, respectively, for e. Rating here means how the
essay is similar to the reference essay. The performance of the LSH algorithm depends
on the similarity threshold, the number of permutations and the window size (the length
of n-grams). The Jaccard similarity was used with a similarity threshold set to 0.8. The
MinHash LSH is used and will be optimized for the given threshold by minimizing
the false positive and false negative rates; The number of permutations used by the

1 https://www.kaggle.com/c/asap-sas
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MinHash to be indexed were set from the interval [10,128]; Window size of 2 and
3 were used; The proportion of train set to the whole set was set from the interval
[20%, 40%].

4.3 Results and Discussion

After tuning the parameters of the proposed LSH approach, its performance w.r.t. the
different values of its parameters are presented in Table 1. The results in Fig. 2 shows
the percentage of unknown values at window size 2 (left) and at window size 3 (right),
while the number of permutations is increasing from 10 to 128, and, the proportion of
train dataset is also increasing from 20% to 40%. The number of essays for which LSH
was unable to find any neighbor during similarity search are called unknowns and show
the stochastic nature of LSH algorithm: with every run, there are unknowns based on
the actual random parameters of the hash functions.

Table 1. Accuracy of the proposed LSH method with regard to different parameter settings.

No_perm Accuracy at window
size = 2

Accuracy at window
size = 3

20% 30% 40% 20% 30% 40%

10 0.8942 0.8963 0.8940 0.8820 0.8840 0.8807
30 0.8980 0.8970 0.8991 0.87520 0.8727 0.8700
50 0.8973 0.8970 0.8977 0.8816 0.8780 0.8754
70 0.8991 0.8992 0.8972 0.8626 0.8625 0.8646
90 0.8986 0.8989 0.8998 0.8698 0.8713 0.8643
128 0.8990 0.8993 0.8975 0.8605 0.8578 0.8716

Fig. 2. The percentage of unknowns (left with window size = 2 and right window size = 3).

Fig. 3. Runtime using LSH and Full search.
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When the window size is increasing from 2 to 3, the number of unknowns is
increasing in very high rate. The lowest value of unknown with window size 2 is 0.020
and the highest is 0.092 while 0.15 is the lowest and 0.704 is the highest values of
unknown at window size 3. After comparing the accuracy and the number of unknown
at different values of the LSH parameters, the best accuracy which is 89.83% and the
lowest percentage of unknown 2.2% was achieved where number of permutations is
equal to 10 and similarity threshold equals to 80% by using only 30% of annotated
training essay set. As the number of unknowns are increasing with the increase of
window size, we did not report the accuracy of LSH for window size greater than 3. As
we can see in the Fig. 3, LSH is also computationally more efficient than the full search
method. From our experimental results, we can deduce that nearest neighbor-based
AEE engines can work well with small training essay set and they can perform
comparably to those engines using relatively high training essay set. This way we can
decrease the annotation efforts required to create training essay set and also biases
during annotation due to human annotation.

5 Conclusions

A reliable AEE engine requires large amount of labeled training data for the scoring
engine to work very well. Labeling large amount of training essays is, however, time-
consuming and exhausting for a human rater. In this work, we proposed and imple-
mented a new way of selecting small size of training data set to be annotated that will
be used to train the scoring engine using LSH. The performance of LSH-based AEE
system was evaluated and compared at different values of its parameters with respect to
accuracy and percentage of unknown essays. The proposed approach shows good
performance and it is worth further investigation and development.
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Abstract. Parsons puzzles are popular for programming education. Identifying
the strategies used by students solving Parsons puzzles is of interest because
they can be used to determine to what extent students use the strategies typically
associated with programming expertise, and to provide feedback and monitor
the progress of students in a tutor. We propose solution sequence as an
approximation of the student’s strategy for solving Parsons puzzles. It is scalable
in terms of both the size of the puzzle and the number of students solving the
puzzle. We propose BNF grammar to represent desirable puzzle-solving
strategies associated with expert programmers. This representation is extensible
and agnostic to the puzzle-solving strategies themselves. Finally, we propose a
best match parser that matches a student’s solution sequence against the BNF
grammar of a desirable strategy and quantifies the degree to which the student’s
solution conforms to the desirable strategy. As a proof of concept, we used the
parser to analyze the data collected by a Parsons puzzle tutor on if-else state-
ments over five semesters and found a significant difference between C++ and
Java puzzle-solvers in terms of their conformance to one desirable puzzle-
solving strategy. Being able to tease out the effects of individual components of
a strategy is one benefit of our approach: we found that relaxing shell-first
constraint in the strategy resulted in significant improvement in the conformance
of both C++ and Java students.

Keywords: Parsons puzzle � Puzzle-solving strategy � Context free grammar �
Evaluation

1 Introduction

Parsons puzzles were first proposed to “provide students with the opportunity for rote
learning of syntactic constructs” in Turbo Pascal [13]. In a Parsons puzzle [13], the
student is presented a problem statement, and the program written for it. The lines in
the program are provided in scrambled order. The student is asked to re-assemble the
lines in their correct order.

Parsons puzzles have been proposed for use in exams [2], since they are easier to
grade than code-writing exercises, and yet, scores on Parsons puzzles correlate with
scores on code-writing exercises [2]. Researchers have found solving Parsons puzzles
to be part of a hierarchy of programming skills alongside code-tracing [11]. In elec-
tronic books, students have been found to prefer solving Parsons puzzles more than
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other low-cognitive-load activities such as multiple choice questions and high-
cognitive-load activities such as writing code [4]. Solving Parsons puzzles was found to
take significantly less time than fixing errors in code or writing equivalent code, but
resulted in the same learning performance and retention [3]. So, Parsons puzzles have
been gaining popularity for use in introductory programming courses.

Each Parsons puzzle has only one correct solution. So, the correct solution, i.e., the
final re-assembled program will be the same for all the students. However, the temporal
order in which students go about assembling the lines of code will vary among the
students. This order indicates their solution strategy influenced by their understanding
of the syntactic and semantic relationships among the lines of code, e.g., assembling a
declaration statement before an assignment statement; or assembling the entire shell of
a control statement before filling in its contents.

Recently, there has been interest among researchers in identifying the solution
strategies used by students when solving Parsons puzzles. One study on Python Par-
sons puzzles [7] observed that some students re-assembled the lines using “linear”
order, i.e., the random order in which the lines were provided. These researchers also
observed backtracking and looping behavior, which were unproductive. Another pre-
liminary study on Python Parsons puzzles observed that experts used top-down strategy
to solve the puzzles [8], i.e., function header first, followed by control statements and
eventually, individual statements. In another study of a Python Parsons puzzle tutor [5],
researchers found that one common strategy was to focus on types of program state-
ments. Novices often grouped lines based on indentation, whereas experts often built
the solution top-down, demonstrating a better understanding of the program model.
This study used think-aloud protocol and audio/video recordings to identify puzzle-
solving strategies of novices and experts.

The benefits of identifying puzzle-solving strategies of students are manifold.
Research shows that the strategies used by novices are different from those used by
experts for programming tasks [15]. Experts use a strategy of reading a program in the
order in which it is executed, and this leads to the development of a hierarchical mental
model [12]. Expert programmers show more evidence of using a hierarchical mental
model when understanding a well-written program than novices [6]. Moreover, a
novice’s success in learning to program is influenced by the student’s mental model of
programming [1, 14]. So, identifying a student’s puzzle-solving strategy helps:

• determine whether the student is using the strategies typically used by experts;
• provide feedback to nudge the student towards adopting the successful strategies

used by experts with the expectation that doing so will help the student develop the
mental models associated with programming expertise, and thereby become a better
programmer himself/herself, which is the goal of using Parsons puzzles; and

• determine whether the puzzle-solving strategy of students improves with practice
when they use a tutor.

In order to identify the solution strategies used by students when solving Parsons
puzzles, we propose (1) solution sequence as an approximate linear representation of
their puzzle-solving behavior; (2) BNF grammar as a flexible representation of
desirable solution strategies; (3) a best-match parser that matches a student’s solution
sequence against the BNF grammar for the puzzle to quantify the student’s
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conformance to a desirable solution strategy. As a proof of concept, we apply our
approach to analyze the solution strategies of students in data collected by a Parsons
puzzle tutor on if-else statements.

2 The Solution

2.1 Action Sequence, Inner Product and Solution Sequence

Think-aloud protocol has been used to identify puzzle-solving strategies [5, 8]. But,
this protocol is expensive and not scalable to larger numbers of students. The other
approach used to identify strategies is the conversion of interaction traces (log data)
into state diagrams [7, 8], where states represent snapshots of the solution in progress.
But, this approach leads to combinatorially explosive number of states for any puzzle
that contains more than a few lines of code, and is hence, not scalable to larger puzzles.

Instead, we propose to represent the student’s puzzle-solving behavior as the tem-
poral order in which the lines of code in the solution are assembled in their correct spatial
location, e.g., if the puzzle contains 5 lines, and the student starts by placing line 3 in its
correct location, followed by lines 1, 5, 2 and 4 in their correct locations, we represent the
puzzle-solving behavior of the student as the solution sequence [3, 1, 5, 2, 4].

Solution sequence is itself derived from the action sequence of the student, which
is the sequence of actions carried out by the student to solve a Parsons puzzle. We
make a simplifying assumption to generate the solution sequence from action sequence.
A student may move a line of code multiple times in the process of solving the puzzle.
But, in order to generate the student’s solution sequence, we consider only the last time
the student moves the line before arriving at the correct solution for the puzzle, e.g.,
suppose the student moves the lines of a puzzle containing 5 lines in the following
order: 3, 5, 4, 2, 1, 5, 2, 4, which is the student’s action sequence. The corresponding
solution sequence is calculated as the inner product of the action sequence and the
time of submission of the correct solution (shown in Fig. 1). The resulting solution
sequence is [3, 1, 5, 2, 4] corresponding to the order in which each of the 5 lines was
last placed in its correct location in the solution. This inner product transformation
eliminates from the solution sequence backtracking and looping behavior found in
action sequence – so, it loses information about unproductive behaviors of the student
[7]. But, it retains information about the sequence of decisions the student takes about
the final placement of those lines just as the correct solution falls into place. In other
words, it captures the thinking of the student in putting the solution together after any
trial-and-error activities such as backtracking and looping. It is a reflection of the
syntactic and semantic relationships the student sees among the lines of code in the
puzzle, i.e., it is a reflection of the student’s mental model of the program. Therefore, it
is an approximation of the puzzle-solving strategy of the student.

For a puzzle containing n lines of code, the length of action sequence is greater than
or equal to n. The length of solution sequence is n. If a student solves a puzzle with no
redundant actions, the solution sequence of the student is the same as the action
sequence.

Representing and Evaluating Strategies for Solving Parsons Puzzles 195



So, instead of considering combinatorially explosive number of states, we consider
a solution sequence of linear complexity, whose size is the number of lines in the code.
This solution sequence can be automatically extracted from the log data collected by
the tutor as compared to manually eliciting it using think-aloud protocol. So, our
approach scales both with the number of lines in the puzzle and the number of students
solving the puzzle.

2.2 Desirable Solution Strategies

Experts have been found to use top-down strategy to solve Parsons puzzles [5, 8].
When reading a program, experts do so in the order in which it is executed, which leads
to the development of a hierarchical mental model [12], a model that conceptualizes the
elements of the program as forming a layered network of components, each of which
can be of arbitrary depth and breadth [10]. Expert programmers also use a hierarchical
mental model as compared to novices when understanding a program [6]. So, some
desirable puzzle-solving strategies are those that use a top-down strategy and/or a
hierarchical mental model of the program.

It is not clear that there is only one ideal strategy for solving Parsons puzzles – even
experts have been seen to switch strategies [5]. Therefore, any approach for incorpo-
rating puzzle-solving strategies associated with programming expertise into Parsons
puzzle tutors must accommodate a variety of strategies.

A generalized mathematical model of puzzle-solving strategies is characterized as
follows: The lines in a puzzle may be grouped into subsets, such that all the lines within
a subset must be assembled contiguously in time. The order among the subsets as well
as among the lines within each subset may be total, partial or none. For example, two of
the subsets within a puzzle may be: the set of declaration statements and the set of lines
containing the shell of an if-else statement. A good strategy for solving the puzzle
might require that declaration statements must be assembled before if-else state-
ment (total order). The various lines of code within the set of declaration statements
may be assembled in any order (no order). The braces within the shell of an if-else
statement must be assembled in partial order: the closing brace must be assembled after
the opening brace, but the braces of if-clause and else-clause may be assembled in
either order.

Fig. 1. Architecture of our approach
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Given these properties, we propose to use context free grammar or Backus-Naur
Form (BNF) grammar to represent desirable puzzle-solving strategies. Once desirable
strategies are represented using BNF grammar, a parser can be used to determine the
degree to which the solution sequence of a student conforms to one or more desirable
strategies. Since the BNF grammar can be used to simultaneously represent any
number of strategies for a puzzle, whether they are complementary or contradictory,
using it does not require commitment to any single idealized solution strategy.

2.3 BNF Grammar

A BNF grammar contains rules. Each rule is made up of terminals and non-terminals.
Terminals are elements of the language, e.g., eat, drink. Non-terminals are types of the
elements, e.g., noun, verb. Each rule contains a left hand side and a right hand side. The
left hand side of a rule is a single non-terminal. The right hand side is a sequence of
terminals and non-terminals. Alternatives in a rule are separated by vertical stroke.

In our case, the elements of the language are line numbers. The non-terminals are
types of lines in the puzzle, e.g., declaration, output. Each rule specifies the temporal
order in which a type of lines is assembled. Consider the following if-else state-
ment to print two numbers in ascending order in C++:

1 if( first < second )
2 {
3 cout << first << endl;
4 cout << second << endl;
5 }
6 else
7 {
8 cout << second << endl;
9 cout << first << endl;
10 }

In the code, lines 1, 2, 5, 6, 7 and 10 constitute the shell of the if-else statement.
Lines 3 and 4 are if-clause. Lines 8 and 9 are else-clause. A good programming practice
is to assemble the entire shell of the if-else before assembling the if-clause and
else-clause. This practice may be expressed in BNF grammar using the following rules:

<if-else> <shell> <if-clause> <else-clause> | <shell> <else-clause> <if-clause>
<shell> 1 2 5 6 7 10 | 1 6 2 5 7 10 | 1 6 7 10 2 5
<if-clause> 3 4 | 4 3
<else-clause> 8 9 | 9 8

In the grammar, non-terminals are enclosed in angle brackets <>. The first rule
states that when assembling the if-else statement, the recommended practice is to
assemble the entire shell first, followed by if-clause and else-clause in either order.
Similarly, the third rule states that when assembling if-clause, lines 3 and 4 can be
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placed in their correct location in either order. According to the grammar, every pos-
sible combination of rules represents a desirable solution strategy. So, the above
grammar represents 2 � 3 � 2 � 2 = 24 different solution strategies.

The grammar is extensible. If it is later determined that another good strategy would
be to assemble the braces enclosing if-clause and else-clause at the same time as the
clauses, adding the following rules to the grammar will accommodate the new strategy:

<if-else> 1 <if-block> 6 <else-block> | 1 6 <if-block> <else-block>
<if-block> 2 <if-clause> 5
<else-block> 7 <else-clause> 10

Each BNF grammar is specific to a puzzle and programming language (See Fig. 1).
So, if a tutor contains 10 puzzles and can be used for 3 different programming lan-
guages, 30 different BNF grammars must be encoded to analyze the data collected by
the tutor.

2.4 A Best Match Parser

A parser takes a sentence and a grammar as inputs and outputs whether the sentence is
correct according to the grammar. In our case, the sentence is a solution sequence. We
not only wanted to know whether a solution sequence conformed to a grammar, but
also the degree to which it conformed if it did not fully conform to the grammar. So, we
developed a parser that takes two inputs: a BNF grammar and a solution sequence. It
returns a number representing the best match, i.e., the maximum number of consec-
utive lines in the solution sequence that conform to any combination of rules in the
grammar for the puzzle (See Fig. 1). It uses depth-first search to do so.

For example, given the grammar in Sect. 2.3, the behavior of the parser is as
follows:

• The solution sequence [1, 2, 5, 6, 7, 10, 8, 9, 3, 4] is completely correct. So, the
parser returns 10, the length of the solution sequence.

• The solution sequence [1, 6, 2, 5, 7, 10, 3, 9, 4, 8] is correct up to line 9 - the student
did not complete assembling if-clause before moving on to else-clause. The parser
returns 7, the number of lines correct up to line 9.

• The solution sequence [1, 6, 7, 10, 5, 2, 3, 4, 8, 9] is correct up to line 5 – the
student assembled the closing brace before the opening brace enclosing if-clause in
the if-else shell. The parser returns 4, the number of lines correct up to line 5.

Given a puzzle of n lines, the best match returned by the parser is in the range [0 … n].

3 A Proof-of-Concept Evaluation

As proof of concept, we evaluated the data collected by a Parsons puzzle tutor [9]
(epplets.org) on if-else statements over 5 semesters: Fall 2016–Fall 2018. The tutor
was used by students in introductory programming courses as after-class assignment.
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Students used the tutor to solve puzzles in C++ or Java. Data for analysis was included
from students who gave IRB permission for their data to be used in the study.

The first puzzle solved by all the students was on a program to read two numbers,
and print the smaller value among them. Java version of the program is shown below.
The program contains 14 manipulable lines in both C++ and Java: 2 lines of variable
declaration (lines 9 and 11 below), 2 lines per input for 2 inputs (lines 13, 14 and 16,
17), followed by 8 lines of if-else statement (lines 19–26). The other lines in the
program, such as comments, were provided in-situ.

1 // The Java program – 2005
2 import java.util.Scanner;
3 public class Problem
4 {
5 public static void main( String args[] )
6 {
7 Scanner stdin = new Scanner( System.in );
8 // Declare firstNum
9 int firstNum;
10 // Declare secondValue
11 int secondValue;
12 // Read firstNum
13 System.out.print( "Enter the first value");
14 firstNum = stdin.nextInt();
15 // Read secondValue
16 System.out.print( "Enter the second value");
17 secondValue = stdin.nextInt();
18 // Print the smaller value
19 if( firstNum  <  secondValue )
20 {
21 System.out.print( firstNum);
22 } // End of if-clause
23 else
24 {
25 System.out.print( secondValue);
26 } // End of else-clause
27 }  // End of method main
28 } // End of class Problem

The BNF grammar for the puzzle stipulated that it should be solved in the following
order: the two declaration statements in any order, the two inputs in any order, if-
else shell, followed finally by if-clause and else-clause in any order. The BNF
grammar for Java is listed below.
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<start-2005>  <declaration> <input> <output>
<declaration> 9 11 | 11 9
<input>       <input1> <input2> | <input2> <input1>
<input1>      13 14 | 14 13
<input2>      16 17 | 17 16
<output>      <if-frame> <clauses>
<if-frame>    19 <if-brace> 23 <else-brace> | 19 <if-brace> 23 |

19 23 <braces> | 19 23
<braces>      <if-brace> <else-brace> | <else-brace> <if-brace> |

<if-brace> | <else-brace>
<if-brace>    20 22
<else-brace>  24 26
<clauses>     <if-clause> <else-clause> | <else-clause> <if-clause>
<if-clause>   21
<else-clause> 25

We conducted one-way ANOVA with the best match as the dependent variable and
programming language as the fixed factor. We found a significant main effect for
programming language [F(1,411) = 15.794, p < 0.001]: C++ students had a best match
score (5.62 ± 0.58, N = 114) significantly greater than Java students (4.24 ± 0.36,
N = 298). The mean best match for C++ students corresponded to assembling decla-
ration statements and both the inputs in the correct order. The same for Java students
corresponded to assembling declaration statements and only the first input in the correct
order. One possible explanation is that Java students were more likely to have been
exposed to graphical user input, where inputs are separated spatially. So, they did not
appreciate the linear order imposed on inputs in console input.

Our approach can be used to tease out the benefits of individual components of
desirable strategies. We hypothesized that students might not appreciate the benefit of
assembling the entire shell of an if-else statement before assembling the code
contained in if-clause and else-clause. So, we added the following rules to the grammar
that bypassed this restriction and allowed students to assemble the braces around if-
clause and else-clause while assembling those clauses.

<output>      19 <if-block> 23 <else-block> | 19 23 <if-block> <else-block>
<if-block>    20 21 22 | 20 22 21 | 21 20 22
<else-block>  24 25 26 | 24 26 25 | 25 24 26

We re-analyzed the data to calculate the best match with this extended grammar.
ANOVA analysis with the original and extended best matches as the repeated measure
and programming language as the fixed factor yielded a significant within-subjects
effect for the change in grammar [F(1,410) = 197.367, p < 0.0001]: the mean best
match increased from 4.932 ± 0.34 to 6.863 ± 0.56. As could be expected from
earlier results, we found a significant between-subjects effect for language also [F
(1,410) = 18.599, p < 0.001]. The best match of C++ students (N = 114) significantly
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improved from 5.623 ± 0.58 to 8.123 ± 0.955. Similarly, the best match of Java
students (N = 298) significantly improved from 4.242 ± 0.36 to 5.604 ± 0.59. So,
bypassing the requirement that the shell of if-else must be assembled completely
before its contents resulted in a mean improvement in conformance of 2.5 lines for C++
students and 1.4 lines for Java students. So, if assembling the shell first is indeed a good
strategy, there is a need to better educate students about its importance.

4 Discussion

We proposed solution sequence as an approximation of the student’s strategy for
solving Parsons puzzles. It is scalable in terms of both the size of the puzzle and the
number of students solving the puzzle, compared to earlier approaches for modeling
puzzle-solving strategies of students [5, 7, 8].

We proposed BNF grammar to represent desirable puzzle-solving strategies
associated with expert programmers. This representation can accommodate comple-
mentary and contradictory strategies together, and is extensible. This representation
scheme is agnostic to the puzzle-solving strategies themselves.

Finally, we proposed a best match parser that matches a student’s solution sequence
against the BNF grammar of a desirable strategy and quantifies the degree to which the
student’s solution conforms to the desirable strategy. As a proof of concept, we used
the parser to analyze the data collected by a Parsons puzzle tutor on if-else
statements over five semesters and found a significant difference between C++ and Java
puzzle-solvers in terms of their conformance to one desirable puzzle-solving strategy.
We demonstrated how our approach can be used to tease out the benefits of individual
components of a desirable strategy. In the process, we also found that bypassing the
constraint that shell must be assembled before its contents resulted in significant
improvement in conformance of both C++ and Java students. Our approach can be used
for any programming language or paradigm.

One shortcoming of our approach is that solution sequence is an approximation of
the puzzle-solving strategy used by students because it loses information such as
looping and backtracking behavior [7]. So, while it is suitable for understanding
puzzle-solving strategies and mental models used by students, action sequence is better
for diagnosing student misconceptions.

Our approach is designed to model desirable strategies and quantify how much
students’ solutions conform to those strategies, not to find patterns in students’ solu-
tions. Algorithms such as frequency counts and k-means clustering are better suited for
finding patterns in students’ solutions.

Currently, the best match parser returns the maximum number of consecutive lines
in a solution sequence that match a desirable strategy. In the future, we will consider
alternative matching algorithms such as Levenshtein algorithm.

In the future, we plan to use the BNF grammar representation of desirable puzzle-
solving strategies, coupled with a generator (instead of a parser) to provide proactive
hints to students as they solve puzzles in a tutor. Such hints might help students learn
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the puzzle-solving strategies associated with programming expertise and in turn, help
students develop the mental models used by expert programmers and become better
programmers themselves.
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Abstract. Intelligent tutoring systems (ITS) with simulated and virtual labs have
been designed to enhance students’ science knowledge, including content and
inquiry practices; some systems do this via real-time scaffolding. Prior studies
have demonstrated that scaffolding can benefit students’ learning and perfor-
mance. The present study aims to examine the robustness of scaffolding, delivered
by a pedagogical agent by providing scaffolding on one activity, removing it, and
then evaluating students’ inquiry performance both over multiple time periods (in
40 days, 80 days, and 170 days) and across different topics, thereby addressing far
transfer. 107middle school students in grade 6 received adaptive scaffolding on the
first inquiry topic (i.e. Animal Cell) in the intelligent tutoring system, Inq-ITS.
Then they received no scaffolding for three topics, namely, Plant Cell, Genetics,
and Natural Selection. Results showed that after removing scaffolding, students
demonstrated continued growth of inquiry performance from time 1 to time 2, to
time 3, and to time 4 for the practices of hypothesizing and collecting data, as well
as from time 1 to time 2 and to time 4 for the practice of warranting claims. This
pattern was not found in students’ performance on the practice of interpreting data.
These findings have implications for designers and researchers regarding the
design of scaffolds for the NGSS’ inquiry practices so that they can be effectively
transferred. These data also point to the need for additional work to address content
practice interactions.

Keywords: Science inquiry � Growth in inquiry performance � Scaffolding

1 Introduction

With the adoption of the Next Generation Science Standards [1] in many states,
it is expected that students master disciplinary core ideas, crosscutting concepts, and
scientific practices. Further, it is noted that engaging in scientific inquiry investigations
is an appropriate and effective way to do this. However, without guidance and support,
conducting scientific inquiry can be extremely challenging for students [2–4].
Specifically, students need scaffolds in order to meaningfully conduct science inquiry
[5]. In brief, scaffolds are hints or structural guides provided to students in
various forms in order to support them in accomplishing a task that may otherwise be
beyond their present competency level [6]. Without scaffolding, it is difficult to
be sure that students are following the necessary processes and gaining relevant
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understandings [7], for example, students may “fool around” [8], which can lead to
alternative conceptions [9, 10].

1.1 Scaffolding in Science Inquiry Contexts

In the context of science inquiry, there are several different types of scaffolds, and these
can be presented in multiple formats [11]. They may be presented in the form of pencil-
paper materials [12, 13] or within virtual environments [14–17]. Paper-pencil scaffolds
typically provide structural guidance to students to support particular steps of practices
[18], such as hypothesizing and collecting data [12], and constructing explanations
[13]. Scaffolds for these inquiry practices have also been developed for virtual envi-
ronments, e.g., hypothesizing [14], conducting experiments [14, 15], analyzing and
interpreting data [14, 15, 17], and constructing explanations [16]. Scaffolding inquiry
has had varying degrees of success on students’ learning and transfer across settings
[19] or to new settings [11].

Some learning environments support students through fixed scaffolding, which is
when the same amount of scaffolding is provided to students regardless of individual
experience or performance [13, 16]. For instance, Tabak and Reiser’s [16] inquiry
software provided fixed scaffolding to students and was found to benefit students’
content and process understandings. Faded scaffolding [12, 13, 17] can also be useful to
learning; for example, in Co-Lab, an online system that gradually reduces the presence
of explicit goals to guide students’ inquiry, students benefited from the scaffolds,
compared to controls, for the inquiry task of planning their inquiry investigations [17].
Adaptive faded scaffolding, in which the amount of scaffolding provided is individu-
alized based on student’s performance [11, 14], has been acknowledged as showing
great promise in terms of supporting both learning and transfer [11]. Specifically, real-
time adaptive scaffolds, the focus of our study here, can provide support based on
students’ specific needs, when they need it and when it is most effective for learning
[20]. Additionally, this may also support transfer of inquiry practices to new settings
[11], which we address here.

Real-time adaptive scaffolds have been implemented into Inq-ITS [21]. Inq-ITS is
an intelligent tutoring system for middle school science in which students carry out
inquiry investigations with microworld simulations in the domains of life, earth, and
physical science. The real-time adaptive scaffolds in Inq-ITS support students on
practices such as question formation/hypothesizing [22], carrying out investigations/
data collection [23, 24], data analysis/interpretation, and warranting claims [25, 26] and
all of the previously mentioned practices that are delivered by a pedagogical agent, Rex
(scaffolds are currently being developed for the practice of constructing explanations in
the claim, evidence, and reasoning format [27]).

In order to evaluate the effectiveness of these scaffolds, several studies [22–26]
were conducted in which students were randomly assigned to receive scaffolding for
each practice (i.e., data collection, data analysis, warranting claims). The data from
these studies, analyzed using Bayesian Knowledge Tracing [28] and ANCOVAs,
showed that students who received scaffolding were better able to both learn practices
and transfer these competencies to new topics than were students who did not receive
scaffolding [14, 22–26]). A recent study [29] demonstrated that students who receive
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scaffolding across practices improve on these practices at a quicker rate relative to
students who do not receive scaffolding. Studies on the real-time, adaptive scaffolding
in Inq-ITS, however, have yet to examine the robustness of adaptive scaffolding on
inquiry competencies over time and across topics, i.e., once scaffolding is removed.
This is the topic of the present study. We investigate whether adaptive scaffolding of
inquiry practices on topic 1 is robust across topics at varying time intervals on future
topics.

2 Method

2.1 Participants, Materials, and Procedure

107 6th grade students from a middle school in the northeastern United States partic-
ipated in the present study. Of the population of students at the middle school, 39.2%
are white, 20.6% are Hispanic, 23.5% are Asian, 11% are black, and 5.7% are two or
more races.

In the present study, students completed virtual labs in Inq-ITS [22] in the fol-
lowing order: Animal Cell (3 microworld activities where students investigated how
changing the number of organelles in the animal cell affected the health of the cell),
Plant Cell (3 microworld activities where students investigated how changing the
number of organelles in the plant cell affected the health of the cell), Genetics
(3 microworld activities where students investigated how changing a mother monster’s
alleles impacted the traits of the monster’s babies), and Natural Selection (4 micro-
world activities where students investigated how changing environmental factors
impacted the presence of monsters with different traits).

Each Inq-ITS microworld activity contained four stages where students engaged in
practices aligned to the NGSS [1]: forming questions/hypothesizing, carrying out
investigations/collecting data, analyzing and interpreting data, and communicating
findings. Adaptive, real-time scaffolding was available within the first three stages of the
microworlds [22–26, 29] (scaffolding is currently being developed for the last stage of
communicating findings in the claim, evidence, reasoning format [27]). These adaptive
scaffolds were provided based on the automated scoring (described in more detail
below) of students’ performance on fine-grained components of inquiry practices.

If a student was identified as demonstrating low performance on a practice, the
pedagogical agent (Rex) would pop-up on the student’s screen with a speech bubble
that oriented the student toward the particular inquiry practice he/she was completing
(i.e., if a student is not running controlled trials when collecting data, then Rex might
say, “I think the data you’re collecting won’t help you test your hypothesis”). If the
student still demonstrates poor performance, Rex provides a procedural scaffold with
hints on the steps the student should take to successfully engage in the practice (i.e.,
“Design a controlled experiment by changing only the variable you are testing while
keeping all the other variables the same”). The student has the opportunity to request
more information from Rex, in which case Rex provides a conceptual scaffold
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explaining components of the particular inquiry (i.e., “Changing only the [IV] while
keeping everything else the same lets you tell for sure if the [IV] affects the [DV]”).
Finally, if the student continues to struggle, Rex provides an instrumental scaffold with
more direct instructions on how to successfully engage in the particular inquiry practice
(i.e., “Run pairs of trials where you: (1) Change only the [IV], and (2) Keep all the
other variables the same”). The student may not progress in the activity until he/she
has addressed Rex’s feedback. It is possible that Rex might not pop-up for a student at
all during a scaffolded activity if the student demonstrates perfect performance on all
inquiry practices on his/her first attempt. In the present study, students only had real-
time, adaptive Rex scaffolding available in the first microworld topic (out of four) that
they completed (i.e. Animal Cell).

2.2 Measures

The dependent variables in the present study were the students’ scores on the four
inquiry practices automatically assessed by knowledge engineered rules and educa-
tional data mining algorithms in the first three stages of the Inq-ITS system [22]. The
four practices and their corresponding sub-components by which they were measured
include (examples of correct sub-components are given for the Animal Cell: Vacuoles
and Cell Storage virtual lab): (1) generating hypotheses, which was measured by
identifying an IV (independent variable) and DV (dependent variable; i.e., vacuole size
and cell storage), (2) collecting data, which was measured by testing the hypothesis,
running pairwise targeted and controlled trials, and conducting a controlled experiment
(i.e., running multiple trials where only the size of the vacuole was changed), (3) in-
terpreting data, which was measured by correctly selecting the IV and DV for a claim,
correctly interpreting the relationship between the IV and DV, and correctly inter-
preting the hypothesis/claim relationship (i.e., identifying that increasing the size of the
vacuole increased the cell storage and if this conclusion matched the hypothesis), and
(4) warranting claims, which was measured by warranting the claim with more than
one trial, warranting with controlled trials, correctly warranting the relationship
between the IV and DV, and correctly warranting the hypothesis/claim relationship
(i.e., selecting at least two controlled trials with data showing that increasing the size of
the vacuole increased the cell storage). Each inquiry practice subcomponent was
automatically coded as 0 points if incorrect or 1 point if correct using the knowledge
engineering and educational data mining techniques in Inq-ITS that have been vali-
dated in prior studies [22]. For the first activity (where students had the opportunity to
receive scaffolding from Rex and reattempt inquiry practices), the analyses used stu-
dents’ performance on their first attempts for each inquiry practice before they received
any scaffolding from Rex. The average score on each of the four inquiry practices
across all of the activities within a topic (i.e. the average hypothesizing score across all
3 animal cell activities) was used for analyses.

One of the independent variables used in the present study was inquiry practice,
which had four levels: hypothesizing, collecting data, interpreting data, and warranting
claims. This study also had a variable for time of completion with four levels: at
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Time 1 (December 2017), students completed the first Inq-ITS microworld topic (i.e.
Animal Cell with Rex’s support); at Time 2 (January 2018), students completed the
second topic (i.e. Plant Cell); at Time 3 (March 2018), students completed the third
topic (i.e. Genetics); and at Time 4 (June 2018) students completed the fourth topic
(i.e. Natural Selection). There was a 40-day gap between completion of the first to
second and second to third topics, and about 90 days between the completion of the
third to last topic. The four inquiry practices and time of topic completion (i.e. first,
second, third, and fourth time) were the two within-subject factors. The purpose of the
study was to investigate whether there was any significant growth in and transfer of
inquiry performance over time after removing the adaptive scaffolding provided only in
the first topic.

3 Analyses, Findings, and Discussion

Repeated measures analyses were performed to investigate whether students’ perfor-
mance on each of the inquiry practices was robust after adaptive scaffolding was
removed following completion of the first topic. Table 1 presents an overview of the
means, standard deviations, minimum, and maximum scores.

3.1 Performance on Inquiry Practices: Main Effect of Practices

Results of the repeated measures multivariate test for overall inquiry score was sig-
nificant: F(3, 104) = 26.59, p < .001, η2 = .434. Results for tests of within-subjects
effects for practice was also significant: F(3, 318) = 43.85, p < .001, η2 = .293. The
pairwise comparisons of overall inquiry score (see Fig. 1) showed that students
achieved higher scores on hypothesizing practice than interpreting data practice
(p < .001, Cohen’s d = 0.27) and warranting claims practice (p < .001, d = 0.70).
Students’ collecting data scores were also significantly higher than interpreting data
(p = .028, d = 0.18) and warranting claims (p < .001, d = 0.61). Moreover, the
interpreting scores were significantly higher than warranting claims scores (p < .001,
d = 0.44). These results revealed that students’ inquiry proficiencies vary with different
practices. They have highest proficiency in hypothesizing and collecting data, followed
by interpreting and warranting practices.

Table 1. Statistics for inquiry practice � time of completion across four virtual labs (N = 107).

Time Hypothesis Data collection Interpretation Warranting
M(SD) Min(Max) M(SD) Min(Max) M(SD) Min(Max) M(SD) Min(Max)

1 (Day = 1) .79(.21) .33(1.00) .73(.26) .00(1.00) .82(.18) .42(1.00) .66(.27) .00(1.00)
2 (Day = 40) .91(.15) .33(1.00) .90(.19) .00(1.00) .88(.21) .00(1.00) .82(.28) .00(1.00)
3 (Day = 80) .86(.24) .00(1.00) .86(.24) .00(1.00) .77(.25) .08(1.00) .72(.28) .00(1.00)
4 (Day = 170) .90(.20) .13(1.00) .92(.14) .38(1.00) .81(.21) .19(1.00) .75(.24) .25(1.00)
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3.2 Growth over Time: Main Effect of Time

Results of the repeated measures analysis showed a significant multivariate effect for
time, F (3, 104) = 20.93, p < .001, η2 = .376. Results of the tests for within-subjects
effects were also significant for time, F (3, 318) = 19.97, p < .001, η2 = .159. The
pairwise comparisons of overall inquiry performance over time showed that students
achieved higher inquiry scores at Time 2 (p < .001, Cohen’s d = 0.68), Time 3
(p = .039, Cohen’s d = 0.27), and Time 4 (p < .001, Cohen’s d = 0.53) relative to
Time 1 (See Table 1). Results showed that inquiry scores were significantly lower at
Time 3 than Time 2 (p < .001, Cohen’s d = 0.36) (see left side of Fig. 2).

The topics completed at Time 1 and Time 2 were Animal Cells and Plant Cells,
respectively, and therefore were similar in terms of the difficulty of content. Both topics
are taught as part of the NGSS [1] middle school Life Science Strand 1 (From
Molecules to Organisms: Structures and Processes). The increase in inquiry practice
scores from Time 1 to Time 2 indicated that students benefitted from the adaptive
scaffolding at Time 1 and demonstrated growth in inquiry performance, i.e., had further
honed this practice at Time 2. The topics at Time 3 and Time 4 were more complex
than the topics completed at Time 1 and Time 2, students still demonstrated growth in
inquiry competencies at Time 3 and Time 4 relative to Time 1. However, at Time 3,
students’ inquiry performance decreased relative to Time 2. This drop in inquiry
performance is likely explained by a change in the difficulty of topic (i.e. Plant Cell to
Genetics) since genetics is one of the more difficult life science topics for middle and
school students, requiring mathematical understandings of probability in addition to
scientific content [30, 31]. Even though there is a decrease in scores from Time 2 to
Time 3 due to the increase in the complexity of the topic (i.e. genetics), the perfor-
mance at Time 3 still significantly improved relative to Time 1. Overall, these findings
indicate robust effects of our scaffolding on students’ inquiry practice competencies
since adaptive scaffolding was removed after the first topic. The effect of scaffolding
from Time 1 was successfully maintained over 40 days, 80 days, and 170 days for the
overall inquiry practice score.

Fig. 1. Estimated marginal means and standard errors of four inquiry practice.
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3.3 Growth over Time: Interaction Between Time and Inquiry Practices

Results of the repeated measures multivariate analyses also showed a significant two-
way interaction between time and inquiry practice: F (9, 98) = 11.00, p < .001,
η2 = .503. Results for tests of within-subjects effects were also significant for this
interaction: F (9, 954) = 9.28, p < .001, η2 = .080. Pairwise comparisons (see right
side of Fig. 2) showed that for the practice of hypothesizing, students performed sig-
nificantly higher at Time 2, p < .001, d = 0.69; Time 3, p = .020, d = 0.34; and Time
4, p < .001, d = 0.54, relative to Time 1. A similar pattern was found for the practice of
collecting data, i.e., students performed significantly higher at Time 2, p < .001,
d = 0.73, Time 3, p < .001, d = 0.54, and Time 4, p < .001, d = 0.88, relative to
Time 1. This pattern was not found for the practice of interpreting data or for the
practices of warranting claims. A different pattern emerged for the practice of war-
ranting claims. Specifically, students achieved higher scores at Time 2, p < .001,
d = 0.56, and Time 4, p = .004, d = 0.35, relative to Time 1 for the practice of war-
ranting claims.

The findings for the specific practices of hypothesizing and data collection are
similar to those found for the main effect of time. There was continuous growth in
performance, i.e., a honing of practices, for hypothesizing and collecting data from
Time 1 to Time 2, to Time 3, and to Time 4. These patterns demonstrate a growth in
student performance for the practices of hypothesizing and collecting data regardless of
the difficulty of topic from Time 1 to Time 4. For the practice of warranting claims,
however, a significant increase was found only when comparing Time 1 to Time 2 and
when comparing Time 1 to Time 4. For the practice of warranting claims, the difficulty
of content (i.e. genetics) perhaps influenced performance at Time 3, where there was
not a significant improvement in scores.

We found that students achieved better interpreting data performance at Time 2
than at both Time 3 (p < .001, d = 0.46) and Time 4 (p = .009, d = 0.32). We also
found that students achieved higher warranting claims scores at Time 2 than at Time 3,
p = .003, d = 0.34. The decreasing performance on interpreting data practice from
Time 2 to Time 3 and from Time 2 to Time 4 is likely due to the increasing complexity

Fig. 2. Graph of overall average inquiry scores over time (Left) and mean score on each inquiry
practice over time (Right).
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of topics from plant cell (Time 2) to genetics (Time 3) and natural selection (Time 4).
This phenomenon also occurred in warranting claims performance: decreasing from
Time 2 to Time 3, likely due to the increase in difficulty of the topic (genetics). Another
possibility is that these practices, namely, interpreting data and warranting claims,
interact with content knowledge to a greater degree (than hypothesizing and data
collection). This is also commensurate with our transfer findings, i.e., that hypothe-
sizing and data collection transfer across content areas and over time.

4 Conclusions, Future Directions, and Implications

In this study we investigated the robustness of our scaffolding using students’ perfor-
mances on various inquiry practices at different time intervals and across different
topics, thereby addressing far transfer. Our result showed, in general, that our scaf-
folding was robust for hypothesizing and collecting data practices because students’
competencies continued to improve when evaluated after 40 days, 80 days, and 170 days
regardless of topic difficulty. Specifically, we were interested in whether adaptive
scaffolding of inquiry practices on one topic was enough to support student performance
on different topics completed at various time intervals. As such, these represent metrics
of far transfer. Despite the difficulty of moving from less difficult topics (i.e. animal and
plant cell) to more advanced topics (i.e., genetics and natural selection), we found that
the effects of scaffolding were still highly robust in terms of student performance relative
to the first inquiry topic. This pattern was consistent across the practices of hypothe-
sizing and collecting data. For the practices of interpreting data and warranting claims,
growth was influenced by topic difficulty, as identified in prior studies [29].

In sum, these findings suggest that adaptive scaffolding in one topic in an ITS can
benefit student inquiry learning even after scaffolding is removed and that the effect of
adaptive scaffolding ismaintained after long periods of time ranging from about 40 days to
about 170 days. Our interpretation of these findings is that the procedural support given by
Rex for inquiry practices is greatly supporting the acquisition and refinement of compe-
tencies, which undergirds students’ inquiry. The effects of adaptive scaffolding were also
apparent across topics in Life Science, some of which were more difficult than others. In
future studies, we will take into account the difficulty of activities prior to analyses. We
note that the success of far transfer of inquiry learning may depend on both increasing
difficulty of inquiry practices and increasing complexity of inquiry topics. Overall, the
findings in the present study inform assessment designers and researchers that, if properly
designed, scaffolding aimed at supporting students’ competencies at various inquiry
practices can greatly benefit students’ deep learning of and performance on inquiry
practices such that their learning is robust and can be transferred to other topics, evenwhen
these topics are presented long after theoriginal scaffolding. In futurework,wewill include
a control group to take into account other activities in the classroom that occurred between
opportunities to use the Inq-ITS system thatmay have effected inquiry transfer and include
a separate pre-test measure outside of Inq-ITS. Additionally, it will be valuable to counter-
balance the order of microworld activities.We are currently in the process of conducting a
finer-grained analysis that will enable us to better understand how different factors (i.e.
topic difficulty) interact and influence student performance on each inquiry practice.
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Abstract. Users’ performance is known to be impacted by their emotional
states. To better understand this relationship, different situations could be sim-
ulated during which the users’ emotional reactions are analyzed through sensors
like eye tracking and EEG. In addition, virtual reality environments provide an
immersive simulation context that induces high intensity emotions such as
excitement. Extracting excitement from EEG provides more precise measures
then other methods, however it is not always possible to use EEG headset in
virtual reality environment. In this paper we present an alternative approach to
the use of EEG for excitement detection using only eye movements. Results
showed that there is a correlation between eye movements and excitement index
extracted from EEG. Five machine learning algorithms were used in order to
predict excitement trend exclusively from eye tracking. Results revealed that we
can detect the offline excitements trend directly from eye movements with a
precision of 92% using deep neural network.

Keywords: Eye tracking � EEG � Excitement � Real-time adaptation �
Artificial intelligence � Virtual reality � Emotional intelligence

1 Introduction

Virtual reality (VR) has shown a significant impact on the users’ experience as it
creates an immersive and individualized environment that allows a wider range of
situations and interactions compared to other simulation techniques. Nevertheless,
embedding VR environments with the ability to infer the users’ affective states in real-
time has been also an important topic, as these VR systems limit considerably the use
of classical affective computing techniques. In fact, compared to traditional systems,
VR headset covers the user s’ face which makes techniques, such as facial emotion
recognition and external judge methods impractical. Thus, these constraints hinder this
VR technology to have access to affective data channels that could be used to adapt and
optimize the environment to the user needs, particularly if VR is a serious game.

Serious game is a game designed for a primary purpose like education, training,
simulation, exploring, analyzing, etc. rather than pure entertainment [1]. They could be
used in many fields like education, medicine, military, etc. Serious games are generally
known to induce a wide range of affective states on the users among which the
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excitement [2]. This last state is defined as the anticipation of a positively appraised
energy-based event [3]. The level of excitement could be then an important indicator of
the users’ immersive experience as well as a quantitative metric of the degree of
achievement of the game’s objectives.

In addition, the development of artificial intelligence techniques and machine
learning algorithms has significantly contributed to the integration of predictive models
able to extract continuous information from multimodal data sources including sensors,
cameras, context data, etc. [4, 5]. In this work, we propose a novel approach in
analyzing the users’ affective states using two sensing tools, electro-encephalography
(EEG) and eye tracking integrated in a VR headset. Eye tracking is a method used to
extract and analyze the users’ eye movements. EEG is a technique to record brain
activity and to infer mental states. We propose to use EEG measures to extract real-time
information about users’ excitement and explore how these measures are correlated
with eye-tracking metrics. Then, we aim to build a real-time model able to predict
excitement trends only from eye movements. To sum up, the two main hypotheses
stated in this paper, are namely; H1: are eye movements correlated to excitement?
And H2: can we predict excitement trends from eye movements?

This paper is organized as follows. In Sect. 2, we give an overview of the related
works. In Sect. 3 we describe our approach and the physiological sensors that we use.
In Sect. 4, we detail the experimental procedure, and finally in Sect. 5 we present the
obtained results.

2 Related Works

2.1 EEG and Eye Tracking

EEG signals and eye tracking are often used in the fields of brain assessment and
emotions detection. Using EEG signals, several researchers aimed to detect users’
emotions for improving learning. Chaouachi et al. proposed an approach that extracts
two mental state indexes from EEG which are engagement and workload using their
system called “Mentor” [6]. They used some rules able to maintain students in a
positive mental state while learning [7].

Moreover, Horlings and his colleagues [8] used EEG signals to recognize and
classify the user’s emotions and mental states. In fact, using EEG, they measured users’
mental activity while they were exposed to different images. For that, they used the
IAPS (International Affective Picture System) which contains images that provoke
specific emotions. Results showed that EEG allows the recognition and classification of
users’ emotions.

2.2 Virtual Reality

Over the last few years, VR started to be used in many fields due to its remarkable
advantages and the major one is immersion. In fact, VR tricks the mind of the user and
increases his sense of presence in the virtual environment. It makes him believe that he
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is in a real world and promotes his performance [9]. Therefore, VR is being increas-
ingly seen as the most interesting way to present an environment to the users.

Pedraza-Hueso et al. [10] introduced a VR system which consists of different types
of exercises with which the user can train and rehabilitate several aspects such as
cognitive capacities. Their system allows users to carry out physical and cognitive
rehabilitation therapies using an interface based on Microsoft© Kinect.

Moreover Ghali et al. [11] designed a VR game to teach basic physics rules. In
order to improve users’ intuitive reasoning, they changed strategies of assistance in
real-time according to player’s levels of engagement and frustration. They noticed that
VR offered an environment in which the user can deploy intuitive reasoning and
acquire knowledge faster compared to usual academic training.

2.3 Artificial Intelligence and Emotions

Recently, emotions and human behavior have attracted the interest of researchers in
computer science. Over the last few years, machine learning has gained more attention
to solve many problems including emotion recognition and classification, which can be
done either through text, speech, facial expression, gesture or EEG signals. Ang et al.
[12] used decision trees as classifiers in order to detect annoyance and frustration based
on prosody in human-computer dialogs. Results show that their prosodic model can
predict whether the user is neutral, annoyed or frustrated with an accuracy identical to
the agreement between human interlocutors.

Based on EEG signals, Chakladar and Chakraborty [13] have proposed a classi-
fication model that used Linear discriminant analysis (LDA) in order to classify four
types of emotions (positive, negative, angry and harmony). The average accuracy of
their model is 82%. Whereas Bhardwaj et al. [14], proposed an approach to detect and
recognize seven emotions using Support-vector Machine (SVM) and LDA with an
average overall accuracy of 74.13% and 66.50% respectively.

Based on facial expressions, Pitaloka et al. [15] proposed a classification of six
basic emotions (angry, happy, disgust, fear, sad, and surprise) using an enhanced
Convolution Neural Network (CNN) method. Moreover, Lopes et al. [16] developed
facial expression recognition models with CNN and they achieved competitive results
with 96.75% of accuracy.

In this research, we will use EEG in order to measure excitement, and eye tracking
for analyzing eye movements and their relation with excitement. We will use VR in
order to isolate the user and thus get more efficient measures due to its immersive
effect, and finally we will use Machine Learning algorithms in order to correlate EEG
and eye-tracking data.

3 Proposed Approach

In order to establish the correlation between eye movements and excitement, we
propose to develop an adaptive system able to induce users’ excitement.
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3.1 Adaptive System

This system is composed of three main parts; the first one is the adaptable application
(in this work, AmbuRun: a VR adaptable serious game), the second one is a measuring
module and the third one is the neural agent.

AmbuRun
We started by creating AmbuRun, a serious VR game able to test our approach. This
serious game should be adaptable according to users’ excitement. AmbuRun consists of
an ambulance carrying a sick person. The user takes control of the ambulance and tries
to arrive safely at the hospital without damage in order to save the sick person. The user
should dodge cars, buses, and trucks on the road to reach the hospital without harm
[17]. The difference between cars and buses/trucks in the game play is that, if the user
hits a bus or a truck (a big obstacle), the sick person will instantly die and the user must
try again. However, if a car is hit, the health of the sick person will just decrease and he
will not die instantly but only after multiple car hits.

We created this serious game in a way to support dynamic modifications using a
neural agent which is described below. The possible modifications of AmbuRun
concern two parameters: the speed and the difficulty. We vary the difficulty of the game
by increasing and decreasing the obstacles’ frequency. So, if the user encounters few
cars and buses, the difficulty is easy, and if he cruises too many cars, the difficulty is
hard. We change the speed of the game by increasing and decreasing the speed of the
ambulance. We assume that the modification of these parameters affects the users’
excitement, and thus, we can adapt this serious game according to it.

Measuring Module
The measuring module collects raw data from EEG and eye-tracking devices. It syn-
chronizes all the received data, processes them, and then extracts indexes of emotions.
In this work, we focus on the excitement as an output measure from the measuring
module.

Neural Agent
The neural agent [18] is an intelligent agent designed to perform two main functions.
The first one consists of receiving information about the virtual environment param-
eters and about the user’s emotional state from the measuring module. The agent
analyzes this information and decides of the best intervention/modification to be per-
formed on the adaptable application in order to reach a desired emotional level. The
second function aims to check that the resulting emotional state corresponds to what
was expected, otherwise another intervention is triggered.

The neural agent runs in real time to analyze evolution of user’s emotional state. It
operates in a neurofeedback loop with the measuring module in order to change the
emotional state of the user, which will indirectly trigger a modification of the virtual
environment and adapt it to the user.

3.2 Measuring Sensors

In below section, we describe the eye-tracking and EEG systems that provide data to
the measuring module.
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Eye Tracking in VR
Our application is a VR application, so we chose the FOVE VR headset which has a
built-in eye-tracking module. The device uses a 5.7-inch display with a WQHD
(2560 � 1440) resolution, 100 degrees as a field of view and 70 fps (frame per sec-
onds) frame rate. The eye-tracking module is composed of 2 infrared eye tracking
systems (one for each eye) and has 120 fps frame rate with a tracking accuracy less than
1 degree. Fove VR headset provides a software in which we can monitor the move-
ments of eyes in real-time. Figure 1 illustrates a screen capture of Fove software
interface.

Since Fove software output only provides eyes position in the three-dimensional
space, a post-processing algorithm was developed in order to compute more mean-
ingful metrics such as the eyes distance and the fixation period. We used the equation
below to calculate the sum of the three-dimensional Euclidean space distance between
two eye-tracking positions over a T time period.

XT
k¼2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxk � xk�1Þ2 þðyk � yk�1Þ2 þðzk � zk�1Þ2

q
ð1Þ

3.3 EEG Measures

We used Emotiv Epoc + EEG headset technology to track the excitement of the user.
The headset contains 14 electrodes spatially organized according to international 10–20
system, moist with a saline solution. Emotiv system generates raw EEG data in (µV)
with 128 Hz sampling rate as well as the five well-known frequency bands, namely
Theta (4 to 8 Hz) Alpha (8 to 12 Hz), low Beta (12 to 16 Hz), high Beta (16 to 25 Hz)
and gamma (25 to 45 Hz). Furthermore, the system uses internal algorithms to measure
the following mental states: meditation, frustration, engagement, excitement and
valence. Even though we don’t have access to the system proprietary algorithms to

Fig. 1. Screen capture of Fove interface
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infer these mental states from the raw data and the frequency bands, a number of
studies have established the reliability of the output [19].

4 Experiments

In order to test our approach, we experimented our system on 20 participants (10 males
and 10 females), with a mean age of 31.05 (SD = 4.96). Before taking part of the
experiment, each user signed a consent form in which the goal of the study and the
different steps of the experiment were clearly explained. Then, the user was equipped
with the Emotiv Epoc+ and Fove VR headset devices described in the previous section.
Once the user feels comfortable with the setup and ready to start, the measuring
module, the neural agent as well as the AmbuRun VR game were simultaneously
launched and the user starts interacting with the game using a wireless gamepad.
Earphones connected to the device were used in order to isolate the player from the
ambient environment and to intensify his level of immersion in the VR game. Figure 2
illustrates the experimental process.

During the experiment, we extracted and recorded two data sources: EEG data and
eye movements data. The measuring module continuously tracks the excitement values
of the user. The neural agent computes at a periodic time interval of 20 s the mean level
of excitement and adapts accordingly the speed of the game. After finishing the
experiment, each participant was asked to fill in a post-session questionnaire in which
he provided his subjective feedback about the whole experience. The goal of this
questionnaire was to help us improve our future research methodology.

5 Results and Discussion

In order to achieve our first goal and discover if there is a relationship between eye
movements and excitement, we analyzed the participants’ eye movements and
excitement when the agent modifies the game parameters (speed and difficulty). Results
showed that there is an impact of the agent modification on the excitement measured by
EEG data. We noticed that there is a positive increase trend in the average of excite-
ment 20 s after the agent raises the pace of the game. A repeated measure ANOVA
with participants’ excitement level as dependent variable revealed a significant increase
of the agent intervention (p = 0.000168 and F = 14.660). Table 1 details the results

Fig. 2. Process of the experiment
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and shows that when the agent makes the game faster, the mean excitement increases
from 0.437 to 0.489 (5.2% more).

Likewise, we conducted a repeated measure ANOVA to analyze the relationship
between eye movements mean distance before and after the agent’s modification.
Statistical results confirmed the existence of such a relationship with significant
increase of the mean distance before and after this intervention (p = 0.004 and
F = 8.23732). Table 2 details the obtained results.

This result highlights the impact of the agent’s intervention on the excitement
measured by EEG and eye movements as well. In order to have a more fine-grained
analysis at the intervention level (N = 220 interventions in total across all the partic-
ipants), a Pearson correlation test between the eye movements difference and the mean
excitement (i.e. before and after the agent intervention to increase the speed) was
conducted. The results showed a significant fair correlation of 0.58 between these two
measures (p < 0.0001). Hence, if the EEG excitement increases, the eyes move more
which lead to our second research question: can we predict excitement only from eye
movements?

In order to answer this question, we used our collected data which contains EEG
excitement and eye tracking, then, we processed them by adding excitement “trend”
column in which we set 0 if the EEG excitement decreases and 1 if it increases. Next,
we deleted all EEG measures and we kept only the excitement trend column and eye-
tracking data as our dataset. Then, we split our dataset randomly into 70% for training
and 30% for testing. We trained the model in order to predict the excitement trend and
we compared the predicted results on testing data with the real labels to analyze the

Table 1. ANOVA EEG excitement (more detailed study of this result could be found in [18])

Excitement before Excitement after

Mean 0.437 0.489
SD 0.214 0.203
N 220 200
F 14.660
P 0.0001

Table 2. ANOVA Eye distance

Eye distance before Eye distance after

Mean 10.5216 12.2227
SD 5.9772 6.4467
N 220 200
F 8.23732
P 0.004
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accuracy of the algorithm. Five (5) supervised learning algorithms have been tested in
our study, namely: Decision tree, Random forest, Support Vector Machine (SVM),
Grid_search SVM and Deep Neural Network (DNN). For Decision tree, we used the
Classification and Regression Trees (CART) version [20]. The random forest was set
up with 200 estimators. For the SVM, C was set to 1.0 and gamma as default. Grid
search SVM was also tested in order to find the best parameters for the SVM (best
C = 10 and gamma = 0.0001). Finally, the DNN architecture used 4 hidden layers,
with the first one composed of 10 neurons, and 20 neurons for the other 3 layers.
Table 3 details the results of each algorithm.

Average precision ranged from 79% from Decision tree and SVM to 92% from
DNN. Grid_search SVM showed the highest precision for the 0 class (excitement
decrease) with 96% and best recall for the 1 class (excitement increase). However,
overall the DNN showed the best average precision, recall and f1-score.

The random baseline classifier which assigns the majority class (i.e. 1 in our case)
gets an accuracy of 57% (38/66). Machine learning improved the accuracy by at least
22% (Decision tree) and at most 35% (DNN). This result underlines the impact of using
machine learning with eye tracking data to detect users’ excitement trend.

Table 4 shows the confusion matrix for each tested algorithm. For the 66 instances
in the testing set, the DNN only misclassified 2 out of 38 instances in class 1 (increase
of excitement trend) and 3 out of 28 instances in class 0 (decrease of excitement).

Table 3. Classification reports of tested algorithms

Precision Recall F1-score Support

Decision tree 0 0.79 0.68 0.73 28
1 0.79 0.87 0.82 38
Avg/total 0.79 0.79 0.79 66

Random forest 0 0.81 0.79 0.80 28
1 0.85 0.87 0.86 38
Avg/total 0.83 0.83 0.83 66

SVM 0 0.79 0.68 0.73 28
1 0.79 0.87 0.82 38
Avg/total 0.79 0.79 0.79 66

Grid_search SVM 0 0.96 0.79 0.86 28
1 0.86 0.97 0.91 38
Avg/total 0.90 0.89 0.89 66

DNN 0 0.93 0.89 0.91 28
1 0.92 0.95 0.94 38
Avg/total 0.92 0.92 0.92 66
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6 Conclusion

In this paper, we presented an approach which uses eye tracking as indicator of users’
excitement level. Experiments were conducted during which the participants interacted
with a VR serious game designed to be adaptable according to their excitement level
measured using EEG signals. Results showed that there exists a significant correlation
between the EEG excitement data and users’ eye movement patterns. Five machine
learning algorithms were tested in order to model excitement trend exclusively from
eye-tracking data. Testing phase showed that, using DNN, we can predict the excite-
ment trend from eye tracking with a precision of 92%. These results established that we
can use eye movements in order to model users’ excitement trend and consequently use
it as a metric to intelligently adapt systems.
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Abstract. Gifted students are characterized by a low level of attention
and workload. Thus, it is very important to detect the variation of these
values in real time when children are solving problems. A low value of
workload or attention could be an indicator that the child is gifted. In
this paper, we conducted a preliminary study in order to detect when
children have a low values of attention or workload. A sample of 17 pupils
participated in this study by solving math problems in an environment
called Netmath. The EEG signal data collected from the experiment was
used to train a Long Short Term Memory network (LSTM) to predict two
mental states (attention and workload) in real time, when solving math
problem. First results show that it is possible to predict these values in
real time and the accuracy of the prediction is slightly above the random
model. This pilot research provide some insight to the hypothesis that
we can predict those variables in real time, which might be useful to
intelligent tutor and to detect gifted children.

Keywords: Electroencephalography (EEG) prediction · LSTM ·
Attention · Workload

1 Introduction

It has been shown that gifted students have low values of attention and cognitive
workload when solving problems [7]. Hence, if we are able to predict the attention
and the workload of a student in a real time setting during problem solving, we
will be able to predict when he/she will have great chance to succeed, and also
be able to predict if he/she is gifted. While existing studies aim at classifying
mental states in real time, predicting them have not been explore yet. Therefore
we conducted a pilot study where we have developed a LSTM [8] model for
predicting student’s attention and cognitive workload when solving problems.
The goal is to reach a model that would be able to accurately predict what the
mental sate of the learner would be at time t + 1 knowing what it was at time
t, t − 1, ..., t − T where T represents the timestep of the model. Such a model
can be useful in an intelligent tutor for helping infer student’s mental states and
decide accordingly what and how to tutor at each moment.
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The paper is organized as follows. Section 2 presents related work. Section 3
describes the model, the experiment settings following by the results and discus-
sions. Finally, Sect. 4 presents our conclusions.

2 Related Work

2.1 Gifted Students

Historically, there are many definitions and conceptualizations of gifted and tal-
ented students [6,10,14]. Some authors allege that the high intellectual potential
is innate (genetically present) and others that it represents the result of training
or development of abilities or capacities of the child. Intellectual assessment or
intelligence quotient remains an important indicator of giftedness. Two essen-
tial models are used to define giftedness [12], the one of Renzulli [10] and the
other of Sternberg [11]. According to Renzulli [10], there are two types of gifted
students: the first type corresponds to those with high academic potential. The
second type corresponds to those with high creative potential. It proposes three
components of skills to characterize the behavior of gifted children (intelligence,
creativity and implication). These components interact. Sternberg [12] described
a model of five criteria (excellence in one area relative to other people, scarcity
of the level reached against peers, potential to produce something, ability to
demonstrate skills with a valid assessment, and relative value of the skill for
society).

2.2 Capturing Mental States

The EEG signal is a voltage signal that can be measured on the surface of
the scalp, arising from large areas of coordinated neural activity manifested
as synchronization (groups of neurons firing at the same rate) [4]. EEG signal
can measurably detect variation in the neural activity. Attention and cognitive
workload are mental states that can be tracked by a EEG headset. Many studies
have used those mental states to predict reading behavior in a tutor [4], to predict
performance level during cognitive task [3], to predict math problem solving [1]
or to monitor indexes of alertness, cognition, and memory [2]. Berka and her
team [2] used indexes extracted from EEG in order to study the engagement
and workload mental states, Chaouachi et al. [5] integrated these two mental
states in their system, Mentor. This system used some rules in order to maintain
students in a positive mental state while learning, and reacted each time on
selecting the appropriate next activity to present to the learner. This initial
results appear to suggest that EEG might be a valuable technology for directly
assessing a student’s level of cognitive effort. However, none of the previous
works led to a model for predicting the future mental state of the learner. Yet
such information could be of interest if we want to prevent undesirable mental
states that might affect the learning process. The ideal predictive model should
preserve the temporal and sequential nature of data making the LSTM the best
potential candidate.
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2.3 Using Long Short Term Memory (LSTM) for Predicting
Attention and Workload

LSTM has became a core component of neural Natural Language Processing
(NLP) [13]. The LSTM architecture [8] can learn long-term dependencies using
a memory cell that is able to preserve states over long periods of time. While
numerous LSTM variants have been proposed, here we used the version proposed
by Zaremba [16]. It is a model able to extract sequence information from data. It
is suitable for problems where the temporal prediction is important as predicting
attention in real time based on past values. Given a sequence x1, ..., xT where xi

represents the concatenation of data depicting the mental states at time t = i s
and T = 20 s (time-step of our model), the LSTM processes each x at a time,
keeping track of cell and state vectors (ct, ht) which are computed as a function of
xt, ct−1 [9]. In the next section, we describe how the model has been implemented
in this study.

3 Experiments

We conducted an experiment where we asked elementary school students (4th
and 5th grades) to solve the selected tasks from NetMath 1 environment which
is a web application to support learning mathematics for primary and secondary
students (from 3rd primary grade to 4th secondary grade). The proposed tasks
were designed for higher-level students (6th grade). 17 students (10 F, 7 M)
voluntarily participated in this study. Students are aged between 9 and 11 years
(M = 10.05; SD = 0.42). We choose a total of 10 tasks from the platform. These
tasks are divided into three levels of difficulty: easy, medium and hard. During
the fulfillment of the tasks, we collected real time data from Neeuro Senzeband
non-invasive EEG headset. This headset allows us to obtain EEG raw data
from 4 channels and three mental states measures (Attention, Workload and
Relaxation).

3.1 Dataset

Each of the 17 participants spent around 30 min to solve all the problems. For
each of these participants we have gathered their attention, cognitive workload,
relaxation, both hemispheres of the brain left/right, center-left and center-right
at each second. For the prediction of attention and workload, we have defined
a step of 20 s which defined the timestep for the LSTM model. The dataset
was thus divided into input data X and output data Y where each line of X
represents events that happened 20 s before and each line of Y is a label which is
the event that happened at the 21st second. This configuration gave us around
20000 data where 75% where used for training and 25% for test. Figure 1 shows
an excerpt of the dataset.

1 https://www.netmath.ca/fr-qc/.

https://www.netmath.ca/fr-qc/
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Fig. 1. Excerpt of the raw EEG data.

3.2 The Model

Initially we trained a regression model (LSTM with mean squared error) whose
objective was to predict the approximate value of attention/workload but this
first model gave us poor results. We have therefore turned the problem into
a classification problem where we predict whether the value of the attention is
greater than a threshold value or not. The best threshold value found is 0.6 (0.02
for the cognitive workload). So the designed model is able to predict whether
attention will be high (>0.6) or low (≤0.6). For example, if the value to predict
is less than 0.6, then the label is encoded as [1,0] else the label is encoded as
[0,1]. The model (see Fig. 2) is composed of an input layer containing 7 neurons
representing each of the 7 variables presented above. It turns out that when
adding or removing both hemispheres of the brain left/right data as input, the
results did not changed considerably. Therefore, the final model does not include
those 4 attributes. The raw values were retained because the standardization and
normalization processes of the data gave us poor results. After the input layer,
there is the LSTM layer able to extract the sequential information useful for the
prediction. The penultimate layer summarizes the information extracted in the
lower layers in order to send it to the final layer that makes the final prediction.
The activation function ReLU (Rectified Linear Unit) is used in all layers except
for the last layer where the activation function is the Softmax. The loss is the
binary cross entropy. The number of epoch was fixed to 50 and the batch size
to 500. We used Adam as the optimizer. We implemented the models in python
using Keras.

3.3 Results and Discussions: Can We Predict Attention and
Workload?

The model that predicts the attention gave 61% of accuracy and the model
that predict the workload gave 76% of accuracy which is the average on 20
different training. Table 1 gives examples of predicted values vs real values of
the two models. The second model performs better than the first model. These
results show that it is possible to observe the variation of the attention and
the workload of students during problem solving and predict how those mental
states will vary in real time as students continue to solve problems. However,
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Fig. 2. Model to predict attention and workload in real time.

we noticed that the first model is slightly above the random model (better than
chance) which means somehow that it is difficult to predict how the attention will
vary across time compare to the workload. The model as designed is a general
model in the sense that it does not take into account the specificities of each
person. However, since people are different and may display different behaviours
for the same task, it is important to incorporate a more contextual data to
that model. One solution would be to add into these models a branch by using
the attention mechanism [15] that would take as input specific attributes of the
person whose attention or cognitive workload is to be predicted. The models need
more contextual data to be able to figure out how the variables change across
time. Nonetheless, our results seem promising, but are they meaningful? EEG-
based mental state detectors will presumably need to be much more accurate
in the first place to help the design of accurate predictor and to help intelligent
tutors in real time.

Table 1. Examples of prediction vs real data. [0, 1] for Attention means that the value
to predict is above 0.6 and [1, 0] means that the value to predict is less than 0.6. [0, 1]
for Workload means that the value to predict is above 0.02.

Output Real values Predicted values

Attention [0, 1] [0.46971744, 0.5302825]

Attention [1, 0] [0.590336, 0.40963754]

Workload [0, 1] [0.495932, 0.504068]

Workload [1, 0] [0.9372175, 0.0627825]

4 Conclusion

This preliminary study suggests that we can predict mental states variation
across time. We found weak but above chance performance for predicting Atten-
tion. Even if the models built do not gave us good results, we have shown that
it is possible to predict mental state across time based on past events. However
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the models need more contextual data to be able to predict more accurately the
variations over time. As an example, we could include specific information on
the student such as age, or the type of exercise they are currently solving. Our
next step will be to first cluster students based on their behaviours and then
to feed that new information to the models. The resulting solution will then be
tested in a real-time setting.

Acknowledgments. We would like to thanks The Fonds de recherche du Québec –
Nature et technologies (FRQNT) for their financial support and Beam Me Up Games.
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Abstract. Drawing on a social-regulating approach, we experimentally com-
pared the effects of cognitive and socio-affective support on learning outcome in
an intelligent tutoring system. Findings show that cognitive support from ped-
agogical agents in response to learner’s confusion is preferable for enhancing
students’ learning outcomes.

Keywords: Confusion � Cognitive support � Socio-affective support

1 Introduction

Confusion represents the “wisdom of the emotions” [1], providing time-tested learning
opportunity in Intelligent Tutoring Systems (ITS) environments. Specifically, confusion
is an epistemic affective state [2], indicating that there is a problem with the current
state of one’s knowledge. Crucially, however, confusion is not always helpful when it
remains unresolved. Some learners regulate confusion by themselves, and others may
need additional support to get out of the sustained confusion state.

When we experience protracted confusion, we typically feel the urge to tell or ask
others about our experience. This phenomenon is seen as social confusion regulation.
Listeners may primarily offer cognitive support, which is directed at altering cognition
related to the emotional experience, or socio-affective support, which includes comfort
and validation [3]. It has been argued that these two types of support exert different
influence on how a person thinks, feels, and acts [3]. Then, is it apply to learning
domain? We aimed to compare the effects of cognitive and socio-affective support on
confusion learning outcome in ITS environments. In this study, the ITS environments
that were specifically designed to trigger and regulate confusion during research
method learning have been developed.

2 Method and Results

Undergraduate participants. 84 undergraduates at a general university in China were
recruited to participate in exchange for extra course credits, who had no learning
experience in experimental material (research method). Three volunteers were dropped
from the dataset because their finishing time of experiment was over 3 standard
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deviations above average time. This resulted in a final sample of 81 participants
(54 female and 27 males, mean age = 21.2 yrs).

Mixed design. The study involved a 4 (Social Confusion Induction: true-false,
false-true, false-false, true-true) x 3 (Social Confusion Regulation: cognitive support,
socio-affective support, no support) mixed design. Participants have received all four
types of social confusion induction in a Graeco-Latin Square order and randomly
assigned to one of the social confusion regulation conditions. Learning outcome served
as the dependent variable was the score gap between post-test and mid-test.

Social confusion induction manipulation. Similar to D’Mello et al. [4], social
confusion induction was operationalized by varying contradictory information in agent
agreement and information correctness during the trialogues (three-party conversation:
a participant and two pedagogical peer agents) phase. In the control condition, both
agents agreed on the correct information (true-true), while in the other three experi-
mental conditions, two agents either disagreed with each other or agreed with the
incorrect information. After both agents presented their respective opinions, then the
participant would be asked by an agent to express oneself. The contradiction between
agents’ opinion was expected to trigger the participant’s confusion.

Social confusion regulation manipulation. We operationalized social confusion
regulation by support varied in types. Cognitive support was always characterized by
triggering participants to stop, reflect, and further deliberate over which agent’s opinion
was correct and why that opinion was correct (e.g. “XX, remember to think about how
students in the control and experimental groups behaved during the study. Try to put
together a convincing argument to get me on your side.”). Socio-affective support
messages from agents always included validation of participants’ confusion, under-
standing, and encouraging (e.g. “You know, this feeling is actually a good thing in
learning. It helps us to notice that we ignore some knowledge about experimental
groups. Let’s keep trying to figure out this concept.”). All supportive reactions were
tailored to the specific trialogue background to enhance ecological validity.

Procedure. The experiment occurred over five phases (each for 2.5 h): the partic-
ipants (1) took pretest for prior knowledge, (2) acquired research method knowledge
through multimedia learning to identify the contradictory of information in later tria-
logues, (3) took mid-test to assess and control over learning outcome in multimedia
learning, (4) attended eight trialogues (each about one concept) offering contradictory
and supporting information to induce and regulate participant’s confusion respectively,
and (5) took post-test to check each one’s overall learning outcome. Each trialogue in
the fourth phase began with a description of a research method practice. Participants
read the description and then discussed it with the agents. Each discussion involved
four trials. The first three trials were about social confusion induction, and the last trial
was for social confusion regulation.

Learning outcome measurement. Learning content about eight concepts of research
method covered in eight trialogues was tested three times, including pretest, mid-test,
and post-test. Learning outcome served as the dependent variable was used to assess
the benefit of support, indicated by the score gap between post-test and mid-test. Each
test had 24 multiple-choice questions with three questions per concept. The three types
of items were based on the first three levels of Bloom’s Taxonomy (knowledge,
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comprehension, application). Three alternate test versions and assignment were
counterbalanced across participants.

Results of learning outcome. To test which type of support benefited learning
outcome, and whether these effects were dependent on the confusion occurrence, a
4(Social Confusion Induction) x 3(Social Confusion Regulation) two-way ANOVA
was performed with learning outcome as dependent measures. The proportional
occurrence of test scores for learning outcome are presented in Table 1. The results
showed a significant interaction between social confusion induction and social con-
fusion regulation, F(6, 234) = 2.46, p < .001, ηp

2 = .11. Simple-effects analyses sug-
gested that within the true-false condition, the participants who received cognitive
support outperformed those who received socio-affective support (MCS-SAS = .22, SD =
.06, p = .001) and no support (MCS-NS = .25, SD = .06, p < .001); similar learning
benefits trend existed in the false-true condition (MCS-SAS = .2, SD = .07, p = .02;
MCS-NS = .24, SD = .06, p = .001), but not in the true-true and false-false condition.

In sum, we have successfully regulated confusion mainly by cognitive support in
ITS environments. It should be noted that we assessed cognitive and socio-affective
support separately, while we usually received both supports in daily life. The next step
is to investigate a combination of both, and whether the temporal order of received
support might be relevant. The findings help to build ITS more effective.
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Table 1. Means (M) and Standard Deviations (SD) of learning outcomes.

CS (N = 27)
M (SD)

SAS (N = 27)
M (SD)

NS (N = 27)
M (SD)

Total (N = 81)
M (SD)

True-False .57 (.27) .36 (.19) .32 (.13) .42 (.23)
False-True .55 (.25) .35 (.22) .32 (.23) .41 (.26)
False-False .31 (.2) .28 (.13) .25 (.09) .28 (.15)
True-True .34 (.25) .44 (.25) .26 (.14) .35 (.23)

Notes. CS = cognitive support, SAS = socio-affective support, NS = No
support.
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Abstract. This study observes patterns of dialogue acts in typed-chat student
group problem-solving. Quantitative differences are observed according to the
relative preparedness of the students within the discussion.

Keyword: Collaborative problem-solving dialogue

1 Introduction and Background

The COMPS project administers computer-mediated problem-solving chat dialogues in
undergraduate college classes [1]. A goal of COMPS research is to characterize typical
problem-solving dialogue activity. Characterizing typical activity advances toward a
future goal of providing assessments of the chat activities, so the instructor can gauge
whether students and chat groups are collaborating productively.

Our research hypothesis is that the students in a problem-solving dialogue behave
differently according to their relative level of knowledge: the best-prepared student
within the group may take on a different role than the least-prepared. To test this, we
examined the frequencies of several categories of collaborative-activity dialogue acts.

This study used approximately a thousand dialogue turns of COMPS project
transcripts manually tagged according to four categories of collaboration dialogue acts.
Then we measured the different frequencies of the dialogue acts according to pre-
paredness rank of the student.

The students in this study were in a 2nd-semester undergraduate computer pro-
gramming class. They worked together in three-person groups for approximately an
hour. The exercise in this study involved analyzing the object-oriented aspects of some
Java code. The exercise prompt instructs the students to come to an agreement on
successive segments of the problem. A teaching assistant (TA) then joins the discussion
at the end of each segment to pass judgment and perhaps provide assistance. This script
is intended to promote mutual dependence (the students don’t signal for the TA until
they all agree) and accountability (students should exhibit understanding for each part
of the problem). An extract from one of these conversations is shown in Fig. 1.

Pre- and post-tests were administered before and after the dialogues. We ranked the
three students in a discussion group, based on pre-test score. Rank 1 is the student
within the discussion who was most prepared, rank 3 was the least prepared student.
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We computed learning gains as (post–pre score)/(1–pre). We also measured each
student’s participation based on numbers of turns, using a formula which normalized
according to the number of participants. Thus in a 3-person group, a person con-
tributing 1/3 of the turns was recorded with a participation statistic of 0.5.

This study annotated the type of collaborative dialogue act in 1000 turns of dia-
logue from 10 group discussions. The four categories of dialogue acts are as follows.
The categories are adopted from a project of one of the testing services which is
building assessments of student collaborative conversations [2].

(A) Sharing ideas, or pointing at where ideas can be found
(B) Negotiating, including agreement/disagreement
(C) Regulating problem-solving
(D) Maintaining communication, e.g. politeness, joking or small talk

Dialogue acts do not exactly correspond to typed-chat dialogue turns, where the
student presses <enter> to mark a turn. One dialogue turn can contain several acts, or a
single person can utter a several-turns-long dialogue act without interruption by other
students. Another complication is COMPS chat software permits overlapping dialogue
turns, everybody can type at once and observe each other’s typing without interruption
[3]. In these transcripts overlapped turns are serialized according to when they ended.
Note also that conversation segments with the TA present might plausibly show dif-
ferent student behaviors as they are no longer solving the problem but checking their
answers. These segments were not counted in our results here.

Person Text Acts Sub-category
St1 public String toStrong(){ String result = 

null; result = lendingInstitution +' '+ 
PA-mount +' '+ iRate +' '+ etc.

A Sharing Idea

St2 lol yall going in i think thats right tho D, B Joking, Agreement. 
St1 we just have to explain the getters and 

setters now
C Suggest next step

St3 Student 1 can u explain them C Check understanding
St1 besides excapsulation, accessors 

make it easier to change future things 
mybad on the spelling

A, D Explanation,
politeness

St4 So everything except the setters and 
getters are explained right?

C Reflect

St1 encapsultion allows validation A Continue explanation
St3 I dont believe we've explained the 

properties
C Suggest next step

Fig. 1. Extract of dialogue, with dialogue acts annotated.
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2 Results

Table 1 shows how the differently prepared students had different conversational
behaviors within a discussion. Table 1 records behaviors from the 30 students in the 10
discussion groups, all working on the same problem in the same semester. Most
important is the relative mix of dialogue acts. Chi-squared tests show that the rank 3
least prepared students significantly differ in their mix of dialogue acts from rank 2
(p < 0.05) and from rank 1 (p < 0.01). A rank 3 student also participates significantly
less than a rank 1, contributing fewer dialogue acts in each dialogue (p < 0.01).
Consistent with previous COMPS results, the most prepared students showed little or
no learning gain, while the least prepared showed the most [1].

A conclusion is: learning gains do not directly correlate with problem-solving
participation acts. The lowest rank students had the largest learning gains, with lower
percent of problem-solving dialogue acts in categories (A) through (C), and a higher
proportion of category (D) acts which do not contain problem-solving content.
Assessing collaborative dialogues may need to take this differential into account.
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Table 1. Different styles of contribution, based on relative preparedness within the group.

Rank 1: n = 10 Rank 2: n = 10 Rank 3: n = 10

Avg learning gain 0.0 0.1 0.5
Numb. dialogue acts 442 311 220
A: sharing 30% 27% 25%
B: negotiating 28% 33% 33%
C: regulating 28% 27% 21%
D: maintaining 14% 13% 22%
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Abstract. We are building an ITS that tutors students in beginning C++. It has
the form of an intelligent review sheet that gives students increasingly difficult
problems to solve, and gives them hints when needed. In this paper we evaluate
proposed hints for this system. Our goal is to find the types of hints preferred by
expert instructors.

Keywords: Intelligent tutoring systems � Computer science education �
Teaching beginning programming

1 Introduction

We are developing a system that tutors students in beginning C++. It is an “intelligent
review sheet” that gives students increasingly difficult problems to solve in categories
they need to master, and provides hints when students give wrong answers. If a student
gets a question wrong the second time, the system attempts to give a good followup
hint. After that it provides the answer.

Due to the design of the student model, in the initial version of the system hints will
be determined by the question rather than by the incorrect answer supplied by the
student. We surveyed a set of expert instructors, all of whom had taught the course
material for at least ten years, to see which types of hints they preferred both as initial
hints and as followup hints.

In this paper we examine one categorization of hints to better understand the
structure of preferred hints. This approach is derived from a line of research starting
with Zhou et al. [2]. The categorization was developed to provide input to the algo-
rithm we plan to use to generate the hints automatically.

Table 1 shows a sample problem to be used in the system. The problems are
multiple choice with four possible answers and are presented via a web interface. The
majority of problems ask the student to find the result of executing some C++ code.
The remaining problems test the student’s knowledge of C++ concepts, such as dec-
larations, loops and classes. The system covers all of the topics in a one-semester
beginning C++ class in the order that they are found in the course. In the analysis in
this paper, we examine only the results from the code questions because hints for
content questions are not in the scope of the algorithm mentioned above.
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(i) Assume the student has given a wrong answer. Label the best hint with a 1.
(ii) Label the second best hint with a 2.
(iii) Go back to the original best hint. Suppose the student gets the question wrong

again after getting that hint. Label the best followup hint with a 3.

2 Background: Hint Categorization

The problems requiring students to evaluate C++ code included hints in three main
categories: rules, instantiated rules and pointers. A rule is a piece of content that the
student needs to solve a problem. For example, in the problem above, “Compound
assignment operators assign the result to the left operand” is a rule.

An instantiated rule is a version of a rule that has been instantiated with values that
apply to the given problem. In the example above, “*= is a compound assignment
operator. It abbreviates x = x*5 to x* = 5” is an instantiated rule where the operator,
the left-hand operand and the right-hand operand have been instantiated to the values
used in the problem.

A pointer is a hint that does not directly give the student content, but just refers to it.
Most frequently, pointer hints are questions whose answer contains the desired content.
The example above includes several pointer hints, including “What is x * = 5 an
abbreviation for?”. The term is based on the terminology used in [1].

These categories were chosen because they will be the basis of a planned logic
engine that will automatically generate instantiated hints and pointers from rules. The
survey also included two other categories of hints for code questions, analogies and
remediation of misconceptions, that do not occur in the example above. Two final
categories, mnemonics and C++ syntactic schemata, only occurred in the hints for
conceptual questions and not in the hints for code questions.

Table 1. Sample question from C++ hint evaluation questionnaire.

Q2. If x is initialized to 3, what is the value of x after x *= 5 is executed?

a. 5. b. 15. c. 3. d. Cannot be determined from the information given.

____ Hint 1: What does the * operator do?
____ Hint 2: Compound assignment operators assign the result to the left operand.
____ Hint 3: What is the value of x after the instruction x=x*5 is executed?
____ Hint 4: What is x *= 5 an abbreviation for?
____ Hint 5: x *= 5 is an abbreviation for x = x*5.
____ Hint 6: *= is a compound assignment operator. It abbreviates x=x*5 to x*=5.
____ Hint 7: x*= 5 is an abbreviation. What do you think it is an abbreviation for?
____ Hint 8:  Is *= an abbreviation? What do you think it could stand for?
____ Hint 9: (writein) _______________________________________________.
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3 Procedure

We prepared a questionnaire with 10 sample questions that will be used in the eventual
system. For each question 8–10 hints were provided. Respondents were also given the
opportunity to write in their own hints.

We asked the respondents to answer the three questions labeled (i)-(iii) in Table 1.

4 Results

The first line of Table 2 shows the results of the categorization. The totals include all
hints that our expert instructors chose as potential responses to initial student errors,
including both their first and second choices, which may have been writein hints. We
did not include the followup hints, which were intended for a separate analysis on
conversational coherence. We obtained the expected values by counting the total
number of hints available in each category. These results give v2 = 22.12 with df = 4,
which is significant at the p < .001 level.

5 Conclusions and Future Work

Our results show that experienced instructors implicitly make distinctions in the types
of hints they use.

In future work we plan to examine the information content of the followup hints to
see whether information provided only in pointer form in the original hints is provided
in more explicit form in the followup hints. We also plan to investigate whether
individuals who prefer one type of hint as their first choice maintain that preference in
followup hints.
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Abstract. We are building a reinforcement learning-based multimodal ITS for
human physiology. We used a panel of students to estimate the time it would
take students to process the different types of hints given by our system. We
used these data as the basis for a simulator to see which types of hints would be
most worthwhile. Our system improves upon earlier systems by taking into
account the differential cost of providing hints in three modalities.

Keywords: Intelligent tutoring systems � Reinforcement learning �
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1 Introduction

We are building a multimodal ITS for teaching undergraduate human physiology. The
system is based on a set of real-world scenarios presented to the student via a web
interface. For each scenario given, the system will choose one or more questions to ask
the student. A sample scenario and a question related to that scenario are shown in
Table 1. The questions differ in difficulty level and in the type of answer requested. The
system is based on a concept map that students are introduced to in lecture.

When a student gets a question wrong, the system provides a hint. We have
categorized student errors based on the knowledge that the student needed to answer
the question correctly. For each knowledge item, the system can reply with one of three
types of hints.

• Textual hint. A one-sentence item shown on the screen, either a statement providing
information or a question pointing the student at the desired content.

• Visual hint. An image displayed on the screen, e.g., a copy of the concept map,
possibly with highlighting to focus the student’s attention.

• Video hint. A short video clip, generally showing the course instructor explaining a
topic or clarifying a misconception.

One of the goals of the project is to investigate which media are most useful for
teaching physiology. Thus the three types of hints cover the same content using dif-
ferent media. The system contains a reinforcement learning module to identify which
hints help students learn the material most efficiently.
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Before testing the system with students in the course, we wanted to identify which
hints were the most useful so that we can concentrate on the development of those
hints. For this purpose we have built a simulator which simulates students randomly
receiving the three kinds of hints. Since each hint takes a different amount of time to
deliver and has a different probability of success, the simulator is needed to identify the
most useful hints.

2 Background and Related Work

Reinforcement learning is a machine-learning paradigm that learns to map situations to
actions in order to maximize a numerical reward. The reinforcement learning agent
learns which actions yield the largest reward by trying them [1]. In our simulator, the
reward for a given action will be inversely proportional to the total time taken by a hint,
including both hint delivery time and the time taken by the student to respond to the
hint.

This approach is an extension of the approach taken by ADVISOR [2] and AgentX
[3]. Both of these systems provide textual hints and learn to provide the one which
optimizes student learning. However, neither system provides multimedia hints that
take varying amounts of time to deliver.

3 Methodology

To obtain accurate input for the simulator, we needed to estimate how long it would
take a student to answer a question with each type of hint. For this purpose we timed
three students answering similar short questions. For textual as well as image-based
hints, it took the panel an average of 20 s total to both process the hint and provide a
new answer. We believe that these numbers were similar because the textual hint
referred to the concept map, which students were allowed to refer to at any time during
the experiment. In addition to the expected 20 s that it took students to rework their
answers, the video clip content required approximately 75 s to deliver.

The simulator uses a temporal difference algorithm to train two agents. We
experimented with both the Q-learning formula and the expected value SARSA

Table 1. Sample problems from the human physiology ITS.

Scenario: 
 Mr. C. is walking to the bus stop when he sees the bus. He starts running to catch it, but  

Question: (multiple choice)
 What is the first thing that happened in Mr. C’s physiology that caused him to feel short of 

feels short of breath and has to stop and rest.

breath?

Using a Simulator to Choose the Best Hints 243



approach. Q-learning is guaranteed to have early convergence during training [1], but
the expected value SARSA approach produced better results overall.

We trained the agents for 1000 episodes using learning rate = 0.25, e = 0.2 and
discount = 1. We chose an undiscounted reward because we were more interested in
maximizing long-term rewards. We used an exponential moving average instead of a
simple weighted mean to give more weight to the recent total rewards.

4 Results and Future Work

Figure 1 shows the performance of the SARSA and Q-learning methods over 1000
episodes using e-greedy action selection with e = 0.2. Although Q-learning takes a lead
over SARSA in the beginning, its performance is worse than that of SARSA over time.
Both algorithms converged after 200 episodes and provided satisfactory performance.

Once the full set of hints has been implemented, we will use the simulator to
determine a final policy. In addition, we are looking forward to additional experiments
using more complex reward formulas to better model the tutoring situation, and of
course to testing the system with students taking the human physiology course.
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