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History of the International Technical Meeting
(ITM) on Air Pollution Modeling and Its
Application
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Pilot Country—USA (R. A. McCormick, L. E. Niemeyer)

NATO/CCMS International Technical Meetings (ITM) on Air Pollution
Modeling and Its Application
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Modern Society and were designated NATO/CCMS International Technical
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Systems Development

July 1971 Paris, France Second Meeting of the Expert Panel on Air
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June 1974 Roskilde, Denmark 5th ITM
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NATO/SPS International Technical Meetings (ITM) on Air Pollution
Modeling and Its Application
In 2007, NATO’s Committee for Challenges to Modern Society was disbanded and
replaced by NATO’s Committee on Science for Peace and Security (NATO/SPS),
which continued its support for the ITM.

Pilot Country—Canada (Douw Steyn)

International Technical Meetings (ITM) on Air Pollution Modeling and Its
Application
In 2012, the NATO Committee on Science for Peace and Security refocused its
mandate, and the ITM became independent of NATO/SPS support.

Pilot Country—Belgium (Clemens Mensink)

May 2009 San Francisco, California, USA 30th ITM

September 2010 Torino, Italy 31st ITM

May 2012 Utrecht, The Netherlands 32nd ITM

September 2013 Miami, USA 33rd ITM

May 2015 Montpellier, France 34th ITM

October 2016 Chania (Crete), Greece 35th ITM

May 2018 Ottawa, Canada 36th ITM

September 2007 Aveiro, Portugal 29th ITM
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Preface

Worldwide air pollution remains a threat to human health and the environment.
Despite the efforts over the last decades, especially in the USA and Europe, many
of the air pollutant concentrations are still too high, leading to persistent air quality
problems. “Air pollution is still responsible for more than 400.000 premature deaths
in Europe each year,” states the European Environment Agency.

Since 1969, scientists and policy makers from all over the world meet to discuss
these problems at the International Technical Meeting on Air Pollution Modeling
and its Application (ITM), using air quality models to study the atmospheric
transport, chemistry, impacts and sources of air pollution, its effect on human
health, and its interaction with climate change. Their results, new insights, and
discussions are very much appreciated by regulators and policy makers and help
them to underpin national and international abatement programs and protocols.

This volume contains the abstracts and papers presented at the 36th ITM, held in
Ottawa, Canada, from May 14–18, 2018. The 36th ITM was organized by Carleton
University and Environment and Climate Change Canada (Host Country) and
VITO in Belgium (Pilot Country) in conjunction with the annual WMO-GURME
meeting. Key topics presented at this ITM correspond to the sections in this book
and include: regional and intercontinental modeling; local- and urban-scale mod-
eling; emission modeling and processing; data assimilation and air quality fore-
casting; model assessment and verification; aerosols in the atmosphere; modeling
air pollution in a changing climate; and air quality effects on human health and
ecology.

The ITM was attended by 131 participants representing 22 countries. Keynotes
were presented by Randall Martin, Dalhousie University (air quality effects on
human health), Arlene Fiore, Columbia University (modeling air pollution in a
changing climate), Luisa T. Molina, Massachusetts Institute of Technology (local-
and urban-scale modeling), and Richard Burnett, Health Canada and University of
Washington (air quality effects on human health).

On behalf of the ITM Scientific Committee and as organizers and editors, we
would like to thank all the participants who contributed to the success of the
meeting and its high scientific level. We especially recognize the organizational and

xv



support efforts of the chairpersons and rapporteurs. Special thanks to the sponsoring
institutions: Environment and Climate Change Canada, Carleton University
(Canada), VITO (Belgium), the Federal Public Planning Service Science Policy of
Belgium, the World Meteorological Organization (WMO), and Ramboll, who gave
a special grant to award prizes to Early Career Researchers for the best paper or
poster presentations.

The next meeting will be held from September 23 to 27, 2019, in Hamburg,
Germany.

Mol, Belgium Clemens Mensink
Scientific Committee Chair

Toronto, Canada Wanmin Gong

Ottawa, Canada Amir Hakami
Local Conference Organizers

xvi Preface
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Regional and Intercontinental Modeling



Chapter 1
Establishing the Origin of Particulate
Matter in Eastern Germany Using
an Improved Regional Modelling
Framework

R. Timmermans, R. Kranenburg, C. Hendriks, M. Thürkow, I. Kirchner,
D. van Pinxteren and M. Schaap

Abstract In Eastern Germany winter episodes with PM10 exceedances of EU limit
values are often connected to continental air masses, combining polluted air from
Eastern Europe with air pollution from local urban sources. The EU air quality leg-
islation requires the analysis of the contribution of such cross-boundary transport
to exceedances for development of effective policy measures. To this end we have
performed a source apportionment study to establish the main sources of particulate
matter during high PM episodes in Eastern Germany. We have run the LOTOS-
EUROS model with its labelling based source apportionment tool and found that
the contribution from cross boundary transport becomes more dominant during the
episodes. The results from themodel are currently compared to ameasurement based
source attribution (PMF) and amore detailed evaluation of episodeswith exceedances
is being performed. The modelled concentrations have been evaluated against PM
composition observations which revealed that especially the modelling of carbona-
ceous aerosol is challenging and lead to a large underestimation of modelled PM10
levels in winter. The use of an updated bottom-up inventory in combination with tem-
perature dependent temporal variability for residential combustion emissions leads to
an increase of carbonaceous aerosols and reduction of PM biases. Another improve-
ment was realised through an update of the deposition routine over snow that leads
to a strong reduction of the underestimation during cold PM episodes with snow
conditions.
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1.1 Introduction

In the 2008 Air Quality Directive (2008/50/EG), the EU established limit values for
the PM10 concentration in ambient air. The daily limit of 50 µg/m3 should not be
exceeded on more than 35 days a year, and the maximum allowed annual average
is 40 µg/m3. The daily limit value is still exceeded on too many days for a number
of observation stations in Germany. Although the number of exceedance days has
reduced in the last few years, there are still episodes with very high concentrations of
PM. High PM observations in Eastern Germany are often correlated to transport of
airmasses from south-easterly direction. The pollution in these airmassesmixeswith
local pollution, adding up to levels exceeding the limit values for PM. This south-
easterly transport occurs often with a high pressure system causing stable conditions
over Eastern Europe, which in winter means low temperatures in the area. When
Eastern Germany is more fed with westerly flows, this is usually during weather
conditions causing high atmospheric mixing, which leads to dilution of pollution.

The air quality guidelines state that for regions with exceedances associated
with long-range transport, the contribution of transboundary transport of PM to the
exceedance of limit values should be assessed and discussed between neighboring
countries. Unfortunately, separating national and foreign contributions as well as
source sectors using observation-based methods is hardly possible. This requires a
dedicated analysis using receptor-oriented approaches such as Positive Matrix Fac-
torisation (PMF), ideally in combination with chemistry transport modelling aimed
at identifying the origin of air pollution.

1.2 Method

1.2.1 LOTOS-EUROS Model and Source Apportionment

In this study we have performed a source apportionment study using the LOTOS-
EUROSmodel and its source apportionment tool. LOTOS-EUROS is an open source
3D chemistry transport model. The grid model simulates air pollution concentrations
in the lower troposphere on a regular Eulerian grid with variable resolution over
Europe [1]. The model is used for a wide range of applications supporting scientific
research, regulatory programmes and air quality forecasts. The vertical layer structure
makes the model very efficient in use.

For the source apportionment a so-called labelling system is used to track the
impact of emission categories within a LOTOS-EUROS simulation. Besides species
concentrations the contributions of pre-defined source categories are calculated. The
labelling routine is implemented for primary, inert aerosol tracers as well as chemi-
cally active tracers containing a C, N or S atom, as these are conserved and traceable.
For details and validation of this source apportionment module we refer to [2].
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1.2.2 Model Improvements

Fromcomparisonswith groundbased observations it was found that themodel largely
underestimates the PM concentrations during episodes with exceedances. The under-
estimation was especially visible in the comparison of carbonaceous aerosols. To this
end a few model improvements were realised.

A new scientific based emission database for residential combustion has been
implemented. This database includes emission factors from the GAINS model for
residential fossil fuel combustion. And includes the impact of condensable mate-
rial [3]. The revised residential wood combustion emissions are higher than those
officially reported by a factor of 2–3.

The temporal variability of the residential PM emissions was further improved
by using the heating degree days concept. In this concept the emissions vary on a
daily basis based on ambient temperature. Hence, during cold spells the emissions
are increased compared to periods with relatively warm winter weather.

The deposition routine over snowy surfaces was evaluated. Stability and deposi-
tion factors were updated using settings appropriate for snowy conditions, leading
to a decrease of deposition under these conditions.

1.3 Results

1.3.1 PM Modeling

Figure 1.1 shows a PM10 timeseries for the first quarter of 2017 for the station of
Melpitz. It can be seen that the model underestimates the observed concentrations

Fig. 1.1 PM10 concentration [µg/m3] for the station of Melpitz for January–March 2017 from the
LOTOS-EUROS model before (green) and after improvements (blue) and from the measurements
(black dots)
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during the episode from ~ 20 January to halfway February. The implemented model
improvements lead to a considerable improvement of themodel performance. Never-
theless a strong underestimation remains present. There are several possible reasons
for this. For example, the amount of condensables in the improved emission database
is based on standard temperatures, during very cold conditions, the amount can be
much larger. Another reason could be the meteorological data driving the model.
The meteorological conditions during stable cold conditions are often difficult to
represent, the (vertical) mixing may be too high.

1.3.2 Source Apportionment

Figure 1.2 shows the contribution from local German sources versus sources in
Poland and other countries to themodeled PM10 concentrations for the first quarter of
2017. It can be seen that for the days with highest PM concentrations the contribution
from Poland and other countries increases while the local contribution decreases.
This is consistent with previous studies showing a correlation between high PM
observations and long-range transport in Eastern Germany.

Fig. 1.2 Source contribution from Germany (green), Poland (blue) other countries (purple) and
natural/boundary conditions (red) as function of PM concentration at Melpitz for January–March
2017
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1.4 Conclusion

The model performance during PM episodes has been improved through the use of
improved emissions and improved timing in combination with updated deposition
numbers over snow. Additional investigation is needed to further close the gap with
observations during cold stable episodes with PM exceedances.

The source apportionment shows an increased contribution from neighbouring
countries (and even further away) during high PM concentrations. The main sec-
tor contributing during the analysed events is residential combustion (not shown
here). Currently, the results from the model are being compared to a measurement
based source attribution (PMF) and a more detailed evaluation of episodes is being
performed.
Questions and Answers
QUESTIONER: W. Lefebre
QUESTION: Do you have a clue of the uncertainty of the source contribution (espe-
cially on the regions)?
ANSWER: We do not have any numbers on the uncertainty. The comparison of the
model results with PMF results are aimed at getting more insight into the uncertainty
of the contributions from different source sectors. Unfortunately PMF does not give
you any information on the geographical origin. However there are also trajectory
based analyses that will be used to check the confidence in the contributions from
different regions.
QUESTIONER: Anthony Dore
QUESTION: You mentioned that sea salt concentrations were overestimated in the
boundary conditions. Sea salt emissions are highly sensitive to wind speed. Was the
overestimate caused by emissions being too high during extreme wind events?
ANSWER: The high sea-salt concentrations in the boundary conditions originate
from a model version of the global -IFS model known to produce too high sea salt
concentrations. This was indeed most prominent during extreme wind events, since
the sea salt emissions are proportional to the wind speed3. This problem is believed
to be solved for newer versions of the model.

Acknowledgements The work presented here was funded through the Umweltbundesamt (UBA)
Project number: FKZ 3716 51 203 0.
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Chapter 2
Ozone in the Eastern United States:
Production Efficiency Variability Over
Time and Between Sources

Lucas R. F. Henneman, Huizhong Shen, Cong Liu, Yongtao Hu,
James A. Mulholland and Armistead G. Russell

Abstract The easternUnited States has seen dramatic air pollution emissions reduc-
tions since the turn of the century. These emissions reductions have in turn been linked
towidespread reductions in ozone (O3)—between2000 and2016, theUSEPAreports
a reduction in 4th highest mean daily annual 8-hr O3 of 15% (from 82.3 to 69.6 ppb)
across 206 sites nationwide. Reductions, however, have not been spatially uniform or
linear with emissions reductions, and therefore motivate an investigation into spatial
and source-specific O3 production efficiency (OPE). OPE is a measure of the num-
ber of O3 molecules produced per emitted NOX (NOX = NO + NO2) molecule. We
assess OPE using both model-based and empirical approaches. We modelled July
OPE in 2001 and 2011 using CMAQ-DDM version 5.0 with a 12 km resolution over
the eastern US. CMAQ-modelled OPE is taken as a ratio of electricity generating unit
and mobile source sensitivities, and controls for differences in O3 and NOZ depo-
sition rates. Measurements were taken from the SEARCH network, which reports
sub-daily observations of many gaseous and particulate species along with meteoro-
logical measurements at eight sites in the southeastern US. Using measurement data,
we stratified days based on their emissions-independent photochemical state, and
estimated OPE using a spline model to assess the relationship between O3 and NOX

reaction products (denoted NOZ). Both approaches yield an increase in OPE with
decreasingNOZ, indicating an increasing effectiveness at loweringO3 for subsequent
NOX emissions reductions. Electricity generating unit OPEs are low near individ-
ual sources, but generally higher than on-road mobile source OPEs throughout the
domain, suggesting that further utilityNOX emissions reductionswill reduce regional
O3 concentrations more efficiently than mobile source NOX emissions reductions.
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2.1 Introduction

Air quality policies have long targeted the highest O3 concentrations, and regulations
in place since mid-1990s have largely been successful at reducing these concentra-
tions [1]. Recently established health-based standards, however, have prescribed
increasingly lower O3 concentrations, which presumably call for further emissions
reductions.

The effectiveness of future emissions reductions, however, depends on the con-
tinued responsiveness of O3 concentrations to emissions changes. OPE—the number
of O3 molecules formed per NOX molecule emitted—has been used previously to
assess the potential for reducing O3 with NOX emissions reductions. A high OPE, for
example, suggests greater effectiveness at reducing O3 with future emissions cuts.
We endeavour to investigate howO3 will continue to respond to emissions reductions
at increasingly low NOZ concentrations.

2.2 Method

2.2.1 Chemical Transport Model-Based OPE

We assess changing concentrations of gaseous air pollution species throughout the
eastern United States using the Community Multiscale Air Quality model with the
Decoupled Direct Method (CMAQ–DDM) version 5.0 with a 12 km resolution [2].
Meteorological fields for years 2001 and 2011 were processed using the Weather
Research Forecast (WRF) model version 3.6.1 Emissions were processed using EPA
SMOKE platforms for the 2002 and 2011 National Emissions Inventories. CMAQ
modelling was evaluated in detail by Henneman et al. [3].

We model concentrations and sensitivities to power plant and mobile emis-
sions sources in four July scenarios: one each in years 2001 (2001BASE ) and 2011
(2011BASE ), and two hypothetical scenarios with 2011 meteorology—the first with
50% NOX emissions reductions (201150%NOX ) and the second with 90% emissions
reductions (201110%NOX ). Concentrations and sensitivities used in the OPE calcula-
tions below were taken as the average from 2 to 3 pm local time to match previous
studies.

OPEs were calculated with multiple approaches. The first, a brute force method,
assumes linear changes in OPE:

OPEBF = �O3

�NOZ
(2.1)

where � denotes changing concentrations for the same locations and time of O3

and NOZ (the sum of NOX reaction products: peroxyacetyl nitrate, peroxynitric acid,
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organic nitrate, nitric acid, nitrous acid, nitrate radical, aerosol nitrate, and dinitrogen
pentoxide as N).

A second estimate of OPE applies ratios of O3 sensitivities (S [ppb]) to mobile
and electricity generating unit (EGU) emissions:

OPENODEP = SO3,MOB + SO3,EGU

SNOZ ,MOB + SNOZ ,EGU
(2.2)

This equation directly estimates the ratio of O3 attributable to major emissions
sources to NOZ attributable to the same sources. It does, however, omit effects of
differing O3 and NOZ deposition rates, which we rectify by adding source-specific
deposition sensitivities (e.g., SDEP

O3,MOB):

OPE =
(
SO3,MOB + SDEP

O3,MOB

) + (
SO3,EGU + SDEP

O3,EGU

)

(
SNOZ ,MOB + SDEP

NOZ ,MOB

) + (
SNOZ ,EGU + SDEP

NOZ ,EGU

) (2.3)

where SDEP
i, j [ppb] is the sensitivity of species i deposition to emissions from source

j and must be calculated from CMAQ output SDEP∗
i,j [kg km2]. This is achieved by

dividing SDEP∗
i,j by total deposition (DEP∗

i [kg]) and multiplying by concentration
[ppb].

The form of Eq. 2.3 can be further refined to calculate source-specific OPE:

OPEMOB =
(
SO3,MOB + SDEP

O3,MOB

)

(
SNOZ ,MOB + SDEP

NOZ ,MOB

) (2.4)

OPEEGU =
(
SO3,EGU + SDEP

O3,EGU

)

(
SNOZ ,EGU + SDEP

NOZ ,EGU

) (2.5)

2.2.2 Observation-Based OPE

Long-term detailed observation records from the Southeastern Aerosol Research and
Characterization (SEARCH) network were used to estimate OPE at eight urban and
rural sites. OPE was calculated by regressing average 2–3 pm O3 concentrations
against NOZ concentrations at each site. To assess only air parcels with similar
histories, only days with photochemical state (PS*, a measure of the atmosphere’s
emissions-independent reactivity described in detail by Henneman et al. [4]) in the
80th percentile were included in the regressions. Fits were assessed using a flexible
spline model to capture increasing OPEs at lower NOZ concentrations.
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2.3 Results

Comparisons between brute-force OPEs (which do not account for differences in
O3 and NOZ deposition rates) calculated using differences between three scenarios
(2011BASE − 201150%NOX and 201150%NOX − 201110%NOX ) and OPENODEP yield
a slope near one, establishing credibility in the sensitivities approach for estimating
OPE.

Nationwide OPE corrected for differing deposition rates is slightly higher than
OPENODEP (Table 2.1), but the difference decreases as NOX emissions decrease.
Spatially, OPE is elevated in urban areas and near highways, and decreases with
increasing latitude (Fig. 2.1).OPE increasewith decreasingNOX emissions; however,
the rate of increase in OPE decreases as NOX emissions approach zero.

Average domain-wide mobile (EGU) OPEs are slightly lower (higher) than total
OPEs in 2001 and 2011 (Table 2.1). Spatially, OPEMOB generally mirrors the dis-
tribution of total OPE, whereas OPEEGU is elevated across the domain except for
areas near electricity generating units.

At SEARCH sites, empirically-derived OPE behaves similarly to CMAQ-
simulated OPE, i.e., OPEs increase with decreasing NOZ concentration (Fig. 2.2).
The empirical estimates find slightly lower OPEs than CMAQ, with a more pro-
nounced difference in rural areas at high NOZ concentrations. Both the CMAQ-
estimated and empirical OPEs, however, reach location-specific maxima as NOZ

concentrations approach zero.

2.4 Discussion

Increasing OPEs with decreasing NOX emissions suggests that further emissions
reductions will be increasingly effective at reducing the highest levels of O3. As
OPE approaches site-specificmaxima, however, the increasing benefits of decreasing
NOX emissions wanes. These site-specific maxima reflect site-specific meteorologi-
cal conditions and differing availability of other atmospheric species. That OPEEGU

is greater than OPEMOB in most areas suggests that further NOX emissions reduc-
tions from EGUs will be more efficient at reducing O3 than mobile NOX emissions
reductions on a per mass emitted basis. These effects, however, vary by location.

In future work, there is potential to investigate OPE on days that have low pho-
tochemical state. Current policies have been effective at reducing the highest O3

concentrations, but wintertime and night time O3 concentrations have increased as
near-sourceNOX inhibition ofO3 formation has decreasedwith deceasing emissions.
Questions and Answers
QUESTIONER: Randall Martin
QUESTION: It is interesting that the OPE for EGUs exceeded the OPE for more
diffuse traffic sources. Could this reflect stack heights, or numerical diffusion of EGU
emissions within the grid box, or another explanation?
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Fig. 2.1 CMAQ-modelled mean daily July deposition-corrected OPE (2–3 p.m.) values for 2001
(A–C) and 2011 (D–F), including total OPE (A&D), mobile OPE (B&E), and EGU OPE (C&F).
Reprinted with permission fromHenneman et al. [5]. Copyright (2017) American Chemical Society

Fig. 2.2 OPE at each SEARCH site estimated by the empirical spline and CMAQ deposition-
corrected sensitivities approaches. Empirical values represent all days with PS* > 80th percentile,
and CMAQ values are days in July. Grey shading is the 95% confidence interval around the spline
model. Reprinted with permission from Henneman et al. [5]. Copyright (2017) American Chemical
Society
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ANSWER: EGU OPE’s are higher than mobile sources primarily because they are
emitted in areas with lower NOX concentrations and higher VOC concentrations.
Lower NOX concentrations lead to slower conversion of NOX to NOZ, and higher
VOC concentrations mean faster cycling of each NOX molecule between NO and
NO2.
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Chapter 3
Unravelling the Origin of High Ozone
Concentrations in Southwestern Europe

María Teresa Pay, Carlos Pérez-García Pando, Marc Guevara, Oriol Jorba,
Sergey Napelenok and Xavier Querol

Abstract This study aims to quantify the contributions to surface ozone (O3) con-
centration in the Iberian Peninsula (IP) from the main NOx emission sectors in the
region along with the imported O3 during a 10-day episode. The work applies an
Integrated Source Apportionment Method within the CALIOPE air quality system
at 4-km resolution. This study finds that the imported O3 is overall the larger con-
tribution to its surface concentration. Contributions from local/regional sources are
decisive in the O3 peaks downwind of main nitrogen oxides (NOx) hotspots in the
IP under stagnant conditions.

3.1 Introduction

Southwestern EU experiences severe O3 episodes in summer. Several studies have
advanced our knowledge on the dynamics of O3 episodes based on a comprehensive
understanding of the circulation patterns [2]. However, there is a lack of studies iden-
tifying the sources responsible for the high O3 over the region, which is crucial to
design adequate mitigation measures. Chemical Transport Models (CTMs) quantify
the impact of sector-specific pollution at the surface of a receptor region. The most
widely used source apportionment approach in CTMs is the brute force, but it is
susceptible to numerical instability in non-linear regimens. Recently, CTM versions
include methods that tag multiple pollutants by source all the way through the pol-
lutant’s lifetime. This integrated source apportionment method allows identifying
main sources contributing to high O3 concentrations under the actual atmospheric
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conditions, which is a preliminary step towards designing refined and efficient emis-
sion abatement scenarios. The Integrated Source Apportionment Method (ISAM)
within the Community Multiscale Air Quality (CMAQ) model has demonstrated
quite promising performance for the O3 tagging, exhibiting less noise in locations
where brute force results are demonstrably inaccurate [1].

3.2 Methodology

3.2.1 Air Quality Model

Our analysis focuses on the 10-day period from July 21st to 31st, 2012, which is rep-
resentative of typical summer synoptic conditions in the region according to studies
on circulation type classification [4].We use the ISAMwithin the CALIOPE air qual-
ity forecast system (www.bsc.es/caliope) at 4-km horizontal resolution over the IP.
CALIOPE first runs over Europe at 12-km resolution (EU domain) and then over the
IP at 4-km (IP domain). The WRF-ARWv3.6 model provides meteorological fields.
The EU domain uses meteorological initial and boundary conditions from the Final
Analyses provided by the National Centers of Environmental Prediction. Boundary
conditions for reactive gases and aerosols come from the global MOZART-4/GEOS-
5 model. The system is configured with 38 sigma layers up to 50 hPa. HERMESv2.0
emission model provides disaggregated emissions to the CALIOPE system based on
local information and state-of-the-art bottom-up approaches for the most polluting
sectors. The MEGANv2.0.4 estimates the Volatile Organic Compounds (VOC) and
NOx emissions from vegetation.

3.2.2 Ozone Source Apportionment

The ISAM tags both O3 and its precursor emissions from each source sector and cal-
culates all the O3 concentrations ensuring mass conservation within one simulation.
Each tagged species undertakes normal physical processes without perturbing the
actual conditions. ISAMuses the ratio H2O2/HNO3 to determine whether O3 is NOx-
or VOC-sensitive (above or below 0.35, respectively). In this study, we quantified the
contributions to O3 in the IP from the main NOx emission sectors (Fig. 3.1), which
include the energy production, the manufacturing industries, the road transport, and
the non-road transport.We also quantified the contribution from the chemical bound-
ary and initial conditions. Hereinafter, we name the O3 from boundary conditions as
the imported O3 to the IP domain, which includes the O3 produced in Europe and
the O3 globally transported provided by the MOZART-4/GEOS-5 model l model.

http://www.bsc.es/caliope
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Fig. 3.1 aDailymean contribution of taggedO3 during exceedances of the observed 120µgm−3 for
MDA8 O3 averaged by (b) the identified receptor regions. Black and grey dots represent observed
and modelled daily mean O3 concentration during exceedances of 120 µgm−3 of the MDA8.
Regions are the central IP (CIP), the eastern IP (EIP), the Ebro Valley (EV), the Guadalquivir
Valley (GV), the Mediterranean Sea (MED), the northeastern IP (NEIP), the northern IP (NIP), the
northwestern IP (NWIP), the southern IP (SIP) and the western IP (WIP)

3.3 Results

3.3.1 Statistical Evaluation

CALIOPE has been evaluated in detail elsewhere [3]. The model slightly overes-
timates for hourly and maximum daily 8-hour averaged (MDA8) O3 concentration
(+12 µgm−3 and +6 µgm−3, respectively). The r is above 0.6 in more than 50%
of the stations and above 0.7 in 25% of the stations. The mean bias for hourly and
MDA8 O3 concentrations are lower at rural background stations (±4µgm−3) than at
industrial, traffic and urban stations (between+6 and+16 µgm−3) at the 50% of the
stations. CALIOPE underestimates the hourly NO2 concentrations ranging from a
mean bias of−7µgm−3 at traffic stations to−2µgm−3 at rural background stations.
These biases partly explain the high overestimation of the hourly and MDA8 O3

concentration at traffic and urban stations, as well as the systematic overestimation
of hourly O3 concentration at nighttime.

3.3.2 Source-Sector Contribution During Peak Episodes

The sector contribution is grouped into ten O3 receptor sub-regions (Fig. 3.1). In all
sub-regions, the external contribution accounted for more than 45% of the O3 under
exceedances of the 120 µgm−3 threshold for the MDA8. Our analysis indicates
that the imported O3 is typically controlled by the downward mixing of O3 upper
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Fig. 3.2 Time series for O3 concentrations (in µgm−3) in the study episode at a rural background
station in the northeastern IP. Colour bars indicate the ozone tags. Black and grey dots indicate
the observed and modelled concentrations, respectively. Black horizontal lines represent O3 target
value. Black arrows indicate wind vectors. Station 1 in Fig. 3.1

layers transported from beyond the IP. The sub-regions involving the biggest cities in
Spain (central IP and northeastern IP) show the highest road transport contribution
to O3 (up to 40% in a daily peak in events). Meanwhile, in industrial regions (north
and northwestern IP and Guadalquivir Valley) the power plants and industrial sectors
contribute to O3 up to 11%. Overall, the non-road traffic is a contributor as significant
as the road transport in all sub-regions (10–19%).

As an example, Fig. 3.2 shows source apportionment time series for O3 at one
rural background stations in the northeastern IP located downwind the Barcelona
Metropolitan area (station 1). Modelled O3 peaks (>120µgm−3) show a high tempo-
ral correlation with observations, which suggests that the model reproduces the main
transport paths, photochemical processes, and relative contributions from different
sources. Imported O3 is one of the main contributors to hourly O3 concentrations
(from 40 to 100 µgm−3), but during hourly peaks, the on-road transport contribution
sharply increases up to 80 µgm−3. The on-road transport O3 concentrations arriving
at rural areas in the northeastern IP mainly come from the Barcelona Metropolitan
Area as a result of the afternoon sea breezes. However, under specific meteorological
patterns, these winds also transport along precursors from other cities located in the
NW Mediterranean Basin.

3.4 Conclusions

The present work assessed the origin of surface O3 over the IP. Imported O3 is
the main contributor to the surface daily mean O3 concentration. Besides, during
high events, imported O3 are added to relevant local and regional anthropogenic
contributions, which are decisive in the O peaks downwind of main NOx hotspots
in IP. The on-road transport emissions are a significant contributor in rural areas
downwind the big cities in Spain (up to 16–18% to the daily mean O3 concentration
under exceedances of the target value for human health protection), contributing up
to 70 µgm−3 on an hourly basis downwind the Barcelona Metropolitan Area. The
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non-road transport sector is a contributor to O3 as significant as the on-road transport
over inland regions (10–19% of the daily mean O3 concentration in episodes).

Questions

Questioner: Mike Moran

Question: What are your future works with the ISAM tool?

Answer: This integrated source apportionment approach has demonstrated several
advantages. First, it allows identifying themain sources contributing to highO3 levels
under actual atmospheric conditions, which is a preliminary step towards designing
refined and efficient emission abatement scenarios. Second, as we show below, it
supports enhanced model evaluation and therefore potential model improvements by
identifying problems in emission estimates (sectors or regions) or chemical boundary
conditions. Due to the potential of the tool, we plan further detailed and longer O3

source apportionment studies targeting other nonattainment regions in Europe, which
will be necessary prior to define local mitigation measurements that complement
national and European-wide strategies to reach the European O3 objectives.

Acknowledgements This study was supported by the Spanish Ministry of Economy and Compet-
itiveness and FEDER funds under the project PAISA (CGL2016-75725-R) and the “Red Española
de Supercomputación” (AECT-2017-1-0008). The views expressed in this article are those of the
authors and do not necessarily represent the views or policies of the U.S. Environmental Protection
Agency.

References

1. R.H.F. Kwok, K.R. Baker, S.L. Napelenok, G.S. Tonnesen, Photochemical grid model imple-
mentation and application of VOC, NOx, and O3 source apportionment. Geosci. Model Dev. 8,
99–114 (2015)

2. M.M. Millán, R. Salvador, E. Mantilla, G. Kallos, Photooxidant dynamics in the Mediterranean
basin in summer: results from European research projects. J. Geophys. Res. 102, 8811–8823
(1997)

3. M.T. Pay, F. Martínez, M. Guevara, J.M. Baldasano, Air quality forecasts at kilometer scale grid
over Spanish complex terrains. Geosci. Model Dev. 7, 1979–1999 (2014)

4. V. Valverde, M.T. Pay, J.M. Baldasano, Circulation-type classification derived on a climatic
basis to study air quality dynamics over the Iberian Peninsula. Int. J. Climatol. 35(8) (2014)



Chapter 4
Sensitivity of Ambient Atmospheric
Formaldehyde to VOC and NOx
Emissions: Implications for Predicting
Multi-pollutant Benefits of Emission
Reductions

Deborah Luecken and Sergey Napelenok

Abstract This study uses a photochemical Air Quality Model applied across the
continental US to identify source categories and chemical species (hydrocarbons and
nitrogen oxides) that have the largest impact on concentrations of ambient formalde-
hyde.We contrast the sensitivities of formaldehyde to those of ozone. Although reac-
tions of organic radicals with nitrogen oxide can produce high yields of formalde-
hyde, the concentrations are more sensitive to hydrocarbons. Biogenic sources of
hydrocarbons contribute the most to formaldehyde sensitivity in July, with contri-
butions from isoprene, other alkenes and direct emissions. These results indicate
that different strategies may be needed to reduce ambient ozone and formaldehyde
concentrations.

4.1 Introduction

Formaldehyde (HCHO) is a ubiquitous trace chemical in the troposphere which plays
an important role in atmospheric photochemistry because it reacts quickly and pro-
vides a major source of new radicals which drives ozone (O3) production. HCHO
also is important per se because it can adversely impact human health: inhalation
exposure causes upper airway irritation and it is a probable human carcinogen [7].
In national studies of risk from 187 Hazardous Air Pollutants (HAPs), HCHO con-
tributes over half of total cancer risk, and 9% of noncancer risk, making it a national
risk driver in 99% of US census tracts [5].

HCHO is emitted from many sources, with fuel combustion activities being pre-
dominant anthropogenic sources. HCHO also is produced in the atmosphere from
emissions of almost every organic hydrocarbon. Unraveling the role of these two
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routes complicates efforts to identify and quantify sources of HCHO, and hence to
develop actions to reduce HCHO concentrations. The goal of this study is to use sen-
sitivity tools within anAirQualityModel, CMAQ-DDM, to determinewhich sources
and hydrocarbons have the largest impacts on ambient HCHO concentrations.

4.2 Modeling Methods

This study applied the CMAQ version 5.02 air quality model, configured as in the
2011 NATA ([6], using 12 × 12 km2 grids over the continental US and parts of
Canada and Mexico, and 24 vertical layers. Simulations were performed for two
entire months covering January and July, 2011. Chemistry was modeled with the
CB05tu mechanism [8] with additional HAPs. More details are given in Luecken
et al. [3].

Sensitivity coefficients were calculated with DDM-3D [2] within CMAQ [4].
Sensitivity is defined as the response of a model variable (concentrations of HCHO
and O3) due to a change in a specified model parameter (nitrogen oxides (NOx) and
hydrocarbon emissions from anthropogenic emission categories and natural emis-
sions, and emissions of eight hydrocarbon model species groupings). Emissions
categories and VOC groupings are shown in Table 4.1. Emissions of hydrocarbons
and NOx from each source sector were calculated separately; hydrocarbons were
calculated separately for anthropogenic and biogenic sources.

Table 4.1 Sensitivities
studied with DDM, by source
category (left side) and
hydrocarbons (right side)

Source categories tracked Hydrocarbons tracked

Mobile sources (onroad,
nonroad, marine, rail)

Model species PAR + ethane
(PAR + ETHA)

Oil and gas (point and
non-point)

Methanol + ethanol (MEOH
+ ETOH)

EGU and other point sources Formaldehyde (FORM)

Fires (wild, prescribed and
agricultural)

Acetaldehyde and larger
aldehydes (ALD2 + ALDX)

Residential wood combustion Alkenes (model species
ETHE + OLE + IOLE)

Total biogenic hydrocarbons,
biogenic NOx

Isoprene (ISOP)

Boundary conditions Terpenes (TERP)

Aromatics (model species
TOL + XYL)

Methane (from constant
background)
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4.3 Results

The sensitivities of HCHO and O3 to source category in July are shown in Figs. 4.1
and 4.2, for both overall emissions and anthropogenic emissions only. HCHO is
most sensitive to hydrocarbon emissions from biogenic sources, and more sensitive
to hydrocarbons thanNOx, partially because biogenic emissions of reactive hydrocar-
bons are large in summer. When sensitivities are analyzed for anthropogenic sources

Fig. 4.1 Sensitivity of HCHO to emissions of hydrocarbons and NOx from different source sectors,
including biogenic and anthropogenic sources (left) and anthropogenic sources only (right)

Fig. 4.2 Sensitivity of O3 to emissions of hydrocarbons and NOx from different source sectors,
including biogenic and anthropogenic sources (left) and anthropogenic sources only (right)
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Fig. 4.3 Sensitivity of HCHO and O3 to hydrocarbon classes for total emissions (left) and for
anthropogenic emissions only (right)

only—those which regulations might control—HCHO is sensitive to both hydrocar-
bon and NOx emissions, with large contributions from mobile and point sources. In
contrast, O3 is highly sensitive to NOx sources (Fig. 4.2), with some impact from
biogenic hydrocarbons. Methane, which is relatively long-lived, contributes to both
HCHO and O3.

4.3.1 Sensitivity to Hydrocarbons

The sensitivities for both HCHO and O3 to individual organic hydrocarbon classes
are shown in Fig. 4.3 for overall emissions and when only anthropogenic emissions
are considered. The sensitivity to the overall emissions shows the signature of bio-
genic sources, where isoprene plus terpene account for 1/3 of the overall sensitivity.
However, biogenic sources of alkenes and direct biogenic emissions of HCHO also
impact HCHO concentrations. When only anthropogenic emissions are considered,
both HCHO and O3 have the largest sensitivity to alkenes (ethene, propene, butene
and others), but the remainder of the sensitivity is different between HCHO and O3.

4.4 Conclusion

This study predicts that biogenic sources of hydrocarbons have the largest impact
on HCHO concentrations, with isoprene contributing about 1/3 of the total biogenic
sensitivity of HCHO and O3 concentrations, but other alkenyl species, and direct
HCHO emissions, are equally important. Satellite column measurements of HCHO
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are used to evaluate and improve isoprene inventories [1], so it is important to accu-
rately characterize how HCHO is formed from isoprene versus from other biogenic
VOCs. Overall, these results predict that HCHO has much smaller sensitivity to NOx

than hydrocarbons, indicating that HCHO formation is not limited by NOx, although
O3 can be. When only anthropogenic emissions are considered, HCHO is found to
be sensitive to both NOx and hydrocarbons, with mobile sources contributing sub-
stantially. Condensed chemical mechanisms are used to develop emission control
strategies, so it is important to confirm these sensitivities using detailed mechanisms
and dynamic evaluations.

The goal of multipollutant control strategies is to develop emission reductions
targeting one important pollutant, but provide co-benefits in reducing other harmful
pollutants. While both O3 and HCHO are formed under similar conditions (high
actinic flux, availability of reactive hydrocarbons and NOx), they show strikingly
different sensitivities. NOx reduction strategies will have the most impact overall on
O3. Hydrocarbon-focused strategies would be the most optimal for reducing HCHO,
although NOx controls are predicted to have some small positive impact in summer.

Questioner: Paul Makar

Question: To what extent does the gas-phase mechanism employed conserve carbon
number, and how much of the missing HCHO could be due to losses of carbon on
the way down the reaction sequence towards HCHO?

Answer: The mechanism used is CB05 with aromatic updates. While it does not con-
serve carbon, the carbon that the mechanism drops would not participate strongly
in ozone formation, i.e. relatively non-reactive (such as CO2) or produced in small
yields. Some of these could eventually form a small amount of HCHO further down-
wind, but it would not likely account for the 30% under prediction.

Disclaimer Although this work was reviewed by EPA and approved for publication, it may not
necessarily reflect official agency policy.
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Chapter 5
Effects of Using Two Different Biogenic
Emission Models on Ozone and Particles
in Europe

Jianhui Jiang, Sebnem Aksoyoglu, Giancarlo Ciarelli,
Emmanouil Oikonomakis and André S. H. Prévôt

Abstract In this paper, we discuss the importance of biogenic volatile organic com-
pound (BVOC) emissions used in air quality simulations and how the model results
are affected by the choice of the BVOC emission model. The European air quality
in 2011 was simulated using CAMx regional air quality model with two different
BVOC emissionmodels: PSI-model andMEGAN. Especially isoprene andmonoter-
pene emissions calculated by the two models differed significantly both in amounts
and their spatial distribution. In general, MEGAN produced much higher isoprene
emissions while PSI-model generated more monoterpene emissions. The difference
in emissions between the two models was shown to be as high as a factor of 3 in
summer. The choice of the BVOC emission model had significant consequences
especially on the formation of organic aerosols as well as on ozone and inorganic
aerosols. Using MEGAN led to relatively higher ozone concentrations in summer
while much more SOA (secondary organic aerosol) was formed when PSI-model
was applied. Our results suggest that the amount and spatial distribution of BVOC
emissions might affect the oxidant concentrations (OH and nitrate radicals, ozone)
leading to significant differences in SOA, ozone, particulate nitrate and sulfate con-
centrations calculated by different BVOC emission models.
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5.1 Introduction

TheBVOC (biogenic volatile organic compounds) emissions have a significant influ-
ence on atmospheric reactions leading to formation of secondary pollutants such as
ozone and secondary particles in many areas, especially in summer. In many inter-
comparison studies, modelers share the same anthropogenic emissions, but the bio-
genic emissions usually differ [3], making the comparison of results from different
models difficult. Since the uncertainties in BVOC emission estimates are very high
[8, 9], it is important to know the range of variability in simulated pollutant con-
centrations while using different BVOC emissions. In this study, we investigated the
effects of using two different BVOC emission models on ozone as well as inorganic
and organic particles in Europe during summer and winter periods in 2011.

5.2 Methods

We simulated the European air quality in 2011 using the regional air quality model
CAMx (Comprehensive Air quality Model with extensions, v6.30, www.camx.
com) and the meteorological model WRF-ARW (Weather Research and Forecasting
Model, v3.7.1; [10]. Our model domain covered Europe with a horizontal resolution
of 0.25° × 0.125° and there were fourteen terrain-following layers. The gas-phase
mechanism was CB6r2 [5]. We used the fine/coarse option to calculate the concen-
trations of fine particles (PM2.5) and the VBS scheme for organic aerosols. Initial and
boundary conditions were obtained from the global model MOZART [6]. Anthro-
pogenic emissions were based on the TNO-MACC-III inventory [7]. Two different
biogenic emission models were used in this study to estimate BVOC emissions (iso-
prene, monoterpenes and sesquiterpenes) as well as NO emissions from soil. The
first model was the PSI-model which was first developed by Andreani-Aksoyoglu
and Keller [1] and updated later by Oderbolz et al. [8]. It calculates BVOC emissions
using temperature and photosynthetically active radiation (PAR) from WRF, land
cover data from USGS and the vegetation inventory GlobCover (http://due.esrin.esa.
int/page_globcover.php). The second model was the widely used MEGAN v2.1 [4]
that covers 147 individual compounds within 19 categories. MEGAN also used the
same meteorological data from WRF. The land use data was the Community Land
Model version 4 (CLM4) and the leaf area index (LAI) was used to simulate changes
of vegetation during the year. The ozone and organic aerosol (OA) concentrations
calculated in two simulations using PSI-model and MEGAN, respectively, were
compared with ACSM/AMS (Aerosol Chemical Speciation Monitor/Aerosol Mass
Spectrometer) measurements at 8 European sites. Modelled ozone concentrations
were compared with measurements at 537 rural AIRBASE (European Air Quality
Database v7) stations.

http://www.camx.com
http://due.esrin.esa.int/page_globcover.php


5 Effects of Using Two Different Biogenic Emission Models… 31

5.3 Results and Discussion

We focussed on summer since the emissions in winter were much lower, especially
for isoprene. The comparison of biogenic emissions from the two BVOC models
suggests that MEGAN model generates more isoprene, but much less monoterpene
emissions than the PSI-model in Europe (Fig. 5.1) while the difference in sesquiter-
pene emissions was relatively small (<5%). In spite of three-times higher isoprene
emissions in MEGAN, summer ozone was only slightly higher (<10%) than ozone
calculated by the PSI-model (Fig. 5.2, left panel). On the other hand, higher monoter-
pene emissions in the PSI-model led to higher SOA (Fig. 5.2, right panel). Compari-
son of model results with measurements in Europe indicated that the bias for summer
afternoon ozone mixing ratios higher than 50 ppb was lower when BVOC emissions
were calculated with MEGAN, especially in southern Europe. For mixing ratios
lower than 50 ppb however, the PSI-model showed a better performance. Mean bias
between measured and modelled total organic aerosol was 8–90% lower by PSI
model compared to MEGAN. Differences between the results of two simulations
with different BVOCmodels were not only in ozone and SOA but also in particulate
nitrate and sulfate, suggesting that the oxidant concentrations available for the for-
mation of secondary inorganic aerosols might be affected significantly by the BVOC
emissions, as also shown in Aksoyoglu et al. [2].

Fig. 5.1 Isoprene (upper panels) and monoterpene (lower panels) emissions (kg cell−1 h−1) in July
2011 estimated by PSI-Model (left) and MEGAN (right)



32 J. Jiang et al.

Fig. 5.2 Difference in ozone (ppb) (left) and in SOA (µg m−3) (right) in July 2011 between
PSI-Model and MEGAN (PSI-model—MEGAN)

5.4 Conclusion

In this study, the European air quality in 2011 was simulated by CAMx using two
biogenic volatile organic compound (BVOC) emission models: MEGAN and PSI-
model. The results showed that MEGAN generates more isoprene, but much less
monoterpene emissions than the PSI-model in Europe probably due to their different
land use and vegetation cover. In spite of much higher isoprene emissions gener-
ated by MEGAN compared to PSI-model, difference in ozone was relatively small
(<10%) while three times higher monoterpene emissions in the PSI-model generated
significantly more SOA (~110%) in summer. Comparison with measurements sug-
gested a better performance with the PSI-model for organic aerosols while MEGAN
showed a better agreement with measurements for high ozone levels. Particulate
nitrate and sulfate concentrations were also affected by the BVOC emission model
used. The results of this study emphasize the importance of BVOC emissions in air
quality simulations and model inter-comparison studies.

Questions and Answers

Questioner: Rostislav Kouznetsov

Question: Why do the state borders appear quite clearly in the BVOC emissionmaps
of yourmodel? It is especially well seen in isoprene emissionmaps fromScandinavia
and Baltic states.

Answer: This is the case only for isoprene and it comes from using country-specific
forest fractions, historically based on data from Simpson et al. (1999). In PSI-model
the main isoprene emitting tree species is oak (a small fraction also emitted by
Norway spruce). According to the country-specific data used, the isoprene-relevant
forest fractions are zero in Sweden and Baltic countries, leading to clear borders in
isoprene emission maps. This can be avoided in future by using other types of forest
data.

Questioner: Vanisa Surapipith
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Question: Is there any plan to improve PSI model? In particular, it is our intention
to query for a possibility to do any necessary field campaign to improve the input
for the biogenic VOC emission estimation. There is an interest to explore further
this issue in our research institute in Thailand, there are very few studies so far in
southeast Asia.

Answer: No, there is no such plan at the moment. PSI-model was developed origi-
nally only for Switzerland on a high-resolution domain using Swiss tree inventories
and later it was extended to cover Europe.
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Chapter 6
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the Global Meteorological Model,
MPAS-a with the Air Quality Model,
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Abstract Researchers who perform air quality modeling studies usually do so on
a regional scale. Typically, the boundary conditions are generated by another model
which might have a different chemical mechanism, spatial resolution, and/or map
projection. Hence, a necessary conversion/interpolation takes placewhich introduces
additional error. In a broader sense, air pollution is a global issue, thus, limited area
modeling on the regional scale is not well suited to represent long-range transport
from key source regions in other parts of the world. We have developed a prototype
system to link the Model for Prediction Across Scales—Atmosphere (MPAS-A)
with the Community Multiscale Air Quality (CMAQ) model to address these short-
comings. Pollutant transport is conducted within MPAS-A, rather than in CMAQ,
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to provide consistency with the meteorological processes. A coupler has been con-
structed to facilitate data exchange between the two models. Initial test simulations
show reasonable results when compared with observational data.

6.1 Introduction

Air quality modeling studies using the CommunityMultiscale Air Quality modelling
system (CMAQ) performed at theUSEPA, are typically done on a regional scale. The
air quality model is driven by a meteorological model since it requires various fields
such as wind components, pressure, temperature, humidity, andmany others as input.
The offline system (i.e. sequential simulation of meteorology followed by chemistry
and transport) carries a list of shortcomings [4] which drove the development of the
WRF-CMAQ two-way coupled model with direct aerosol radiative effects.

Studies have shown that pollutants are frequently transported over hundreds or
thousands of kilometers to affect specific receptors. Satellite images have shown a
smoke plume from the 2002 Alaskan wild fires was transported down to southern
Texas and then advected toward the eastern seaboard. Researchers employ domain
nesting (i.e. the main study domain is enclosed by a larger domain of coarser reso-
lution), which is usually repeated two to four times, to bring in influence from long
distance sources. However, nesting for air quality modeling is usually applied in one
direction only. Recently, CMAQ has been extended to the hemispheric scale [2] to
help address long range transport issues.

Boundary conditions are a major challenge for regional scale modelling. In prac-
tice, boundary conditions are usually created from a global chemistry model such as
GEOS-Chem. To make this global model output suitable to serve as boundary con-
ditions for a regional model is not a straightforward matter. It involves a number of
steps such downscaling, map projection conversion, and chemical species mapping.
These steps introduce various degrees of error.

Currently in the offline version of CMAQ or in the WRF-CMAQ coupled model,
chemical species transport processes take place within CMAQ and the advection
and diffusion algorithms are not the same as in the meteorological model. Thus,
this inconsistency is an additional concern in CMAQ modeling. This new develop-
ment, coupling a global meteorological model, MPAS-A, with an air quality model,
CMAQ, focuses on addressing the above issues: boundary conditions and transport
inconsistency.
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6.2 Implementation

6.2.1 Transport

In the MPAS-AQ prototype, all horizontal advection processes are performed in the
meteorological core, MPAS-A, which uses a centroidal Voronoi (nominally hexag-
onal) mesh. It uses a C-grid staggering, where scalar prognostic variables such as
potential temperature, density, water vapor mixing ratios, and any species concen-
trations are defined at the cell centers, while wind speed is defined by values per-
pendicular to cell faces. In our coupled online meteorology-air quality framework,
species concentrations are updated at cell centers after all CMAQ processes (exclud-
ing advection). MPAS-A then calculates species flux divergence by summing fluxes
over all faces of a cell, which gives an updated (i.e. next dynamical time-step) value
of concentration due to advection. We emphasize that this procedure is consistent
for all types of scalars in MPAS-A resulting in a completely consistent transport
treatment in our MPAS-AQ model.

6.2.2 Emissions

Emissions for the MPAS-AQ simulations were processed from several underlying
databases and following a similar approach as described in Xing et al. [5] for H-
CMAQ simulations. Anthropogenic emissions from nine sectors were obtained from
the HTAP_v2 database [1]. Biomass burning emissions were obtained from the
EDGARv4.2 database. Finally, climatological biogenic volatile organic compounds
(VOCs) and lightning-produced nitrogen oxides (NOx) emissionswere obtained from
the GEIA (Global Emission Inventory Activity) database. Vertical allocation is also
considered based on different emission categories. Temporal allocation (weekly and
diurnal in the case of monthly emission totals, and monthly, weekly, and diurnal in
the case of annual emission totals) followed the approach described in Xing et al. [5].
Chemical speciation was based on North American speciation profiles as applied to
the 2010 emission inventories described in Pouliot et al. [3] and Janssens-Maenhout
et al. [1]. To transfer the emissions from their native 0.1° × 0.1° grid to the MPAS-
AQ unstructured mesh, each of the 3,600× 1,800 grid cells of the gridded emissions
fields were assigned to the closest MPAS-AQ cell based on the latitude and longi-
tude of the MPAS-AQ cell center. If multiple emission grid cells were assigned to
the same MPAS-AQ cell, their emissions were summed. Note that the biogenic and
lightning emissions were first interpolated from 1.0° × 1.0° to 0.1° × 0.1° and then
assigned to the closest MPAS-AQ cells.
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6.2.3 Data Exchange and I/O

A coupler was constructed to facilitate data exchange between the MPAS-A and AQ
models. This coupler also provides other functions: converts perturbation pressure to
pressure and potential temperature to temperature that theAQmodel needs, computes
other AQ model specific data, such as level height, rearranges data dimension order
(MPAS-A is k i and AQ is i k), and injects O3 analysis data from the Global Forecast
System (GFS) into the highest model layers according to a predefined lowest layer
threshold and nudging algorithm.

In addition, a new input/output (I/O) system is implemented in this coupled model
to allow the AQ model to output any information independent of the MPAS-A I/O
system.This extra layer of flexibility reduces user burden tomodify themodel registry
file prior to code compilation and allows the user to control which files to output via
the run script.

6.3 Preliminary Model Results

Amonth of simulation from July 1, 2013 to July 31, 2013was completed based on the
emissions constructed using the methods described above. For simplicity, the same
emission file was replicated for each day of the month. The global non-uniform
90–25 km mesh (finer resolution over North America) was used. The simulation
was initialized with clean initial conditions and was run using 128 processor cores,
requiring an average of 144 min to simulate one day.

The first 14 days were treated as a spinup period. Figure 6.1 shows the mean bias
of 8 h max ozone (O3) in the second half of the simulation period. The eastern US

Fig. 6.1 Mean bias of 8 h max O3 for 15–29 July 2013
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Fig. 6.2 Mean bias of PM2.5 for 15–29 July 2013

shows quite acceptable results, while on the west coast and the Rocky Mountains
region, higher negative bias was produced.

Model-predicted fine particulate matter (PM2.5) (Fig. 6.2) shows a general under-
prediction but still reasonable results considering the short study period and inade-
quate spinup.

6.4 Conclusions

This paper discussed results from the newly developed global meteorological model,
MPAS-A, coupled with the CMAQ air quality model. With a one-month simulation,
results show reasonable model performance despite clean initial conditions, a short
spinup period, and lack of temporal variation in emission input. Next steps will
include a full year simulation (2016) with seasonally varying emissions.

QUESTIONER: Anthony Dore
QUESTION:You started your talk by demonstrating downscaling (i.e. CMAQ81 km
- > 9 km - > 3 km). Howflexible is theMPAShexagonal grid in incorporating regional
variation in grid resolution?
ANSWER:MPAS is a global atmosphericmodel that uses unstructured spherical cen-
troidal Voronoi meshes with uniform or non-uniform resolution. In the non-uniform
case, MPAS offers global coverage with seamless scale refinement to regional and
local scales. Currently, NCAR has not released such mesh generator software. If a
user interested in a particular mesh, he/she can send a request to NCAR to obtain
one.

Disclaimer The views expressed in this presentation are those of the authors and do not necessarily
reflect the views or policies of the U.S. EPA.
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Chapter 7
Long-Term Trends in Sulfur
and Reactive Nitrogen Deposition Across
the Northern Hemisphere and United
States

Rohit Mathur, Yuqiang Zhang, Christian Hogrefe and Jia Xing

Abstract We model the changes in wet and dry deposition amounts of reactive
nitrogen and sulfur over the 1990–2010 period using the WRF-CMAQ modeling
system. WRF-CMAQ simulations for this 21-year period were conducted over a
domain covering the northern hemisphere using a horizontal resolution of 108 km
and a nested domain over the contiguous U.S. using a grid of 36 km resolution. The
impacts of contrasting changes in emission patterns across the Northern Hemisphere,
i.e., reductions in North America and Europe vs. increases across regions in Asia, on
changing deposition amounts over terrestrial and aquatic ecosystems in these regions
is analyzed.

7.1 Introduction

A detailed understanding of the distribution and fate of atmospheric sulfur (SOx) and
reactive nitrogen compounds (NOy and NHx) is desirable given their role in deter-
mining tropospheric acidic substances and particulate matter budgets and potential
nutrient loading effects in sensitive ecosystems resulting from their atmospheric
deposition. The ultimate fate of airborne SOx, NOy and NHx is removal by wet
scavenging and dry deposition, which in turn lead to a variety of environmental
effects including altering net primary production, acidification, eutrophication and
other nutrient loading effects. The gas-particle partitioning of airborne sulfur and
reactive nitrogen regulates their transport distances since dry deposition velocity for
fine particles is relatively low, and consequently their primary atmospheric sink is
wet scavenging. Changing emissions patterns of NOx, SO2, and NH3 have likely
altered both their atmospheric transport distances as well as deposition patterns and
amounts.
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Fig. 7.1 The Northern
Hemisphere (outer) and
nested Continental U.S.
modeling domain (shaded)

7.2 Model Setup

The WRF-CMAQ modeling system was used to simulate the tropospheric composi-
tion and wet and dry deposition of various atmospheric species over a 21-year period
spanning 1990–2010. Model simulations were performed over a domain encompass-
ing the entire Northern Hemisphere (Fig. 7.1), set on a polar stereographic projection
and discretized with a horizontal grid spacing of 108 km [1]. Space and time varying
lateral boundary conditions from these large scale simulationswere then provided to a
36 km resolution simulation for the same period over the Continental U.S. (CONUS)
domain (shaded region in Fig. 7.1). Year specific emissions for the Northern Hemi-
spheric domain were derived from the EDGARv4.2 global emission inventory [2]
while those for the CONUS domain were based on the inventory of Xing et al. [3].

Hourly dry and wet deposition amounts from the WRF-CMAQ simulations were
aggregated to seasonal and annual totals for each of the 21 years and their spatial
distributions and temporal trends were analyzed.

7.3 Results and Discussion

Model estimated 1990–2010 trends in annual total deposition (wet + dry) of sulfur
and inorganic nitrogen (IN) across the Northern Hemisphere are shown in Fig. 7.2.
The directionality, magnitude and spatial variability of the model estimated wet
deposition trends for sulfur and IN were found to be in reasonable agreement with
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Fig. 7.2 1990–2010 trends in annual total wet + dry deposition across the Northern Hemisphere
for a total sulfur (SO2+SO4

2−) expressed in kg S/ha/yr and b total inorganic nitrogen (NOy+NHx)
expressed in kg N/ha/yr. Grey shaded areas represent locations with p-value >0.05 for the standard
two-tailed Student T-test, i.e., areas where the modeled trend estimates were not significant at the
95% confidence level

those inferred from NADP measurements in the U.S. and EMEP measurements in
Europe (not shown). Strong decreasing trends in atmospheric sulfur deposition are
noted across the continental U.S., western Europe, and regions of the north Atlantic
Ocean influenced by continental outflow, in response to the significant reductions in
SO2 emissions over the past two decades. In contrast, rising SO2 emissions during
this period resulted in increasing sulfur deposition trends across large parts of Asia
as well as large portions of the Pacific influenced by Asian outflow. The spatial
distributions of the trends in IN deposition are influenced by trends in both NOx and
NH3 emissions. In Europe where emissions of both species have seen reductions
during this period, we note reductions in IN deposition with contrasting increases in
regional deposition across Asia in response to growth in emissions of both NOx and
NH3.

The IN deposition across the U.S. however depicts decreasing trends in the north-
eastern U.S. and outflow over the Atlantic but increasing trends in the mid-western
states. This is further explained by trends in atmospheric deposition of oxidized and
reduced nitrogen which are illustrated in Fig. 7.3. Reductions in NOx emissions
resulted in systematic decreases in oxidized nitrogen with larger decreasing rates in
the eastern than the western U.S. The increasing IN deposition trends over the east
and central states were caused by NHX deposition increases which in turn arise from
increasing NH3 emissions in these regions over the past two decades.

As illustrated in Fig. 7.4, strong increasing trends in dry deposition amounts of
NHx across the U.S. occurred during the 1990–2010 period and likely arise both
from increasing NH3 emissions but also perhaps from reduced transport distances.
Reductions in SO2 and NOx emissions and their oxidation products have likely
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Fig. 7.3 1990–2010 trends in annual total wet+ dry deposition (in kg N/ha/yr) across the Northern
Hemisphere for a oxidized nitrogen (NOy), and b reduced nitrogen (NHx)

Fig. 7.4 1990–2010 trends
in annual reduced nitrogen
(NHx) dry deposition (in
kg N/ha/yr)

decreased the amounts of NHx partitioning to the aerosol phase where scavenging
by rain is the primary sink. Consequently, more NHx remains in the gas-phase and
dry deposits closer to the source regions as suggested in Fig. 7.4.
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QUESTIONER: Talat Odman
QUESTION: The N-critical load in the northeast has decreased while it remained
the same (or increased) in eastern North Carolina. What is this telling us in terms of
sources of N?
ANSWER: The trends in total-N deposition are influenced by individual trends in
reduced and oxidized-N deposition. In the northeast U.S., the 1990–2010 trends inN-
deposition are dominated by trends in oxidized-N deposition while those in eastern
North Carolina are dominated by trends in reduced-N deposition. Consequently,
reductions in NOx emissions across the northeastern U.S. have resulted in decreasing
trends in N-deposition in the region. In contrast, increasing NH3 emissions in eastern
NorthCarolina resulted in increase in reduced-Nand total-Ndeposition in that region.

QUESTIONER: Camilla Geels
QUESTION: Did you consider changes in land-use—could be important for dry
deposition. If not, do you have any idea how significant they are?
ANSWER: To our knowledge no single dataset exists that describes in a consistent
manner the changes in land-use for the multi-decadal period analyzed here. To min-
imize uncertainties associated with using different land-use data sets for different
periods during 1990–2010, we decided to use the same land-use characterization
for the entire period. While we acknowledge the likely impact of changing land use
on simulated atmospheric dynamics and dry deposition amounts, we do not have a
detailed assessment of the magnitude of the impact for this period. However, one
could speculate that since both NH3 and HNO3 dry deposit efficiently to most sur-
faces, and since changes in land-use have been gradual, it is likely that the assumption
of time invariant land-use does not have a significant impact on our estimated trends
and results. Nevertheless, sensitivity simulations would need to be conducted to
confirm this in a more quantitative manner.

Disclaimer The views expressed in this paper are those of the authors and do not necessarily reflect
the views and policies of U.S. Environmental Protection Agency.
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Chapter 8
Trend Analysis of Air Pollution
and Nitrogen Deposition Over
the Netherlands Using the EMEP4NL
and OPS Model

Eric van der Swaluw, Wilco de Vries, Roy Wichink Kruit, Jan Aben,
Massimo Vieno, Hilde Fagerli, Peter Wind and Addo van Pul

Abstract A trend analysis is performed over the period 2006–2015 for concentra-
tion and deposition of nitrogen compounds over the Netherlands. The analysis is
performed with high resolution (~1 km) model simulations with the Gaussian plume
model OPS and the grid model EMEP4NL. Both models use the same MACC III
emission distribution for countries outside of the Netherlands, and spatially more
detailed emissions for the Netherlands itself. Emission totals per SNAP sector per
country are used over the period 2006–2015, according to the latest CEIP expert
estimates. The OPS model is driven with yearly specific meteorological fields pro-
vided by the Royal Netherlands Meteorological Institute (KNMI), while EMEP4NL
is driven by meteorological output data from the open source WRF meteorological
model. Results from the model calculations are first compared with measurements.
Next, the focus of the analysis will be on the effect of atmospheric chemistry on trend
analysis of nitrogen components, like ammonia and ammonium in the atmosphere,
and the dry and wet nitrogen deposition to the surface: OPS strongly parameterizes
the chemistry, whereas EMEP4NL uses a state-of-the-art chemistry scheme. The
influence of atmospheric chemistry on modeled trends in concentration and depo-
sition is determined by comparing the trend calculations of both models, and their
connection with trends in emissions of precursor gases over the period 2006–2015.
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8.1 Introduction

The Netherlands ranks second in value of agricultural export [2]; hence, the impact
of nitrogen deposition on ecosystems is a relevant issue in the Netherlands. Recently
there have been a few papers published [3, 5], which focus on the question whether
the reported decline in ammonia emissions in the Netherlands is reflected in atmo-
spheric concentration time series. The reason to focus on concentrations instead of
deposition is thatmeasurements of deposition are very scarce,whereasmeasurements
of ammonia concentration are available on a much denser scale in the Netherlands.

There is no direct linear relation between ammonia emissions and concentrations,
because the ammonia concentrations in the atmosphere are also influenced by mete-
orology, atmospheric chemistry and the dependence of deposition on the acidity of
the surface on which the deposition takes place. Both the atmospheric chemistry and
the acidity of the surface also change over the periods considered, because they both
depend on the concentration of both sulphur and nitrogen components in respectively
the atmosphere and the surface layer.

WichinkKruit et al. [5] use theOPSmodel in order to quantify the effects ofmeteo-
rology and physicochemical processes on atmospheric ammonia concentrations. The
OPS model is a source-receptor model, which combines a Gaussian plume model
approach for local applications with a Lagrangian trajectory model for long-range
transport. Chemistry in the OPSmodel is parametrized and therefore less robust than,
for example, a chemical module in a Eulerian chemistry transport model.

Herewe adopt the EMEP4NLmodel in order to calculate ammonia concentrations
and related components over the Netherlands over a period of 10 years, i.e. from
2006 to 2015. The calculations are performed on an embedded grid with the highest
resolution of 2.0 × 1.3 km over the Netherlands.

8.2 The Models Used Over the Period 2006–2015:
EMEP4NL and OPS

The EMEP model [1] is employed in this paper (as EMEP4NL), in order to make
calculations over theNetherlands at high resolution for the purpose of a trend analysis.
We follow the same approach as Vieno et al. [4], who couples the output of the WRF
model for the meteorological data in order to drive the EMEPmodel in off-line mode
over the UK (as EMEP4UK). An embedded grid is used with four layers; the coarsest
one is over the whole of Europe at a resolution of a half degree, the highest resolution
is over the Netherlands, with a resolution of 2.0 × 1.3 km.

Emissions are taken from MACC III for countries outside of the Netherlands,
and spatially more detailed emissions for the Netherlands itself. Emission totals per
SNAP sector per country are used over the period 2006–2015, according to the latest
CEIP expert estimates.
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A comparison of the EMEP4NL model output is made with results from the
OPS-model over the same period, for which the same emissions are used. The OPS
model is driven with yearly specific meteorological fields provided by the Royal
Netherlands Meteorological Institute (KNMI).

8.3 Some First Preliminary Results of Trend Run
with EMEP4NL and OPS

The calculations as performed with the EMEP4NL and OPS model over 2006–2015
give a plethora of output data like concentrations of ammonia and other precursors;
secondary inorganic aerosols; particulate matter; wet and dry deposition of sulphur
and nitrogen. The focus of this trend analysis will initially be on the different nitrogen
components like ammonia, ammonium, nitrate, and dry and wet nitrogen deposition
and, in particular, the relation of these components to the decrease in ammonia
emissions in the Netherlands over the period 2006–2015. An extensive discussion
of this whole topic is beyond the scope of this abstract, so we only show some
preliminary results here.

Figure 8.1 (top panel) shows the wet deposition of NH4 over the whole period
as measured (LML/MAN) and calculated (EMEP4NL). Measurements over this
period have been taken at 8–11 monitoring stations distributed more or less homoge-
neously over the Netherland. One can see there is an underestimation of 1.35 with the
EMEP4NLmodel, which is partly due to the fact that precipitation is underestimated
by theWRFmodel. The spatial representation however is quite good. Figure 8.1 (bot-
tom panel) shows the trend of (normalized) ammonia concentrations over the period
2006–2015 for respectively measurements (LML/MAN), the EMEP4NL model and
the OPS model.

8.4 Conclusion

The comparison betweenmeasurements and calculations of ammonia concentrations
shows good agreement for bothmodels, EMEP4NL andOPS. Also, themodels agree
well in this respect. The spatial distribution of the wet deposition of ammonia is well
represented by EMEP4NL, but the deposition is underestimated by the model. A
detailed analysis of the trends of all the different nitrogen components and their
relation to the decreasing ammonia emissions in the Netherlands, is currently being
performed. A presentation of more detailed results of this analysis is beyond the
scope of this short paper, and will hence be presented elsewhere.

Acknowledgements This research was financed by the Dutch Ministry of Agriculture, Nature and
Food Quality.
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Fig. 8.1 Top panel: scatter plot of measured and calculated values of the wet deposition of NH4
at all LML stations over the period 2006–2015 for the EMEP model. Bottom panel: the trend of
NH3 over the period 2006–2015 according to measurements (LML/MAN), EMEP4NL and OPS.
The concentrations have been normalized in the same way as in van Zanten et al. [3]
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Chapter 9
Atmospheric Contribution
to Eutrophication of the Baltic Sea

Jerzy Bartnicki

Abstract Nitrogen and phosphorus are twomain nutrients responsible for eutrophi-
cation of the Baltic Sea. Almost all phosphorus is entering the sea via rivers, whereas
20–30% of nitrogen is deposited from the air. Therefore, there is a need for monitor-
ing atmospheric nitrogen deposition to the Baltic Sea. Time series of annual nitrogen
depositions to the Baltic Sea have been calculated for the period 1995–2015 with
the same version of the EMEP MSC-W model. They show significant inter annual
fluctuations due to changes in meteorological conditions from one year to another.
To reduce the influence of meteorological conditions on the results the so called
“normalized” depositions have been also calculated. They indicate a clear decline
of annual depositions of oxidized nitrogen to the Baltic Sea and only minor decline
of reduced nitrogen depositions in the considered period. Emissions from Germany
and Poland are the main sources contributing to deposition of oxidized nitrogen to
the Baltic Sea basin followed by the ship traffic on the Baltic Sea and on the North
Sea. Transportation and combustion are the main emission sectors contributing to
oxidised nitro-gen deposition, whereas, agriculture is the dominating emission sector
contributing to reduced nitrogen deposition.

9.1 Introduction

Eutrophication is one of the major environmental problems for the European Seas.
It is especially a threat to the shallow seas, such as the Baltic Sea with the average
depth of 54 m. Excessive amounts of nutrients entering the Baltic Sea water can
cause the growth of algae and other aquatic plants, leading to negative effects such as
oxygen depletion in the sea. Two nutrients are mainly responsible for eutrophication
of the Baltic Sea: phosphorus and nitrogen. Almost all phosphorus is entering the
sea via rivers, whereas 20–30% of nitrogen is deposited to the Baltic Sea from the
air [1]. Therefore, there is a need for monitoring of nitrogen deposition to the Baltic
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Sea based on measurements and model calculations. In the frame of a long-term
cooperation between Helsinki Commission and EMEP, nitrogen depositions to the
Baltic Sea Basin and its sub-basins are calculated every year in the Meteorological
Synthesizing Centre-West (MSC-W) of EMEP in Oslo [2]. Time series of annual
nitrogen depositions to the Baltic Sea have been calculated for the period 1995–2015.
They show significant inter annual fluctuations due to changes in meteorological
conditions from one year to another. The so called “normalized” depositions have
been also calculated to reduce the influence of meteorological variability. Additional
important task forMSC-W is the identification ofmain emission sources contributing
to nitrogen deposition into the entire basin and sub-basins of the Baltic Sea. Here
we present and discuss the main emission sources contributing to annual nitrogen
deposition into the Baltic Sea basin in the year 2014.

The EMEP/MSC-W model, a multi-pollutant 3D Eulerian Chemical Transport
Model, has been used for all nitrogen computations presented here. It has been
documented in detail in [4] and in the annual chapters onmodel updates in subsequent
EMEP status reports with the last one in 2017 [5].

The model is regularly evaluated against measurements from the EMEP network
under the LRTAP convention (e.g. [3]). The performance of the EMEP/MSC-W
model can be considered as state-of-the-art over a large range of both gaseous species
and particulate matter.

9.2 Atmospheric Nitrogen Deposition to the Baltic Sea

Time series of annual and normalized depositions of oxidised and reduced nitrogen
for the period 1995–2015 are shown in Fig. 9.1. In annual depositions of oxidized
and reduced nitrogen there is a large inter-annual variability caused by changing
meteorological conditions which is to large extent limited in calculated normalized
depositions. In addition to actual and normalized depositions, the minimum and

Fig. 9.1 Normalized depositions of oxidised and reduced nitrogen to the Baltic Sea basin for the
period 1995–2015. Minimum, maximum and actual annual values of the deposition are also shown.
The minimum and maximum annual values are determined by the meteorological conditions for
each year
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maximum values, corresponding to the best and worst meteorological conditions,
have been also calculated, indicating meteorological uncertainty.

Compared to 1995, annual deposition of oxidised nitrogen in 2015 is 33% lower.
The normalized deposition of oxidised nitrogen is even more declining in the same
period −35%. So, there is clear decline in the deposition of oxidised nitrogen to
the Baltic Sea basin in the period 1995–2014. Uncertainty indicated by a relative
distance between minimum and maximum deposition for each year is 29%.

In case of reduced nitrogen deposition to the Baltic Sea basin, annual deposition
in 2015 is 5% higher in 2015 than at the beginning of the period in 1995. The nor-
malised deposition of reduced nitrogen is declining (12%) in 2015 compared to 1995
deposition. However, there is a slight increase in the reduced nitrogen deposition at
the end of the period. Uncertainty indicated by a relative distance between minimum
and maximum deposition for each year is slightly higher in case of reduced nitrogen
compared to oxidized nitrogen −35%.

9.3 Main Sources of Nitrogen Deposition to the Baltic Sea

Altogether there are more than 50 emissions sources in the EMEP domain which
contribute to nitrogen deposition to theBaltic Sea basin. The source allocation budget
is presented for the latest available year 2014, but the results are similar for the
previous years [1]. The top ten sources contributing to annual oxidized and reduced
nitrogen deposition to the Baltic Sea basin in 2014 are shown in Fig. 9.2.

Fig. 9.2 Top ten sources with highest contributions to annual depositions of oxidised and reduced
nitrogen into the Baltic Sea basin in the year 2014



56 J. Bartnicki

Germany and Poland are the main sources contributing to oxidized nitrogen depo-
sition to the Baltic Sea basin with 23.4 kt N and 17.8 kt N, respectively. This corre-
spond to 17.9 and 13.6% of the total annual oxidized nitrogen deposition to the Baltic
Sea basin in 2014 which is 131 kt N. There is also a significant contribution from
the ship traffic on the Baltic Sea (15.2 kt N) and ship traffic on the North Sea (10.3
kt N), corresponding to 11.6% and 7.8%, respectively. In addition to Germany and
Poland, Russia, Sweden and Denmark are the HELCOM Contracting Parties among
ten major contributors. Nitrogen emissions in all HELCOM countries together con-
tribute 51% to oxidised nitrogen deposition. Two distant emission sources (United
Kingdom and France) can be found among top ten contributors.

In case of reduced nitrogen deposition to the Baltic Sea basin, Germany dominates
the list with 31.2 kt N corresponding to 28.8% contribution to annual deposition in
2014. Three other HELCOM countries are next on the list: Poland, Denmark and
Sweden with 15.7 kt N, 10.9 kt N and 7.6 kt N, respectively corresponding to 14.5%.
10.1% and 7.0% contribution. Altogether HELCOM countries contribute 74% to
reduced nitrogen deposition. In general contribution of the sources located close to
the Baltic Sea is more significant in case of reduced nitrogen deposition than in case
of oxidized nitrogen deposition. However, three distant sources: Belarus, France and
Netherlands are also present on the Top Ten list for reduced nitrogen deposition.

Transportation and combustion are the main emission sectors contributing to oxi-
dised nitrogen deposition, whereas, agriculture is the dominating emission sector
contributing to reduced nitrogen deposition.

9.4 Conclusions

Atmospheric nitrogen deposition to the Baltic Sea basin has been calculated with
the EMEP/MSC-W model for each year of the period 1995–2015. Compared to
1995 there is clear reduction of oxidized nitrogen deposition in the year 2015, both
in annual (−33%) and normalized deposition (−35%). The situation is different in
case of reduced nitrogen deposition. However, the normalised deposition is declining
(12%) in 2014 compared to 1995 deposition, the annual deposition is 5% higher in
2014 than in 1995. Also, uncertainty related to variable meteorology is higher for
reduced nitrogen deposition than for oxidized nitrogen deposition.

Germany and Poland are the main sources contributing to oxidized nitrogen depo-
sition to the Baltic Sea basin with 23.4 kt N and 17.8 kt N, respectively. This cor-
respond to 17.9% and 13.6% contribution, respectively. There is also a significant
contribution from the ship traffic on the Baltic Sea (15.2 kt N) and North Sea (10.3
kt N), corresponding to 11.6% and 7.8%, respectively.

In case of reduced nitrogen deposition to the Baltic Sea basin, Germany dominates
the list with 31.2 kt N corresponding to 28.8% contribution to annual deposition in
2014. Three other HELCOMcountries followGermany on the list: Poland, Denmark
and Sweden with 15.7 kt N, 10.9 kt N and 7.6 kt N, respectively corresponding to
14.5%. 10.1% and 7.0% contribution.
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Transportation and combustion are the main emission sectors contributing to oxi-
dized nitrogen deposition, whereas, agriculture is the dominating emission sector
contributing to reduced nitrogen deposition.

Questions and Answers
Questioner name: Valerie Garcia
Q: Were you able to discern sources of the P inputs into the Baltic Sea from rivers?
A: Only atmospheric input is discussed in this study, but the information about P
inputs into the Baltic Sea from rivers is available in the HELCOM reports.

Questioner name: Eric van der Swaluw
Q: The normalized reduced nitrogen deposition is going down, whereas the reduced
nitrogen deposition is going up. Did you do a statistical test of the significance of
the two trends over the period considered?
A: Yes. The statistical tests indicate that there is no trend in annual deposition of
reduced nitrogen and that there is a declining trend in normalized deposition of
reduced nitrogen with significance level 0.001.
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Chapter 10
Modelling the Concentration
of Ammonia and Exceedance
of the Critical Level in the UK

Anthony Dore, Jane Hall, Ed Rowe, Oliver Pescott, Edward Carnell,
Samuel Tomlinson, Ulrike Dragosits, Sim Tang, Janet Simkin,
Amy Stephens, Christine Braban, William Bealey and Mark Sutton

Abstract The FRAME atmospheric chemistry transport model was applied to cal-
culate the concentration of NH3 at a 1 km resolution over the UK. The results showed
that the 1 µg m−3 critical level for NH3 was exceeded for 60% of the UK land area
and the 3 µg m−3 critical level was exceeded for 3% of the land area. Model simu-
lations using historical emissions suggested that average NH3 concentrations in the
UK have increased by a factor of 2.5 between 1970 and 2010 due to both an increase
in NH3 emissions and large reductions in SO2 emissions causing a reduction in the
availability of H2SO4 to react with NH3.

10.1 Introduction

Atmospheric nitrogen deposition is known to pose a global threat to biodiversity.
Whilst levels of NOx emissions have declined significantly in recent decades inmany
European countries, efforts to reduce atmospheric emissions of NH3 have been less
effective. The critical level is defined as a threshold value above which significant
harmful effects may occur. For the impact of NH3 on natural ecosystems, the critical
level is set by the United Nations Economic Comission for EuropE at 1 µg m−3 for
lichens and bryophytes and 3 µg m−3 for all other plants [1].
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10.2 Methodology

The Fine Resolution Atmospheric Multi-pollutant Exchange (FRAME) model is a
Lagrangian atmospheric chemistry transport model which uses annually averaged
meteorology (wind direction frequency rose and annual precipitation map) to calcu-
late annual average deposition of nitrogen and sulphur as well as gas and particulate
concentrations. Themodel uses spatially distributed emissions of NH3, NOx and SO2

and simulates gas to particle conversion through both dry phase and aqueous phase
chemistry. Dry and wet deposition to the surface are simulated using scavenging
coefficients and a canopy resistance parameterisation respectively. The model can
be run at either a 1 km or a 5 km resolution over the British Isles.

The model was run at a 5 km resolution using historical estimates of emissions
of NH3, NOx and SO2 for the UK for the years 1970, 1990, 2010 and future pro-
jections of emissions for the year 2030. During more recent years high resolution
(1 km) emissions data have become available and the model was run at 1 km reso-
lution for the years 2009, 2010, 2011, 2012, 2013 and 2014. The results were used
to calculate long-term trends in NH3 concentrations in the UK and the area of the
country with exceedance of the critical level for NH3. Evaluation of model perfor-
mance was undertaken by comparison with measurements from the United Kingdom
Eutrophying and Acidifying Pollutants monitoring network (https://uk-air.defra.gov.
uk/networks/network-info?view=ukeap).

10.3 Results

The spatial distribution of NH3 concentrations modelled at a 1 km resolution for the
UK is illustrated in Fig. 10.1 with the correlation with measurements of annually
averaged NH3 concentration from 87 sites. NH3 concentrations are highest in the
intensive agricultural regions of England and Northern Ireland and lowest in the
remote upland regions of northern Scotland. The correlation with measurements
gave a Pearson correlation coefficient of r = 0.71 and a normalised mean bias of
0.17. Although the model was run at a relatively high spatial resolution of 1× 1 km,
there is still considerable sub-grid variability in the NH3 concentration in the rural
environment due to the uneven spatial distribution of agricultural land and natural
ecosystems. However Hallsworth et al [3] demonstrated that the model achieved a
better correlation with measurements of NH3 in semi-natural areas with 1 × 1 km
resolution modelled data than with 5 × 5 km resolution data. Although the model
employs relatively simple dynamic, chemical and dry deposition schemes compared
to more complex Eulerian models, it was able to obtain a good correlation with NH3

concentrations compared with other models as part of a model inter-comparison
exercise [2]. This good performance could be attributed to the high vertical resolution
in the model of 1 m near the surface.

https://uk-air.defra.gov.uk/networks/network-info%3fview%3dukeap
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Fig. 10.1 Modelled annually averaged concentration of NH3 in the UK for the years 2012–14.
(left); Model correlation with measurements of NH3 concentration for the year 2013 (right)

The 1× 1 km resolution data were used to calculate the exceedance of the critical
level as a three-year rolling average during the period 2009–2014. Summary statistics
are shown in Table 10.1 for 2012–14. This demonstrates that large areas of the UK
(60%), as well as nature reserves, have NH3 concentrations which exceed the 1
µg m−3 critical level for sensitive species, with a significantly lower area (2.7%)
exceeding the higher 3 µg m−3 critical level for all other species.

The risk posed by NH3 to natural ecosystems is dependent on the spatial distri-
bution of habitat types that are of conservation value in relation to agricultural areas
with high NH3 emissions. As illustrated in Fig. 10.2 conservation habitats associated
with lowland regions (calcareous grassland, broadleaf, beech, oak and other wood)
have large areas with exceedance of the 1 µg m−3 critical level whereas those asso-
ciated with upland ecosystems (acid grassland, heath, bog and montane) have much
smaller areas with exceedance.

The historical simulations of NH3 concentration in the UK showed that whilst
there was a 49% increase in NH3 emissions between 1970 and 1990, average

Table 10.1 % area of the UK
land areas with exceedance of
the 3 µg m−3 and 1 µg m−3

critical levels for 2012–2014
(SAC: Special Area of
Conservation, SPA: Special
Protection Area, SSSI: Site of
Special Scientific Interest)

Metric 1 µg m−3 3 µg m−3

% UK land area 60 2.7

% N-sensitive habitats 22 0.5

% SACs 58 5.4

% SPAs 50 6.1

% SSSIs 68 2.7
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Fig. 10.2 % area of broad habitats in the UK with exceedance of the 3 µg m−3 critical level for
NH3 during 2009–2014

NH3 concentrations in the UK increased by 120%. Emissions of NH3 fell by 17%
between 1990 and 2010 during which period average NH3 concentrations remained
unchanged. The model results were in overall agreement with analysis of measured
NH3 concentrations from the national monitoring network (87 sites) which also
showed no overall statistically significant change inNH3 concentration between 1998
and 2014 [4]. This non-linear response of NH3 concentration to emission change was
attributed to the major decrease in SO2 emissions (by 94%) between 1970 and 2010
resulting in a decreased availability of H2SO4 to react with NH3. Future projections
for the year 2030 suggest that with little change in NH3 emissions, but SO2 emissions
continuing to decline, national NH3 concentrations will increase by 10% relative to
2010.

10.4 Conclusion

The results from an atmospheric chemistry transport model showed that the NH3

concentration exceeds 1 µg−3 over 60% of the UK land area, posing a threat to sen-
sitive species such as lichens and bryophytes, particularly in the lowland intensive
agricultural regions of England and northern Ireland. Historical simulations indi-
cate that average NH3 concentrations in the UK have increased by a factor of 2.2
since 1970, driven by both increased NH3 emissions and decreased SO2 emissions.
Preliminary analysis of the spatial distribution of bryophytes however shows that
species richness is highest in the more humid upland and west coastal regions of
the UK which tend to coincide with areas of low agricultural activity where NH3

concentrations are below the 1 µg−3 critical level.

Questions and Answers

Questioner Name: Clemens Mensink
Q: Were there any abatement measures taken in the UK over the last twenty years
and if so did you see any impact?
A: Reductions in ammonia emissions during the last 20 years have been caused
mostly by economic factors leading to a reduction in livestock numbers. At a national
scale monitoring data reveals no significant trends in NH3 concentrations. However
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in areas dominated by pig and poultry emissions, where emissions reductions were
highest, measurements showed a decrease in NH3 concentrations.

Questioner Name: Stefano Alessandrini
Q: Do you simulate ammonia emissions one by one? How do you deal with back-
ground substances reacting with ammonia in the model? Why don’t you perform the
bias correction site by site? The bias correction might be site specific?
A: Ammonia emissions are distributed spatially by livestock category as well as
fertiliser and non-agricultural emissions. See below regarding the chemical reaction
scheme. There could be a justification to use a spatially variable correction to the
modelled ammonia concentrations, based on geography and climatology or indeed
dominant livestock category, though this hasn’t been checked However the bias for
any two model-measurement points is strongly influenced by the precise location
of the measurement site and the highly variable local ammonia concentration at a
model sub-grid resolution. The bias for all sets of paired model-measurement points
was therefore used collectively to obtain an overall statistically significant bias.

Questioner Name: Ted Russell
Q: In the U.S. ammonia emissions have increased along with a decrease in acidic
precursors, and ammonia levels have stayed relatively constant, similar to your code.
If one looks at the time scale analysis, the deposition of ammonia is rather fast, faster
than the lifetime of ammonia sulphate. This suggests that the ammonia gas levels
would be in a pseudo state between emissions and deposition, buffering any major
change in ammonia gas concentration changes. Does your model have a thermody-
namic aerosol module and how does it show ammonia gas changes when sulphate
and nitrate is reduced?
A: In the model H2SO4 and HNO3 are generated by dry and aqueous phase oxida-
tion reactions. NH3 reacts instantaneously to form ammonium sulphate in a one-way
reaction whilst the reaction between HNO3 and NH3 to form ammonium nitrate is
represented as a two way equilibrium reaction. The sensitivity of ammonia concen-
tration and deposition to changes in NOx and SO2 emissions has not been calculated
specifically. However on a national scale both the model and measurements broadly
suggest that a reduction of 20% in NH3 emissions corresponds to no change in NH3

concentrations whilst SO2 and NOx emissions have decreased significantly during
this period.
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Chapter 11
Stratospheric Age-Of-Air and SF6
Simulations with Silam

Rostislav Kouznetsov, Mikhail Sofiev, Julius Vira and Gabriele Stiller

Abstract The spatial distribution of Age of Air (AoA) in the stratosphere has been
extensively used to evaluate and compare general circulation and chemical transport
models. We performed multi-decade simulations of SF6 and several AoA tracers
in the atmosphere with Silam chemistry-transport model driven with ERA-Interim
reanalysis. The resulting distributions of AoA agree well with each other and with
simulations made earlier, however disagree with AoA derived from observed SF6
concentrations in polar areas. The simulations of SF6 were made in two variants:
fully passive passive, and with account for mesospheric depletion and for gravita-
tional separation. The results indicate a good agreement with observations byMIPAS
satellite instrument for non-passive SF6, and have substantial discrepancies in polar
areas for passive SF6. Thus we conclude that the discrepancy between SF6 and mod-
elled AoA originates from the violation of the assumption of the SF6 passiveness.

11.1 Introduction

Age of air (AoA) at some point in stratosphere is defined as the average time elapsed
since molecules of air there had last been in troposphere. The spatial distribution of
AoA in the stratosphere is a good indicator of global atmospheric circulation and
had been extensively used to evaluate and compare general circulation and chemical
transport models in the stratosphere [10]. In particular, numerous studies use AoA
as a diagnostics of stratospheric circulation.
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AoA can be inferred form the observations of some tracer that changes in the
troposphere and then remains unchanged along the transport of an air parcel in the
stratosphere.Oneof such tracers is sulphur hexafluorideSF6 that is practically passive
in the troposphere and in stratosphere. SF6 accumulates in the atmosphere and have
increased by more than an order of magnitude since 1960s [7], and thus the delay
between SF6 mixing ratio in troposphere and in arbitrary point in stratosphere gives
AoA at that point. The AoA derived from observations of an atmospheric tracer in
assumption of its passivity is called “apparent AoA”, which is subject for corrections
to get “true” AoA [3].

There exist substantial discrepancies between the AoA derived from observations
and AoA derived from various modelling approaches: the experimental studies [3]
report ages derived from SF6 observations that exceed 10 years in polar regions,
whereas the model studies [2, 6] report them below 6 years. In the current study
we used the SILAM Chemistry-Transport Model (CTM) driven by ERA-interim
reanalysis to simulate bothAoAand the procedure of its evaluation fromobservations
of SF6 distribution in the stratosphere. The main goal was to identify the causes of
disagreement between simulations and observations of AoA and quantify relative
importance of mesospheric depletion of SF6, gravitational separation of SF6 in upper
stratosphere for accurate inferring of AoA from observations.

11.2 Materials and Methods

SILAM (System for Integrated modeLling of Atmospheric coMposition) is an off-
line chemistry-transport model [8]. Global Eulerian simulations were performed for
the period of 1980–2015 with 1.44◦ resolution. The model was driven with ERA-
interim reanalysis [1], that has T255 spectral resolution (∼0.72◦) and 60 hybrid
sigma-pressure levels [1], having nominal pressure at the uppermost level of 10 Pa.
Same levels were used in SILAM, except for the uppermost layer bounded with
pressure levels of 20 and 10 Pa.

In this study two SF6 tracers are used: fully passive “sf6pass” and “sf6” that is
subject for gravitational separation and destruction in the mesosphere, that was im-
plemented via effective lifetime of 30 days in the uppermostmodel layer. Both tracers
had the same emissions [7]. The inventory covers 1970–2008, and has been extrap-
olated with linearly growing trend until 2015. The reference AoA was derived from
“ideal age” [10], a tracer whose mixing ratio linearly increases with time everywhere
and continuously forced to zero at the surface.

The simulation results has been evaluated with the results of SF6 retrieval from
the limb-viewing MIPAS instrument [9] operated on-board of the Envisat satellite
in 2002-2012. The conversion of retrieved SF6 to AoA was performed by referring
to a global mean of in situ SF6 measurements at the surface as provided by NOAA/
ESRL [4].
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“sf6pass” tracer

MIPAS SF6 VMR, ppt

“sf6” tracer

Fig. 11.1 SF6 mixing ratios (in ppt) simulated and observed with MIPAS in June 2007, and corre-
sponding scatter plots. The color-bars at scatter plots give number of the collocated profile points for
each cluster. Lines indicate the MIPAS instrument noise error: 20% range of the retrieved mixing
ratios [3]. The values from above 30 km, not recommended for use by KIT-IMK team, are shaded
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Fig. 11.2 Zonal mean distributions of the apparent AoA (in years) for 2007 “sf6” (left), “sf6pass”
tracers and AoA from ideal-age tracer (right)

11.3 Results

The simulations were able to reproduce the observed spatial distribution of SF6.
Fig. 11.1 shows the zonal-mean of volumemixing ratio of two SF6 tracers collocated
withMIPAS retrievals for June 2007. The “sf6” tracer has quite clear depletion inside
the polar vortex that qualitatively agreeswith the observations. Corresponding scatter
plot indicates a good agreement with model values biased about 0.5 ppt too low, but
still well within the errors of observations. The “sf6pass” tracer is distributed quite
uniformly in the upper stratosphere. I has much smaller dynamic range of VMRs
than “sf6” and than observed SF6.

The apparent Age-Of-Air derived from the “sf6pass” tracer (Fig. 11.2, left) agrees
well with AoA derived fromMIPAS observations [3]. It indicates older than 10 years
air in polar stratosphere, which is much higher than values reported by all model
studies we are aware of. The apparent Age-Of-Air derived from the “sf6” (Fig. 11.2,
center) is much smaller, and agrees with other model studies and the AoA derived
from “ideal-age” tracer (Fig. 11.2, right). The small remaining differences are caused
by non-linear growth of VMR of SF6 with time.

The following conclusions can be made. Silam was able to reproduce both SF6
distribution in stratosphere and the AoA. The effects of SF6 depletion are much
stronger than it was assumed in [3]. The agreement between AoA derived from
“sf6pass” and from “ideal-age” indicates the consistency of Silam transport.

QUESTION: You have calculated mean age with several methods using forward
simulations. One could, however, obtain the age spectra with inverse simulations
from Green functions, in a similar manner as it was done by Holzer (1999) [5]. Is
that method applicable to your study?

ANSWER: Indeed from Green functions age spectra can be calculated. It would be,
however, too expensive computationally to calculate temporal evolution of 3D fields
of age spectra.
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Chapter 12
Spatio-Temporal Monitoring
and Modelling of Birch Pollen in Belgium

Andy Delcloo, Willem W. Verstraeten, Sebastien Dujardin,
Nicolas Bruffaerts, Marijke Hendrickx, Rafiq Hamdi and Mikhail Sofiev

Abstract Air quality is primordially affected by anthropogenic emissions and has
a tremendous impact on human health with more than 6 million premature deaths
worldwide in 2015 (Landrigan et al. in The Lancet Commission on pollution and
health, 2017) [3]. Biogenic emissions of aerosols such as pollen also impact the
human wellbeing. The industrialized world suffers from a global increase in the
burden of allergic respiratory diseases. Air pollution can influence both allergens
and allergic subjects by increasing the immune reaction, and/or by an intensified
biogenic emissions. In Europe, a quarter of the population suffers from pollinosis,
whereas in some countries the prevalence is over 40%. To date, pollen of various trees
and grasses in Belgium are monitored by the Belgian Scientific Institute for Public
Health (Sciensano) at five stations on a daily basis. This sparse sampling cannot cover
the spatial representativeness of the airborne pollen. Chemistry Transport Models
(CTM’s) are therefore an interesting tool to both quantify and forecast its spatial
and temporal distribution. Here we show the results of the spatio-temporal modelled
birch pollen over Belgium using the CTM SILAM. This model is driven by 2008
ECMWF meteorological data and a MACC-III birch tree fraction map showing the
spatial distribution of potential pollen sources. Pollen modelling is based on the
temperature degree days approach.
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12.1 Introduction

12.1.1 Methods and Data

Pollen are biogenic aerosols with a diameter of typically 5–50 times larger than con-
ventional atmospheric aerosols depending on vegetation type. Birch pollen can be
seen as a PM22 aerosol. Chemistry transport models such as SILAM (System for
Integrated modeLling of Atmospheric coMposition) are able to simulate the disper-
sion of pollen based on processes such as wind advection (transport with air masses),
mixing due to turbulence, gravitational settling (dry deposition), and scavengingwith
precipitation (wet deposition) [6].

The simulation of birch pollen levels in the air requires the quantification of the
spatio-temporal emission sources of birch pollen at the surface in the model domain.
Stated otherwise, a map with the areal fraction of birch trees is highly necessary as
an underlying data set or input. At the European scale such a map was first compiled
by Sofiev et al. [5]. Another issue in modelling pollen levels is the evaluation of
pollen emission timing and intensity. Pollen modelling with SILAM is based on
the temperature degree days approach or the thermal time flowering model. The
parameterization of flowering follows a principle of two thresholds (start and end
of the flowering season) for the temperature sum [4], which assumes that the timing
of birch flowering is mostly driven by accumulated ambient temperature during a
certain time period. The cumulative fraction of pollen released from the beginning
of a year until a certain time is piecewise linear and proportional to the temperature
sum during the main flowering season. Short-termmeteorological conditions such as
wind speed, relative humidity and precipitation rate will affect the amount of pollen
in the air. Precipitation and humidity suppress the pollen release and threshold values
are used to compute reduction factors. Typically, the lower and upper thresholds from
relative humidity are 50 and 80%. For precipitation the lower and upper thresholds
are 0 and 0.5 mm h−1 (the grid cell average rate). At the saturation wind speed of
5 m s−1 the pollen release rate is maximal. At a wind speed around 1m s−1, no pollen
emissions occur.

12.1.2 Observational Data

ECMWF ERA-INTERIM meteorological data is used to drive the transport model.
Pollen levels simulated by SILAM are evaluated using observations of pollen data
taken from the Belgian Scientific Institute for Public Health (Sciensano). In 2008
SIPH monitored pollen concentrations at four stations (De Haan: 50.824523 N,
4.382457 E; Antwerp: 51.212683 N, 4.397888 E; Brussels: 50.824523 N, 4.382457
E; Charleroi: 50.408 N, 4.444 E) on a daily basis.

From Flemish and Walloon forest inventory data the relative diameter at breast
height (DBH) for birch trees are derived at each sampling plot (11.080 plots in
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the Walloon region, 2.147 plots in the Flemish region) [1]. Based on the statistical
relationship between DBH and birch tree canopy coverage [2], the areal fraction at
each inventory site was assessed.

12.2 Results and Discussions

Since pollen levels in SILAM are determined by the abundance of birch trees in
Belgium, having an up-to-date map of birch tree fractions is essential. Figure 12.1
illustrates the spatial distribution of potential birch pollen sources using the reference
map and the updated version using forest inventory data.

Using a first preliminary version of updated birch tree fraction map for Belgium
and by updating the starting and ending dates of the birch pollen season into the
SILAM transport model, the correlation (R2) of the observed versus the modelled
pollen levels increased with 23% on average with respect to the MACC birch map.
Figure 12.2 shows the time series of observed (Sciensano) and modelled (SILAM
RMI) pollen counts for the birch pollen season of 2008. Large overestimations are
observed at the location of De Haan which is situated at the coastline. Large pollen
underestimations occur over Antwerp. The very high observed peaks in pollen con-
centrations are not well captured by the model. Backward trajectory analysis shows
that the surface air masses that reach Antwerp originates from regions in Middle
Europe where high birch fractions are more likely.

Fig. 12.1 Left panel, the birch fraction map accordingly to the MACC project; Right panel, a
preliminary updated version for the Belgian territory using Flemish and Walloon forest inventory
data
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Fig. 12.2 Time series of observed (SIPH) (black line) and modelled (SILAM RMI) (dotted red
line) pollen counts for the pollen season of 2008 (March–May) at four locations in Belgium using
the updated birch tree fraction map

12.3 Conclusions

We provide an update of the areal birch tree fractions based on the most recent
Flemish and Walloon forest inventory data into the SILAM model to better estimate
the pollen concentrations in Belgium. A preliminary backward trajectory analysis,
however, suggests that surface air masses originating from regions in Middle Europe
with likely high birch fractions might contribute to unexplained high observed pollen
peaks in Belgium. Stated otherwise, not all observed pollen are domestic.

QUESTIONER: Silvia Trini Castelli
QUESTION: With reference to the plume arriving in Belgium and traced back as
transported from Easter European birch forests, given the long distance one could
expect that pollen may be intercepted, blocked and even deposited. So, actually, how
much of the released pollen may effectively reach Belgium?
ANSWER: This can be estimated by applying a source-receptor sensitivity study.
This requires a lot of additional computations and is beyond the scope of this study.
The SILAMmodel takes already into account dry- and wet deposition processes and
also considers both local as well as transported emissions from far/short range pollen
emissions. The back trajectory analysis only gives an indication on the origin of the
air masses, which may or may not contain birch pollen.
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QUESTIONER: Heinke Schlünzen
QUESTION: How do you determine the total number of pollen emitted per catkin
(tree) ahead of the year, since the total number is quite different between different
years?
ANSWER: In this study we only simulated 2008. We are working on a new method-
ology to estimate these inter-seasonal variations among different successive years.
For now, a fixed potential flux value is set as default.
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Chapter 13
Development and Verification of a New
Meteo-Dispersive Modelling System
for Accidental Releases in the Italian
Territory: SMART

Andrea Bisignano, Silvia Trini Castelli and Piero Malguzzi

Abstract A new modelling system, SMART, is under development for the simu-
lation of accidental releases dispersion. The interfacing code ARAMIS was orig-
inally created to interface the non-hydrostatic atmospheric model MOLOCH and
the Lagrangian stochastic dispersion model SPRAY. Here, a comparison between
simulations with the new modelling suite SMART and the RMS modelling system,
applied in several previous assessment studies, is presented for a case of a release in
complex terrain in southern Italy. The new suite is planned to be adopted as a tool
for emergency response purposes in any part of the Italian territory at any time.

13.1 Introduction

At the CNR-ISAC daily numerical forecasts are issued, by applying the meteoro-
logical models developed by the MODAT modelling group. The forecasts are pro-
duced in support of research on the atmospheric circulation and composition and
in order to test and improve the meteorological models operating from the global
to the local scales. At the regional scale and for the full Italian territory, MOLOCH
model is producing forecasts with high spatial detail, grid size of 1.25 km, integrating
the non-hydrostatic, fully compressible equations for the atmosphere (http://www.
isac.cnr.it/dinamica/projects/forecasts/moloch/). Given the availability of these high-
resolution forecasts, we developed a new interface, ARAMIS, between MOLOCH
and the Lagrangian particle dispersion model SPRAY, and tested it in some case
studies in different sites of Italy. The final goal is to build a modelling suite that
can forecast the dispersion of possible accidental releases in any part of the Italian
territory at any time.
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Here, preliminary simulations with the new SMART (Spray—Moloch Atmo-
spheric Regional Tool) suite are compared to the results obtained with the RMS
(RAMS-MIRS-SPRAY) modelling system for a case of one-day emissions in the
complex terrain of the Agri valley in southern Italy. The investigation focuses on
assessing the effect of the different meteorology on the pollutant dispersion. Com-
parisons between the meteorological variables, the plume dynamics and the concen-
tration fields are presented and discussed.

13.2 The Case Study and the Simulations

In order to proceed with preliminary tests of the SMART suite, we considered a
one-day case, November 30 in 2013, referring to a recent impact assessment study
[2], where the RMS modelling system was applied to simulate the dispersion of
the pollutant emitted by the COVA oil refinery plant in the Agri valley. This last
is located in the south-western sector of Basilicata Region in southern Italy, it is
orientated NW-SE and is bordered on both sides by the Apennine Mountains, thus
it is characterized by complex and heterogeneous terrain.

Four nested 3D grids were used in RAMS atmospheric model, respectively with
48, 12, 4 and 1 km horizontal grid size, all with 35 levels on a stretched vertical grid
(first level at 24 m, top of domain at 22 km). A one-year simulation was run for 2013
and to reduce the time needed to perform the yearly simulation, RAMS analysis fields
were acquired from previous runs over Italy for the two coarse domains of 48 and
12 km resolution. They were then used as input and nudging on hourly basis for the
two nested domains at 4 and 1 km resolution. This implies that the two-way nesting
was not active from the two finest to the two coarsest grids. From RAMS fields
on the finest 1-km resolution domain (45 × 30 km2), MIRS boundary-layer code
calculated the surface layer and turbulent variables needed by SPRAY Lagrangian
particle dispersion model.

A selection of the MOLOCH outputs at the grid resolution of 1.25 km, stored for
year 2013, was gathered for a domain 152× 176 km2 with 47 stretched vertical levels
(first level at 33 m, top of domain at 11 km). In addition, a devoted MOLOCH run
was performed using a finer resolution of 0.5 km on a domain 172 × 180 km2, with
the same vertical levels. In both cases, the new interfacing code ARAMIS was run to
elaborate MOLOCH fields in the format useful for SPRAY model and to calculate
the turbulent variables needed by it.

In SPRAYdispersion simulation, the Lagrangian particles were emitted every 30 s
considering the emission from the different stacks as point sources. The number of
the released particles is established to generate a minimum concentration associated
at the single particle of 0.005 µg m−3 for NOx, CO and SO2. Such minimum value
is appropriate for reproducing the concentrations with a good detail. The heights
of the stacks vary between 12 and 33 m and high temperatures and exit velocities
characterize the emissions, leading to strong plume rises in SPRAY model.
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13.3 Results and Discussion

In Fig. 13.1 a comparisons between RAMS and MOLOCH outputs for temperature
and wind speed is presented for two locations. The differences between the twomod-
els are not negligible, MOLOCH showing for this single day a better performance on
average. RAMS produces more smoothed trend, probably connected to the approach
used in this configuration, where the large-scale forcing from the coarse grids are not
integrated by the small scale feedback from the finest grids. Differences are found
also between MOLOCH outputs at the two resolutions, revealing a more enhanced
variability when using 0.5 km resolution, as it can be expected.

InFig. 13.2 themaps of the dailymeanof the ground level concentration are plotted
in the simulation domains for NOx. Comparing the concentration distributions, we

Fig. 13.1 Wind speed (left) and temperature (right) at Costa Molina and Grumento Nova. Green
dots: observations; red line: RAMS; blue and black lines: MOLOCH at 1.25 and 0.5 km grid size

Fig. 13.2 NOx ground level concentrations for RMS (left), SMART at 1.25 km (centre), SMART
at 0.5 km (right). Grumento Nova (diamond) and Costa Molina (triangle) are also indicated
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Fig. 13.3 Vertical wind velocity standard deviation at about 500 m from the source at two heights
H (left) and as profiles at 14 a.m. (right). Red line: RMS (H = 24 m top and 291 m bottom), Blue
and black lines: SMART (H = 33 m top and 254 m bottom) at 1.25 and 0.5 km grid size

notice that maximum values are found mostly far from the source for RMS and
close to the source for SMART. RMS plumes are transported at high vertical layers,
due to the plume rise; they are not much diffused and generate higher ground level
concentration at larger distances from the plant sites, where they hit the orography.
SMART plumes appear instead to be more diffused already close to the sources, in
particular in the vertical. This leads to an efficient dispersion and lower concentration
values are found on the slope of the mountains. This aspect is confirmed looking at
the standard deviations of the vertical component of the wind velocity in Fig. 13.3,
calculated respectively by MIRS and ARAMIS from the turbulent kinetic energy
output by RAMS and MOLOCH, using the same formulations. RAMS diffusion is
low, always close to a minimum value and with a peak in the late afternoon, while
MOLOCH produces much larger values and a marked daily cycle. The low values of
the turbulent kinetic energy in RAMS simulations, and their effects on the dispersion,
were discussed in previous works [1, 3]. Since the turbulence parameterization is a
key aspect for dispersion modelling, further investigations are ongoing to address
the differences between RMS and SMART, evaluating their performances against
observed data.

QUESTIONER: Denis Dionne.
QUESTION: Have you considered using your predictive model to allow industry to
manage operations and demonstrate compliance or absence of nuisance.
ANSWER:Thedispersionmodel SPRAYhas been already adoptedby environmental
protection agencies and even industries as a modelling tool to monitor and assess
the impact of pollutant releases connected to operational activities. The SMART
modelling system is conceived to work on the full Italian territory as a tool for
response and protectionmeasures. As such, it will be run and handled by our Institute,
which is a national public research institution. The objective is to provide the results
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of the impact prediction and assessment to the civil protection officers and to the
implicated industries, as support to the emergency response activities.

QUESTIONER: Shuzan Ren.
QUESTION: In your sensitivity test to different ABL parameterization schemes, do
you use the same meteorological fields (wind and temperature)?
ANSWER: For the SMART suite, in the ARAMIS interfacing module we used the
meteorological and turbulence fields provided by the MOLOCH model for applying
different parameterizations of the wind velocity standard deviations. This allows
addressing the differences between the schemes. Then, we have compared the same
parameterizations in the RMS system but using the meteorological and turbulence
fields output by the RAMS atmospheric model. This provides an intercomparison
between the two modelling systems, SMART and RMS.
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Chapter 14
Comprehensive Modelling
and Visualization of Particulate Matter
in Support of Air Quality Management
in Prince George, British Columbia,
Canada

Peter L. Jackson, Dennis Fudge, Bruce Ainslie, John Spagnol,
Christophe Corbel, Andreas Veira, Volker Schunicht and Brayden Nilson

Abstract Prince George British Columbia has among the highest levels of ambient
particulate matter (PM) in western Canada. In order to effectively lower ambient PM
levels, management agencies need to be able to attribute ambient levels to specific
sources, which can then be targeted for reduction. Dispersion modelling can be used
to attribute sources to ambient levels, but one issue is that emissions from many PM
sources are poorly known and must be estimated. The Calpuff dispersion modelling
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system was applied to all known sources of PM10, PM2.5, NOx and SO2 affecting
the Prince George airshed over the three-year period 2003–2005. The model results
were evaluated by comparison with ambient levels as well as with results from a
speciation study using Positive Matrix Factorization and Chemical Mass Balance
techniques. This resulted in constraints on the emissions of some of the more poorly
characterized sources. In addition, a web-based visualization and scenario tool was
developed for air quality managers to enable them to make science-based decisions
to improve air quality. The results of the modelling and source attribution will be
discussed, and the web-based scenario tool demonstrated.

14.1 Introduction

Prince George, British Columbia (BC) Canada is a city of 74,000 [1] located at the
junction of the Fraser and Nechako Rivers in a valley about 150 m below the BC
Central Interior Plateau. Prince George has among the highest levels of PM2.5 in
Western Canada, although it generally meets the BC ambient air quality objective of
8 µg m−3, it occasionally exceeds the 24 h average standard of 25 µg m−3. Three
kraft pulp mills (east and northeast of the downtown central business district), and
other industrial sources in Prince George contribute significant amounts of PM2.5

to the airshed, mainly through combustion of biomass [2]. Other important anthro-
pogenic sources of PM2.5 in the Prince George area include open burning of wood
debris, wood burning for residential heating during the winter, cooking from com-
mercial and household stoves, locomotive emissions, and diesel and gasoline vehicle
combustion engines [2], as well as anthropogenic dust sources such as road dust and
fugitive dust. The wind-sheltered valley area of Prince George experiences frequent
temperature inversions associated with stagnant air conditions that often result in
elevated pollution levels [4]. Winter meteorological conditions can result in more
frequent temperature inversions in the valley, less atmospheric mixing from daytime
solar radiation heating of the surface, and consequently higher levels of PM2.5 pol-
lution [2, 4]. Between 2005 and 2016, deseasonalized monthly mean Prince George
PM2.5 levels have been decreasing at 0.16 µg m−3 year−1, while 98th percentile
levels have been decreasing at 0.66 µg m−3 year−1 [3]. Based on a wind-sector anal-
ysis, these improvements were largely driven by environmental upgrades at major
industrial sources to the northeast of the Prince George downtown.

In order to better understand the contribution of specific sources to ambient PM2.5

levels in Prince George and guide air quality management, a community-wide mod-
elling study was conducted to simulate the transport and dispersion of all identifiable
PM2.5 sources. In order to help air quality managers understand and visualize the
model results, a web-based decision support tool, called AirQuest was developed.
This paper describes the modelling study and the visualization tool.
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14.2 Methods

The Calpuff modelling system was used to simulate the dispersion and transport of
particulate matter (PM10 and PM2.5), as well as SO2 and NOx, with a goal of accu-
rately simulating both primary and secondary PM2.5 in the Prince George airshed. In
total, the transport and dispersion of about 1500 individual sources were simulated
at hourly resolution from 2003–2005. Of these, there were 33 industrial sources with
a total of about 350 emitting units. Calmet was used to specify the meteorological
conditions, with surface observations from six stations and vertical sounding data
from one station used as input. The computational domain was 24 grid points (west–
east) by 36 grid points (south–north) set at 1 km resolution with a 500 m resolution
receptor grid plus ten discrete receptors (at monitoring locations) nested within it,
for a total of 1883 receptors.

A major challenge in conducting a community-wide dispersion modelling study
of PM is accurately specifying all sources in the airshed. While the major industrial
sources are relatively well quantified based on permit levels and stack monitoring,
most sources are unmonitored and must be estimated using emission factors and
activity levels. To evaluate the modelling system, including the emission inventory,
we compare the model outputs with meteorological observations, ambient air pol-
lution levels at several monitoring stations, and with data and information from a
speciation study and receptor modelling that was conducted in 2005. Because of
uncertainty in PM emissions from many sources, an iterative approach was used
in refining the emission inventory. First the “best guess” emissions were modelled
and the resulting ambient concentrations compared with speciation data and ambi-
ent concentrations. In addition, scaling factors for each source were calculated by
optimizing the fit between modelled concentration and ambient concentrations at
monitoring locations.

Dispersion model output quantifies the link between ambient concentrations at all
receptors to the specific emission sources that contribute to those ambient concentra-
tions. Consequently model output can be used to identify the most important sources
to target for reduction: an analysis of dispersion model output is the ideal tool to
effectively manage air quality. Because modelled ambient concentrations scale lin-
early with the emission rate, changes in emissions can be assessed by linearly scaling
the modelled ambient levels by the same amount, without the need to re-run the dis-
persion model. This was exploited by developing the web-based AirQuest decision
support tool for air quality mangers to use to run source reduction scenarios, without
having to re-run Calpuff.

14.3 Results and Discussion

The evaluation of model output from the 2010 iteration of the model suggested that
emissions from road dust, locomotives, and restaurants were over-estimated, while
fugitive dust emissions fromcommercial operations, gravel pits and industrial storage
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were under-estimated.Consequently,more carewas taken in estimating the emissions
from these sources, resulting in emissions shown in Fig. 14.1. As a result of these
emission changes, themodel does a better job of predicting the distribution of ambient
concentrations at monitoring locations (Fig. 14.2). The AirQuest decision support
tool was designed to allow users to run emission change scenarios and visualize the
resulting ambient concentrations spatially, and statistically at monitoring locations
(Fig. 14.3).

Fig. 14.1 Total emissions before (Stantec 2010 in blue on the left), and after (PGAIR 2016 in
red on the right) refining the emission inventory. The source category codes are as follows. “2
per” are industrial emissions, “5rmo” are mobile emissions from vehicles, “6hea” and “8chea” are
residential and commercial heating emissions, “7bur_mof” and “7bur_pg” are burning of wood
waste in and around Prince George. “9res” are miscellaneous residential sources, “10com_dust”
and “10com_misc” are commercial dust and miscellaneous sources, “10com_res” are restaurant
emissions, and “11fug” are fugitive dust emissions

Fig. 14.2 Comparison of monthly PM2.5 levels in 2005 at the Plaza 400 monitor location in
downtown Prince George: observed (green on the left), modelled in 2010 (labelled Stantec, in red
in the middle), and remodelled in 2016 with revised emissions (blue on the right)
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Fig. 14.3 Examples of AirQuest a spatial scenario output and b statistical scenarios at a monitoring
location. The “before tuning” panel indicates the Calpuff model output, while the “After tuning”
panel indicates the source reduction scenario in which industrial emissions were reduced to 50%
and road dust to 80%
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14.4 Conclusion

A comprehensive dispersion modelling study of PM in Prince George, BC, Canada
was designed to help manage air quality. The greatest challenge was in accurately
specifying all the sources of PM in the airshed. Using an iterative approach in which
model results are evaluated by comparison with various observations, the emissions
of more poorly characterized sources were revised, resulting in a better simulation of
PM. In order to help air quality managers make use of the dispersion model results,
a web-based visualization tool (AirQuest) was developed in which users can run
source reduction scenarios and visualize the resulting concentrations spatially and
statistically.

Acknowledgements Funding was from: BC Ministry of Environment, City of Prince George,
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Chapter 15
Source Localization of Ruthenium-106
Detections in Autumn 2017 Using Inverse
Modelling

Pieter De Meutter, Johan Camps, Andy Delcloo and Piet Termonia

15.1 Introduction

In late September andOctober 2017,Ru-103 andRu-106 have been detected through-
out the northern hemisphere by national environmental radioactivity monitoring net-
works and by the International Monitoring System that is being established to verify
compliance with the Comprehensive Nuclear-Test-Ban Treaty. Ru-103 (half-life:
39.26 d) and Ru-106 (half-life: 373.6 d) are radioactive particulates that have no
natural sources and for which there is no measurable global background. Based on
the fact that only Ru-106 (and, in much lower concentrations and at fewer places,
Ru-103) but no other fission products such as iodine and cesium have beenmeasured,
a nuclear accident can be excluded.

The Institut de Radioprotection et de Sûreté Nucléaire (IRSN) has published a
study on the possible source regions based on measurements exchanged via the
Ring of Five network, an informal network of experts. They have employed forward
atmospheric transport modelling over a limited domain to test which single grid box
source can best explain the observations. They found that the detected Ru-106 is
likely coming from an area between the Volga and the Urals [1].
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In this paper, we assess the possible source areas for the Ru-106 based on mea-
surements from the InternationalMonitoring System (IMS) for the verification of the
ComprehensiveNuclear-Test-Ban-Treaty that detected Ru-106 throughout the north-
ern hemisphere.We use an adjoint approach and quantify meteorological uncertainty
using the ensemble approach.

15.2 Data and Methods

Meteorological data from the Integrated Forecasting System operational at ECMWF
have been used. The extracted data had horizontal grid spacings of 1◦ and 137 non-
uniform vertical levels up to 0.01 hPa. The inverse modelling was performed using
282Ru-106 detections and non-detections from the InternationalMonitoring System.

Inverse modelling involves finding a source term x(x, y, z, t) based on a vector
of observations y:

y = Mx (15.1)

here,M is the source-receptor-sensitivity matrix which is obtained by running the
atmospheric transport and dispersion model Flexpart [2] in backward mode [3]. Wet
deposition is taken into account. In practice, no perfect match between the observed
and simulated activity concentrations is possible, since both the source-receptor-
sensitivity matrix and the observations contain uncertainties. Instead, the disagree-
ment is minimised using an optimisation procedure. A cost function is defined to
quantify the disagreement. It is assumed that the true source lies in one of the grid
boxes having the lowest cost function value. There is no need to rerun the atmo-
spheric transport model during the optimisation: only the source term x(x, y, z, t)
needs to be varied until a sufficiently good match is found with y.

We assume that the Ru-106 detections originated from a single point source in the
lowest model level. We perform the optimisation for each grid box separately in the
lowest model level (each grid box is thus assumed to be a source; since this does not
involve rerunning the atmospheric transport and dispersion model, this procedure is
fast). The result is a cost function value for each grid box, and an associated optimal
source term. Grid boxes with a low cost function are assumed to be possible source
locations.

The cost function that has been used here, is the geometric variance (15.2; index i
goes over all n observations). Reference [4] found that this cost function performed
well for inverse modelling over a large domain using noisy measurements. A param-
eter α has been added which allows dealing with non-detections (α has been given
a value of 0.005 mBq/m3, which corresponds roughly to the detection limit of the
Ru-106 observations).

cost f unction(x) = exp

(
1

n

n∑
i=1

(
log(yi + α) − log(Mi j x j + α)

)2)
(15.2)
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15.3 Results

Figure15.1 shows the cost function values resulting from the optimisation. A distinct
region of possible source locations can be seen between the Volga and the Ural
mountains. According to the inverse modelling, the Ru-106 release should have
been between 1014 and 1015 Bq.

The Ensemble Data Assimilation (EDA) system of ECMWF has been used to
estimate the effect ofmeteorological uncertainty on the source localisation. The EDA
system consists of 26 independent lower-resolution 4D-Var assimilations, of which
25 use perturbed observations, sea-surface temperatures and model physics [5]. By
adding and subtracting the perturbations from the ensemble mean, we obtained 50
perturbed and 1 unperturbed members. For each ensemble member, Flexpart has
been run and the inverse modelling is applied on each of the resulting 51Mmatrices.
Only a subset of observations is used to limit the computational cost. To visualize
uncertainty, a threshold has been applied to the resulting 51 cost function maps to
discriminate possible source regions from other regions. Since each member of the
EDA system is by construction equally likely, the 51 cost function maps can be
readily used to construct grid point-wise probability maps, shown in Fig. 15.2.

Fig. 15.1 Grid box cost function values resulting from the optimisation. The black dots show IMS
stations where no Ru-106 was measured; the red dots show stations where Ru-106 was measured.
The location of the nuclear facility Mayak is also shown. The legend values correspond to the cost
function quantiles of 0, 0.05, 0.1, 0.5, 1, 10 and 100%

Fig. 15.2 Probability of being a likely source for each grid box separately using a the unperturbed
member only and b the full ensemble. The black dots show IMS stations where no Ru-106 has been
measured; the red dots show IMS stations where Ru-106 was measured. The location of the nuclear
facility Mayak is also shown
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15.4 Discussion

The Ru-106 detections made in autumn 2017 provide a very interesting case for
inverse atmospheric transport modelling since (i) the release must have been strong,
resulting in detections throughout the northern hemisphere and (ii) the absence of a
Ru-106 background that could contaminate the signature of the event of interest. The
detections spanmore than three orders of magnitude, so that a cost function is needed
that treats high and low detections with similar importance. The IMS observations
of Ru-106 are found to be compatible with a single grid box source located in the
area between the Volga and the Ural mountains. According to the inverse modelling,
the Ru-106 release could have been up to 1 PBq. The results of this study are in
agreement with the study published by IRSN, although a different methodology and
different observations have been used.

Acknowledgements One of the authors (P De Meutter) acknowledges funding from Engie under
contract number JUR2015-28-00.
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Chapter 16
Comparing the ISORROPIA
and EQSAM Aerosol Thermodynamic
Options in CAMx

Bonyoung Koo, Swen Metzger, Pradeepa Vennam, Chris Emery,
Gary Wilson and Greg Yarwood

Abstract The Comprehensive Air quality Model with extensions (CAMx) has
been employing ISORROPIA for inorganic aerosol thermodynamic calculations.
Recently, the Equilibrium Simplified Aerosol Model (EQSAM)was added to CAMx
as an alternative to ISORROPIA for computing concentrations of the inorganic ions:
sulfate, nitrate, ammonium, sodium and chloride. By design, EQSAM has more
streamlined algorithms than ISORROPIA, which may lead to different model con-
centrations and faster run times. We apply CAMx using both thermodynamic equi-
libriummodules for simulations of the continental US with 12 km grid resolution for
winter and summer months. Model predictions of inorganic ions by both algorithms
are compared and model performance is evaluated against ambient data collected
by speciated PM monitoring networks. The overall model run times are also com-
pared. Our purpose is to introduce EQSAM as a newly available option in CAMx
and provide information relevant to choosing between the two available aerosol ther-
modynamics modules in CAMx taking into consideration the scheme’s performance
attributes as well as the requirements of each model application.
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16.1 Introduction

Atmospheric particulate matter (PM) or aerosol has been recognized to have adverse
effects on human health [1] and visibility [6]. Atmospheric PM is a complex mixture
of inorganic ions, carbonaceous material, crustal elements, trace metals and water.
The inorganic components, which are mainly comprised of sulfate (SO4

2−), nitrate
(NO3

−), ammonium (NH4
+), sodium (Na+) and chloride (Cl−), are important con-

tributors to PM2.5 (PM with aerodynamic diameter less than or equal to 2.5 µm)
mass globally [11].

Atmospheric PM models typically assume thermodynamic equilibrium to deter-
mine partitioning of volatile inorganic components such as NO3

− and NH4
+ between

the gas and aerosol phases. A variety of thermodynamic equilibrium models have
been developed ([8] and references therein). Among them, ISORROPIA [4, 10] is
widely used by regional and global chemical transport models because of its numer-
ical efficiency. ISORROPIA reduces computational costs by dividing the relative
humidity (RH) and composition space into subdomains that minimize the number
of equations to be solved. However, ISORROPIA computes activity coefficients
via an iterative procedure that adds to computational cost. Solving thermodynamic
equilibrium for inorganic ions remains one of the most computationally demanding
processes in large scale air quality modeling.

EQSAM4clim [8], originally developed for climate simulations, is based on a
single solute coefficient approach [7] that efficiently parameterizes single solution
hygroscopic growth accounting for aerosol water uptake from the deliquescence RH
up to supersaturation. EQSAM4clim extends the single solute coefficient approach
to treat water uptake for multi-component mixtures. The advantage of this approach
is that the gas-aerosol partitioning and the mixed solution water uptake can be solved
analytically eliminating the need for iterations, which brings potentially significant
speed-up. EQSAM4clim has been implemented and evaluated in a global chemistry
climate model [9].

The Comprehensive Air qualityModel with extensions (CAMx;www.camx.com)
has provided alternative schemes for several model processes, but ISORROPIA has
been the only approach for determining thermodynamic equilibrium partitioning of
inorganic PMcomponents. In this study, we implemented EQSAM4clim inCAMx as
an alternative to ISORROPIA, and evaluated model predictions of inorganic PM2.5

components by EQSAM4clim and ISORROPIA over a continental US modeling
domain.

16.2 Modeling Platform

The latest version of CAMx (version 6.40) was applied to simulate two month-
long episodes (January and July 2011) from a US Environmental Protection Agency
(EPA) 2011modeling platform [3]. Themodeling grid covers the continental USwith

http://www.camx.com
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12 km horizontal grid resolution and extends vertically up to approximately 50 mbar
(20 km). The Carbon Bond Version 6 Revision 4 (CB6r4) chemistry mechanism [2]
was selected for gas-phase chemistry. Inorganic thermodynamic equilibrium parti-
tioning is modeled by ISORROPIA (version 1.7) and EQSAM4clim (version 10).
Both ISORROPIA and EQSAM4clim assumed a metastable aerosol liquid phase
following Guo et al. [5].

16.3 Results and Discussion

Figure 16.1 compares monthly average PM2.5 NO3
− and NH4

+ concentrations pre-
dicted by ISORROPIA and EQSAM4clim for January. Both models agree fairly
well in predicting spatial distributions and peak magnitudes of each species. In the
summer month when less nitric acid partitions into the aerosol phase, EQSAM4clim
tends to predict lower NO3

− than ISORROPIA (not shown). Both models assume
a negligible vapor pressure of sulfuric acid, essentially driving all sulfuric acid into
the particle phase, resulting in little difference in SO4

2−.
The model predictions of NO3

−, NH4
+ and Cl− were evaluated against ambi-

ent measurements at the Interagency Monitoring of Protected Visual Environments
(IMPROVE) sites and EPA’s Chemical Speciation Network (CSN) sites. IMPROVE

(a) NO3
-

ISORROPIA EQSAM4clim

(b) NH4
+

ISORROPIA EQSAM4clim

Fig. 16.1 January average concentrations of PM2.5 NO3
− and NH4

+ by ISORROPIA and
EQSAM4clim
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Table 16.1 Normalized mean bias and error (NMB and NME) and correlation coefficient (r)
statistics for 24-h average PM2.5 NO3

−, NH4
+ and Cl− by ISORROPIA (ISO) and EQSAM4clim

(EQS) in January

Network Species NMB (%) NME (%) r

ISO EQS ISO EQS ISO EQS

CSN NO3
− 3.1 1.4 51.4 50.0 0.50 0.51

NH4
+ −7.5 −9.7 40.6 39.4 0.63 0.65

Cl− 79.0 −12.9 169 115 0.14 0.15

IMPROVE NO3
− 43.6 34.3 86.9 82.2 0.69 0.70

NH4
+ 7.6 3.7 45.0 43.7 0.82 0.82

Cl− 60.9 −29.3 192 124 0.29 0.28

sites are located in rural areas whereas CSN sites are mostly in urban/suburban areas.
Table 16.1 summarizes performance statistics of the two models for January. Both
models show relatively good NH4

+ performance while somewhat over-predicting
NO3

− in rural sites. Cl− is overestimated by ISORROPIA, but underestimated by
EQSAM4clim. However, Cl− is a minor component of PM2.5 in most inland areas
of the modeling domain.

This study, though limited, shows that the two thermodynamic schemes’ results are
sufficiently similar that either scheme could reasonably be selected. However, further
analyses (e.g., model responses to emission changes) are desired to develop a larger
evidence base for choosing which scheme to employ for a particular application. On
our test simulations, using EQSAM4clim (although the current implementation in
CAMxwas not specifically optimized for efficiency) instead of ISORROPIA reduced
the overall model runtime by 4% (January) to 7% (July).

Questions and Answers

QUESTIONER: Sarav Arunachalam, University of North Carolina at Chapel Hill

QUESTION: Can you comment on similarities and differences in responses to emis-
sion perturbations found with EQSAM and ISORROPIA that may help a CAMx user
select which scheme to choose?

ANSWER:To comparemodel responses by ISORROPIAandEQSAM4clim to emis-
sion perturbations, we have conductedmodel simulationswith 5 hypothetical sources
added in Nevada, Idaho, Missouri, Pennsylvania and South Carolina, and compared
impacts of the new sources. Both models generally agree for maximum impacts
(Table 16.2). However, model responses by ISORROPIA are subject to numerical
artifacts (noisy responses often far from the location of perturbations). Figure 16.2
shows examples of the numerical artifacts by ISORROPIA; EQSAM4clim does not
show such artifacts.
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Table 16.2 Maximum 24-h average responses to adding 5 hypothetical sources in January

Source PM2.5 NO3
− (µg/m3) PM2.5 NH4

+ (µg/m3)

ISORROPIA EQSAM4clim ISORROPIA EQSAM4clim

Nevada 0.05 0.04 0.03 0.03

Idaho 0.02 0.02 0.01 0.01

Missouri 0.04 0.09 0.03 0.03

Pennsylvania 0.05 0.06 0.02 0.02

S. Carolina 0.05 0.05 0.02 0.02

Fig. 16.2 24-h average PM2.5 NO3
− responses to adding 5 hypothetical sources (blue circles) using

ISORROPIA and EQSAM4clim on January 15; responses are similar downwind of the blue circles;
dotted circles indicate noisy responses using ISORROPIA that are not seen using EQSAM4clim
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Chapter 17
Using Higher Order Sensitivity
Approaches to Assess Aircraft Emissions
Impacts on O3 and PM2.5

Calvin Arter and Sarav Arunachalam

Abstract This study utilized an advanced sensitivity analysis, the higher order
Decoupled Direct Method (HDDM-3D) as implemented in the Community Mul-
tiscale Air Quality Model (CMAQ) to quantify the impacts of aviation emissions
during the landing and takeoff (LTO) cycle at nine individual airports; five located
in regions of attainment of O3 and PM2.5 NAAQS: Boston Logan (BOS), Kansas
City (MCI), Raleigh Durham (RDU), Seattle-Tacoma (SEA), and Tucson (TUS);
and four located in regions of nonattainment: Chicago O’Hare (ORD), Hartsfield-
Jackson Atlanta (ATL), John F. Kennedy (JFK), and Los Angeles (LAX). Fuel burn
changes needed at the four nonattainment airports ranged from−14.9 (357,185 less
tons) to −3.3 (55,715 less tons) times less fuel burned and from 1.6 (29,826 more
tons) to 3.1 (79,584 more tons) times more fuel burned to reduce ambient PM2.5

by 0.1 µg/m3 and O3 by 1 ppb, respectively. Fuel burn changes needed at the five
attainment airports ranged from 20.4 (39,516 more tons) to 48.0 (397,180 more tons)
times more fuel burned and from−449.0 (−477,734 less tons) to−24.0 (46,648 less
tons) times less fuel burned to increase ambient PM2.5 by 0.1 µg/m3 and O3 by
1 ppb, respectively. Using these estimates for a range of airports, we demonstrate
an illustration of how HDDM-based sensitivity calculations can be used to develop
source specific impacts on potential attainment designations for a region.

17.1 Introduction

The aviation sector has seen substantial growth in the past decade with air carriers
flying 631million passengermiles in the year 2015, resulting in an increase of around
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11% over the past ten years [1]. This growth is expected to continue with the Federal
AviationAdministration forecasting a 2.1% increase inU.S. carrier passenger growth
each year for the next 20 years, and a 2.1% and 3.5% growth in system traffic in
revenue passenger miles over the next 20 years for domestic travel and international
travel, respectively [2].

This projected growth can place a burden on atmospheric air quality as aircraft
attributable emissions become a larger component of all anthropogenic emissions.
Aircraft emissions are composed primarily of nitrogen oxides (NOX), sulfur oxides
(SOX), volatile organic compounds (VOC), primary elemental carbon (PEC), pri-
mary organic carbon (POC), and primary sulfate (PSO4). Both LTO and cruise-mode
emissions can lead to the formation of air pollutants such as O3 and PM2.5 affecting
populations near airports. One study on 99 U.S. airports estimates an increase in
premature deaths due to aviation emissions from 75 deaths in 2005 to 460 deaths in
2025 [3].

17.1.1 Methods

In this study we utilize an Eulerian atmospheric chemical transport model (CTM),
CMAQv5.0.2 [4], to quantify the concentration and transport of PM, O3, and other
pollutants in a 36 × 36 km grid cell resolution domain.

Various sensitivity analyses in the atmospheric CTM framework are used for
guiding policy and environmental scenarios. We make use of a sensitivity analysis
approach, (DDM-3D) [5–7], that excels in describing sensitivities to multiple input
parameters as well as sensitivities to small variations. Both of these conditions are
important for modeling aviation emissions since we aim to describe impacts due to
varying aircraft emission species and the aviation emission sector is much smaller
than other anthropogenic emission sectors. Within DDM-3D, derivatives are taken
at each time step, which calculate the change in concentration of a chemical species
with respect to some change in an input parameter. Output from DDM-3D is in the
form of sensitivity coefficients, which express the derivatives taken at each time step.

First order sensitivity coefficients describe linear changes in concentrations with
respect to changing emissions. In our case of air pollutants attributable to aviation
emissions, we need to be concernedwith air pollutant species that may not be linearly
dependent on aviation emissions. The chemistry surrounding tropospheric PM2.5

and O3 formation is far more complicated than what can be expressed with only
first order changes. Hence, we extend our DDM-3D analysis framework to higher
order decoupled direct method in three dimensions (HDDM-3D) in order to calculate
second order sensitivity coefficients. In doing so, we hope to capture more of the
non-linearities in the chemistry related to PM2.5 and O3 formation from aviation
emissions.

For our study, six precursor emissions that are responsible for the formation of
PM2.5 and two precursor emissions that are responsible for the formation of O3

are chosen as sensitivity parameters for our HDDM-3D analyses. Three gas phase
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species; NOX, SO2, VOC, and three particle phase species; PEC, POC, and PSO4

are directly emitted from aircrafts and they all can lead to the formation of PM2.5 in
the atmosphere. For O3 formation, we consider NOX and VOC emissions to be the
only precursors.

17.1.2 Airport Selection

Our domain consists of the continental United States (CONUS) with a 148 × 112
grid of 36 km × 36 km resolution. We utilize the FAA’s Aviation Emission Design
Tool (AEDT) [8]; Wilkinson et al. [9] for constructing aircraft flight segments, and
LTO segments are processed into gridded emission rate files using AEDTProc [10].
The five airports in attainment regions were chosen based on having no attainment
status (maintenance, marginal, nonattainment) for O3, PM2.5, and PM10; had at least
0.05%of annual passenger boardings, designated as being small hubs according to the
FAA’sVALE [11]; and that represented the greatest geographic and climatic diversity
while servicing major metropolitan areas (MSA population >1,000,000 people). We
selected four of the top five airports in total number of enplanements for our group
of airports in nonattainment regions. Simulations are performed for the months of
January and July in 2005 with a 10 day spin up for each month. January and July are
chosen to approximately represent winter and summer characteristics seen during
each half of the year. O3 sensitivities are considered only for July simulations.

17.2 Results

17.2.1 Sensitivities

We calculated first and second order sensitivities at the location of each airport’s
grid cell within our domain. For brevity we show only the first order sensitivities
of O3 and PM2.5 to their respective precursor emissions at each airport’s grid cell.
Figure 17.1 shows first order O3 sensitivities with respect to aircraft VOC and NOX

emissions for the month of July. O3 sensitivities are dominated by NOX emissions
in the airport’s grid cell and the net negative sum of both VOC and NOX sensitivities
indicate the titration of O3 in the airport’s grid cell from NOX emissions.

Figure 17.2 shows both first order PM2.5 sensitivities to VOC, NOX, SO2, PSO4,
PEC, and POC aircraft emissions (bottom row) and the breakdown of these PM2.5

sensitivities by the constituents that make up the total PM2.5. PM2.5 sensitivities can
vary depending on the airport with the airports located in nonattainment regions
having a much larger impact on the formation of PM2.5.
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Fig. 17.1 First order PM2.5 sensitivities disaggregated by output species (top) and precursor species
(bottom) at grid cell containing airport

Fig. 17.2 First order O3 sensitivities disaggregated by precursor at grid cell containing airport for
the month of July

17.2.2 Fuel Burn Reductions or Increases

Utilizing Taylor series expansions with the sensitivities calculated at each airport’s
grid cell, we are able to calculate the emission reductions or increase needed to
decrease or increase O3 by 1 ppb or PM2.5 by 0.1 µg/m3. These reductions in emis-
sions have been expanded to reductions in fuel burn by relating the total amount of
SO2 emitted in each airport’s grid cell to the amount of fuel burned in each grid cell
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Fig. 17.3 Fuel burn reductions to decrease O3

through:

SO2 = FSC

1000
× 100− E

100
× FUELBURN× 64

32
(17.1)

as described in the Guidance on AEDT Aircraft Emissions for use in Climate and
Air Quality Analyses.

Figure 17.3 shows the fuel burn reduction needed to decrease O3 by 1 ppb at
our airports located in regions of nonattainment. Positive values indicate that an
increase in fuel burn is needed to decrease O3 at the grid cells containing the airports.
Figure 17.4 shows what is needed for a decrease of PM2.5 by 0.1 µg/m3 at the same
airports. Figure 17.5 shows fuel burn increase needed to increase O3 by 1 ppb at our
airports located in regions of attainment. Negative values indicate a reduction in fuel
burn is needed to increase O3 in the airports’ grid cells. Figure 17.6 shows what is
needed for an increase of PM2.5 by 0.1 µg/m3 at the same airports.

17.3 Conclusion

Wehave utilizedHDDM-3D as implemented inCMAQv5.0.2 to quantify the impacts
of airport-specific aviation emissions on the formation of PM2.5 and O3. The applica-
tion of sensitivity coefficients to individual airports and precursor species allows for
a more tailored approach in assessing air quality and health impacts as the aviation
sector continues to grow. Fuel burn reduction or increased amounts can vary up to
an order of magnitude depending on the airport; and for the case of O3 reduction or
increase, the opposite trend is needed in each case to achieve the reduced or increased
amount due to titration effects from NOX emissions. Our approach presented here
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Fig. 17.4 Fuel burn reductions to decrease PM2.5

Fig. 17.5 Fuel burn increases to increase PM2.5
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Fig. 17.6 Fuel burn increases to increase O3

can easily be expanded to look at additional source sectors to specifically assess the
impacts of a single source on the region’s attainment designations.

This workwas funded by theUS Federal AviationAdministration (FAA)Office of
Environment and Energy as a part of ASCENT Project 19 under grants to UNC. Any
Opinions, findings, and conclusions or recommendations expressed in this material
are those of the authors and do not necessarily reflect the views of the FAA or other
ASCENT Sponsors.

References

1. U.S. Department of Transportation, T-100 segment data, Bureau of Transportation (2016),
https://www.transtats.bts.gov/Fields.asp?TableID=293

2. U.S. FederalAviationAdministration (2016),FAAAerospaceForecast 2016-2036,https://www.
faa.gov/data_research/aviation/aerospace_forecasts/media/FY2016-36_FAA_Aerospace_
Forecast.pdf

3. J.I. Levy, M. Woody, B.H. Baek, U. Shankar, S. Arunachalam, Current and future particulate-
matter-related mortality risks in the United States from aviation emissions during landing and
takeoff. Risk Anal. 32, 237–249 (2012)

4. D. Byun, J. Ching, Science Algorithms of the EPAModels-3 Community Multiscale Air Quality
(CMAQ) Modeling System (1999), EPA/600/R-99/030

5. A.M. Dunker, The decoupled direct method for calculating sensitivity coefficients in chemical
kinetics. J. Chem. Phys. 81, 2385 (1984)

6. S.L. Napelenok, D.S. Cohan, M.T. Odman, S. Tonse, Extension and evaluation of sensitivity
analysis capabilities in a photochemical model. Environ. Model. Softw. 23, 994 (2008)

7. S.L. Napelenok, D.S. Cohan, Y. Hu, A.G. Russell, Decoupled direct 3D sensitivity analysis for
particulate matter (DDM-3D/PM). Atmos. Environ. 40, 6112 (2006)

8. C. Roof, G.G. Fleming, Aviation environmental design tool (AEDT), in 22nd Annual UC
Symposium on Aviation Noise and Air Quality, pp. 1–30 (2007)

https://www.transtats.bts.gov/Fields.asp?TableID=293
https://www.faa.gov/data_research/aviation/aerospace_forecasts/media/FY2016-36_FAA_Aerospace_Forecast.pdf


106 C. Arter and S. Arunachalam

9. J.T.Wilkerson,M.Z. Jacobson, A.Malwitz, S. Balasubramanian, R.Wayson, G. Fleming, A.D.
Naiman, S.K. Lele, Analysis of emission data from global commercial aviation: 2004 and 2006.
Atmos. Chem. Phys. 10, 6391–6408 (2010)

10. B.H. Baek, S. Arunachalam, M. Woody, P.L. Vennam, M. Omary, F. Binkowski, G. Fleming,
A New Interface to Model Global Commercial Aircraft Emissions from the FAA Aviation
Environmental Design Tool (AEDT) in Air QualityModels in 11th Annual CMASConference,
Chapel Hill, NC, 15–17 October 2012

11. U.S. Federal Aviation Administration (2016), List of Commercial Service Airports in the
United States and their Nonattainment and Maintenance Status, https://www.faa.gov/airports/
environmental/vale/media/valeeligibleairports.xlsx

https://www.faa.gov/airports/environmental/vale/media/valeeligibleairports.xlsx


Chapter 18
Development and Current Status
of the GEM-MACH-Global Modelling
System at the Environment and Climate
Change Canada

Jack Chen, Diane Pendlebury, Sylvie Gravel, Craig Stroud, Irena Ivanova,
Jean DeGranpré and David Plummer

Abstract The GEM-MACH-Global model is a global online meteorology-
chemistry system currently being developed at the Department of Environment and
Climate Change Canada (ECCC). The model is an extension of the Department’s
operational, regional GEM-MACH numerical weather and air quality prediction
system. The objectives for its development are to improve our understanding of
the long range transport and fate of criteria air contaminants, and to improve our
forecasting system by providing chemical boundary conditions for the regional air
quality forecast system, and background fields for global chemical data assimilation
(O3 and NOy species). For this purpose, GEM-MACH-Global was recently updated
with a comprehensive photolysismodule (JVAL14-MESSy) and a detailed gas-phase
chemistry module based on the SAPRC07C mechanism. Compared to its original
ADOM2 chemistry mechanism, the revised gas-phase chemistry is more explicit,
with new species and ~15 additional reactions important in the upper troposphere
and lower stratosphere (UTLS) region. Furthermore, a lightning emission module
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was incorporated to represent NOx emissions aloft. These changes were evaluated
with a 2010 annual simulation on a 400 × 200 global-grid. The simulation included
inputs from 2010 HTAP global anthropogenic emissions, GFEDv3 biomass burning
emissions and ECCC’s operational meteorological analyses. The presentation will
describe the current state-of-science development of GEM-MACH-Global and show
comparisons results of the annual simulation.

18.1 GEM-MACH-Global Model

GEM-MACH is the air quality model of Environment and Climate Change Canada
(ECCC). It is a chemistry extension to the current Department’s operational numer-
ical weather prediction system [1, 2]. The model is an online, one-way coupled
meteorology-chemistry model with a latitude-longitude (Arakawa C) grid and a
staggered-hybrid vertical coordinate system. The model has 80 vertical layers with
model top at 0.1 hPa.Approximately 9 layers are below the first 1 km.GEM-MACH’s
atmospheric chemistry components include full process representation of oxidant
chemistry with gas-, aqueous-, heterogeneous-chemistry, and dry and wet deposi-
tion of gases. Aerosol chemistry and physics are from the Canadian Aerosol Module
[3]. The gas-phase chemistry is based on the ADOM2 mechanism which was shown
to offer an adequate representation of the chemistry of a polluted continental tropo-
sphere [4] but was inadequate for global scale representation as it lacks several key
reactions in the UTLS region that are necessary for using the model forecasts as trial
fields towards operational NOy and O3 chemical data assimilation.

The following sections describe the work in progress to improve the formulation
of GEM-MACH for its use at the global scale (GEM-MACH-Global). Innovations
include a revised gas-phase mechanism, the adoption of a flexible photolysis module
and the introduction of lightening NOx emissions. Preliminary results of an annual
evaluation of the model are presented.

18.1.1 New Gas-Phase Chemistry

A new chemical mechanism based on the condensed version of SAPRC-07, CS07A
[5] was incorporated into GEM-MACH-Global utilizing the Kinetic PreProcessor
(KPPv2.2.3) with the rodas3 Rosenbrock solver [6]. To CS07A, the following reac-
tions and their rate equations were added specifically for the UTLS region:
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O2 + hv → O3P : jval_O2 (1)

NO + hv → O1d + N : jval_NO (2)

N2O + hv → O1d + N2 : jval_N2O (3)

N2O5 + hv → NO2 + NO3 : jval_N2O5 (4)

N2O5 + hv → NO + O3P + NO3 : jval_NO2NOO (5)

CH4 + hv → 2HO2 + CO + H2 {+ 2H} : jval_CH4 (6)

N + NO → N2 + O3P : a = 2.10E-11, b = 0.0, c = 100.0 (7)*

N + O2 → NO + O3P : a = 1.50E-11, b = 0.0, c = −3600.0 (8)*

N + NO2 → N2O + O3P : a = 5.80E-12, b = 0.0, c = 220.0 (9)*

O1D + N2O → 2.0 NO : a = 7.25E-11, b = 0.0, c = 20.0 (10)*

O1D + N2O → N2 + O2 : a = 4.63E-11, b = 0.0, c = 20.0 (11)*

O1D + O3 → O3P + 1.5 O2 : 1.2 E-10 (12)

* Arrhenius equation for reaction rate: ARR = a * EXP(-b/Temp) * (Temp/300.0)ˆc

Additionally, isoprene oxidation reactions based on Pye et al. [7], not considered
in the original CS07A, were added in anticipation of future updates to secondary
organic aerosol module:

yIOH + NO → NO : a = 2.60e-12, b = −380.0, c = 0.0 (13)*

yIOH + HO2 → HO2 + IOOH : a = 3.80e-13, b = −900.0, c = 0.0 (14)*

IOOH + OH → OH + IEPX : a = 1.90E-11, b = −390.0, c = 0.0 (15)*

IOOH + OH → 0.387 yIOH + OH : a = 4.75E-12, b = −200.0, c = 0.0 (16)*

IEPX + OH → OH : a = 5.78E-11, b = 400.0, c = 0.0 (17)*

* Arrhenius equation for reaction rate: ARR = a * EXP(-b/Temp) * (Temp/300.0)ˆc

Since reactive gases formed from halogen sources are not represented in the
mechanism, upper level stratospheric ozone production is derived using the LINOZ
pre-determined linearized flux-based ozone boundary condition parameterization
[8].

18.1.2 New Photolysis Module

The photolysis module based on the Modular Earth Submodel System (JVAL14-
MESSy) of Sander et al. [9] was incorporated to provide photolysis rates (Jval) for
the new reactions with consideration of upper atmosphere influences of actinic flux
and variable ozone column. Photolysis rates were calculated using the actinic flux
ratio approach of Landgraf and Crutzen [10]. The wavelength range covers 178 nm
to 682 nm with 8 wavelength bins. Input ozone column, cloud radiative properties
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GEMMACH_MESSy GEMMACH_BaseCase

Fig. 18.1 Mean summer (JJA) surface level JNO2 photolysis rate [sec−1] from GEM-MACH
MESSy module (left) and the GEM-MACH base-case (right)

and cloud fraction were calculated online at runtime. Comparisons with ADOM2
Jval showed spatial differences both near the surface and aloft (Fig. 18.1), resulting
in general increases in domain surface O3 in the summer, and reductions in winter
months.

18.1.3 Lightning NOx Emission

Lightning is calculated using a parameterization based on the upward flux of ice at
440 hPa scaled by fractional cloud cover [11]. Other parameterizations were also
tested, but this parameterization gave the best overall geographic distribution and the
best seasonal variation compared with the LIS/ODT climatology of lightning flash
rate for the GEM-MACH Global configuration. NOx emissions due to lightning
are assigned a value of 500 mol flash−1 for mid latitude lightning strikes [12], and
260 mol flash−1 for tropical lightning strikes to account for the differences in strike
length between tropical and mid latitude storms [13]. The cloud-to-ground (CG)
versus intra-cloud (IC) lightning ratio is calculated based on Price and Rind [14]
using cold-cloud thickness, but here we assume that the same efficiency for both IC
and CG lightning flashes. The vertical distribution of the NOx emissions is based on
profiles from Ott et al. [15] that differentiate between ocean lightning, and tropical,
subtropical and mid latitude continental lightning. The profiles are scaled by cloud
top height so that NOx emissions are not located above the cloud top. Figure 18.2
shows the annual mean lightning NOx emissions for a simulation of 2010 for both
geographical location and vertical distribution. Under these conditions, the model is
tuned to produce an annual average lightning flash rate of 46 flashes day−1 globally,
and produces a total of 7.4 Tg N per year.
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Fig. 18.2 Annual mean lightning NOx emissions for 2010 in total column amount in molecules
cm−2 day−1 (left) and monthly zonal mean NOx in ppbv (right)

18.2 Annual Simulation

The updated GEM-MACH-global system is applied for evaluation to an annual sim-
ulation over 2010. The anthropogenic emissions were derived from the Hemispheric
Transport of Air Pollution (HTAPv2) dataset. Biogenic emissions are modelled
online with the BEIS3 algorithm with updates to provide a global vegetation land
cover. Biomass burning emissions are included using the inventory from the Global
Fire Emissions Database (GFEDv3). Additional chemical conditions for long-lived
species such as CH4, and N2O are prescribed using monthly varying climatologies.
Figure 18.3 show summer surface NO and O3 concentration differences as result of
MESSy photolysis module updates taking the MESSy case output minus the base
case. Figure 18.4 show JJA zonal average HNO3 with ADOM2 and revised condi-
tions. Additional results are forth coming with comparisons with analysis fields.

Fig. 18.3 Average summer (JJA) surface NO (left) and O3 (right) concentration changes for GEM-
MACH-Global base case with the new MESSy photolysis module
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Fig. 18.4 Zonal average summer (JJA) HNO3 concentrations for GEM-MACH-Global base case
chemistry (left), SAPRC chemistry (middle), and SAPRC + lightning NOx emissions (right)
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Chapter 19
Hamilton Airshed Modelling System

Anthony Ciccone, Janya Kelly and James Wilkinson

Abstract The objective of this study is to develop the Hamilton Airshed Mod-
elling System (HAMS) providing a platform to better understand the processes and
contributions to Hamilton’s air quality, informing future policy and human health
impact decisions. Air quality in an urban airshed is influenced by local, regional and
transboundary sources, geography and meteorology. HAMS must handle different
emission sources, and the transportation and dispersion of emissions, to achieve real-
istic simulations of local impacts on air quality. HAMS relies on the development
of two key data sets. The meteorology dataset impacts the transportation, transfor-
mation, dispersion, and deposition of pollutants over the challenging terrain in the
Hamilton area. The emissions dataset represents the local and regional sources and
contaminants influencing the air quality with contributions from industrial, commer-
cial, residential, biogenic, and transportation sources. The Community Multi-scale
Air Quality (CMAQ) model combines these datasets in a nested a one-way grid
formation from regional (36 km) to local (1.33 km) scales and validates modeled
output against observations. Recent local studies indicate that mobile and industrial
sources are the primary emission sources. This study further examines the source
contributions of mobile, industrial and background sources to local impacts on air
quality.
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19.1 Introduction

The objective of this study is to develop and implement the Hamilton Airshed Mod-
elling System (HAMS), which will provide a platform to better understand the pro-
cesses and contributions to Hamilton’s air quality and aid to inform future policy
and human health impact decisions. Air quality in an urban airshed is influenced by
local, regional and transboundary sources, as well as by the geographical features and
prevailing meteorological conditions. An airshed modelling system must be capa-
ble of handling the different emission sources, the complex meteorology, and the
transportation and dispersion of emissions to achieve realistic simulations of local
impacts on air quality.

The air quality in theHamiltonRegionwasmodelled by tracking the emission, dis-
persion and chemical transformation of twenty selected contaminants in the airshed,
with a focus on NOX, SO2, O3 and particulate matter (PM2.5 and PM10). Emphasis
was also placed on benzene and benzo(a)pyrene (B[a]P) for health and regulatory
reasons. The modelling is completed using four levels of nested spatial grids, provid-
ing both regional and local contributions to the air quality. The Hamilton airshed is
part of the larger southern Ontario airshed, with influences from both south-western
Ontario and the United States. The influences each have different emission profiles
with respect to contaminants, quantity of emissions, and types of sources (e.g., stacks,
roadways, area), as well as the specific location of the sources.

19.2 Modelling System Description

The HAMS relies on the development of two key data sets: meteorology and emis-
sions.To represent the transport, and aid in the representationof the chemical transfor-
mation, dispersion and deposition of pollutants, a meteorological data set is needed,
which will include the unique and challenging influences of the terrain in the Hamil-
ton area. To represent the sources and compounds influencing air quality, an emissions
inventory is required which includes both local and regional sources and accounts
for contributions from human-made and natural sources.

TheWeather Research and Forecasting (WRF) Nonhydrostatic Mesoscale Model
(NMM) model version 3.6.1 [3] was selected to generate 3-dimenisional hourly
meteorological data for the dispersion and chemical modelling. Detailed analysis
demonstrated that WRF did well at replicating observed atmospheric values of tem-
perature, mixing ratio, wind speed and wind direction. Monthly and annual analyses
demonstrated a high level of accuracy in reproducing observations, even in the region
surrounded by the Great Lakes (Tier IV).

Gridded, hourly emissions estimates of speciated compounds were prepared pri-
marilywith the SparseMatrixOperator Kernel Emissions version 3.6 (SMOKEv3.6)
[2] for emission and source data including: human-made emissions data covering
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industrial, commercial, residential, mobile, and non-road (commercial marine ship-
ping, locomotives and aircraft). Biogenic sources were prepared using the Model
of Emissions of Gases and Aerosols from Nature (MEGAN; [4]) biogenic emis-
sions model. For the on-road mobile sources, the emissions rates were based on
input mobile source activity data, emission factors estimated using the Motor Vehi-
cle Emission Simulator (MOVES2014 [5]), and outputs from transportation travel-
demand models. Emissions data sets were derived from multiple agencies (e.g.,
United States Environmental Protection Agency (USEPA), Environment and Cli-
mate Change Canada and Ministry of Environment and Climate Change) as well as
other municipal and regional agencies and industries in Hamilton.

The modelling system was based on the Community Multi-scale Air Quality
v5.0.2 (CMAQv5.0.2; [1]model.CMAQsimulates the various chemical andphysical
processes influencing the local air quality, including the emission, dispersion and
chemical transformation of pollutants. The CMAQ modelling system consists of
four pre-processors to the CTM, which provide information on the meteorology,
meteorology-dependant chemical reactions and the concentration of species at the
boundary and in the background (i.e. non-local sources). The modelling system was
developed for four one-way nested modelling tiers with resolutions of 36, 12, 4 and
1.33 km. The highest resolution tier (Tier IV) was selected to allow for the focus
on the Hamilton region. HAMS was run for 2012 with meteorology and emissions
developed to be consistent with the air quality in 2012.

19.3 Modelling Performance Results

Model Performance results were measured against publicly available monitoring
data in Tier IV in both paired and unpaired statistical analyses. The modelled values
are taken from the grid cell that contains the monitoring site. Spatial displays across
the Tier IV domain and time series at monitoring sites were also considered.

The modelling system provides generally reasonable results given the complex-
ity of the model and inputs. CMAQ tends to over-predict concentrations with the
exception PM10 where the model under-predicts based on the mean bias. The under-
prediction of PM10 is likely due to unaccounted local sources generating fugitive
dust. Model results are within a factor of two for all compounds (i.e., a fractional
bias ≤67%).

Time series analysis shows the modelled concentrations following the observed
concentrations, with a tendency to over-predict during the winter season. The over-
prediction of the NO2 is evident throughout the year and is consistent at approx-
imately 10 ppb, which suggest that transboundary emissions are influencing the
results.

The spatial displays show a large difference between the maximum daily value
(over the entire year) and the annual average of the daily values. This indicates that the
region experiences highmagnitude events but the average conditions aremuch lower,
by at least an order ofmagnitude.Generally,maximumconcentrations occurred along



116 A. Ciccone et al.

Burlington Ave E and at the intersection of Highway 403 and Highway 8, depending
on the compound of interest. Ozone and NO2 spatial plots show concentrations
correlating with the major roadways.

19.4 Source Apportionment Results

To complete the source apportionment for HAMS a “zero-out” approach was used
where emissions from selected source groups are removed from the inventory. The
importance of that source is assessed by evaluating the change in ambient air quality
as the difference (absolute and percentage) in compound concentration between the
base case (with the source group) minus the scenario without the source group.
Simulations were carried out evaluate the contribution to the air quality compounds
of interest from: on-road mobile sources; industrial sources; non-road mobile (rail,
airport and marine) sources; and transboundary only (all sources within Tier IV were
removed).

The source apportionment simulations were carried out for a selected month of
each season for 2012 as well as for an ensemble average of all four months to repre-
sent a year for the Tier IV domain. The Tier III domain results were used for initial
conditions and a minimum of a five day spin up time was used for each simula-
tion. Results indicate a strong transboundary influence in the Hamilton region, with
transboundary influences contributing upwards of 90% for particulate matter (PM2.5

and PM10). Local industrial emissions contribute less than 20% by compound to air
quality in the Hamilton region, except for B(a)P where it is the main source (47%).
Local on-road sources are a major contributor (34%) to NO2 levels in the domain,
after transboundary (44%). Transportation related emissions are the major contrib-
utor to transboundary emissions for all compounds except SO2 which is dominated
by industrial sources.

19.5 Conclusion

The results of the HAMS demonstrate that the model is conservative in the simu-
lation of air quality levels within the Hamilton region. While most compounds are
over-predicted, they are within a factor of two of the observations. The source appor-
tionment demonstrates a strong transboundary influence across the domain, heav-
ily influenced by transportation (on-road and non-road) emissions. Local industrial
emissions have a comparatively small influence, apart from B(a)P. Further studies
are needed to strengthen the source apportionment and provide more detailed infor-
mation to support policy development to improve the air quality in the Hamilton
region.
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Chapter 20
On the Urban Canopy Effects in Regional
Climate Simulations—An Inter-Model
Comparison and Potential for Prediction

Tomas Halenka, Peter Huszar, Michal Belda, Jan Karlicky
and Tereza Novakova

Abstract To assess the impact of cities and urban surfaces on climate, the modeling
approach is often used with inclusion of urban parameterization in land-surface
interactions. This is especially important when going to higher resolution, which is
common trend both in operationalweather prediction and regional climatemodelling.
Inclusion of urban related effects can differ significantly across the land-surface
models and urban canopy parameterizations. For adaptation andmitigationmeasures
applied in big cities, especially in connection to climate change perspective, it is
important to assess this uncertainty as well as to analyse the effects, which can
affect air quality situation within the cities. These are main tasks of the new project
URBI PRAGENSI. We performed experiments to assess urban effects on climate
over central Europe for the decade 2001–2010, using two regional climate models
(RegCM4 and WRF) in 10 km resolution driven by ERA-Interim reanalyses, three
surface schemes (BATS and CLM4.5 for RegCM4 and Noah for WRF) and five
urban canopy parameterizations available: one bulk urban scheme, three single layer
and a multilayer urban scheme.

20.1 Introduction

The role of cities is increasing andwill continue to increase in future, as the population
within urban areas is growing faster. More than 50% of world population has been
living in cities, the number of big cities is steadily growing and the outlook for 2030
is more than 60% population in cities above 300,000 [21]. In Europe, it is now about
75%, and about 84% of population shall be living in urban areas in the middle of 21st
century. It means that weather and climate change effects are affecting significant
and increasing part of population via urban environment.
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Under increasing resolution of numerical models, which is common trend both
in regional climate modelling and numerical weather prediction, the role of proper
parameterization of urban processes is rising as well. Model grid-boxes at scales of
10 km and less can be fully filled with urban land use and for bigger cities even
different parts of the city with different parameters can be resolved. The inclusion
of the specific urban processes affecting energy balance and transport, i.e. heat,
humidity, momentum fluxes, is vital to get the urban environment effects on urban
canopy layer correctly, which is necessary for further proper planning of adaptation
and/or mitigation options by city authorities, as well as to inform citizens on the real
conditions in the city, especially under some specific events like heat waves, smog
conditions etc.

The artificial urban surfaces clearly differ from natural surfaces and processes
involved represent additional sinks and sources of momentum, heat and moisture
affecting the properties of local atmosphere and having specific impact on the mete-
orological conditions, which is a well-known phenomenon since the 1980’s [5, 12,
13]. One of the most comprehensively studied aspects of urban surfaces effect is the
Urban Heat Island (UHI) phenomenon. UHI forms as a result of modified energy
budget due to the canyon-like geometry of the canopy layer and the specific thermal
parameters of the artificial surfaces [12]. Due to their decreased albedo, urban sur-
faces store more heat compared to rural areas and after sunset this heat is released
with a reduced intensity because of the decreased sky-view factor [6], which makes
UHI typical especially for late afternoon and nighttime. Moreover, there is missing
cooling due to lack of evaporation.

There are further impacts of urban surfaces on other meteorological parameters.
Richards and Oke [17] studied the changes of surface humidity, while e.g. Roth
[18] focused on the impact on roughness and turbulence. Many studies dealt with
the structure of the urban boundary layer including the impact on the height of the
planetary boundary layer [15] In addition, urban-meteorology [10] and wind speeds
[7]. Urbanization-triggered changes in precipitation and hydrological processes got
as well into the attention of research [19, 20]. In addition, urban-meteorology inter-
action may significantly influence air-quality ([8], with further references). These
influences are connected within the phenomenon of UHI having a direct impact on
the human health [16] and, in general, on the comfort of living in the cities, especially
in context of vulnerable minorities or groups of population.

To provide a reliable, numerical modeling based perspective of the UHI phe-
nomenon, and of other related impacts (e.g. on wind speed/direction, precipitation,
mixing layer height, etc.), the complex nature of the mechanical, thermo-dynamical
and radiative processes has to be represented in models. The inclusion of urban-
canopy-models (UCM) is necessary in this regard [1, 2, 9, 14] which are specially
designed to parameterize the processes specific to the urban environment that are not
resolvable at the model’s scale. Most of the modelling studies focused on a particular
city with minor interest in the impact on regional scale further from the urban area
itself and mostly just for case studies of several days. For more references see Huszar
et al. [9], where we attempted long term view on the urban effects in regional cli-
mate simulation for central Europe. Building upon this study we further analyse and
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compare the effects of different urban paramterizations in two atmospheric models,
regional climate model RegCM and WRF.

20.2 Experiments Setup

The regional climate model RegCM4.2 [4] was used with its BATS land surface
scheme [3] extended by Huszar et al. [9], following Chen et al. [2], with the Single-
layer Urban Canopy Model (SLUCM) that accounts for the most relevant processes
specific to the urban environment including the anthropogenic heat release. In newer
version RegCM4.5 used with CLM4.5 scheme, internal option of urban parameteri-
zation is included in terms of SLUCM by Oleson et al. [14]. In addition, model WRF
in the adaptation for regional climate simulations was tested with all the options
of urban parameterizations available, i.e. bulk version, where actually there is are
no urban proceses included, except the land use parameters and properties are set
with proper values adequate the artificial surfaces in the urban environment. Sim-
ilar implementation of SLUCM [2] is another option in WRF, as well as the more
complex multi-layer scheme BEP-BEM including energetics of buildings as well,
following Martilli et al. [11]. The simulations for the central European region have
been performed for the years of 2001–2010 in 10 km resolution, with all the settings.
The comparison of urban effects in the individual simulations is presented against
the “control” simulations when urban land use was replaced by typical land use of
the urban vicinity.

20.3 Results and Conclusions

In Fig. 20.1 we present the comparison of simulations with selected urban parame-
terizations against the experiment with no-urban”control” setting. It is clearly seen
that the effects of UHI differ significantly depending on the parameterization choice
and model implementation, however, common features of UHI behavior are repro-
duced reasonably well. In summer night, as expected, under specific conditions of
heat waves, the intensity of UHI can achieve for mid-size cities like Prague quite
high values of about 5 °C, which is in accordance with observations. For larger cities,
or with higher urbanization due to more heavy population, like e.g. Budapest, the
simulations can reach up to 10 °C intensity which is value reffered to in literature.

The models performance in terms of daily course of temperature for all the sim-
ulations and selected urban area of Prague has been improved and urban effects
due to urban parameterization are clearly identified. Even in WRF cases the bulk
parameterization can reasonably reproduce the temperature effect, except for winter,
where anthropogenic heat release dominates, which is best reproduced by BEP-BEM
parameterization. However, the results for surface wind and mixing height clearly
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Fig. 20.1 The seasonal distribution of UHI effect for individual urban parameterizations in Prague
during 2001–2010

show that simplistic treatment of the urban environment is not adequate in any sea-
son, with clear effect of the process based urban parameterizations decreasing the
values of surface wind by the urban infrastructures and increasing the mixing height.
This is clearly revealing the significance of use the proper parameterization of urban
processes, especially in connection to air quality applications.
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Chapter 21
Atmospheric Pollution: Experience
from Mexico City and Santiago de Chile

Luisa T. Molina, Wenfang Lei, Miguel Zavala, Victor Almanza,
Agustin Garcia, Pablo Saide and Marcelo Mena-Carrasco

Abstract Megacities are now a common phenomenon in many regions around the
world and presentmajor challenges for the global environment. The concentrations of
people and their activities have resulted in higher demand for energy and consumption
of fossil fuels, leading to air pollution that affects public health and visibility, causes
regional haze and acid deposition, and alters the earth’s climate. Recent advances
in real-time pollutant measurement technologies and improved air quality models
are allowing scientists to better understand the emission sources of pollutants and
the complex atmospheric processes leading to severe air pollution, and providing
policy makers the tools for designing cost effective mitigation strategies. This study
addresses the effects of megacities and urban complexes on the Earth’s atmosphere,
using Mexico City and Santiago as examples of cities that have been actively man-
aging their air quality. Both cities demonstrate the types of environmental problems
experienced by many urban centers and confront similar challenges to solving them.
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With appropriate planning, dedicated scientific research, robust emissions control
policies, and effective access to advanced technologies and financial support, these
urban centers also have the opportunity to manage the growing population sustain-
ably while reducing atmospheric pollution and its impacts.

21.1 Introduction

Megacities, typically defined as urban agglomerations with more than 10 million
inhabitants, are now a common phenomenon in many regions around the world. As
of April 2018, 55% (4.3 billion) of the global population (7.8 billion) reside in urban
areas. The world’s urban population is projected to increase 2.5 billion by 2050 due
to population growth and high urbanization rate, with almost 90% of this increase
occurring in Asia and Africa. Currently there are 33 megacities in the world; this
is projected to increase to 43 by 2030, with most of them in the developing regions
[16]. While most of the world’s urban population still lives in cities of fewer than
10 million inhabitants, many of these cities are growing faster than the megacities.
The concentrations of people and their activities have resulted in higher demand
for energy and consumption of fossil fuels, leading to atmospheric pollution that
affects public health, causes regional haze and acid deposition, and alters the earth’s
climate. On the other hand, as centers of economic growth, higher education and
technology innovation, these urban centers also offer opportunities to manage the
growing population sustainably and reduce the atmospheric pollution and its impacts.

Air pollution in megacities and large urban centers is strongly influenced by
topography, meteorology, and a wide array of natural and anthropogenic sources
including industrial activities, residential combustion, solvents use and transport,
amongothers. The sources of emissions vary substantially amongmegacities, notably
by geographical region. For example, the transport sector accounts for most of the
emissions inmegacities and large urban centers in Europe and theAmericas, whereas
emissions from Asia and Africa are largely from residential biofuel use [1]. Mexico
City, Mexico and Santiago, Chile are presented as examples of urban centers that
have been active in managing their air quality. Both cities have demonstrated the
types of environmental problems experienced by large urban centers, encountered
similar challenges, and have been successful in implementing emissions reduction
strategies.

21.2 Mexico City Metropolitan Area

The Mexico City Metropolitan Area (MCMA) extends over 7600 km2 and is home
to more than 21 million inhabitants, making it the largest metropolitan area in North
America and one of the largest in the world. With an altitude of 2240 m a.s.l., an
opening to the Mexican Plateau to the north, and a mountain gap to the southeast,
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the MCMA is surrounded by mountain ridges and volcanoes that separate it from
adjacent urban areas (see Fig. 21.1). The MCMA currently includes Mexico City, 59
municipalities of the State of Mexico and one municipality of the State of Hidalgo; it
has undergone huge transformations in urbanization and demographics over the past
decades. The expansion of the MCMA is not unique in the region; the neighboring
metropolitan areas of Puebla, Tlaxcala, Toluca, Cuernavaca, Queretaro and Tula are
also extending their territories, producing a contiguous urban complex known as the
“Megalopolis” in the central region of Mexico with an estimated population of about
31 million (see Fig. 21.1).

There is a strong connection between the topography of the MCMA and the
regional meteorology that ultimately impacts air pollution levels throughout the year
[8, 9]. The “ozone season” occurs during the warm-dry season from March to June,
with the highest ozone peaks occurring mostly during April and May. This period is
characterized by high pressure systems that induce days with clear skies and weak
wind. Intense solar radiation is also common in this period due to the MCMA’s
high altitude and low latitude, further inducing fast photochemical oxidant forma-
tion. Intense dust and biomass burning emissions during the warm-dry season can
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Cuernavaca
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City

Pachuca

Puebla

Tlaxcala

Queretaro

500     1000     2000      3000      4000  m 0            25            50                        100 km

Urban areas
MCMA boundaries

Fig. 21.1 Map of the Megalopolis and topography in the central region of Mexico. Urban areas
are shown in black. Red lines show the MCMA boundaries
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also increase particulate matter (PM) concentrations. The rainy season from June to
October has lower PM concentrations; however, because of intense photochemistry
occurring just before the afternoon showers, the ozone levels continues to be rel-
atively high. The cool-dry season from November to February is characterized by
high levels of PM due to strong surface inversions and weak wind that also induce
higher concentrations of primary pollutants during the morning hours. As a result,
air pollution is a concern for MCMA residents throughout the year.

In addition to the topographic and meteorological drivers of air pollution in the
MCMA, the rapid population growth, uncontrolled urban development, high rates of
motorization, industrialization and consumption of fossil fuels combined to severely
impact the air quality in the region. With ozone peaked above 300 ppb 40–50 days a
year and high concentrations of all criteria pollutants in the late 1980s, Mexico City
was ranked as themost pollutedmegacity in the world [17]. TheMexico City govern-
ment addressed the air pollution problem by establishing an air quality monitoring
network, and developing and implementing air quality management programs that
combined modifications to the regulatory framework with technological changes. In
collaboration with the Integrated Program on Urban, Regional and Global Air Pol-
lution at the Massachusetts Institute of Technology, the project “Integrated strategy
for the air quality management in the Valley of Mexico 2001–2010” was also pivotal
for understanding the drivers of air pollution in the MCMA and providing scientific
basis for the design of air quality control strategies. Major measures implemented by
the government in the transport sector included removal of lead from gasoline and
its reformulation, mandatory use of catalytic converters in automobiles, reduction
of sulfur content in diesel fuel, reinforcement of the vehicle inspection and mainte-
nance program, and implementation of the air pollution contingency program and “no
driving day” programs; other implemented measures in the industrial and residential
sectors included substitution of fuel oil in industry and power plants with natural
gas, and reformulation of liquefied petroleum gas for cooking and water heating [7].
These and other strategies led to significant reduction of ambient concentrations of
criteria air pollutants in the MCMA (see Fig. 21.2). However, there are still many
days with poor air quality with respect to O3, PM10 and PM2.5. It is necessary to
implement new and effective strategies to continue improving air quality, especially
in the residential and transport sectors.

21.2.1 Field Measurement Studies in the MCMA

Thehigh levels of aerosols and intense photochemical activities in theMCMA’s atmo-
sphere and the unique combination of topographical and meteorological drivers have
attracted several large international collaborative studies on the emissions, transfor-
mations, and transport of air pollutants since the 1990s. TheMexico City Air Quality
Research Initiative (MARI) project obtained surface and vertical profile observations
of air pollutants and meteorology during 1990–1994 to support air quality modeling
studies [15]. The Aerosol and Visibility Evaluation (IMADA-AVER) campaign in
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Fig. 21.2 Daily maximum O3 concentrations (1990–2018) in the MCMA showing changes in the
historical value for Phase 1 Contingency activation (black line) and 1-hour O3 standard (blue line).
The graph was generated using data from Mexico City Secretariat of Environment Air Quality
Monitoring Network. https://www.sedema.cdmx.gob.mx/

February–March 1997 provided comprehensive measurements of particulate chemi-
cal composition and meteorological parameters [2, 3]. These campaigns highlighted
the need for more extensive experimental data to update and improve the MCMA
emissions inventory and to better understand the chemistry, dispersion and trans-
port processes. The MCMA-2002/2003 campaigns in February 2002 and April 2003
addressed these issues by deploying research-grade instrumentation and using inno-
vative exploratory mobile and fixed site measurement techniques to obtain exten-
sive data of many oxidant precursors and photochemical intermediates, as well as
meteorological parameters and emissions [8]. The MILAGRO (Megacity Initiative:
Local and Global Research Observations) Campaign inMarch 2006 deployed a wide
range of instruments at ground sites and on aircraft, together with satellite observa-
tions and provided extensive measurements of gas and aerosol chemistry, aerosol
microphysics and optics, radiation and meteorology. The overall campaign was sup-
ported by meteorological forecasting and numerical simulations, the MCMA ambi-
ent air quality monitoring network, and meteorological data from Mexico National
Meteorological Service [10, 13]. Over 200 peer-reviewed publications have resulted
from MCMA-2003 and MILGRO-2006 field studies, contributing significantly to
our understanding of the emissions and the atmospheric processes leading to the
formation of ozone, secondary aerosols and other pollutants.

https://www.sedema.cdmx.gob.mx/


132 L. T. Molina et al.

Earlier modeling studies suggested that O3 production within the MCMA is gen-
erally VOC-limited. However, potential changes in VOC/NOx ratios resulting from
variations in VOC composition and contributions from key emission sources driven
by recent technological and regulatory changes in the MCMA highlight the need to
update our understanding of O3 formation. Under a VOC-limited regime, reduction
of VOCs could effectively reduce O3 formation in the MCMA; reductions of NOx

emissions would not be as effective locally, but may reduce O3 production at the
regional scale. Long-range export of reactive nitrogen from Mexico City occurred
primarily through the formation of peroxyacetyl nitrates (PANs), which can ther-
mally decompose, regenerate NOx and contribute to regional O3 formation. The
production of O3 (a potent greenhouse gas) continued in the outflow for several days
with potential climate impact.

The deployment of multiple instrumentation and sampling techniques in different
sites during the MCMA-2003 and MILAGRO field campaigns provided a wealth of
knowledge on the chemical composition and physical properties of different types
of aerosols, including dust, biomass burning, and anthropogenic emissions and their
chemical transformation.One of themain resultswas the observation duringMCMA-
2003 that secondary organic aerosol (SOA) production was higher than previously
predicted with traditional SOA models, triggering active research for updating SOA
formation mechanisms. SOA accounts for a large fraction of the organic aerosol
burden; the formation, evolution, and climate impacts of SOA (and organic aerosols)
remain one of the least understood aspects in atmospheric science and are important
current research topics.

The results from the field studies and policy implications were presented to the
Mexican authorities and were included in the current Air Quality Management
Program (PROARE 2011–2020). Some of the key policy actions that the govern-
ment has reinforced include: strengthening the controls of vehicular emissions with
advanced technologies and fuel reformulation, diesel vehicles self-regulation pro-
gram, enhancement of the mandatory vehicle inspection and maintenance program
and the atmospheric environmental contingency program, improved public trans-
portation and bike-sharing program. Recently, with the collaboration of Barcelona
Supercomputing Center, the Mexico City government has developed an air quality
forecasting system to alert the public of high pollution event 24 h in advance, as well
as in evaluating emission reduction policies for air quality improvement and other
co-benefits (climate, food security, etc.).

21.2.2 Central Mexico Megalopolis

MILAGROwas planned to investigate the evolution of emission plumes frommegac-
ities. All large cities emit large amounts of pollutants from multiple local sources
that combine with emissions from neighboring cities. Mexico City was the dominant
city in central Mexico and MILAGRO provided an opportunity to follow the urban
emission plumes from the city center and to study how they change with time and
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space. However, this situation has changed recently due to the expansion of the urban
areas beyond the MCMA forming the Megalopolis (see Fig. 21.1). The Megalopolis
concentrates about 25% of the Mexican population, and a substantial fraction of the
national gross domestic product is derived from the intensive commercial and indus-
trial activities taking place in this region.However, the combination of poorly planned
urban development, inefficient transport systems for a large number of people and
goods, and the continuously growing unsustainable economic activities have exerted
substantial land-use changes in the region, ultimately impacting the air quality and
the environment. The different administrative and regulatory frameworks among the
states of the Megalopolis further contribute to the lack of an integrated sustainable
development programs. In 2013, theMegalopolis EnvironmentCommission (CAMe)
was created to coordinate regional policies and programs.

In recent years there have been several episodes of high O3 concentrations in
Mexico City and other entities of theMegalopolis. During a notable episode inMarch
2016,warm temperatures and still air left pollutants trapped in the basin led to highO3

concentrations, forcing the authorities to declare a Phase 1 contingency, the first since
2005. CAMe developed an Air Quality Management Program (PROAIRE 2017–
2030) for the Megalopolis to address the situation [12]. Subsequently a modeling
study was performed by the Molina Center and collaborators to evaluate the impacts
of the implementation of an integrated comprehensive emission control strategies
identified in the PROAIRE 2017–2030 on ozone concentrations [6].

In this study three meteorological episodes were selected during the period of
high O3 season (dry-hot season) in the Megalopolis, reflecting the main pollutant
transport conditions in the region and used as the baseline for the modeling and anal-
ysis of regional O3 formation. Baseline emissions for the region from the Mexican
National Emissions Inventory for the year 2013–2014 were provided by the Mexi-
can authority. An integrated emission reduction scenario was designed that includes
all the control strategies listed in the PROAIRE, targeting vehicle, residential, com-
mercial, consumer products, solvents, automobile coatings, painting, wood-burning
and regulations (reduction of 32% NOx and 46% VOCs). The model-ready emission
files were used to simulate O3 concentrations in theMegalopolis for both the baseline
and the integrated emissions reduction scenario for the three selected meteorological
episodes using a version of the WRF-Chem air quality model [4, 14] developed by
Li et al. [5].

Preliminary modeling results indicate substantial benefits (ozone reduction) in
the northern and northeastern regions of Mexico City and in the cities of Toluca,
Cuernavaca, Pachuca and Querétaro, but negative impacts in the central and southern
regions of Mexico City and also in the Puebla and Tula regions (see Fig. 21.3). These
results were consistent for the three meteorological episodes selected. However, it is
important to note that the evaluation of the impacts on air pollutant concentrations
strongly depends on the accuracy of the emission estimates used in air qualitymodels.
While the MCMA has been the subject of several intensive field studies and has an
extensive ambient air quality monitoring network, air pollution studies are scarce in
the other five states and the air qualitymonitor stations are not sufficient for analyzing
trends. Therefore, it is important to performfieldmeasurement-based studies of ozone
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Fig. 21.3 Ozone simulation in the Megalopolis. Left panel: Comparison of measured (color-filled
circles) and simulated (colored contours) O3 concentrations during 10–15 April, 2014. Right panel:
Simulated effects of the PROAIRE 2017–2030 emission reduction strategy on theO3 concentrations
during the same period

precursors as well as modeling studies to evaluate the uncertainties in the emission
inventories in the region.

21.3 Santiago de Chile

Santiago is the capital and the largest city of Chile with about 6.5 million inhabitants,
representing about 36% of the Chilean population. Most of the city lies between
500 m and 650 m a.s.l. in the middle of a bowl-shaped valley surrounded by two
mountain ranges: the Andes Mountains and the Cordillera de la Costa. Santiago has
a Mediterranean climate with hot and dry summers from November to March and
cool and humid winters from June to August. The unique geographical location and
meteorological patterns impede the ventilation and dispersion of air pollutants within
the valley, making Santiago particularly susceptible to high levels of air pollution.
Uncontrolled urban expansion, a growing economy, increasing motorization and
industrialization have contributed to poor air quality inSantiago, especially during the
winter months. Until recently, Santiago was ranked as one of the most polluted cities
in the world and frequently confronted air-quality alerts and pollution emergencies.
Since the early 1990s, the Chilean government has taken numerous actions to reduce
emissions from key sources and has implemented an air pollution alert system based
on the maximum atmospheric PM concentration. According to the Chilean Ministry
of the Environment, as a result of the implementation of the long-term mitigation
measures on industry, transportation and heating, the annual PM2.5 concentration in
Santiago has decreased by 72% between 1989 and 2016, as shown in Fig. 21.4.
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Fig. 21.4 Historical reduction of annual PM2.5 in Santiago (Credit M. Mena 2017)

Nevertheless, the challenge of reducing air pollution remains. In June of 2015,
a severe pollution episode forced the government to declare the first environmental
emergency since 1999. In November 2017, a new air pollution control program came
into effect establishing new PM2.5 annual and daily standards, which was intended to
reduce premature mortality of 2200 cases per year. The program includes stringent
restrictions on diesel vehicle emissions (Euro 6 standard for new buses and light-
duty vehicles, retrofit requirements for non-road vehicles, and ban on non-Euro 5
diesel light-duty vehicles), ban of wood burning in metropolitan Santiago, stricter
emission standards on industry, and for the first time a ban on agricultural and open
burning, and control of ammonia emissions from pork, chicken and egg producers.
The Chilean government has further committed to improve air quality in Santiago
with the introduction of 200 new electric buses.

21.3.1 Air Quality Forecasting System in Chile

Air quality forecasts are actively used in Chile for managing air pollution episodes.
The current Chilean national standard for PM2.5 is 50 µg/m3 for 24 h average
and episode categories correspond to Alert (80–110 µg/m3), Pre-emergency (110–
170µg/m3), and Emergency (>170µg/m3). Air quality forecasting tools are included
in the decision-making process and are required for predicting pollution episodes for
Santiago to protect the public from exposure to harmful levels of pollutants. This has
stimulated active research to improve the accuracy of air quality forecasting.

Recently, a system capable of forecasting PM2.5 episodes up to three days in
advance for multiple cities in Central and Southern Chile was developed by Saide
et al. [11]. The system uses the WRF-Chem model configured with a nested 2-km
grid spacing domain to predict weather and inert tracers. Because of high correla-
tion between observed CO and PM during episodes, two inert tracers (traffic and
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wood-burning stoves) were used to represent primary pollutants from anthropogenic
sources. The tracers are converted to hourly PM2.5 concentrations using an observa-
tionally based calibration, which reduces substantially the computation time relative
to a full chemistry model. The conversion considers processes occurring in some
of these cities, including contribution of stoves by city, weekend effect, and tem-
perature dependence. The forecasting system has been successfully implemented;
the advanced information about pollutant concentrations has enabled the local gov-
ernment to make contingency-based emission restrictions, thus preventing severe
pollution events similar to those occurring during the 2015 pollution season. As a
consequence, there were 36 pre-emergency and emergencies for PM2.5 in 2013 but
only 2 in 2017.

21.4 Conclusion

The experiences of Mexico City and Santiago demonstrate that air quality mea-
surements and modeling studies are essential for improving our understanding of air
pollution and its impacts, aswell as providing sound scientific basis for policymakers
to design effective emission reduction strategies for public health and environmental
protection. Many of the emission reduction measures implemented in both cities also
provide climate co-benefits, e.g., stricter emission standards for diesel vehicles and
banning of wood-burning stoves will reduce black carbon, one of the key short-lived
climate forcers; and new electric bus fleet will cut greenhouse gases substantially.

Recently, many Chinese cities, including the two large megacities Beijing and
Shanghai, have been suffering serious air pollution. Ambient air particulate matter
and household air pollution from solid fuel used are two of the leading risk fac-
tors of mortality in China. Through scientific research for understanding the factors
that influence air pollution, and regional coordinated air pollution control actions
implemented by the Chinese government authority, the concentration of atmospheric
pollutants in several major cities have decreased substantially. Nevertheless, air pol-
lution levels still exceed China’s own air quality standards. Chinese government has
continued to develop and implement emissions reduction strategies and has allocated
significant resources to fight air pollution.

Currently, many urban centers, especially in the developing world, are facing
similar challenges of population growth and economic development. The examples
presented in this study illustrate that with appropriate planning, dedicated scientific
research, robust emissions control policies, and effective access to advanced tech-
nologies and financial support, these urban centers also have the opportunities to
manage their growing population and development sustainably while protecting the
environment.
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Questions and Answers

Questioner: Arlene Fiore
Question: Have there been specific policy actions addressing long-lived greenhouse
gases (i.e. CO2) in addition to synergistic efforts that also address air pollution (e.g.,
BC)?
Answer: In addition to implementing air quality management programs, the Govern-
ment of Mexico City has also taken actions to mitigate greenhouse gases since 2000.
Some of the largest emission reduction measures include biogas capture projects and
waste-managements. In the transportation sector, the Metrobus (Bus Rapid Transit)
initiated in 2005 was one of the most highly used lines in the world; it was the first
project to sell emission reductions (CO2eq) as part of its financing. These are com-
plemented by fleet renewal projects for taxis and buses (including introduction of
hybrid and electric vehicles). The current Climate Change Action Plans (2014–2020)
aimed to reduce 10 million tons of CO2eq of emissions by implementing strategic
programs including renewable energy (e.g., solar panel), energy efficiency programs
for public and private buildings (lighting, heating, etc.). As has been demonstrated in
many cities around the world, many of the climate action plans also have substantial
air quality co-benefits and vice versa. Therefore. it is important to integrate air qual-
ity and climate-stabilization goals in the design of environmental policy to realize
potential synergistic benefits.

Questioner: Valerie Garcia
Question: Do you think the availability of low-cost air quality sensors will help with
filling the gap in air quality monitoring?
Answer: Yes, low-cost air quality sensors have become increasingly important, not
only for professional researchers who are using them for air quality monitoring, but
also for citizen scientists who are looking to make measurements in the commu-
nities. They are affordable (low-cost) and easy to use. However, there is a need to
ensure that the data generated from these sensors are reliable, accurate and repro-
ducible. There are many commercially available low-cost sensors and several institu-
tions have conducted performance evaluations for some of the sensors, for example,
World Meteorological Organization has prepared an assessment on “Low-cost sen-
sors for the measurement of atmospheric composition: overview of topic and future
applications.”
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Chapter 22
Overview of the Change in NO2
Assessment Maps During the Last
15 Years in Flanders: Problems
Encountered and Solutions

Wouter Lefebvre, Bino Maiheu, Hans Hooyberghs, Stijn Vranckx,
Felix Deutsch, Stijn Janssen, Karen van de Vel, Guido Cosemans,
Peter Viaene, Jean Vankerkom, Marlies Vanhulsel, Filip Lefebre,
Wim Peelaerts, Bart Degraeuwe, Clemens Mensink, Stijn Van Looy,
Guy Driesen and Nele Smeets

Abstract During the last 15 years, the official assessment maps in Flanders have
improved from a map consisting of only measured data points to a high resolution
assessment which covers the complete area and takes into account several types of
sources and street canyons. In order to improve this level of detail, multiple steps
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were taken. First of all, a land use regression model was introduced at an hourly scale
at 4 × 4 km2 resolution. Secondly, a Gaussian model was added for both point and
line sources, correcting for emission double counting. Finally, a street canyon model
was added to the chain, leading to improved resolution in these street canyons. In this
work, wewill discuss the problems encountered in these years such as how to account
for double counting of emissions, how to correct the locations of the simplified road
network and how to determine when street canyon calculations must be performed
and how we solved them.

22.1 Introduction

Assessing the air quality for a whole region is not an easy task. One way of doing this
is using measurements. This results in a list of locations where the concentrations are
known. However, it is difficult to determine for which areas these measurements are
representative [4]. Furthermore, a sufficiently dense network covering the territory
with air quality sensors will need a lot of resources. Therefore, model data can be
used to complement the information provided by the measurements. However, it is
well-known thatmodel results are biased and uncertain.As a result, a hybrid approach
combining measurements and model data is often applied. This paper denotes the
different steps that have been taken in the region of Flanders (northern Belgium) in
order to arrive at the current high-resolution air quality maps. It shows the problems
that were encountered and the solutions that were found to deal with them.

22.2 The Initial State

In the middle of the first decade of the 21st century, two tools were available for
assessment in Flanders. The first were the measurements of the official measurement
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network of theFlandersEnvironmentAgency (VMM).The otherwere low-resolution
model data (15 × 15 km2) provided by a chemical transport model (CTM) BelEU-
ROS. The raw CTM model data was (still is) quite poor. This was partly due to the
fact that the spatial scale of the CTM model is not adequate to represent the high
degree of spatial variability in a densely populated area such as Flanders. The model
also exhibited time- and spatial-dependent biases. Therefore, the first course of action
was to improve the quality of the background concentration map.

22.3 Introducing a Better Background Map

In order to improve the quality of the low-resolution background map, and in order
to improve the resolution, an hourly land-use regression model was introduced [2,
3]. This model combines, in an intelligent way, the measured data with the land
use, resulting in hourly 4 × 4 km2 maps of the concentration field for ozone, PM10,
PM2.5, SO2 and NO2. More recently, NH3 and BC were added to the model. The
core of the interpolation model consists of a land use indicator, the β-parameter.
This parameter is based on the local land use around the measurement locations and
is then used to detrend spatially the measurements. This detrending eliminates the
local character of the measurements (at a scale of 4 × 4 km2). The resulting field
can then be interpolated over the area (using kriging interpolation). Afterwards, for
every location, the results are retrended again, using the β-parameter to add the local
characteristics into the results.

The direct use of measurements results in low biases and it has been extensively
shown by leaving-one-out validation and independent validation sets that the result-
ing RIO-model delivers high quality results, with low biases, low RMSE values and
high correlations (Fig. 22.1).

22.4 Increasing the Resolution

In general, it is known that land-use regression models (LUR) such as RIO offer
a cost-effective methodology for air quality assessment and, if the available proxy
data is at high resolution, can be used at high resolution. However, they are prone
to overfitting [9] which can be reduced by increasing the number of measurement
data points in the region. However, in order to obtain good results, an extensive
monitoring network is needed covering the resolutions for which the resulting map
is made. In other words, for the 4 × 4 km2 map that was constructed above, the
current telemetric network is sufficient. However, for high resolution maps for the
region of Flanders, the number of stations would need to increase quite strongly. This
is feasible if low-cost measurement systems, such as passive samplers, can be used,
but if hourly data is needed the cost would be very high. In addition the quality of
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Fig. 22.1 Validation of the RIO model (upper figure), the RIO-IFDM model (lower left) and the
RIO-IFDM-OSPM model (lower right). The RIO-validation is done over all non-traffic measure-
ment stations in Belgium while the other validations are done over an independent NO2-validation
dataset (period July 2011–June 2012, two-weekly measurements) using all non-street canyon sta-
tions (lower left) and all stations (lower right)

low-cost sensors is still not sufficient to use them as replacements for the telemetric
network (e.g. [8]).

Therefore, it was decided that instead of increasing the resolution of the land
use regression model, it would be more interesting to couple the land-use regression
model to aGaussian plumemodel (IFDM, Immission FrequencyDistributionModel,
e.g. [6]). This model is applied for the well-known point sources and line sources.
The majority of the emissions for NOx, but only a minority for PM2.5 is represented
by those sources.

It is important when making this combination to correct for double counting.
Indeed, the emissions are both present in the background concentration model (as
this is based on interpolation of measurements in which all emissions are included)
and in the higher resolution Gaussian model. Lefebvre et al. [5] therefore introduced
a scheme in order to eliminate this double counting. TheGaussianmodel is calculated
on a regular grid over a certain domain cell. In this cell, the average of the Gaus-
sian model result is calculated and subtracted from the background concentrations.
As such, the concentrations in the background cell are calculated without the emis-
sions already present in the forefront model. Thereafter the corrected background
concentrations are added to the detailed concentrations calculated by the Gaussian
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model. This is done hour by hour, accounting for chemistry [6]. The emissions for the
Gaussian model are a combination of the known point sources and traffic emissions
on the major roads. These are calculated using the COPERT emission factors and
traffic flows and speeds provided by the Flanders Traffic Control Center (VVC). In
order to validate the model, independent validation datasets using passive samplers
were collected by the Flemish Environmental Agency (VMM). It was shown that
the combined RIO-IFDM model provides good validation results for the non-street
canyon locations in these datasets (Fig. 22.1). Furthermore, validation showed the
importance of good traffic data for this type of exercise.

22.5 Including Street Canyons

Measurements have shown that the concentrationswere still strongly underestimated,
mainly for NO2 and PM10, due to the presence of street canyons. Therefore, we have
added the street canyon model OSPM (Operational Street Pollution Model, [1]) to
the chain, resulting in the RIO-IFDM-OSPM model. However, it was found that the
location of traffic data that was available was sometimes slightly off (several meters
to sometimes about 20 m) the true location. For the open-road concentration fields
this was not so important, but when combining the road segments with the building
locations to determine the location of the street canyons, this was problematic.

This problem was solved using an in-house developed algorithm combining on
the one hand the VVC-dataset on traffic intensities having slightly incorrect road
locations with on the other hand a dataset with correct road locations but without
traffic intensities. This algorithm solves the large majority of the location problems
in the dataset. At some specific complex locations a one-time manual intervention
was needed.

Once the roads were shifted to their correct locations an in-house developed pre-
processor was applied, providing it with the traffic data and the building heights. This
preprocessor crawls over all line segments and marks at regular distances (typically
20 m) a dot. At this location, the preprocessor checks if the location is a street canyon
location, and if so, determines the street canyon characteristics (such as width and
height of the buildings) which are then provided to the OSPM-model.

The same problem for possible double counting of emissions is present, as emis-
sions are both present in the Gaussian IFDM-model as in the OSPM-model. There-
fore, a similarmethod avoidingdouble counting as betweenRIOand IFDMis applied.

The RIO-IFDM-OSPM model results in two sets of concentration values: one at
non-street canyon-locations from the IFDM-model and one at street-canyon locations
for theOSPM-model. In order tomake onemap, and avoid concentrations spilling out
of the street canyons due to interpolation, a method for postprocessing was devised
which is similar to a jigsaw-puzzle. Indeed, the concentrations in and out of the street
canyons are treated separately and the result is then added together. The complete
description of this postprocessing can be found in [7].
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The resulting concentrations have been compared to the independentmeasurement
campaign described above, integrating now also the street canyon locations of that
campaign into the validation. It shows a high correlation between measurements and
model, a low bias and a low RMSE (Fig. 22.1).

22.6 Conclusions

It was shown that using a combination of tools high-resolution and high quality
air pollution maps can be made for assessment of air quality in a region. Several
problems were encountered during the creation of these maps: avoidance of double
counting, deficiencies in the basic data (locations of the roads) and difficulties in pre-
and postprocessing street canyon data. The solutions applied for all of these problems
in order to reach the current high resolution assessment maps were discussed.

Q & A
QUESTIONER: Sebnem Aksoyoglu
QUESTION: NO2 concentrations are very high. Probably O3 is not a problem there,
but what about nitrate concentrations? Are they high?
ANSWER: O3 is indeed not often a problem in Flanders. Although we have some
days exceeding the 180 μg/m3 value, the problem is limited to severe heath waves.
Nitrate concentrations are often high,which leads to creation of secondary particulate
matter in combination with the high ammonia emissions in the region.
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Chapter 23
Modelling the Potential of Green
Infrastructures to Reduce the Impact
of Climate Change on Air Quality
at Microscale

Vera Rodrigues, Sandra Sorte, Sílvia Coelho, Sandra Rafael, Ana Ascenso,
Myriam Lopes, Ana Isabel Miranda and Carlos Borrego

Abstract This work focus on the assessment of green infrastructures benefits on
air quality in Porto urban area, applying the CFD model VADIS to a particular area
within the city. Three scenarios have been considered: (i) the baseline refers to the
current morphological characteristics of the area; (ii) a green scenario comprises the
replacement of built-up areas by green areas; and (iii) a green scenario corresponding
to the implementation of green roofs. The results of baseline simulations shows a
good agreement with local measurements with a NMSE of 0.4, 0.6 and 2.1 for CO,
NO2 and PM10 concentrations, respectively. The benefits of green infrastructures
on air quality are assessed for future medium-term climate scenarios (2041–2070),
applying a cascade of numericalmodels, fromglobal to urban scale, theWRF-VADIS
modelling system. Future climate data point out a decrease in the number of dayswith
moderate to strong wind speed, and an increase in the number of days recording low
wind speed conditions. The assessment of green infrastructures effects on air quality
under future climate focus on low wind speed conditions. The results clearly show
the disturbances exerted by green infrastructures, which are positively or negatively
affecting mainly the adapted areas and their close surroundings.

23.1 Introduction

Computational Fluid Dynamics (CFD) models are a powerful tool to assess the local
microclimate, considering in detail the morphological characteristics of the urban
environment. In particular, CFD have been applied to assess the role of vegetation
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in mitigating air pollution in urban areas, mainly considering the effects of trees
induced by mechanical drag and/ or including the removal capacity of trees by depo-
sition and filtration mechanisms [1, 2]. Although the effects of green infrastructures
(GI) on the atmospheric dynamics have been widely studied, a deeper knowledge
is still required regarding the overall perturbations induced by trees on turbulent
flows and, consequently, on pollutants dispersion. Furthermore, the study of climate
change (CC) ranges from global scale down to the regional and urban scale [3, 4].
Nevertheless, the full understanding of the impact of CC on urban microclimate and
air quality at local scale remains a challenge with a lack of accurate predictions. This
study aims to improve our understanding of how the changes on global and regional
circulations will affect local scale urban microclimate, assessing the impact of GI on
air quality under future climate scenarios for Porto’s urban area.

23.2 Methodology

A cascade of numerical models, from global to local scale, was applied to Porto
urban area. The numerical model Weather Research and Forecasting (WRF) [5] was
applied for 4 nested domains, with 27, 9, 3 and 1km resolution. Two simulationswere
performed, a representative simulation of the recent past climate, and a representative
simulation of the future medium-term climate assuming the Representative Concen-
tration Pathway Scenario RCP8.5. The CFDmodel VADIS was then applied to Porto
urban area to assess local scale flow dynamics and air quality [6]. VADIS is applied
to an area defined in the city centre of Porto turned into a computational domain
of 1300m×1300m×150m (Fig. 23.1), which includes the air quality station Fran-
cisco Sá Carneiro-Campanhã, mainly influenced by road-traffic emissions. The CFD
simulations were performed with a grid resolution of 3m×3m×3m. Figure23.1a
shows the computational domain for the baseline simulations. Figure23.1b presents
the implementation area for the green scenarios, identified by the red rectangles,
which corresponds to 35% of the current built-up area located in the Southeast part
of the domain. The green parks scenario corresponds to the replacement of the built-
up area by green parks, while the green roofs scenario includes the implementation
of green roofs within the buildings of the selected area.

Hourly averaged CO, NOx and PM10 emission rates from on-road transport vehi-
cles were calculated using the Transport Emission Model for Line Sources (TREM).
The hourly emission rates are estimated for each road segment, considering the local
information on traffic counting data. Vehicle counting data was acquired using auto-
matic devices installed in seven distinct locations. Empirical rates expressing the
relation with the traffic in the surrounding roads were applied in case of roads with-
out available data [6]. The high emission levels are registered during the morning
until evening, while the low emission levels are estimated during the night. Sev-
eral baseline CFD simulations were performed for 24th September 2010, due to the
availability of traffic counting data. The meteorological inflow data for these CFD
simulationswere obtained frommesoscale simulations usingWRFmodel. The future
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Fig. 23.1 Computational domain for the baseline simulations (a), including the location of the
traffic sensor devices (1–7), as well as the air quality station, and the implementation area for the
green scenarios (b)

climate meteorological projections presented by Rodrigues et al. [6] show an impor-
tant reduction of wind speed in the first autumn months, compared to the recent past
climate. The simulation results show a slight decrease in the average number of days
with moderate to strong wind speed and a slight increase in the average number of
days recording low wind speed conditions.

23.3 Numerical Results

The CFD performance is evaluated using the NMSE. The NMSE is equal to 0.4, 0.6
and 2.1 for CO, NO2 and PM10 concentrations. Therefore, the simulation results
denote the capability of the CFD model to accurately simulate CO and NO2 concen-
trations, while results point out a weakness of the CFD to simulate PM10 concen-
trations, when only considering the emissions from road traffic.

Additionally, several CFD simulations were performed to assess the effects of GI
on flow dynamics and, consequently, on CO, NO2 and PM10 dispersion under future
climate scenarios, focusing on distinct wind directions and low wind speed condi-
tions. Figure23.2 presents the differences of wind speed and PM10 concentrations
(as example) between the green and the baseline scenarios, for a typical prevailing
wind from North with a low wind speed of 2.5ms−1. Figure23.2a shows the wind
speed absolute differences at 1.5m high between the green parks scenario and the
baseline. Figure23.2b shows the wind speed absolute differences between the green
roofs and the baseline, at 10.5m. The implementation of green parks leads to a maxi-
mum increase of wind speed of 2.8ms−1 and a maximum decrease of 7.4ms−1. The
implementation of green roofs promotes a maximum reduction of 9.5ms−1 in the
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Fig. 23.2 Horizontal iso-contour plots of the differences between the green and the baseline sce-
narios. Differences of wind speed a for the green parks scenario at 1.5m high and b for the green
roofs scenario at 10m high (the average height of buildings within the domain). Differences of
PM10 concentrations c for the green parks scenario at 1.5m high and d for the green roofs scenario
at 10.5m high

wind speed and a maximum increase of 2.4ms−1. Figure23.2c and d show the abso-
lute differences of PM10 at 1.5m high between the green parks and the baseline, and
at 10.5m for the green roofs scenario. The implementation of green parks and green
roofs promotes amaximum reduction of 0.8 and 0.4µgm−3 in PM10 concentrations,
respectively. On contrary, PM10 concentrations maximum increase is equal to 2.4µg
m−3 in green parks scenario and 2.2µg m−3 in green roofs scenario. Therefore, the
implementation of green infrastructures promotes slight increases and decreases of
wind speed and, consequently, on pollutants concentration. The extreme variations
of wind speed and pollutants concentrations are recorded within the implemented
green areas and their surroundings. The results point out similar impact of green
parks and green roofs for the same implementation area and considering the height
at which the GI are implemented. However, at pedestrian level the impact of green
parks will be more relevant.
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23.4 Conclusion

This study presents a CFD model as a valid tool to assess climate change effects at
local scale, and the role of green infrastructure as adaptation measures to increase
resilience of Porto’s urban area. The CFDmodel presents a good performance for the
simulation of CO andNO2 concentrations, while the results point out someweakness
to simulate particulate matter dispersion. Therefore, the understanding of the influ-
ence of turbulent flow dynamics and the distinct emission sources contributing to fine
particulate matter pollution still presenting a set of uncertainties. The results are an
important contribution regarding the impact of green parks and green roofs at street
level, both presenting similar effects on flow dynamics and pollutants dispersion.

Questions and Answers

Questioner: David Niemi

Question: Was the impact of green areas on the turbulence and wind tunneling
between large buildings also considered?

Answer: The impact of green areas on the turbulence and wind velocity components
was also assessed for the same case study, using as inflow wind conditions data from
a recent meteorological year. These results were already published in the chapter
book [6], and some other results are also being included in the articles entitled
“Numerical and physical modeling of the impact of GI on flow dynamics in urban
street canyons” and “CFD modeling of the impact of GI on flow dynamics and air
quality in urban areas”, both authored by Rodrigues et al., to be published at the
Building and Environment and the Atmospheric Environment journals, respectively.

Questioner: Shuzhan Ren

Question: CFD is such a high resolution model; when being used for forecast the
results can be very sensitive to the initial conditions fromdownscaling regionalmodel
results. Have you test such sensitivity?

Answer: The sensitivity of the initial meteorological conditions from regional model
results was assessed in terms of wind velocity components and turbulence. These
sensitivity tests were performed by comparison of the regional model results with
meteorological measurements for recent meteorological years. Furthermore, the per-
formance and accuracy of the CFD model was previously evaluated in terms of flow
dynamics by Rafael et al. (2018) in the paper entitled “Impacts of green infrastruc-
tures on aerodynamic flow and air quality in Porto’s urban area”, published in the
Atmospheric and Environment journal. In this paper, the authors initialize a set of
CFD simulations with meteorological data fromWRF results, using a grid cell from
WRF simulations nearest the locations of the CFD domain boundaries.

Questioner: Fabian Lewartz

Question:Have you tried to evaluate the impact of vertical green infrastructures?Do
you think they can improve air quality in a 50-m radius, as advertised by a company
selling green walls?
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Answer: In this work, it was only considered the impact of green infrastructures,
such as green parks and green roofs. Although, the impact of vertical green infras-
tructures may also be assessed following the same procedure applied in this work.
Nevertheless, it is required to evaluate a particular case study in order to determine
a quantitative radius for the impact of these infrastructures, taking into account that
the impact of these infrastructures on air quality strongly depends on the specific
meteorological conditions and on the morphological characteristics of each case
study.
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Chapter 24
Impact of Urban Land Use
and Anthropogenic Heat on Air Quality
in Urban Environments

Shuzhan Ren, Craig Stroud, Stephane Belair, Sylvie Leroyer,
Michael Moran, Junhua Zhang, Ayodeji Akingunola and Paul Makar

Abstract In the GEM-MACH URBAN project, Environment and Climate
Change Canada (ECCC) high-resolution (2.5-km) Global Environment Multiscale-
Modelling Air-quality and Chemistry (GEM-MACH) model and the Town Energy
Balance Model (TEB) are being employed to examine the impact of the urban sur-
face exchange scheme on the transport and diffusion of air pollutants in large cities
such as Toronto, New York and Detroit. Simulation results show that while the TEB
scheme causes O3 mixing ratios to increase, it leads to a decrease of CO and NOx
mixing ratios and air quality health index (AQHI) values in the urban centers in both
summer (July) and winter (January) months. The TEB scheme also has a big impact
on the vertical diffusion coefficient, atmospheric boundary layer (ABL) height and
air temperature. Comparisons against ECCC’s meteorological and air quality (AQ)
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observation networks suggest that the inclusion of TEB scheme improves the fore-
casts of both surface temperature and pollutant mixing ratios.

24.1 Introduction

With rapid urbanization, the population in cities has been increasing dramatically
around the globe. The urbanization leads to the significant change in urban meteo-
rological conditions such as meso- and microscale urban heat island (UHI) effects,
urban flooding, precipitation, humidity, fog, visibility, street canyon winds and sur-
face energy fluxes. In addition, the change of urban meteorology and climate can
cause elevated concentration levels for gaseous pollutants and aerosols, and conse-
quently change the urban air quality. These changes are the direct consequence of the
change of land coverage [1] and large amount of energy consumption from heating
or cooling buildings and from local transportation within big cities.

As the majority of exceedances of air quality (AQ) standards occur in urban areas,
accurate predictions of the major pollutants are extremely important for the health of
the urban population. In the GEM-MACH URBAN project, the Canadian air quality
model (GEM-MACH) and the town energy balance model (TEB) [2] are employed
to investigate the impact of the urban canopy on the production and transport of
pollutants within urban areas. Some results are shown in the following sections.

24.2 Urbanizing GEM-MACH with TEB

The TEB model can describe the complex urban fabric and the heat and momentum
exchange mechanism between the urban surface and the atmosphere. Figure 24.1
shows some TEB parameters describing the urban fabric in the Great Toronto Area
(GTA). These parameters are important for computing the heat storage within the
urban canopy. It can be seen from Fig. 24.1 that downtown Toronto has a very high
density of high buildings, large aspect ratio and roughness height. A climatological
sensible heat flux from traffic is used. The magnitude of the traffic heat flux in urban
centers is about 20 W/m2.

24.3 Impacts of TEB on Temperature and Air Quality
Health Index

The energy balance above the urban canopy can be changed significantly by the
trapped short and long wave radiations by buildings within the urban canopy, and
by anthropogenic activities (e.g., [2, 3]). This change leads to higher temperature in
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Building HeightFraction of Buildings 

Ratio H/W Urban Roughness Length 

Fig. 24.1 Parameters characterizing the urban fabric inGTA including fraction of building, building
height, aspect (height to width) ratio and urban roughness length

the urban area than the surrounding rural area, the so called urban heat island (UHI)
effect [4].

The impact of TEB on urban temperature can be identified by comparing the
simulation results with TEB and without TEB against temperature observed during
the Pan Am games period (July, 2015). Figure 24.2 shows the diurnal variation of
the monthly mean temperature bias from the two simulations at different locations
in GTA. It is clear from the figure that at nighttime TEB generates UHI effect,
and it significantly reduces the model temperature bias (observation minus model
predication (O-P)) in both downtown and uptown areas. Noticeable improvements
can also be identified in suburban and waterfront areas.

In addition to the impact on urban temperature, urban canopy has impact on the
transport of chemical pollutants within the ABL by changing the turbulent mixing
in vertical and the ABL height, as well as the production of chemical pollutants by
changing the temperature and possibly altering solar radiation.

Figure 24.3 shows the diurnal variations of the monthly mean difference in air
quality health index (AQHI) between the TEB simulations and non-TEB simulations
in four big cities (within the model domain). It can be seen from the figure that while
TEB can lead to reduction of AQHI, the patterns of reduction are different in each
city and different season.

On weekdays in January, large reductions of the AQHI by TEB occur in the early
morning and around noon in Toronto, New York and Detroit. Another big reduction
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Fig. 24.2 Diurnal variation of the monthly mean temperature bias of the simulations with TEB
(solid lines) and without TEB (dashed lines) over six land cover categories

JAN, 2016 JULY, 2015

(a) (b)

(c) (d)

(a) (b)

(c) (d)

Fig. 24.3 Diurnal variation of the differences of monthly mean AQHI between the simulations
with and without TEB in the four urban centers during weekday (solid lines) and weekend (dashed
lines) in January 2016 (left) and July 2015 (right)
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occurs at around 8 pm in New York. The reduction of AQHI in New York is much
larger than the reduction in Toronto and Detroit. In July however, the reductions of
AQHI occur in the early morning in the three big cities and large reductions occur
not only in New York, but also in Detroit. Contrary to the big reduction at noon in
January, AQHI has virtually no change at noon in New York and Detroit.

Figure 24.3 also shows that TEB has very different impact on AQHI during week-
day and weekend. In January, the reduction of AQHI in early morning in weekday is
much larger than the reduction in weekend in the three big cities. However, in July
the reduction in early morning in weekend is much larger than the reduction in early
morning in weekday in New York and Detroit.

24.4 Conclusions and Future Plans

Our simulations show that the inclusion of TEB in the GEM-MACH simulations can
significantly reduce the cold temperature bias in the urban areas, and has big impacts
on turbulent mixing coefficient and the ABL height (not shown). The simulation
results also show that the change of meteorological condition leads the reduction of
the AQHI in urban centers in both winter and summer.

In the current simulations, the climatologic traffic heat flux is used. In the future
work, the diurnal variation of the traffic heat flux will be used to better describe the
impact of the traffic patterns in urban areas on the UHI effect. In addition, the surface
meteorological analysis data will also be used in future simulations to provide more
accurate information of surface energy balance.
Question and Answer
Questioner: Alexander Baklanov
Questions:

1. Did you consider urban soil moisture processes and their effects?
2. In polluted cities, effects of urban aerosols on UBL and in particular UBL height

can be comparable with UHI effects. Did you consider aerosol feedbacks in your
studies?

3. You use the TEB model in the simulations of Masson [2], which was done for
NWP and meteorological applications. For NWP applications, building effects
on mechanical turbulence and on wind velocity structure in urban canopy is also
important. InNEM/BEP parameterizations byMartilli et al. (2002) and latest ver-
sion ofTEBsuch effects are includedmore accurately.Did you analyzed/included
these effects and other parameterizations?

Answer to (1): The air quality model (GEM-MACH) includes the land surface
scheme which takes into account of urban soil moisture processes and their effects.
Answer to (2): The feedback of urban aerosols on simulations is not considered in
this study. However, Wanmin Gong is going to discuss this effect in her talk. The
same model is employed in her work.
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Answer to (3): The TEB model used in this study is a single model with all the
exchanges (of heat, momentum and chemical species) between the urban canopy
and atmosphere occurring at the last model level. The scheme proposed by Martilli
et al. can handle exchanges at several model levels. It may provide a better way
describing the spatial distribution of air pollutants in urban areas particularly in the
downtown core with high density of high-rise buildings.
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Chapter 25
The Impact of Port Operations on Air
Quality in Piraeus and the Surrounding
Urban Areas

Nicolas Moussiopoulos, George Tsegas and Eleftherios Chourdakis

Abstract The dominant influence of shipping emissions on air quality of port cities
and their surrounding urban areas has been demonstrated in a number of case studies,
based on both assessment of monitoring data and the application of modelling tools.
In the present work, chemical dispersion calculations are used for assessing the
impact of marine traffic on air quality of Piraeus, Greece, and the neighbouring areas
of the Athens urban agglomeration. A comprehensive marine emissions inventory is
compiled using a bottom-up methodology on the basis of AIS traffic data, as well as
activity and source parameter data obtained from other national databases, covering
both merchant and passenger traffic in the area. A set of dispersion calculations
are performed using the MEMO/MARS-aero chemical dispersion model for the
Attica region, revealing the dominating contribution of the port area on the pollutant
levels over the southern part of the city of Piraeus. Assessment of a hypothetical
scenario, involving the implementation of cold ironing for ships at berth, indicates
that emissions in the hoteling phase are significantly reduced, resulting to a notable
reduction of concentrations in the port and the surrounding areas.

25.1 Introduction

This work aims at investigating the air quality impact of shipping activities in the
Piraeus Port. In order to achieve this objective, marine traffic emissions near and
in the port of Piraeus were calculated for the year 2015. The MEMO/MARS-aero
dispersion model was then applied, in order to simulate the dispersion and chemical
transformation of pollutants over the city of Piraeus and the Greater Athens Area
(GAA). Two emissions scenarioswere studied, corresponding to the present situation
and a future application of mitigation technologies for ships at berth.
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25.2 Methodology and Case Setup

In the first part of the Piraeus study, emissions frommarine traffic were calculated for
two distinct areas, corresponding to the main port area of Piraeus and the designated
anchorage area in the Saronic gulf (Fig. 25.1b). Exhaust emissions from passenger
and cargo marine traffic were calculated for each individual vessel inside these areas
during the reference year 2015. For the calculation of emissions and emission factors,
a bottom-up approach was used, following the guidelines of the EMEP/EEA 2016
guidebook [1]. Emissions were aggregated separately for the cruise, manoeuvring,
hoteling and loading/unloading phases, for both passenger and cargo traffic entering
the two areas.

Activity data were obtained by collecting traffic information in the two designated
areas through the Automatic Identification System (AIS) database for the entire year
2015.

Following the Tier-3 approach as specified in the guidebook, separate emission
factors were calculated for the exhaust emissions of themain and auxiliary engines of
each vessel according to the engine and fuel type and the operating phase (cruising,
maneuvering, hoteling, loading/unloading). On the other hand, detailed information
about engine type and fuel were not available for each individual vessel, therefore
this information was apportioned to the individual traffic categories (see first column
in Table 25.1) on the basis of statistical data contained in the European Maritime
Safety Agency (EMSA) Central Ship Database (URL1).

In order to estimate the time spent by each vessel in every operating phase of the
route, the total travelling time inside the two designated area polygons was appor-
tioned according to the typical cruising speed, maneuvering time and time at berth
for each of the above 9 vessel categories.

For calculating the air quality impact of the marine traffic, dispersion calculations
were performed in a nested grid configuration, covering the entire area of the Attica

1 

2

Fig. 25.1 Coarse and fine computational grid used in the dispersion simulations (left) and locations
of the designated port (1) and anchorage (2) areas (right) for the Piraeus study
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Table 25.1 Calculated exhaust emission factors and specific fuel consumption of the main engine,
aggregated per vessel category

Ship type Cruise Manoeuvring/hoteling

Emission factors (g/kWh) Specific fuel
consumption
(g fuel/kWh)

Emission factors (g/kWh) Specific fuel
consumption
(g fuel/kWh)

NOx NMVOC PM10 NOx NMVOC PM10

Liquid bulk 15.86 0.57 1.44 199.18 12.68 1.71 2.33 219.40

Dry bulk
carrier

16.58 0.59 1.62 196.33 13.24 1.78 2.38 216.40

Container 16.66 0.59 1.63 195.91 13.31 1.78 2.38 215.95

General cargo 14.60 0.53 1.13 203.67 11.67 1.59 2.20 224.09

Ro ro cargo 13.42 0.49 0.88 209.56 10.70 1.47 2.12 230.39

Passenger 12.41 0.46 0.73 218.13 9.80 1.38 2.14 239.72

Fishing 12.20 0.46 0.32 203.38 9.80 1.39 0.96 223.42

Tugs 11.74 0.34 0.33 203.92 9.38 1.01 1.00 224.01

Others 13.60 0.47 0.83 203.30 10.88 1.41 1.69 223.57

Peninsula (120 km coarse grid) in a resolution of 2 km, and the Greater Areas of
Athens and Piraeus, including the port and anchorage polygons (50 km fine grid) in
a resolution of 500 m. The non-hydrostatic meteorological model MEMO [2] and
the Eulerian chemical dispersion model MARS-aero [3] were used to calculate con-
centrations of O3, NO2, PM10 and PM2.5, following a meteorological classification
scheme that uses eight representative days to compose the annual average concen-
tration fields. The impact of marine emissions was quantified by means of a zero-out
scheme, whereby dispersion calculations are repeated for a baseline scenario that
excludes marine traffic. Baseline emissions for the rest of the activities in the Attica
region were based on a localized emissions inventory for 2008, previously compiled
in the framework of the TRANSPHORM project [4] and updated for 2015 using
appropriate scaling factors. An additional emissions scenario was examined, corre-
sponding to a future implementation of “cold ironing” for all passenger and cargo
shops in the port of Piraeus. Under this scenario, every ship spending more than two
hours in the hoteling, loading and unloading phases was assumed to deactivate its
auxiliary engines for the entire duration of this phase, minus a period of one hour
needed for connecting and disconnecting to the power grid ashore. The implemen-
tation of this scenario results in a reduction of about 60% on the total NO2 and
PM10 emissions during the time spent in the port area, i.e. excluding emissions in
the anchorage area.

25.3 Results

InFig. 25.2, averageNO2 andPM10 concentrations calculatedusing the full emissions
set are shown (a, d). It is evident that the Piraeus area has a dominating contribution
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Fig. 25.2 Annual average NO2 (a, b, c) and PM10 (d, e, f) concentrations calculated for the year
2015: absolute baseline concentrations (a, d), shipping contribution under the baseline scenario (b,
e), and shipping contribution under the cold ironing scenario (c, f)

in the pollutant levels on the surrounding coastal areas, leading to concentrations
of NO2 and PM10 that exceed the annual limit values of 40 µg/m3. The secondary
dominant source visible in the eastern part of the Attica peninsula is the Athens
International Airport with its associated road traffic emissions.

A more precise quantification of the contribution of the port and anchorage areas
was obtained by assuming zero marine emissions and subtracting the resulting con-
centration fields from the “baseline” field. The result of this calculation is shown in
Fig. 25.2b, e. It is again noteworthy that the port area has a contribution in excess
of 18 µg/m3 for NO2 and of 22 µg/m3 for PM10 as calculated for the downtown
area of Piraeus. For both pollutants, the spatial extent of the port’s impact includes
at least part of the densely-populated coastal area, already burdened by local traffic
sources. On the other hand, the annual average port plumes seem to haveminor effect
on the air quality status near the center of Athens, while the impact of traffic in the
anchorage area appears to be contained within the boundaries of this offshore area.
The implementation of “cold ironing” is found to have a significant effect in the
port and surrounding areas, reducing NO2 concentrations by 11 µg/m3 (Fig. 25.2c),
which corresponds to a 61% reduction of the shipping contribution in the port area.
In the case of PM10 the calculated reduction amounts to 16 µg/m3 (Fig. 25.2f), cor-
responding to a 73% reduction of the contribution of shipping traffic in the port
area.
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25.4 Conclusions

The impact of exhaust emissions from marine traffic on the air quality of Piraeus
and the surrounding areas was investigated. A bottom-up scheme was used to estab-
lish shipping emissions based on emission factors calculated for different classes of
vessels and spatial activity data obtained from the Automatic Identification Sys-
tem (AIS), while maps of pollutants concentrations were obtained by applying
the MEMO/MARS-aero chemical dispersion system. The calculated concentrations
indicate that the port has a dominant contribution to the air pollution in the nearby
areas, while the corresponding PM10 and NO2 concentrations have extended local
maxima higher than the legislative limit values. Calculations under a scenario of cold
ironing for ships in berth indicated a potential reduction by more than 60% of the
shipping sector contributions to the observed concentrations. These results point to
the need to prioritize emissions mitigation and other control measures related to the
port activities of Piraeus.
Q & A
QUESTIONER: Jukka-Pekka Jalkanen (FMI)
QUESTION: What was assumed for the ship fuel in this study? The EU sulphur
directive regulates the fuel used while at berth. Was that taken into account?
ANSWER: The fuel-dependent emission factors for the main and auxiliary engines
were adapted from the inventories used in TRANSPHORM project (2014) and as
such may not accurately reflect current emission trends. On the other hand, the selec-
tion of 2015 as reference year and corresponding activity data for our calculations
indicates that the shipping emissions are consistently calculated. In any case, it is
trivial to apply correction factors as part of the presented methodology in order to
accurately represent fuel specifications consistent with present or planned legislative
frameworks.
QUESTIONER: Talat Odman (GA TECH)
QUESTION: The title of your talkmentions “port operations” but it appears you only
focused on ship emissions. What about cargo handling equipment (cranes, forklifts
etc.)? Are they all electrified at Piraeus? Also, trucks and locomotives that come into
the port to distribute the cargo (and passengers/vehicles) may be considered as part
of the port operations.
ANSWER: Although cargo handling in Piraeus is indeed highly electrified, this is a
valid remark with respect to our treatment of the road cargo- and passenger traffic
around the port. Of course, the traffic emissions on the public road network (including
the roads surrounding the port) are included in the calculation as part of the “city
road” emission sector. But the contribution of these emissions near- and in the port
area are not explicitly apportioned to the “port operation” sector in the dispersion
results. This could be a point of improvement in a future extension of the study.
QUESTIONER: Sebnem Aksoyoglu (PSI)
QUESTION:What is the temporal variation of the contribution from ships to PM2.5
concentrations? Does it follow the same temporal variation as emissions?
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ANSWER:The temporal variation of the shipping contribution indeed has a very high
correlation with the emission temporal profiles, as provided by the AIS data. Effects
of secondary production/transformation were present but we have not attempted to
resolve this effect due to the complicated dependence of concentration fields on local
meteorological flows.

Acknowledgements The authors acknowledge the contribution of Mr. Michael Drakoulas in the
calculation of emissions for the Piraeus port.
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Chapter 26
Development and Implementation
of an Online Chemistry Module
to a Large Eddy Simulation Model
for the Application in the Urban Canopy

Sabine Banzhaf, Basit Khan, Renate Forkel, Emmanuele Russo,
Farah Kanani-Sühring, Klaus Ketelsen, Mona Kurppa, Matthias Mauder,
Björn Maronga and Siegfried Raasch

Abstract Large-Eddy Simulation (LES) models are so far barely applied to dis-
persion and chemical transformation of pollutants in urban air quality studies.
Within the joint project MOSAIK (Modellbasierte Stadtplanung und Anwendung
im Klimawandel/Model-based city planning and application in climate change) a
new LES based state-of-the-art microscale urban climate model PALM-4U, has been
developed. The newmodel includes both gas phase and aerosol chemistry. For practi-
cal applications, our approach is to go beyond the simulation of single street canyons
to chemical transformation, advection and deposition of air pollutants in the larger
urban canopy. First LES results of a test case for an urban quarter of Berlin (Germany)
are presented.
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26.1 Introduction

More than half of the world’s population lives in urban settlements. The rapid urban-
ization exacerbates the negative consequences and vulnerability of the urban climate
by replacement of the natural conditions, an excessive and concentrated consumption
of resources and a high energy demand resulting in increased air pollution. Accurate
representation of emission, dispersion, chemical transformation and removal of air
pollutants in the urban canopy requires fine-scale turbulence-resolving simulations
that can explicitly resolve building structures, surface heat fluxes at building facades,
street canyons and terrain variations.

LES models explicitly resolve relevant scales of turbulent motion, so that these
models can capture the inherent unsteadiness of atmospheric turbulence and advec-
tion. Nevertheless, LES models are so far rarely applied to urban air quality studies,
in particular for the investigation of chemical transformation of pollutants.

Within the joint project MOSAIK a new urban micro-scale model is developed
under the lead of the Institute of Meteorology and Climatology at the Leibniz Uni-
versität Hannover. The new urban micro-scale model PALM-4U is based on the
state-of-the-art LES model PALM [5]. PALM-4U includes a fully coupled ‘online’
chemistry module. In the following, the chemistry module is described and results
of a sample simulation are presented.

26.2 PALM-4U Chemistry Module

Chemistry is fully online coupled into PALM-4U.Automatic generation of the chem-
istry code with the Kinetic Pre-Processor (KPP, [1]) allows for high flexibility con-
cerning the complexity of the applied chemicalmechanism.Amodified version of the
KP4 post-processor [3] is used for optimizing the KPP-generated code and adapting
it for PALM-4U.

Currently PALM-4U includes the following chemistry options:

• CBM4 (Carbon Bond Mechanism, Gery et al. [2], 32 compounds, 81 reactions)
• SMOG (a simple photochemical smog mechanism, 12 compounds, 12 reactions)
• SIMPLE (further simplification of SMOG, 9 compounds, 7 reactions)
• PHSTAT (photo-stationary state only, 3 compounds, 2 reactions)
• PASSIVE (just 2 passive tracers, no chemical reactions)

A simple photolysis parameterization is implemented inPALM-4U.So far shading
effects are not taken into account but will be implemented in near future.

Furthermore, a two-way LES-LES nesting is implemented in PALM-4U which
makes it possible to zoom in smaller areas (e.g. urban extracts of 1× 1 km2) for high
resolution simulation (of e.g. 1 × 1 m).
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26.3 Case Study for an City Quarter of Berlin, Germany

A 9 h long test simulation starting on 21st of July at 5:00 UTC was carried out for
a model domain with 96 × 96 grid points and 10 m grid width. In the vertical the
domain extends up to 1500 m. The domain covered a small area of Berlin around the
Ernst-Reuter-Platz, a junction with some high buildings and heavy car traffic. Only
gas-phase chemistry was switched on for the simulation shown here. The chosen
chemistry option SIMPLE includes the following reactions:

NO2 + hv → NO + O3 (26.1)

O3 + hv → 2OH + O2 (26.2)

NO + O3 → NO2 (26.3)

RH + OH → RO2 + H2O (26.4)

RO2 + NO → NO2 + RCHO + HO2 (26.5)

HO2 + NO → NO2 + OH (26.6)

NO2 + OH → HNO3 (26.7)

Since detailed emission data are not available yet, only traffic emissions, which
were parameterized depending on the street type classes from OpenStreetMap were
considered (for main roads the following emission rates were assumed: NO =
65.93 µg m−2 s−1; NO2 = 28.26 µg m−2 s−1; RH = 21.05 µg m−2 s−1).

Selected results of the simulation are presented in Fig. 26.1. The figure shows
surface concentrations of nitrogen dioxide (NO2) and ozone (O3) and matching ver-
tical cross sections along the indicated line (in Fig. 26.1a) at 13:30 UTC. The vertical
cross sections also include the vertical velocity as contours.

Both, NO2 andO3 vary in space and time due to the chemical transformation of the
atmospheric trace gases and advection by turbulent motions. The near surface, con-
centrations of NO2 are high due to the direct emission from traffic and conversion of
nitrogen monoxide (NO) to NO2. The daytime O3, nitrogen oxides (NOx) and VOCs
(volatile organic compounds) relation is driven by a complex non-linear photochem-
istry. Figure 26.1 shows the typical VOC-sensitive regime where O3 concentrations
are depressed by NOx titration.

The presented vertical profiles in Fig. 26.1c, f show that the chemical components
are mixed upwards with the gradual increase of the boundary layer from simulation
start towards the early afternoon.
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Fig. 26.1 Simulation area and concentrations of NO2 (a) and O3 (d) at 13:30 UTC, Z-Y-vertical
cross section along the indicated line in (a) with concentrations (shaded color) of NO2 (b) and O3
(e) and vertical velocity w (−2.0 to 2.0 m s−1, negative values as dashed lines) at 13:30 UTC and
vertical profiles of NO2 (c) and O3 (f) at different times at location ★

26.4 Conclusion and Outlook

PALM-4U is currently under extensive development, which also holds for its chem-
istry module. Different mechanisms will be added and already implemented mech-
anisms undergo further testing. The model is able to successfully simulate chemical
transformation and transport of the chemical species on the turbulence resolving
scale. Results show the strong effect of turbulent structures on simulated pollutant
concentration fields.

Further features are planned to be introduced in the near future: Realistic anthro-
pogenic emissions as well as deposition will be implemented within the next months.
External forcing from regional scale models is planned to be installed within the
project run-time. Efforts will be made to speed up chemistry (vector version, larger
time steps for chemistry). Accounting for shading effects within the photolysis
parameterization is intended. The implementation of the SALSA aerosol module
[4], which is coupled to the gas phase chemistry is currently being tested. SALSA
comprises aerosol physics and aerosol chemistry. It uses 10 size bins in size space and
includes up to 5 gas phase compounds and up to 7 PM compounds and water. Last
named, a RANS-mode is also being developed to run the model at coarser resolution.

Acknowledgements MOSAIK is funded by the German Federal Ministry of Education and
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Chapter 27
Potential Impact of a Low Emission Zone
on Street-Level Air Quality in Barcelona
City Using CALIOPE-Urban Model

Jaime Benavides, Albert Soret, Marc Guevara, Carlos Pérez-García Pando,
Michelle Snyder, Fulvio Amato, Xavier Querol and Oriol Jorba

Abstract Barcelona city (Spain) has a very high vehicle density (approx. 5500
vehicles km−2) being the majority diesel (64%). Barcelona traffic stations report
chronic exceedances of nitrogen dioxide (NO2) European annual regulatory limits
since the year 2000. In December 2017, a Low Emission Zone (LEZ) has been
implemented in Barcelona to restrict access to the ring-road area to gasoline-powered
passenger cars before 2000, diesel passenger cars before 2006 and vans before Euro
1 (registered before 1994) during air pollution episodes. This policy is planned to
become permanent onDecember 2020. Thiswork is an initial step towards evaluating
the impact of Barcelona LEZ on air quality using CALIOPE-Urban. CALIOPE-
Urban is a street-scalemodelling system that couplesCALIOPEair qualitymesoscale
modelling system, which provides air quality forecasts at 1 km horizontal resolution
over Barcelona city, with R-LINE. Here we evaluate CALIOPE-Urban and assess
its sensitivity to structural reductions of NOx emissions. We evaluate the coupled
modeling system using observations from an experimental campaign in April to
May 2013 in Barcelona city.

27.1 Introduction

A 68% of Barcelona citizens were exposed in 2016 to NO2 levels above the annual
limit [1]. To decrease the negative impact of air pollution on citizens health,Barcelona
municipality implemented last December 2017 a Low Emission Zone (LEZ) that
focus on its first stage on reducing NO2 levels during air pollution episodes that are
expected to occur 2–3 times a year [4]. This policy is planned to become permanent
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on December 2020. In the literature, little evidence of the positive impact of LEZs
on decreasing NO2 levels has been found in part due to the limited understanding of
diesel emission factors under real-world driving conditions [6]. To evaluate episodic
and structural impact on air quality derived from LEZ implementation, a modelling
system coupling regional to street scales can provide the necessary information of
background pollutant levels and meteorological data to estimate local pollutant con-
centration gradients using a street-scale dispersion model. In this work, we evaluate
CALIOPE-Urban system that combines CALIOPE [7] with R-LINE [8] adapted to
Barcelona street geometrical conditions and we explore the sensitivity of NO2 street
concentration levels to a reduction of NOx emissions as a prior step to analyze the
impact of Barcelona LEZ.

27.2 Methodology

27.2.1 CALIOPE Air Quality System

The CALIOPE system integrates the Weather Research and Forecasting meteoro-
logical model (WRF), the BSC-CNS in-house High-Elective Resolution Modelling
Emission System (HERMESv2.0; [5]), the CommunityMultiscale Air QualityMod-
eling System (CMAQ) and the mineral Dust REgional Atmospheric Model (BSC-
DREAM8b). The mesoscale system runs over Europe at a 12-km horizontal resolu-
tion, Iberian Peninsula at 4-km, and the Barcelona domain at 1-km. CMAQ vertical
levels are collapsed from the 38WRF levels to 15 layers up to 50 hPa with six layers
falling within the PBL. CMAQ version 5.0.2 with CB05 chemical mechanism and
AERO5 aerosol scheme is used.

27.2.2 CALIOPE-Urban

The combination between CALIOPE and R-LINE, CALIOPE-Urban, requires the
use of CMAQ for background concentration data and WRF for meteorological
inputs. WRF bottom layer over the street of interest is used as boundary condi-
tions for R-LINE local meteorology module. With respect to background concen-
trations, the upwind urban background scheme is applied. The upwind background
scheme chooses CMAQ grid cell values depending on wind speed and direction.
R-LINE hourly emissions inputs for each road segment are provided by HERMES
that produces specific hourly emissions for each street segment. R-LINE is run using
the numerical integration approach to solve Gaussian dispersion equations and the
Generic Reaction Set (GRS) for NO–NO2–O3 chemical reactions [3]. Receptors are
located at 3 meters (m) above ground level forming a regular grid of 10 m horizon-
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tal resolution to predict spatial patterns and in specific coordinates to compare with
observations.

To evaluate predicted hourly NO2 concentrations we use observations from an
experimental campaign conducted in April and May 2013 in Barcelona [2]. During
the campaign, mobile laboratories placed at the parking lane of several street seg-
ments measured air quality parameters at 3 m height. For this study, data gathered
every 30 min at Valencia Street No. 445 is shown. This street presents a marked
canyon pattern where building height to street width ratio is approximately 1.

As an initial step towards developing amethodology to assess the potential impact
of the LEZ on NO2 concentration levels, in this work we analyze the sensitivity of
CALIOPE-Urban to potential reductions of NOx emissions that could be caused by
a policy to improve air quality in the city without taking into account the LEZ at
this stage. In the analysis presented here, we only use a mesoscale model run that
incorporates the full emissions in the region and we force the street-scale model to
use as input explicit emissions for each street segment with a reduction of 15%. This
is a preliminary methodology to address the question of the effectiveness of such
measure. In a future work, the reductions will be considered both in the mesoscale
and urban scale models.

27.3 Preliminary Results

We start by assessing the ability of the model to represent spatial and temporal
variability of NO2 concentrations in Barcelona, then we analyze the sensitivity to a
potential reduction of NOx emissions. Figure 27.1 shows the spatial detail provided
by street-scale and mesoscale combined solutions over Eixample district for 8 UTC
9 April 2013. The increased resolution of street-scale makes possible to visualize
NO2 street gradients.

To visually analyze hourly NO2 temporal variation of the models and to evaluate
the sensitivity of the system to changes in NOx emissions we use observations from
the highly trafficked experimental campaign site of Valencia street, which has an
average daily traffic of 32,500vehicles and represents the typical street canyonpattern
with an average of 20 m building height and 20 m street width, during the period
4–8 April 2013. This period and site are chosen because they represent the main
NO2 concentration patterns found during the experimental campaign in the most
extended geometry of the city (i.e. Eixample district). Figure 27.2 shows observed
NO2 concentration levels (black) compared to CALIOPE (blue), CALIOPE-Urban
(red) and for the street-scale model using reduced NOx emissions of 15% (green).
FromFig. 27.2we can see a high difference in performance betweenmesoscale (blue)
and street-scale (red) models. Overall mesoscale is systematically under-predicting
the concentration during the central hours of the day and is not able to capture
the peaks. In contrast, street-scale represents more precisely the measured diurnal
variation, giving estimates on weekdays in accordance with observations levels and
a better reproduction of peak values. For example, on the 8th at 6 am (UTC) a
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Fig. 27.1 NO2 hourly level at 8 am (UTC) on 9th April 2013. Squares represent mesoscale 1-km
grid cell values and the inside content street-scale concentrations

Fig. 27.2 NO2 temporal variation for the period 4–8 April 2013 in Valencia Street No. 455. Left
panel shows the comparison between model configurations. On the right side, the top image is
the site street canyon and the bottom image is the site seen from above. (Observations shown in
BLACK, street-scale model in RED, street-scale model with reduced NOx emissions in GREEN
and mesoscale in BLUE)
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concentration peak found in observations (136.5 µg m−3) is better reproduced by
street-scale (128.7 µg m−3) than by mesoscale (72.4 µg m−3). It is also remarkable
the improvement of CALIOPE-Urban during the central hours of the day.

With regard to NO2 sensitivity to a 15% decrease in NOx emissions, we see
that NO2 levels systematically decrease following the same dynamics as the street-
scale model with full NOx emissions. Furthermore, on a simulation executed for the
entire period of April and May 2013 we find an average difference between the NO2

concentration outputs of these two model configurations of 5 µg m−3 producing
lower concentration values with the reduced emission configuration, a significant
reduction of NO2 levels taking into account the limitation that CMAQ was executed
with full emissions and used for background concentrations in both model runs.

27.4 On Going Work

Next steps are directed to decrease the emission uncertainties by integrating in the
system new emission and traffic data that has been collected in Barcelona, permitting
the inclusion of more realistic emission factors, traffic composition and intensity.
Then,wewill apply this newemission inventory to assess the potential impact onNO2

concentration levels of the LEZ in Barcelona by simulating the effect of restricting
the entrance to the ring-road to the banned vehicles. We will integrate the emissions
in both the mesoscale and the local scale model runs.
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75725-R and COMRDI15-1-0011-04 of the Spanish Government. Jaime Benavides PhD work
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Chapter 28
Population Exposure to Emissions
from Industry, Traffic, Shipping
and Residential Heating in the Urban
Area of Hamburg

Martin Otto Paul Ramacher, Matthias Karl, Armin Aulinger
and Johannes Bieser

Abstract This study investigates the contributions of fourmajor emission sources—
industry, road traffic, shipping and residential heating—on air quality in the harbour
city of Hamburg using a local-scale modelling system comprising meteorological,
emissions and chemical transport models. Moreover, human exposure with regard to
the overall air quality and the emissions sources under investigation was calculated.
Based on detailed emission inventories and an evaluated CTM system, this study
identifies road traffic as a major source of PM2.5 pollution and exposure during
the entire year and in almost all populated areas in Hamburg. Overall, the highest
contributor toPM2.5 concentrations is the industrial sector focussingon less populated
areas.

28.1 Introduction

Urban air quality related issues are among themost critical societal concerns. Several
studies prove a causal relation of emissions and ambient concentrations of pollutants
in urban areas on short- and long-term health effects [9] and emphasize the need
for emission reduction measures. Urban air quality management (UAQM) strongly
depends on information about the spatial distribution of emissions and their sources,
concentrations and exposure to health related pollutants. This information can be
provided by city scale Chemical Transport Model (CTM) simulations, which are
an indispensable tool to assess the current and future air quality. In addition, it is
possible to identify the contribution of individual emission sources and sectors as
well as the impact of regional background concentrations from surrounding regions,
e.g. from long-range transports of PM2.5 which are contributing largely to urban air
quality [7].
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This study investigates the contribution of the four major emission sources—
industry (13%), road traffic (57%), shipping (10%) and residential heating (7%)—on
PM2.5 concentrations in the harbour city of Hamburg. Moreover, we will investigate
the impact of regional PM2.5 concentrations, due to missing source attribution of
regional PM2.5 in the existing Air Quality Plan of Hamburg. For this we use an
urbanmodelling system comprisingmeteorological, emission and chemical transport
model systems. Moreover, exposure of the population with regard to the overall air
quality and the emissions sources under investigation was calculated. Based on this
information, which is not available at this point, it is possible to identify sources and
contributions of air pollution for the total urban area instead of evaluating the air
quality situation with measurement stations.

28.2 Detailed Emission Inventories

Emission data are probably the most important input for chemistry transport model
(CTM) systems [12] and have been identified asmajor source of improvement during
previous model studies in local scale simulations for the city of Hamburg [14].
Therefore, detailed emission inventories for NOx, O3, CO, NMVOC, SO2, PM10 and
PM2.5 have been gathered and created from various data sources to capture the major
emission sources following SNAP (Selected Nomenclature for Air Pollution) of the
European Environmental Agency (EEA).

Spatially gridded annual emission totals with a grid resolution of 1 × 1 km2 were
provided for this study by the German Federal Environmental Agency (Umweltbun-
desamt, UBA). The spatial distribution of the annual emission totals for the model
domain has been done at UBA using the ArcGIS based software GRETA (“Grid-
ding Emission Tool for ArcGIS”), which can generate regionalized emission data
sets for all SNAP sectors for the complete area of the Federal Republic of Germany
[16]. Hourly area emissions with 1-km horizontal resolution for SNAP categories
02 (domestic heating), 03 (commercial combustion), 06 (solvent and other product
use), 08 (other mobile sources, not including shipping), and 10 (agriculture and farm-
ing) were derived from the UBA area emissions by temporal disaggregation using
monthly, weekly and hourly profiles.

The gridded ship emission inventory (SNAP8) for the port area of Hamburg, is
based on a bottom-up approach using activity data based on the Automatic Identi-
fication System (AIS) and activity based emission factors for NOx, SO2, CO, CO2,
hydrocarbons (VOC), and PM [1, 6, 10]. The calculated emission totalswere spatially
distributed on a 250 m × 250 m grid according to the ship routes inside the harbor
area and ship-specific temporally distributed over a year on hourly time resolution
according to the activity data.

The traffic emission inventory is based on 15,851 line source emissions of NOx,
NO2, PM10 and PM2.5 of the Hamburg road network provided by the city of Hamburg
using a bottom-up approach with emission factors from HBEFA version 3.1 [17].
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Industry emissions (SNAP 1, 4, 5, 9) are modeled as point sources based on
emission reports (11. BImSchVG) combined with data set on European stacks by
Pregger and Friedrich [13] to account for plume rise calculations within the CTM
system.

28.3 Chemical Transport Model Set-Up and Evaluation
of Reference Runs

The coupled meteorological and Chemistry Transport Model TAPM (The Air Pollu-
tionModel,Hurley [11]was used to calculate hourly three-dimensional concentration
fields and sector contributions of multiple pollutants, including PM10 and PM2.5. The
hourly meteorological fields for the CTM study domain Hamburg (28 × 28 km2)
were obtained from the inner domain of a nested meteorological simulation with
TAPM with a 1-km horizontal resolution (28 × 28 km2 extent). The meteorologi-
cal component of TAPM is an incompressible, non-hydrostatic, primitive equation
model with a terrain following vertical sigma coordinate for 3-D simulations. The
outer domain is driven by three-hourly ECMWF ERA5 synoptic scale reanalyses
ensemble means on a longitude/latitude grid with 0.3 × 0.3°resolution. A vegetative
canopy, soil scheme, and an urban scheme with 7 urban land use classes [11] are
used at the surface, while radiative fluxes, both at the surface and at upper levels,
are also included. The terrain elevation data was adopted from the German Digital
ElevationModel [3] on 200-m horizontal resolution and the land use informationwas
adopted from the CORINE land cover database [5] on 100-m horizontal resolution
(Fig. 28.1).

Fig. 28.1 Nested meteorological domains MD1–MD5, driven by ECMWF ERA5 synoptic fields
(a). The CTM domain CTMDwith 500 m resolution and 28 × 28 km2 extent is nested within MD5
and uses by 4 × 4 km2 CMAQ regional boundary conditions (b). Population density for Hamburg
2011 with 100 × 100 m2 resolution
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The chemical transport module of TAPMwas applied for the Hamburgmetropoli-
tan area with a setup of 56 × 56 grid cells of 500 × 500 m2 each. The chemistry in
TAPM is based on the Generic Reaction Set (GRS) by [2]. To account for initial and
boundary conditions of chemical compounds, TAPM was set-up as part of a one-
way nested model chain, which coupled the model off-line to the CMAQv5.0.1 CTM
(Byun und Schere [4] driven byCOSMO-CLMmesoscalemeteorologicalmodel ver-
sion 5.0 [15] for the year 2012 using the ERA-Interim re-analysis as forcing data [8].
Thus, hourly concentrations are used at the boundaries to account for background
concentrations in the CTM domain.

28.4 PM2.5 Concentrations and Source Apportionment

Reference run outcomes for PM2.5 including all emission sources in 2012 have been
compared to air quality data from the Hamburg monitoring network (http://luft.
hamburg.de/) at four available PM2.5 measurement sites (Table 28.1). The statistical
evaluation of annual PM2.5 concentrations exhibits a good model performance with
Pearson correlation coefficients of ≥0.5 and IOA between 0.63 and 0.70. The model
tends to underestimate PM2.5 concentrations at urban stations (13ST, 20VE, 61WB)
with an NMB of −6 to −12%. At the only traffic station (64KS) the model highly
underestimates the measured concentrations with an NMB of −38%.

Due to the few measurement stations for PM2.5, comparisons for PM10 at nine
measurements sites have also been performedwhich give similar performance results
and trends. The modeled atmospheric concentrations of PM2.5 show good statistical
performances for annual, seasonal and daily averages, as well as the diurnal cycle
(not shown here).

To identify the contribution of each emission sector to the overall air quality situ-
ation the per-turbation method has been used: Based on the evaluated reference run
including all emission sources, four more simulations have been performed, each
disregarding either traffic, shipping, industrial or residential heating emissions com-
pletely. By calculating the difference of the reference run with these simulations, the

Table 28.1 Annual model performance statistics of TAPM for PM2.5 based on daily mean con-
centration at all stations with sufficient data availability in 2012 (derived with JRC Fairmode Delta
Tool v5.6)

Station
code

MeanO
[µg/m3]

MeanM
[µg/m3]

STDO
[µg/m3]

STDM
[µg/m3]

NMB
[%]

CORR
[−]

RMSE
[µg/m3]

IOA
[−]

13ST 12.50 11.16 8.51 8.33 −10.65 0.51 8.41 0.70

20VE 12.02 11.20 8.59 8.63 −6.78 0.52 8.44 0.71

61WB 13.22 11.62 8.47 9.49 −12.01 0.50 9.16 0.69

64KS 18.41 11.47 9.22 8.48 −37.67 0.51 11.21 0.63

http://luft.hamburg.de/
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Fig. 28.2 Total averaged annual PM2.5 concentration (left) and relative source contributions for
industry, residential heating, shipping activities and traffic (right) in Hamburg 2012, calculated with
the TAPM model

impact of each sector to the overall air quality is identified and the spatial distribution
of each sectors contribution can be estimated.

The PM2.5 concentrationmaxima (up to 33µg/m3) in theHamburg area aremainly
located south-west of the city-centre in the port and industrial area of Hamburg
but also in nearby residential areas. These hotspot areas are mainly influenced by
concentrations resulting from industrial emission sources (about 40%). In addition,
with up to 30% shipping contributes significantly to the high concentrations in this
area. Traffic related PM2.5 concentrations are very low in these hotspots and are
concentrated around highways and in the city centre, with contribution patterns of
high impact in the city centre (30%) and decreasing impacts towards the outskirts
(10%). The residential heating contributions to the annual average focus on the
Northern residential areas of Hamburg with maximum 15%. Except from hotspots,
the total averaged contribution of all local emission sources to PM2.5 concentrations
accounts for 70% of the total PM2.5 concentrations. The remaining 30% are mainly
due to long-range transport (Fig. 28.2).

28.5 PM2.5 Exposure to Industry, Traffic, Shipping
and Residential Heating

Based on the simulated PM2.5 concentrations on 500 × 500 m2 grid, the exposure of
population has been calculated by multiplying the concentration grids with gridded
population density on a 100× 100m2 resolution. Highest individual exposure occurs
in areas with high population density, which are in the city-centre as well as in the
residential areas in the South of Hamburg. By analyzing the exposure, it becomes
clear, that the pollution hot spots in the South-West of Hamburg are not populated.
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Fig. 28.3 Total averaged annual population exposure to PM2.5 (left) and relative source contribu-
tions to population exposure for industry, residential heating, shipping activities and traffic (right) in
Hamburg 2012, calculated with simulated TAPM concentrations (resampled to 100m2) and gridded
population density

Nevertheless, the industrial sector has the highest contribution of about 40% to
the densely populated district of Wilhelmsburg in the South of Hamburg. The traffic
sector contributes with 15% in the outskirts and up to 30% in the center to the PM2.5

exposure all over the city, while shipping has a big impact at the North West side of
the river Elbe. When it comes to the impact of residential heating, there are higher
concentrations and exposure in winter (Fig. 28.3).

28.6 Conclusions

Based on detailed emission inventories and an evaluated urban-scale CTM system,
this study identifies road traffic as a major source of PM2.5 pollution and exposure
during the entire year and in almost all populated areas in Hamburg. Followed by
industrial and shipping emissions, which have higher contribution in less populated
areas. When it comes to the impact of residential heating on PM2.5, there are higher
concentrations and exposures (about +60%) in winter. The major contributor to
PM2.5 concentrations is the industrial sector focussing on less populated areas.While
shipping emissions have their highest contribution to emissions in the harbor area,
they still have a significant impact on close by residential areas. The spatial and
temporal distribution of air pollutants from different sectors resulting from this study
were not available so far and can support future urban air quality management in
Hamburg.
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Chapter 29
Model of Emissions of Gases and Aerosol
from Nature Version 3 (MEGAN3)
for Estimating Biogenic Emissions

Alex Guenther, Xiaoyan Jiang, Tejas Shah, Ling Huang, Sue Kemball-Cook
and Greg Yarwood

Abstract Biogenic volatile organic compound (BVOC) emissions from terrestrial
ecosystems drive distributions of several atmospheric constituents relevant to air
quality and climate. BVOC emission rates can vary more than an order of magnitude
over spatial scales of a few kilometers and time scales of less than a day which
makes estimation of these emissions especially challenging. New improvements to
the Model of Emission of Gases and Aerosols from Nature (MEGAN version 3) are
described including (1) a transparent approach for assigning emission factors and
other model parameters, (2) updated emission factors and algorithms based on recent
measurements, and (3) treatments for previously unrepresented processes including
stress induced emissions and canopy heterogeneity. The estimated emissions are
compared to alternative model approaches and evaluated with aircraft measurements
of concentrations and fluxes. Remaining gaps and priorities for future progress in
biogenic organic emission modeling are also discussed.

29.1 Introduction

The overall goal of this studywas to improve numericalmodel predictions of regional
ozone and aerosol distributions by reducing uncertainties associated with quantita-
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tive estimates of BVOC emissions. Although there have been advancements in the
procedures used to simulate BVOC emissions, there are still major uncertainties that
affect the reliability of air quality simulations. This includes significant gaps in our
understanding of BVOC emissions and their implementation in numerical models
including (1) isoprene emission factors, (2) missing compounds, and (3) and unrep-
resented processes including canopy heterogeneity and stress induced emissions.
In this study, we developed new emission factors and incorporated missing BVOC
compounds and unrepresented BVOC emission processes into the Model of Emis-
sions of Gases and Aerosols fromNature (MEGAN) framework. To accomplish this,
we developed a transparent and comprehensive approach to assigning isoprene and
monoterpene emission factors and updatedMEGAN to include additional BVOCand
processes including stress induced emissions and canopy heterogeneity. We evalu-
ated MEGAN BVOC emission inventories for Texas and surrounding regions using
surface and aircraft observations and a photochemical model.

29.2 MEGAN Emission Factor Processor

One of the study objective was to develop a database system that provides a trans-
parent approach for estimating BVOC emission factors. A transparent approach for
determining emission factors and other variables would facilitate efforts to assess and
improve biogenic emission models. An Emission Factor Processor for MEGAN3
(MEGAN-EFP) was developed as an open source Python code to ingest driving
variables and calculate landscape scale biogenic emission factors and other model
drivers. The approach is flexible so that users can use any available landcover and
emissions data and can investigate the performance of various datasets. A data quality
rating system was implemented so that the user can choose to omit low quality data.
The framework was implemented for BVOC emissions, specific leaf area and emis-
sion light dependence fraction and can be extended to include other plant and soil
traits that can vary spatially. The framework is illustrated in Fig. 29.1. The emission
factors calculated with theMEGAN-EFP are highly transparent in that the landcover
and emission data that they are based on can be traced back to specific publications.

29.3 Isoprene and Monoterpene Emission Factor Data

TheMEGAN-EFP currently includes over 10,000 biogenic emissions measurements
from more than 200 studies. There are many other measurements published in the
literature and the database will be extended in the future and is expected to guide and
motivate new measurements that can fill gaps in the existing database. About half of
the isoprene and monoterpene emissions data in the MEGAN-EFP are from studies
that were conducted during the decades between 1960 and 2000 and are referred to
here as the Twentieth Century Emissions Database (TCED). The TCED is a synthe-
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Fig. 29.1 Schematic of the MEGAN-EFP input and output data

sis of emissions measurements that include qualitative data, often only indicating
whether a plant species emits or does not emit isoprene or total monoterpenes, or
are highly uncertain and do not follow the protocols considered necessary to obtain
high quality data as described by Niinemets et al. [4].

To demonstrate the MEGAN-EFP, we synthesized, reconciled and calculated iso-
prene and monoterpene (terpenoid) emission factors for Texas and the surrounding
region. High quality enclosuremeasurements of isoprene emissionwere available for
a large fraction of the tree species that comprise most of the total isoprene emissions
in Texas and were integrated into the MEGAN-EFP. Utilizing the MEGAN-EFP, it
was determined that almost all the Texas isoprene emitting trees are members of
just three genera (oaks, sweetgum, tupelo/gum), all of which have had at least one
species investigated with state-of-the-art techniques. We compared these emission
factors with those used in the EPA’s Biogenic Emission Inventory System [5] and
MEGAN v2.1 [1]. The comparison demonstrated that the differences between BEIS
and MEGAN isoprene emission estimates are primarily due to the specific leaf area
(the leaf area to leaf mass ratio) estimates and reconciled discrepancies between leaf
enclosure and aircraft estimates of isoprene emission factors. One tree genera, the
oaks, is highly diverse with many species that have not been studied so the possibility
exists that some of these oak speciesmay emit isoprene at substantially different rates
than those that have been studied. The assessment also revealed that there are no high-
quality isoprene emission data for tree species other than the high isoprene emitters.
This allows the possibility that some of the tree species thought to be non-emitters
may have non-zero emission rates. The available monoterpene emissions data were
incorporated into the MEGAN-EFP but there were no high-quality enclosure mea-
surements ofmonoterpene emissions. Aircraft monoterpene fluxmeasurements were
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incorporated into the database and currently are the best approach for constraining
monoterpene emission factors.

29.4 MEGAN3 Sensitivity and Evaluation

A comparison of MEGAN2.1 andMEGAN3, with the emission factors generated by
the initial runs of the MEGAN-EFP, indicated that the MEGAN3 isoprene emissions
were considerably lower than MEGAN2.1 and in better agreement with aircraft flux
and concentration measurements. Generally, there was a reduction in monoterpene
emissions calculated in MEGAN3 relative to MEGAN2.1 that degraded agreement.
Concentration comparisons using the Comprehensive Air Quality Model with exten-
sions [6] indicated that estimates ofmonoterpenes aloftwere often considerably lower
using theMEGAN3 estimates. The cause of the reduction of monoterpene emissions
in MEGAN3 is not known, but is under investigation. Assessment of the new stress
algorithms (high temperature, low temperature, high winds, high ozone) incorpo-
rated into MEGAN3 indicated that there was relatively little impact on isoprene and
monoterpenes using the initial parameterizations that are a conservative representa-
tion of these processes. These stresses are expected to have a greater impact on other
BVOC.

29.5 Conclusions

MEGAN3 can be used to provide biogenic emissions estimates that aremore accurate
than MEGAN2.1 as demonstrated by comparison to aircraft flux measurements.
MEGAN3 also facilitates assessing and improving individual model components
including emission factors, canopy and soil environment conditions, and response
functions which should lead to improvements over alternative models that are based
on outdated emission factors and model algorithms.

The MEGAN3 framework can be used for assessing available landcover and
emissions data and identifying gaps. The available landcover and emissions data that
were incorporated for the initial database used for this project improved isoprene
emissions for the regions investigated by the 2013 SAS aircraft study. Discrepancies
between enclosure and aircraft measurements of isoprene emissions were reconciled.

Distributions of tree species, the major source of isoprene and monoterpene emis-
sions, can be adequately estimated with existing landcover data in forested regions of
southeast and southcentral US. Additional efforts are needed to improve tree species
distributions in urban and savannah locations. Isoprene and other VOC emission
studies have focused on closed canopy forests. The performance of models in open
canopies in savannas and shrublands has not been well characterized and the exist-
ing landcover data, canopy environment and isoprene response functions may not be
suitable for these landscapes.
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29.6 Recommendations for Future Work

Forests are an important source ofmonoterpene emissions, but the rates remain highly
uncertain. High quality measurements of monoterpene emission factors should be
conducted to characterize the dominant vegetation. Emission factors for isoprene,
including low or zero emissions, and other compounds, including sesquiterpenes and
stress compounds, could be estimated by the same study.

The oaks are a diverse genus and include some European species that do not emit
isoprene. The isoprene EF of more of the dominant oaks, including the savannah and
shrub oaks that are relatively understudied, should be investigated with high quality
measurements to quantify any within-genera variation.

Soil NO emissions are important in agricultural areas. Improved crop landcover
and nitrogen fertilizer rate distributions should be incorporated into MEGAN along
with advances in representation of other processes controlling soil NO emissions [2].

Further development and testing of MEGAN3 is recommended, including inte-
gration of additionalMEGAN-EFP landcover and emissions data especially non-tree
landcover, compounds other than isoprene and monoterpenes, and regions outside
of southeastern and southcentral US.

Questions and Answers
Questioner: Clemens Mensink, Flemish Institute for Technological Research
(VITO)
Question:Howdoyou assign emission factor quality (J rating) –what are the criteria?
Answer: This is an important question that points directly to the need for community
engagement in developing theMEGAN3 emission factor database. At this stage, only
emission factors that were developed according to the Niinemets protocols [4) are
assigned the highest quality rating (J = 4) with the majority of data assigned one of
two low quality ratings: J= 0 for semi-quantitative screening studies conducted pri-
marily in the 1960s–1980s using static branch enclosures to characterize understory
and/or cut branches and J = 1 for more recent measurements that do not meet the
Niinemets protocols. Having a quality rating provides motivation and opportunity
for wider community engagement in assigning quality ratings as well as expanding
the emission factor database. A primary motivation for developing the MEGAN3
emission factor preprocessor (EFP) is to encourage community-wide contributions
that improve MEGAN3 for everyone.

Questioner: Paul Makar, Environment and Climate Change Canada
Question: Can the MEGAN canopy model provide information on light intensity at
different heights within the forest canopy that could be used to drive air chemistry
models?
Answer: The off-line version of MEGAN has a canopy environment model that
explicitly simulates leaf-level light intensity and temperature on both sun and shade
leaves at five canopy levels and could be adapted to drive photolysis rates for air
quality models. [3] have demonstrated the importance of including in-canopy pho-
tolysis, chemistry, and turbulence in air quality model simulations and an effort to



192 A. Guenther et al.

integrate the drivers for these processes with those for canopy BVOC emissions is
needed.

Questioner: Xuesong Zhang, University of Toronto, Earth, Atmospheric and Plan-
etary Physics
Question: It would be interesting to evaluate MEGAN3 VOC emissions over exten-
sive natural forests such as Boreal, Amazon and Equatorial African regions.
Answer: We agree completely that more evaluation of MEGAN3 is essential and
look forward to global model applications and additional observations that can pro-
vide such evaluation and, importantly, improve the MEGAN3 input databases and
then share the improvements with the modeling community. A primary motivation
for developing the MEGAN3 emission factor preprocessor (EFP) is to encourage
community-wide contributions that improve MEGAN3 for everyone.
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Chapter 30
Modelling the Temporal and Spatial
Allocation of Emission Data

Volker Matthias, Jan Arndt, Armin Aulinger, Johannes Bieser
and Markus Quante

Abstract Atmospheric chemistry transport models (CTMs) need spatially and tem-
porally resolved emission data as input. Atmospheric concentrations of pollutants as
well as their deposition depend not only on the emitted amount but also on place and
time of the emissions used for the model calculations. Available emission invento-
ries, both regional and global ones, typically provide annual emissions of specific
substances on a predefined grid. Often, this grid is of coarser resolution than the
model grid and the temporal resolution is not higher than monthly. In addition, many
species like volatile organic compounds (VOCs) or particulate matter (PM) are only
given as lumped sums and not split into their chemical components. This requires
further processing of the emissions in order to produce sufficiently resolved data sets
for follow-up CTM runs. As a consequence, emission models were developed for
the purpose of creating “model-ready” emissions. They use methods that depend on
the emission sector and the additional data available for the disaggregation of the
inventory data, e.g. land use and population density data. Recently, new methods for
specific sectors like agriculture, residential heating and traffic have been developed.
The most commonly used global and regional emission inventories are summarized
and an overview of currently applied methods to spatially and temporally disaggre-
gate emission inventory data is given. Particular emphasis is laid on the temporal
disaggregation by presenting methods that allow the creation of individual time pro-
files for each model grid cell.

30.1 Introduction

Atmospheric chemistry transport models are applied for investigating the interac-
tions between emissions from different sources and their influence on the spatial
and temporal distribution of pollutant concentrations. These models need accurate
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information on the chemical reactions, the meteorological situation and on the emis-
sions of gases and particles into the atmosphere. Many studies have emphasized the
importance of when and where substances are released into the atmosphere for the
reliability of air quality predictions, for example [4, 5, 8].

Anthropogenic emission data is typically provided in emission inventories. They
contain annual national totals for a number of emission sectors. Sometimes, the data
is given on predefined grids, however, a temporal emission distribution is usually
not given. Here, we present methods that are currently used to produce temporally
and spatially resolved emission data for certain emission sectors. Most of them
are top-down approaches that use surrogates like population density to spatially
distribute emission data. Bottom-up methods require much more information about
the properties of the emission source but they have a larger potential to produce
detailed and realistic emission data.

30.2 Emission Inventories

Emission inventories contain data from many emission sources which are combined
into aggregated emissions for a certain time span and region and for a number of
reactive substances. Typically, they are given as annual sums for a specified country.
A number of global and regional inventories with free data access exist. More infor-
mation about their availability for chemistry transport model applications is given in
a review paper by Matthias et al. [11].

Emissions are classified into sectors. In these sectors emissions from any type
of units used for the same purpose and with similar properties are combined and
their emissions are added up. Examples are, among many others, heating systems in
households, power plants, small industrial facilities in a certain production sector or
cars and trucks. Specific nomenclature systems exist for these emission sectors. They
might be very broad like in the SNAP (Selected Nomenclature for Air Pollutants)
system that contains 11 sectors or much more detailed like the European NACE sys-
tem (Statistical Classification of Economic Activities in the European Community),
the Nomenclature for reporting (NFR) system used in the United Nations Frame-
work Convention on Climate Change (UNFCCC) or the NEI (National Emission
Inventory) standards used in North America. They might contain several hundreds
of sub-sectors and sub-sub-sectors. On the other hand in many regions of the world
information about emissions to air are still very sparse.

The chemical components (or “species”) included in emission inventories mainly
consist of SO2, NOx, CO, NMVOC, NH3 and PM. Some species are in fact mixtures
of substances and need to be split into individual molecules (e.g. for NOx = NO +
NO2) or groups of molecules (e.g. for NMVOCs) before they can be used in CTMs.
For NMVOCs, it depends on the chemical mechanism implemented in the chemistry
transport model, how a split needs to be done. For PM, sometimes components
are defined like Black Carbon (BC) and Organic Carbon (OC), which are reported
separately and treated individually in CTMs.
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30.3 Emission Disaggregation

30.3.1 Horizontal and Vertical Disaggregation

Emission inventories that are given in gridded format like EDGAR [15] or the
ECLIPSE emissions from the International Institute for Applied System Analysis
(IIASA) [10] are provided on spatial resolutions between approximately 0.1 × 0.1
degrees and 0.5× 0.5 degrees. Atmospheric chemistry transport models, on the other
hand, often use other spatial resolutions and other map projections. Therefore, the
emission data needs to be re-gridded.

This can be done with rather simple interpolation methods where no other infor-
mation about the emission sources is considered. Other methods use so called proxy-
data that contains spatial information related to the emissions for distributing them
on a new grid. Taking for example the residential heating sector, the assumption
here is that the emissions depend on the population density. The emissions from this
sector would first be aggregated for a larger area, e.g. based on annual sales statistics
for energy carriers in a specific country. Then, they would be distributed following
population density data that is available on a very high resolution grid (down to 1×
1 km2). Afterwards, the data would be newly aggregated on the grid used for the
chemistry transport model runs, if this is necessary.

Frequently, emissions depend on meteorological quantities, and here in the first
place on ambient temperature. This is especially the case for residential heating
emissions, but it also applies to emissions from agriculture or evaporative emissions
from cars. Consequently, these emissions can be spatially—and temporally—disag-
gregated following the meteorological data that is necessary to run the chemistry
transport model system. Aulinger et al. [1] presented a study where they disaggre-
gated national emission totals for benzo(a)pyrene according to heating demandwhich
is obviously temperature dependent.

Emission strengths do not vary only horizontally, there are also large differences
in emission height. Large power plants, industrial facilities, and, e.g., ships have high
stacks that release their emissions in high altitudes. In addition, the exit velocity and
the temperature of the exhaust gas need to be considered when the emissions shall be
vertically allocated. Bieser et al. [3] calculated more than 40,000 vertical emission
profiles for six pollutants and various meteorological conditions using algorithms
implemented in the SMOKEmodel [7]. These profiles were clustered into 73 groups
usinghierarchical cluster analysis. They contain effective emission heights for several
SNAP sectors and can be used as representative emission heights in regional model
applications for Europe. However, this approach could still be improved when more
information about stack properties in a number of countries would be available.
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30.3.2 Temporal Disaggregation

Most of the emission inventories provide only annual values, however, some contain
seasonal variations with monthly emission maps (e.g. HTAP2.2 [9], ECLIPSE [10]
or REAS 2.1 [14]). For model ready emission data, the temporal variation of specific
source sectors is considered via the application of typical time profiles. They are
typically divided into fixedmonthly, weekly and daily variations with no dependence
on season or location.

However, the spatial and temporal allocation of emissions can be improved, as
some publications demonstrated for ammonia [2, 6, 17]. Skjoth et al. [17] and Backes
et al. [2] proposed to split emissions from agriculture into animal husbandry, manure
management and fertilizer use. Emissions from stables can be modelled according
to ambient temperatures and wind velocity, manure management needs to follow
legislative restrictions and fertilizer use depends on season and crop growing times.
A similar approach was followed by Hendricks et al. [6] for agricultural emissions
in the Netherlands.

Menut et al. [12] investigated diurnal cycles of traffic emissions in several Euro-
pean cities. They found significant differences between northern European cities and
those in the South and considered this in their regional scale chemistry transport
model calculations with the CHIMERE model. Mues et al. [13] followed a simi-
lar approach for traffic emissions in Germany. Both studies revealed similar results.
While correlation coefficients for NO2, O3 and PM2.5 were improvedwhen themodel
results were compared to observations, the mean concentrations showed only small
changes. Figure 30.1 shows the temporal variation of hydrocarbon (HC) emissions
from traffic in Germany. The time profile was developed within the German project
“Verkehrsentwicklung und Umwelt II (Traffic development and the environment
II)” [16]. There, it was demonstrated that the largest part of the HC emissions stems
from tank evaporation. These and the emissions due to cold starts are temperature
dependent, which was represented in the emission data set.

Fig. 30.1 Temporal distribution of daily emissions of volatile hydrocarbons (HC) from traffic in
Germany
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30.4 Summary and Outlook

Detailed emission data is crucial for 3D atmospheric chemistry transport model
calculations. This concerns not only emission totals but also their temporal and spa-
tial distribution. Because emissions cannot be constantly monitored for all relevant
sources, well suited proxy data can help distributing bulk emissions from certain sec-
tors. Heating emissions from households, emissions from animal husbandry as well
as evaporative emissions from cars all depend on ambient temperatures and partly
also on wind. Therefore, meteorological data often serves as good proxy for their
spatio-temporal allocation. This way, the proxy data is calculated as in a bottom-up
approach and then used to distribute the bulk emissions given on national level.

Large parts of the data that is collected for traffic monitoring could be used to
improve the representation of these emissions in chemistry transport model systems
in the future. This holds not only for cars and trucks but also for ship traffic and
aviation. However, besides the availability of that data for research purposes, new
data science technologies need to be developed for handling such large amounts of
unstructured data.

Questions and Answers
QUESTIONER: Greg Yarwood
QUESTION: Are gridded inventories a limitation for industrial point source emis-
sions in particular?
ANSWER: Yes, they are. The emissions will be taken as an average over the entire
grid cell, which means that they are drastically diluted if the grid is rather coarse.
This will have consequences for the dispersion of the emissions and the chemical
transformations. In addition, if the location of a point source within the grid is not
exactly given, it cannot be attributed to the correct grid cell on a finer grid. This might
cause significant errors in the location of a source when the data is re-gridded.
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Chapter 31
A High-Resolution National Emission
Inventory and Dispersion Modelling—Is
Population Density a Sufficient Proxy
Variable?

Niko Karvosenoja, Ville-Veikko Paunu, Mikko Savolahti, Kaarle Kupiainen,
Ari Karppinen, Jaakko Kukkonen and Otto Hänninen

Abstract Air quality modeling at high spatial resolution over large domains enables
comprehensive health impact assessment. Spatially finely resolved emission invento-
ries are a crucial component for reliable modeling. Spatialization of emissions from
disperse emission sources (e.g. road transport) is performed using GIS-based spatial
information, i.e. spatial proxies (e.g. road network and traffic volume data). For some
important emission source sectors, however, it is challenging to define proxies that
adequately represent the spatial distribution of emissions, and, for the lack of more
representative information, population density is often used as a proxy. However,
that is rarely a realistic representation and might distort the resulting assessments
of their population exposure and health impacts. This study presents the impacts of
the spatial allocation process and its improvements for machinery sector, by using
an emission model at 250 m grid resolution in Finland. The corresponding influence
on the modeled population exposure to PM2.5 is also presented. The improvements
in the gridding procedures had a substantial impact on the modeled concentrations,
especially in areas with denser population. For example, the emissions in Helsinki
area from the machinery sector decreased by 41% due to the improvements. We con-
clude that it is necessary to usemore realistic spatial proxies instead of the population
density for evaluating the emissions originated from various emission categories.
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31.1 Introduction

Spatially resolved emission inventories are an important input for air quality models.
The quality of emission data depends on the uncertainties of several components
of the inventory, e.g. activity data, emission factors and spatial representation of
emissions. The uncertainties associated with activity data and emission factors in
different sectors have been relatively widely assessed at regional and national level
(e.g. [3, 5]). However, the impact of the accuracy of spatial disaggregation of emis-
sions, i.e. gridding, has been less studied, but it has been identified to be potentially
considerable [6].

The required spatial resolution of an emission inventory depends on the scale and
impact end-point considered in an air quality model. With global to regional level
models that describe mainly the long-range transboundary effects, an emission grid
resolution of from 25 to 100 km is often considered to be adequate. As for regional
to local level modeling that describe also the impact of local emission sources, it is
commonly necessary to use spatial representation at grid resolutions down to 1 km or
finer. Especially for primary pollutants that show strong concentration gradients, e.g.
fine particulate matter (PM2.5), gridding of emissions to fine horizontal resolution is
required for reliable impact assessment.

Gridding of emissions from disperse emission sources (e.g. road transport) are
typically performed using GIS-based spatial information, i.e. spatial proxies (e.g.
road network and traffic volume data) to represent the spatial distribution of emis-
sions. Therefore it is crucial to select appropriate proxies for different emission
source sectors. Most commonly used proxies are road network data for road trans-
port, industrial land use for industrial emissions and population density for a wide
variety of emission sources [7]. However, especially population density data rarely
represents adequately the spatial distribution of emissions at fine spatial resolution.
Zheng et al. [9] showed that the importance of more sophisticated proxy choices than
population density increased at spatial resolutions below 25 km.

Some of the more challenging sectors for emission gridding include residential
wood combustion and diesel machinery [7, 8]. For example, for residential wood
combustion information about the location and use of wood stoves is often scarce or
lacking. Another spatially challenging emission source category is diesel machinery
used in urban areas, which includes various types of equipment operating in con-
struction and maintenance works at multitude of environments. These sources are
often spatially allocated in emission inventories using population density informa-
tion as a proxy. This study presents an improvement of the gridding procedure for
machinery in the Finnish regional emission model FRES. The influence of using
more sophisticated gridding proxies than population density was demonstrated with
modeled population exposure results at 250 m grid resolution.
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31.2 Methods

The Finnish Regional Emission Scenario (FRES) model [2] is an air pollution inte-
grated assessment framework covering all anthropogenic emission sources in Fin-
land. The dispersion of primary PM2.5 uses source-receptor relationships at 250 m
horizontal grid resolution [1] based on the urban scale multiple source Gaussian
model UDM-FMI.

31.3 Population Exposure Due to Machinery
Emissions—Impact of Gridding

In the context of this study,machinery refers to traffic or stationary apparatus powered
with diesel or gasoline engines used in various working environments (Table 31.1).
The diversity of the environments brings a challenge to the estimation of their average
location distributions.

The most straightforward machinery activity types from emission gridding point
of view are agricultural and forestry machinery and, to some extent, industrial
machinery. Their average activities can be attributed to agricultural, forest and indus-
trial land use types, respectively, that are typically available as GIS data to be used
as gridding proxies.

However, a considerable fraction of machinery used in various types of building,
construction and maintenance activities are more challenging to estimate spatially
(Table 31.1). In an earlier version of the FRES model, these activities were gridded

Table 31.1 Main machinery and activity types in Finland. The improved types given in italics

Main machinery type Main activity types Activity 2015 (TJ a−1)

Agriculture tractors, combine harvesters Agriculture 7160

Forest tractors, felling machines, chain
saws

Forestry 3828

Snow mobiles, ATVs Agriculture, forestry 2083

Forklift trucks, industry tractors Industry 2890

Cranes Building, industry 532

Road graders Road constr. and mainten. 469

Wheel loaders, dumper trucks Roads construction, mines 5093

Excavators Building, roads, industry 5990

Other maintenance machinery Building, street mainten. 1434

Lawnmowers Residential, greeneries 1172

Diesel generators Road constr. and mainten. 1373

Diesel compressors Building, street constr. 496
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using population density data as a proxy. This has been improved to more diverse
proxy types given in Table 31.2.

The improvement in the gridding procedure moved a considerable amount of the
emissions originated from construction and maintenance machinery from areas with
a relatively dense population to locations that are probably more realistic. As an
example, the estimate of machinery PM2.5 emission in Helsinki area decreased from
135 to 80 Mg a−1 due to reallocation of spatial distribution (Fig. 31.1). Respectively,
the emission estimates increased in less urban locations of Finland, e.g., mining areas
and along main highways, due to the use of respective spatial proxies.

The reallocation of emissions had a considerable impact on resulting modeled
population exposure to PM2.5. Population weighted concentration due to machinery
emissions over the whole Finland decreased from 0.39 to 0.24 µg m−3 with the
improved emission gridding. These equal to 8% and 5% contribution of the total
population exposure to PM2.5 in Finland, respectively.

Table 31.2 Activity types
and spatial proxies used in the
improved emission gridding

Main activity type Spatial proxy

General building and
construction machinery

Population density

Road and street construction
and maintenance

Roads and streets
activity-weighted

Mining Mining areas

Residential and greenery
maintenance

Detached house and greenery
areas

Fig. 31.1 Spatial distribution of PM2.5 emissions from the machinery sector in Helsinki area
(a) before (emission in the area 135 Mg a−1 in 2015) and (b) after the improvements in emission
gridding (80 Mg a−1)
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31.4 Conclusions

The improvements in gridding implemented for PM2.5 emissions originated from
machinery had a substantial relative impact on the modeled concentrations and the
resulting population exposure. Although the improvement considered less than half
of the machinery activities (i.e. excluding agriculture, forestry and industry machin-
ery), it decreased the predicted population exposure caused by all machinery by 38%,
calculated over the population of Finland in 2015. Similarly, more drastic overes-
timation of health impacts due to flawed use of population-based proxy has been
shown also for PM2.5 emissions originated from residential wood combustion [4].

This paper has shown that it is necessary to use more realistic spatial proxies than
solely the population density for evaluating the emissions originated from different
emission categories.

Questions and answers

Questioner 1: Richard Menard
Question 1: Do you think we can get a quantification of the emission uncertainty as
this would be important for example for top-down emissions?
Answer 1: Quantified uncertainty estimates for emission inventories widely exist
concerning activity data and emission factor uncertainties in different emission source
sectors and different pollutants (e.g. [11, 12]). However, the impact of assumptions
for the spatial disaggregation of emissions on uncertainties is often lacking (e.g.
[14]). When, e.g., a country-level top-down emission inventory is used as a basis for
a city-level air quality assessment modelling, the method of spatial disaggregation
of emissions within the country might increase the emission uncertainty for the area
in question considerably. Thus, the Question 1 in the context of gridded emission
inventories is highly relevant and important. Estimates on the uncertainties of gridded
emission inventories have been presented (e.g. [10]), however, methods to quantify
the uncertainties arising from spatial disaggregation are still being developed by
various inventory reserch teams.

Questioner 2: Volker Matthias
Question 2: How do you know how much wood is consumed in the countryside and
how much in cities [in residential wood stoves]?
A2: The question refers to the gridding procedure for residential wood combustion
emissions used in the Finnish FRES model that uses house locations as a basis for
gridding and takes into account differences in average wood use per household in
different types of houses in different sizes of settlements [13]. The data on average
wood use per household are based on questionnaires.
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mental impact assessment of airborne particulate matter: the effects of abatement and management
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Chapter 32
Modeling of Leisure Craft Emissions

Lasse Johansson, Jukka-Pekka Jalkanen, Erik Fridell, Ilja Maljutenko,
Erik Ytreberg, Martin Eriksson, Eva Roth and Vivian Fischer

Abstract Commercial shipping fleet and its emissions can be modeled in detail,
but the emission from leisure craft are often invisible for activity based, bottom-up
emission inventories. A new model (FMI-BEAM) describes the emissions from the
leisure craft fleet in theBaltic Sea area, complementing the existingSTEAMemission
modeling suite. BEAM combines information from over 3000 boat marina locations,
national small boat registries, Automatic Identification System data and boat survey
results to derive leisure boat emissions for over 250,000 boats around the Baltic Sea
coastline. The location of marinas and boat counts were determined from satellite
images and other available data. With the BEAM leisure craft simulation model the
spatial and temporal distribution of air emissions can be estimated. The presented
results describe our first attempt to generate fuel consumption and emission inventory
for small boats which have been underrepresented in current emission inventories.
Small boat activity often occurs near the coastline in vicinity of populated areas
and leisure craft emissions contribute to local air quality. The emissions of carbon
monoxide and hydrocarbons are high compared to the emissions of commercial
shipping, because very high emission levels are allowed for old small boat engines
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according to current legislation. The approach described in this paper can be applied
in larger scale, for example to cover European coastlines in the future.

32.1 Introduction

In contrast to commercial marine vessel traffic, small boat activities in the Baltic Sea
cannot be estimated based on the Automatic Identification System (AIS), because
AIS-equipment is not mandatory for boats. Since little or no information exists on
the activities of boats, their contribution has all but been ignored in environmental
impact studies of shipping. In many Baltic Sea countries, like in Finland for example,
data of fuel sold to recreational boats are not collected and incomplete statistics
exists for the number of boats and their locations in the Baltic Sea coastline. This
makes assessments of small boat fuel consumption and emissions very challenging.
This is in contrast with large marine vessels, for which our earlier work with Ship
Traffic Emission Assessment Model (STEAM) [1, 2, 3, 4] can be applied. In this
paper we present an approach which is applicable for small boats, which are not well
presented in STEAMemission inventories. This approach is called theBoat Emission
and Activity siMulator (BEAM) and it extends the capabilities of the waterborne
emission modeling to the part of traffic which is not visible in AIS. In short: STEAM
is for ships, BEAM is for boats.

32.2 Materials and Methods

The data available for small boat emission modeling varies by country. Countries
like Finland do not keep track of boat marina locations or boat counts in the Baltic
Sea coastline. A national boat registry is available, but it does not distinguish boats
used on the coast of the Baltic Sea and inland waters. Further, no statistics exist for
fuel sold to small boats or emissions and their spatio-temporal distribution.

Temporal distribution of boating activity

While AIS-data cannot be used to produce reliable pleasure boat activity data, AIS-
data does contain enough small pleasure crafts for the estimationof temporal variation
of activities. The resulting temporal variation of activities can be used across the
Baltic Sea for all pleasure craft. It should be noted the ships that are not IMO-
registered but still sendingAIS-messages can also be pilot vessels, Search andRescue
(SAR) craft, small tugs and service vessels. Thus, leisure boats need to be filtered
out from the AIS data.

AIS data from Helcom from period 2014-2016 and the STEAM model was used
in this analysis. First, a collection of boats was isolated from the AIS-data. These
were filtered out from the overall AIS data using criteria like (a) Active only during
1st May–30th September, (b) travel distances not exceeding a selected threshold
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value, (c) not included IMO registry and (d) vessel is not active regularly. Using
the conditions above, approximately 2000 unknown vessels were filtered for further
analysis. A clear majority of these ships are Swedish, Danish and German vessels.

Naturally, the start of the boating season may have large annual variation depend-
ing on the harshness of winter each year; the length of season and intensity of activity
are affected by summer weather conditions. The boating activity may start at dif-
ferent times depending on the latitude and may vary according to summer weather
conditions, but inclusion of these features is left for future work. According to the
estimated profile, June-August contains approx. 75% of all activities and there is a
strong diurnal variation and weekends during 10 am–2 pm have the highest activi-
ties and public holidays and summer vacation period start are visible. This temporal
profile is also consistent with the distribution of voluntary SAR missions which can
be indirectly linked with leisure boat activity.

Geographical distribution of boat activity

Since little or no information of the geographical distribution of pleasure boat activi-
ties exists, the approach taken in this studywas tomodel the geographical distribution
based onmarina locations. The key assumptionwas that the geographical distribution
of leisure craft activities can be associated to the vicinity of marinas. This assumption
is based on the findings of the Swedish survey [5] which indicates that 90% of boats
operate near their marinas.

A list of pleasure craft marinas (boat place counts, location) for each riparian
state was collected based on survey data, existing national studies and satellite image
analysis. The list includes more than 3000 locations for leisure boats in the Baltic
Sea area and accounts for more than 250,000 boats in total. It should be noted that
the list of boat mooring place counts and locations are indicative and their main
purpose is to geographically distribute pre-defined national pleasure boat activities.
The activity is simply spread out as a Gaussian distribution around marina, but it
has been assumed that boats favor the coastline and archipelagos, which extend the
range of their activity.

Technical description of the Baltic Sea boat fleet

The Swedish small boat survey describes the national vessel fleet operating along
the Baltic Sea coast in detail. Data at this level of detail was not available for other
countries, but since almost half of the small boats are of Swedish origin and simi-
larities could be seen between the use and composition of Swedish and Finnish boat
fleets, which together cover about 2/3 of all boats in the area, we assume that fleet
description and usage of boats in the Swedish fleet apply to all boats in the Baltic
Sea.
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Fig. 32.1 Geographical distribution of the modeled leisure boat fuel consumption in the Baltic Sea
area
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32.3 Conclusion

The annual total fuel consumption of the Baltic Sea fleet is around 61,000 tons which
is about 1.3% of the fuel consumed (and CO2 emitted) by the Baltic Sea commercial
shipping fleet. Figure 32.1 describes the geographical distribution of small boat fuel
consumption, which is mostly concentrated along the coasts, but archipelago areas
are also visible, because these are popular boating areas.

However, boats are already a more significant source of hydrocarbons than the
commercial shipping fleet; the HC emissions from leisure craft in July are 6.5 times
those of the large ships. Also, emissions of CO from boats during July are 2.5 times
the corresponding amount from large ships. This work provides a rough estimate
of the contribution of small boats to waterborne traffic emissions. The results are
prone to large uncertainties concerning boat activities, but these can be reduced with
further work. Our approach to small boat emission modeling is applicable to other
areas, but care must be taken to adjust the activity totals and temporal distribution to
fit local conditions.

One question from Kaarle Kupiainen was received after this talk in ITM2018.

“Does the PM estimate consider the influence of lubrication oil on emissions for
especially the older gasoline two-stroke motors?”

Our response: The approach presented in this paper is not sophisticated enough to
incorporate the PM emissions from lubrication oil. In principle, if emission factor
measurements for small boat engines were conducted with enough detail, this could
be determined by following typical chemical markers arising from lubrication oil.
Currently, however, this is not done.
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Chapter 33
Characteristics and Mitigation
of Vehicular Non-exhaust Particle
Emissions in Nordic Conditions
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Ari Karppinen, Jaakko Kukkonen, Leena Kangas, Mari Kauhaniemi,
Bruce Denby and Otto Hänninen

Abstract Assessment of air pollution health effects of road traffic should accurately
characterize also the non-exhaust sources to support efficient emission mitigation.
The use of the recently developed new-generation non-exhaust emission models
opens new opportunities to extend and improve the traffic PM emission factors and
the emission inventories. This study utilizes the non-exhaust emission model NOn-
exhaust Road TRaffic Induced Particle emissions (NORTRIP) to evaluate the PM10
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and PM2.5 emission factors separately for different climatic zones, road and street
categories, and road maintenance practices in Finland. The non-exhaust emissions
are influenced by climatic and weather factors, especially the road surface moisture,
and have seasonal peaks particularly in winter and spring, due to enhanced formation
of layers of street dust and their suspension to the air. The results demonstrated that
changes in the selection of the types of winter tyres and their use, as well as road
maintenance interventions could substantially reduce the non-exhaust emissions,
especially in spring. Data gaps were identified in collecting the relevant inputs for
the model. The methods presented in this study could be used at least in the whole
Northern part of the world, i.e., the Nordic countries and Northern Central Europe,
Northern Russia, North America, and parts of China and Japan.

33.1 Introduction

Modern emission abatement technologies are reducing the particle emissions from
vehicular exhaust sources, but the non-exhaust sources remain a challenge. Studies
and inventories of road traffic emissions should accurately characterize the non-
exhaust sources to support efficient emission mitigation to the benefit of air quality
and human health. In the Nordic countries key sources of non-exhaust PM emissions
are wear products from pavements, tyres and brakes as well as sand and salt used
for traction control [3, 4]. Additionally climatic and weather factors, especially the
road surface moisture, influence the ambient emissions and result in seasonal peaks
particularly in spring, due to enhanced formation of layers of street dust and their
suspension to the air. With all these influencing factors the system guiding the non-
exhaust PM emissions is complex and it is often difficult to identify the main sources
or formulate recommendations on how to most efficiently reduce emissions in dif-
ferent locations. Our thinking is that a method to overcome these challenges is to use
generalized, process based models for estimating non-exhaust PM emission factors
that would better represent emission characteristics in broader weather, traffic, road
and street conditions. However, there are not that many models available for the time
being. In this work we utilized the recently developed and published non-exhaust
emission model NOn-exhaust Road TRaffic Induced Particle emissions (NORTRIP)
[1, 2, 4] to estimate the PM10 and PM2.5 emission factors for different climatic zones,
road and street categories, and road maintenance policies in Finland.

33.2 Methods

The non-exhaust emission model NORTRIP [1, 2, 4] includes a range of key pro-
cesses governing road dust surface loading, PM emissions and surface moisture
conditions. It uses the mass balance approach to estimate street surface moisture
and dust loading and calculates the emissions of both dust and salt. The NORTRIP
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model has been evaluated against air quality data by [1, 2] and they found the model
to predict the PM10 concentrations within the range of±35% of the observed values.
In this work we used the NORTRIP model to estimate and study the PM10 and PM2.5

emission factors separately for different climatic zones, road and street categories,
and road maintenance policies in Finland. To achieve this task, a range of input
data and parameters were established. During the work we found out several miss-
ing or incomplete input data sets, especially regarding traffic and road maintenance
activities.

Model input data was developed for road and street configurations and traffic data
(traffic volume, vehicle types and driving speed) based on national Digiroad (https://
www.liikennevirasto.fi/web/en/open-data/digiroad) and LIPASTO (http://lipasto.vtt.
fi/en/index.htm) databases. In Finland winter tires are compulsory duringmid-winter
and studded winter tyres are very popular with traffic shares from 76 to 94% depend-
ing on the region. Studded winter tires are allowed from 1st November until the
first Monday after Easter, but this period may vary depending on weather conditions.
Meteorological data concerning wind speed, temperature, radiation, cloud cover, and
humidity was collected from representative weather stations from the five climatic
zones in Finland. Road maintenance activity data, including information about addi-
tion of salt and sand to the road surface, were developed with an automatic traction
control (sand and/or salt) module of the model according to predefined rules that
were set using current real-life practices in the road and street network.

We calculated hourly level emission factors with the NORTRIP model for the
period January 2008 to December 2011 for each street/road category and climatic
zone combination with current road maintenance practices. The model was also used
to calculate emission factors in three policy scenario groups designed to simulate the
impact of measures intended to reduce non-exhaust PM emissions:

(1.) “Limitingdust generation” scenario group focusedon (1.1) reductionof studded
tyre usage or wear effect in cars in three cases: current use (about 80%), 50%
usage and 20% usage, and (1.2) limiting the use of traction sanding in different
urban settings.

(2.) “Efficient and early cleaning and dust binding” scenario group applied addi-
tional extensive cleaning or extensive cleaning and dust binding with state-of-
the-art machinery for highly trafficked streets.

(3.) “Maximal reduction” scenario that applies the early cleaning and dust binding
criteria with a 20% studded tyres share.

33.3 Results

Annual average non-exhaust PM10 and PM2.5 emission factors were estimated for
the climatic zones with the currently used road maintenance practices in Finland
(Table 33.1). The values in Table 33.1 are for the whole fleet; for only the light duty
traffic the emission factors were approximately 60% of the presented values. The

https://www.liikennevirasto.fi/web/en/open-data/digiroad
http://lipasto.vtt.fi/en/index.htm
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Table 33.1 Predicted four year weighted averages of the non-exhaust PM10 and PM2.5 emission
factors (mg/km/vehicle) in the climatic zones with current road maintenance practices in Finland
from 2008 to 2011. The minimum and maximum annual values are presented in brackets

Climatic zone PM10 PM2.5

Northern Boreal 226 (189–253) 18 (16–20)

Middle Boreal 199 (164–234) 17 (15–19)

Southern Boreal 182 (151–217) 16 (14–18)

Hemi Boreal 179 (158–205) 15 (14–17)

Helsinki Metropolitan Area 149 (130–169) 14 (12–16)

share of PM2.5 emissions in PM10 varied from 8 to 16%, depending on the policy
scenario (see Table 33.1 for road maintenance practices scenario). Lower PM2.5

shares were characteristic for the scenarios with a higher relative contribution from
pavement abrasion sources. There were significant differences between the road and
street categories with higher emissions on highly trafficked and high speed streets
and roads due to higher abrasion.

Relatively high variability was also observed between the climatic zone and year
specific emission factors (Table 33.1). Reasons for these still need further research
of the data, but variability in weather conditions, reflected in surface moisture and
maintenance, are possible explaining factors. Within a year the non-exhaust emis-
sion factors have seasonal peaks particularly in March and April, due to enhanced
formation of layers of street dust and favorable weather conditions to allow their
suspension to the air.

Study of the different road maintenance policy scenarios designed to simulate the
impact of measures intended to reduce non-exhaust PM emissions indicated that the
selection of winter tyre types and their use, as well as roadmaintenance interventions
could substantially reduce the non-exhaust emissions (Table 33.2), particularly in the
spring period (March-May). The reductions are pronounced for PM10 compared with
PM2.5. Both findings are expected because the measures target mostly road abrasion
and its suspension products,which have a relatively coarse size distribution compared
with the other non-exhaust sources, brakes and tyre wear that are not included in the
reduction measures.

Table 33.2 Four year average differences in PM10 and PM2.5 emission factors (%) compared with
the current practice scenario in the Helsinki metropolitan area

Scenario PM10 (%) PM2.5 (%)

All traction control with sand +10 +6

50% studded tyres −23 −12

20% studded tyres (20st) −47 −25

Efficient cleaning −9 −5

Efficient cleaning and dust binding (ec-bd) −19 −11

High reduction (combination of “20st” and “ec-bd”) −54 −29



33 Characteristics and Mitigation of Vehicular Non-Exhaust … 215

33.4 Conclusions

The non-exhaust emission factors are influenced by weather, especially the road
surface moisture, and have seasonal peaks particularly in winter and spring, due to
enhanced formation of layers of street dust and their suspension to the air. Results
demonstrated that changes in the selection of winter tyre types and their use, as
well as road maintenance interventions could substantially reduce the non-exhaust
emissions, especially in spring. We experienced challenges in developing relevant
input datasets for the model in many parts of the country and further work should
focus on filling the data gaps. The methods presented in this study could be used at
least in the whole Northern part of the world, i.e., the Nordic countries and Northern
Central Europe, Northern Russia, North America, and parts of China and Japan.

Questions and answers:
Questioner 1: Peter Jackson
Question 1: Have you considered the size distribution of traction material applied to
roads? Specifically the percent silt content?
Answer 1: Yes, the model includes the size distribution and the silt content of the
traction material as a source of particulate matter.
Questioner 2: Cristina Guerreiro
Question 2: Does the NOTRTIP model take into account the type of asphalt for
estimating asphalt wear and wear emissions?
Answer 2: Yes, the user can fill in parameters of asphalt properties related to grain
size distribution and durability of the aggregate to the model and these affect the
wear rate and subsequent emissions.
Questioner 3: David Niemi
Question 3:What specifically was talked about? Specifically resuspension of surface
material into the air?
Answer 3: The talk and the paper is particularly about emissions of PM10 and PM2.5

from non-exhaust sources to the air. The methodology includes both direct and sus-
pension/resuspension emission pathways. However, in Finnish conditions specif-
ically resuspension emissions are significant and key in explaining the high PM
concentrations in the spring period.
Question 4: Is removal of particles through settling& impaction on snowbanks, trees,
buildings included?
Answer 4: NORTRIP is an emission model. Apart from the suspension removal
mechanism, particles are removed from the road surface through drainage, by vehicle
spray and during snow removal.Accumulation in snowbanks or trees outside the road
surface is not included. Any deposition processes outside the road surface system
are not part of the emission model.
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Chapter 34
Global CO Emission Estimates Inferred
from Assimilation of MOPITT CO,
Together with Observations of O3, NO2,
HNO3, and HCHO

Xuesong Zhang, Dylan Jones, Martin Keller, Zhe Jiang, Adam E. Bourassa,
D. A. Degenstein and Cathy Clerbaux

Abstract Atmospheric carbon monoxide (CO) emissions estimated from inverse
modeling analyses exhibit large uncertainties, due, in part, to discrepancies in the
tropospheric chemistry in atmosphericmodels.Weattempt to reduce the uncertainties
in CO emission estimates by constraining the modeled abundance of ozone (O3),
nitrogen dioxide (NO2), nitric acid (HNO3), and formaldehyde (HCHO), which are
constituents that play a key role in tropospheric chemistry. Using the GEOS-Chem
four-dimensional variational (4D-Var) data assimilation system, we estimate CO
emissions by assimilating observations of CO from the Measurement of Pollution In
the Troposphere (MOPITT) and the Infrared Atmospheric Sounding Interferometer
(IASI), together with observations of O3 from the Optical Spectrograph and InfraRed
Imager System (OSIRIS) and IASI, NO2 and HCHO from the Ozone Monitoring
Instrument (OMI), and HNO3 from the Microwave Limb Sounder (MLS). Although
our focus is on quantifying CO emission estimates, we also infer surface emissions
of nitrogen oxides (NOx = NO + NO2) and isoprene. Our results reveal that this
multiple species chemical data assimilation produces a chemical consistent state that
effectively adjusts the CO–O3–OH coupling in the model. The O3-induced changes
in OH are particularly large in the tropics. We show that the analysis results in a
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tropospheric chemical state that is better constrained. Our experiments also evaluate
the inferred CO emission estimates from major anthropogenic, biomass burning and
biogenic sources.

34.1 Introduction

Surface carbon monoxide (CO) reacts through CO–hydrocarbon–NOx chemistry
cycle, affecting tropospheric ozone (O3) and hydroxyl radical (OH) abundances.
The CO emission estimates using various chemical transport models (CTMs) largely
depend on the uncertainties of the employed bottom-up inventories as well as CTMs’
uncertainties on chemistry and transport schemes [2]. In fact, many of the differences
on regional emission estimates are due to model’s chemistry scheme, especially the
modelled OH and its precursor O3. The modelled OH, serving as the cleansing agent
of the troposphere, would determine the atmospheric concentrations of CO, Non-
Methane Volatile Organic Compound (NMVOC), methane etc., and affect estimated
CO emissions. To reduce the model’s uncertainties due to chemistry, considering the
significant chemical interactions of the troposphericCO–hydrocarbon–NOx–O3–OH
cycle, it is essential to establish strong chemical constraints on multiple tropospheric
constituents.Multiple Species dataAssimilation (MSA) has shown potential to better
estimatesCOandNOx emissions via improvingOHand its precursorO3. Since build-
ing a chemical consistent framework throughout the assimilationwould be conducive
to understand both model sensitivity to certain chemicals and model uncertainties. In
this paper, we use the GEOS-Chem 4D-Var data assimilation system to examine the
impact of assimilating multiple chemical species to quantify CO surface emissions.
We assimilated observations of O3 from IASI and OSIRIS, NO2 from OMI, and CO
from MOPITT with two-week assimilation window running in 2016.

34.2 Methods

In our experiment, full chemistry version of GEOS-Chem adjoint model with 4D-
var data assimilation scheme is used. The details of the inversion methodology are
explained by Henze et al. [1]. Full chemistry version of the model together with 4D-
var assimilation scheme would enable chemical feedbacks among different species
throughout the assimilation window. This would allow each species to be also assim-
ilated by observations of other related tracers. The full list of emission inventories
followed v09 of the GEOS-Chem model. Our study uses GEOS-FP meteorological
fields,with 4× 5° horizontal resolution. The spin-up period of all the chemical tracers
is one month starting January-2016. All instrument run mentioned in the improved
MSA optimizes CO emission, isoprene emissions, surface NOx emissions as well as
O3 and HNO3 initial conditions when all observations mentioned in Table 34.1 were
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Table 34.1 Qptimized quantities with the corresponding observations used in this paper

Optimized quantities Employed observation(s)

CO emissions MOPITT TIR/NIR retrievals V7 J

Isoprene emissions OMI HCHO tropospheric column v003

Surface NOx emissions OMI NO2 tropospheric column v003

O3 initial conditions Metop-B IASI-FORLI O3 partial column v20151001
OSIRIS O3 mixing ratio

HNO3 initial conditions MLS HNO3 mixing ratio v003

All quantities above All instruments above

employed. In this paper, we present various runs assimilating tropospheric chemistry
on August 2016 to overlap the measurement period of the ATom-1 aircraft campaign.

34.3 Results and Discussions

34.3.1 Assimilated O3 and OH Comparing to ATom-1
Aircraft Campaign

Table 34.2 shows the comparison between the assimilated O3 concentrations with
ATom-1 aircraft observations. IASI O3 assimilation has effectively improved the
modeled O3 concentrations over the tropics and the southern hemisphere by 30–60%
within the troposphere. OSIRIS O3, however, does not provide major improvement
in lower and mid-troposphere (less than 8 km in altitude). The experiment using all
instruments have shownO3 improvements in nearly all latitude bands other than Polar
Regions. The magnitude of the corrections using all instruments tend to be smaller
than single instrument run except for northern mid-latitudes. Over this region, the

Table 34.2 Comparisons between the ATomO3 observations and the assimilated runs in lower and
mid troposphere (LT and MT). |Diff| is the mean absolute difference (|ATom-the a posteriori|)

|Diff| A priori IASI O3 OSIRIS O3 IASI and OSIRIS All instruments

Global mean 15.5 8.9 13.3 9.8 8.7

90°N–60°N 11.3 16.3 11.3 11.7 10.5

60°N–30°N 13.5 12.1 13.5 13.0 11.5

30°N–30°S 18.9 5.6 18.8 8.4 7.3

30°S–60°S 14.0 8.8 14.0 9.5 8.9

60°S–90°S 8.8 6.8 9.8 7.9 6.6
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Fig. 34.1 Effect of the multi-species assimilation (MSA) on modeled zonal mass weighted OH

additional O3 corrections are contributed by chemical feedback of the optimized O3

precursors.
According to Fig. 34.1, the multi-species assimilation (MSA) drastically reduces

themodeledOH concentration especially over the tropics aswell as the northernmid-
latitudes in contrast to single instrument run. Themagnitude of the OH changes using
MSA is larger than the aggregation of all OH changes brought by single instrument
runs, suggesting strong chemistry nonlinearity in the model. The resulting global
mean OH has been decreased from 13.89 to 12.38 (in 105 mol/cm3), comparable
to the estimated values of 12.44 from Spivakovsky et al. [3]. This shows the poten-
tial that assimilating multi-species observations could constrain tropospheric OH
concentrations.

34.3.2 CO Emission Scaling Factor in Aug-2016

Figure 34.2 shows the difference of anthropogenic and biomass burning CO emis-

Fig. 34.2 Differences in anthropogenic and biomass burning CO emissions compared to the a
priori run (left), for assimilating MOPITT only (middle) and for the multi-species assimilation
MSA (right)
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sions between the a priori and the a posteriori assimilating MOPITT-only, and MSA
run. The single instrument run (MOPITT CO assimilation in this case) showed
increased emissions more than factor over 2.5 in Europe, the eastern and western
United States, and East Asia. The biomass burning emissions assimilating MOPITT
CO showed that the emissions over southern Africa, northern Australia, and north-
western North America were also increased around by a factor of 2. When assimi-
lating all chemical species, the optimized emission changes over both anthropogenic
and biomass burning emission regions were consistent with MOPITT assimilation.
The all instrument assimilation showed larger emissions in Europe but lower emis-
sions in East Asia, comparing to the single instrument run. These differences on CO
emissions in MSA were due to other observations affecting the modeled OH budget.

34.4 Conclusion

In this study, we found that the 4D-Var scheme seeks to obtain a model trajectory
in state space that best matches all the available observations over the assimilation
period. It thus provides consistent chemical state with all available observations over
the assimilation period. The multi-species assimilation reduced the absolute mean
bias in modeled O3, relative to Atom-1 data. We also found the global mean tropo-
spheric OH has been decreased from 13.89 to 12.38 (in 105 mol/cm3). The resulting
MOPITT CO-only and multi-species assimilation produced similar CO emission
estimates for the major source regions (except for southern Africa), suggesting large
increases in the emissions compared to the a priori. The emission was increased by
50–120% in both major anthropogenic emission hotspots such as North America,
Europe, East Asia, and biomass burning regions such as southern Africa.

Questions

Pablo Saide:

Question: Can we use the emission statistics from these assimilation studies to avoid
biases from CO surface flux?

Answer: CO data assimilation can quantify the biases of the bottom-up emission
inventories. In our case, we showed that the bottom up emission inventories over
the northern extratropics were still underestimated. However, the surface flux biases
cannot be fully removed even we use the optimized emission statistics since they
were still affected by model and observation error.

Shuzhan Ren:

Question: How much confidence do you have on your constrained OH concentra-
tions?

Answer: Our comparison between our assimilated results and Spivakovsky et al. [3]
showed that the modeled global mean tropospheric OH has been reduced by 10%
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using MSA. If we do not assume significant trend of tropospheric OH since 2000,
then our assimilated OH looks more realistic than the CTRL run.
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Chapter 35
Experimental Forecasting Using
the High-Resolution Research
Configuration of GEM-MACH

Paul Makar, Ayodeji Akingunola, Balbir Pabla, Craig Stroud, Jack Chen,
Philip Cheung, Michael Moran, Wanmin Gong, Qiong Zheng and S. M. Li

Abstract Experimental air-quality forecasts for the Canadian provinces of Alberta
and Saskatchewan have been carried out since 2012, using a 10 km/2.5 km nested res-
olution version of Environment and Climate Change Canada’s Global Environmental
Multiscale-Modelling Air-quality and Chemistry (GEM-MACH) on-line air-quality
model. We describe here some of the main results of that work, and a major upgrade
of this forecasting system (based on work carried out following a 2013 monitoring
intensive field campaign in the Athabasca oil sands region of Canada). The new
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forecasting system has been designed in preparation for a follow-up field campaign,
taking place during April and June of 2018.

35.1 GEM-MACH

Version 2 of the Global Environmental Multiscale—Modelling Air-quality and
CHemistry (GEM-MACH)model [5, 6, 8, 10] was used for the simulations described
here. The model uses a 2 or 12-bin sectional representation of aerosol microphysics,
with eight particle species (sulphate, nitrate, ammonium, secondary organic aerosol,
primary organic aerosol, elemental carbon, sea-salt and crustal material). The 2-bin
configuration of the model has been used for ongoing daily experimental forecasts
of pollutants and their deposition since 2012, while the 12-bin configuration has
been used for research simulations. The model configuration employs three levels
of nesting:—analysis-driven meteorological output from the Canadian operational
Regional Deterministic Prediction System is used to simultaneously drive both a
GEM-MACH 10 km resolution grid cell size North American domain simulation
and a Canadian High Resolution Deterministic Prediction System 2.5 km grid cell
size simulation over Canada and the USA. The former and latter provide chemical
and meteorological boundary and initial conditions respectively to a 2.5 km grid
cell size simulation domain encompassing the Canadian provinces of Alberta and
Saskatchewan (Fig. 35.1).

The emissions used in the simulations are the result of a multi-year effort to
improve emissions inventories in the region and include efforts to incorporate emis-
sions data estimated from 2013 research flights around individual oil sands facilities
[13].

The use of these emissions data as well as the 2 and 12-bin configurations of the
model resulted in several important findings:

(1) Simulations employing model-measurement fusion predicted future acidifying
aquatic ecosystem damage at 2013 emissions levels, for an area greater than
3.8 × 105 km2 [9].

(2) A parameterization of bi-directional fluxes of ammonia was required in order
to simulate observed ammonia concentrations [12].

(3) Improved estimates of emitted mass and speciation of volatile organic com-
pounds resulted in significant performance improvements for predicted VOC
chemistry and secondary organic aerosol formation [11].

(4) The standard algorithms for estimating the rise of industrial plumes under-
estimated plume height, when driven using meteorological observations [4].
However, a revised algorithm showed much greater skill in estimating this key
parameter [1].

(5) The 12-bin size distribution was shown to improve the model’s aerosol perfor-
mance for all statistical metrics [1].
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Fig. 35.1 Model domains for GEM-MACH simulations for experimental forecasts in Alberta and
Saskatchewan (after [1]). a North American 10 km grid cell resolution GEM-MACH domain.
b 2.5 km grid cell resolution high resolution deterministic prediction system domain. c 2.5 km grid
cell resolution GEM-MACH domain

(6) Feedbacks between chemistry and meteorology were shown to improve air-
quality model performance, and change the local weather [7].

35.2 Spring/Summer 2018 Aircraft Campaign

The above and additional observational studies identified further sources of uncer-
tainty in accurately simulating transformation, transport and fate of emissions from
sources in Alberta: (1)What is the identity and emission rates of intermediate volatil-
ity organic compounds? (2) What is the seasonality of the emissions and chemical
processes? (3) What are the processes controlling organic aerosol formation? (4)
What are the emission levels and sizes of particles containing base cations in the
region? (5) What are the relative impacts of different source types in the region?
These questions prompted a second field campaign in the region, taking place in two
periods in 2018: April 3rd to April 20th, and May 31st to July 6th. GEM-MACH at
2.5 km resolution was the forecast tool for directing a research aircraft during this
study.

Several improvements to the simulation system were included for consideration
in the setup of the new experimental forecast:
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(A) Ammonia bidirectional fluxes, improved plume rise algorithms, and the 12-bin
particle size distribution were adopted.

(B) Forest fire emissions were added, with a parallel forest fire forecast during the
second half of the study period.

(C) All simulations made use of the model’s direct and indirect effect feedback
capability; emitted pollutants were allowed to affect the weather.

(D) Improved organic aerosol and on-line photolysis rate calculations were added.
(E) A sophisticated parameterization for forest canopy shading and turbulence was

added [8].
(F) Further improvements to the emissions were incorporated, based on satellite-

derived spatial allocation and new inventories.
(G) The simulation setup was modified to allow the weather generated in the 10 km

GEM-MACH simulation to directly impact the 2.5 km GEM-MACH simula-
tion, allowing the larger domain feedback effects to reach the smaller scales.

The improved experimental forecast systemwas used to provide four daily 2.5 km
grid cell domain GEM-MACH version 2 forecasts (Figs. 35.2 and 35.3), to guide
flight planning for the research aircraft.

The second phase of the experiment (May 28th to July 5th, 2018) included an
additional set of parallel forecasts at 0 and 12Z, which included forest fire emis-
sions generated using the new Canadian Forest Fire Emissions Processing System
(CFFEPS; see [2], these proceedings). These additional simulations were used to
direct the research aircraft during forest fire events in the region, aiding in flight
planning for direct sampling of forest fire emissions passing through the oil sands
industrial area during a forest fire event on June 25th, 2018, (Fig. 35.3).

Fig. 35.2 Example comparison for Flight 5, April, 2018 of a field forecast of SO2 concentrations
(ppbv) with b aircraft- observed SO2 plume location
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Fig. 35.3 Example forecast for June 25th, 2018.aForecast 330magl PM2.5 concentrations showing
forest fire plume originating to the SE of oil sands facilities, exiting to NW. b Cross-sections of
PM2.5 concentrations including forest fire plume

Question and Answer
Questioner: Greg Yarwood
Question:
Can you comment on what flight planning strategies are effective for emissions
characterization, and how much variability in emissions is seen between flights for
the same facility?
Answer:
Emissions characterization flights are “box” flights around an individual facility,
flownunderwind speeds and directionwhich imply relatively clean upwind boundary
conditions. The agreement between SO2 emissions estimated from repeat flights
around the facilities in 2013 showed a very good agreementwithCEMSobservations.
Part of the reason for returning to the facilities in 2018 is to determine the extent
of variability in different years and seasons (2013 was a summer-only study, while
2018 captures both winter—snow covered conditions were observed in winter—and
summer conditions).
Questioner: Rohit Mathur
Questions:

(1) Will the aircraft campaign observation data set (which appears to be an exciting
and extensive data set) be available to others for use in model assessment?

(2) Could you briefly describe how Hg emissions from wildfires was estimated?

Answer to (1): Yes. The 2013 data are available publicly (and can be downloaded
from the Oil Sands Monitoring program website). The 2018 data will be made pub-
licly available once quality assurance and control are completed.
Answer to (2): Briefly, the initial estimates were based on the Fire Inventory from
NCAR (FINN), with an inversion technique used to optimize emission factors for
gaseous elemental Hg for five vegetation types represented in North American fires.
The Hg data shown in the presentation were for Canadian domain results [3], which
goes into the construction of the emissions data in detail—readers interested in this
data should consult that reference, included below.
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Chapter 36
An Air Quality Modeling System
Providing Smoke Impact Forecasts
for Health Protection in Southeastern
USA

M. Talat Odman, Ha Ai, Yongtao Hu, Armistead G. Russell,
Ambarish Vaidyanathan and Scott L. Goodrick

Abstract The HiRes-2 system, operational since 2015, provides daily forecasts
of potential prescribed fire impacts on air quality. The system uses the WRF and
CMAQmodels for meteorology and air quality computations. A decision tree model
predicts prescribed fire activity based on the weather forecast by analyzing historical
burning patterns under similar meteorological conditions. Prescribed fire emissions
are estimated using land-based but satellite-enhanced fuel load maps, consumption
forecasts, and emission factors derived from laboratory and field measurements.
The DDM-3D feature of CMAQ is used to calculate the impacts of prescribed fire
emissions on pollutant concentrations. The expanded new system, HiRes-X, has
many extensions for dynamic air quality and human exposure management. Daily
forecasts of air quality and prescribed fire impacts are disseminated through an online
interactive tool, which uses webGIS technologies to display the forecasting products
in real time and retrospectively, along with relevant earth observation datasets. These
datasets can be overlappedwith geographical and population information to visualize
the air pollution impacts on sensitive places and vulnerable communities.
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36.1 Introduction

Air quality forecasts provide useful information for avoiding exposure to high levels
of pollutants. However, additional information is needed about the contribution of
specific emission sources to develop mitigation strategies and avoid repeated pollu-
tion episodes. Dynamic air quality management is a paradigm where, depending on
the episode, different sources are targeted with varying levels of control. Prescribed
burning is amajor source of air pollution in SoutheasternUSA.According to the 2014
emissions inventory, ¼ of all primary PM2.5 emissions in Southeastern USA origi-
nate from the treatment of approximately 2million hectares of land by prescribed fire
each year. The use of prescribed burning for forest and crop health has economical
and ecosystem-related benefits; however, these benefits must be weighed and man-
aged with respect to the potential health and welfare impacts. Prescribed burning is
also very suitable source for dynamic management. Unlike most other sources that
cannot be curtailed without significant economic, social and political consequences,
prescribed burns can be easily deferred to another day.

There is an increasing need to forecast prescribed burn activity and its impact on
air quality and human health in Southeastern USA, and to disseminate these fore-
casts, along with other useful burn information, through a convenient online tool for
analysis and management purposes. WebGIS-based online tools have already been
developed for emissions inventory spatial analysis [1], marine pollution monitoring
and forecasting [2], and urban air quality monitoring data visualization [3]. NOAA
operates a website (https://www.star.nesdis.noaa.gov/smcd/spb/aq/eidea) that brings
together satellite-based fire detection, cloud, smoke and aerosol optical thickness
data with ground-level PM2.5 observations for research and application communities
to explore the impacts of fires. Centers for Disease Control and Prevention (CDC)
is also developing an online tool for identifying populations vulnerable to wildfire
smoke hazards [4]. Until now, a system that combines fire and air quality observations
with forecasts, focusing specifically on prescribed fires, did not exist.

Here, HiRes-X is introduced as the first modeling system and online interactive
tool (https://sipc.ce.gatech.edu/SIPFIS/map/) for forecasting and analysis of pre-
scribed burn impacts in Southeastern USA. First, the weather-based burn activity
forecasting capability, the fire emission prediction component, and the air qual-
ity and burn impact prediction methods are reviewed. Then, efforts to expand and
extend the system are discussed. Expansion efforts include broader coverage over
the Southeastern USA and using fire-related data from a wide range of earth obser-
vations. Extensions include providing the forecasts to local and state public health
agencies and to CDC on a real-time basis. Finally, examples from recent applications
of HiRes-X to the prediction of the prescribed fire impacts are presented.

https://www.star.nesdis.noaa.gov/smcd/spb/aq/eidea
https://sipc.ce.gatech.edu/SIPFIS/map/
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36.2 Extended Forecasting System: HiRes-X

TheHiRes-2 system is operational since 2015, forecasting air quality in Southeastern
USA over a domain centered on Georgia. The system uses WRF (version 3.6) and
CMAQ (version 5.0.2) models for meteorology and air quality computations. In
addition, using the DDM-3D feature of CMAQ, it provides daily forecasts of the
potential contribution of prescribed fires to air quality. In HiRes-X, the burn activity
forecast coverage, formerly limited with Georgia, has been expanded to other states
in the Southeastern USA. A classification and regression tree (CART)was built using
meteorological data and either burn permit data in Georgia or satellite-based burn
location and area data in other states, for recent years. The satellites cannot always
detect the prescribed fires in Southeastern USA due to their small size and low heat
intensity, overlaying canopy in understory burns, and frequent cloud cover. On a
given day, if more than a threshold amount of land (e.g., 40 hectares), which varies
by state, was permitted or detected to burn in any county, that day is defined as a
“burn day”. The CART branches out at specific meteorological parameter values
with each branch leading to a “burn day” or a “no-burn day”.

If a burn day is forecasted, burns of sizes typical for lands owned by institutional,
large commercial and small private burners totaling the daily average burn area in
the region are randomly distributed to the respective lands. The Fuel Characteristic
Classification System (FCCS) maps are used to determine the fuel loads at each burn
location. Then, the fraction of the fuel that will be combusted is calculated using the
CONSUME model together with forecasted meteorological parameters such as fuel
moisture. Next, fire emissions are calculated by multiplying the amount of fuel mass
consumed with the emission factors (EFs) for different pollutants. The EFs used here
are specific to the fuels in the Southeastern USA and were derived from prior field
measurements. Finally, the plume height is calculated from the heat released and
the emissions are vertically distributed and injected into the corresponding layers of
CMAQ.

Other than the above forecasting products generated in-house, the system is also
fetching datasets from third parties. These datasets are ozone and PM2.5 observations
from the national air quality monitoring network (https://www.airnow.gov) and fire
locations and burned areas from Hazard Mapping System (HMS) Fire and Smoke
Product (http://www.ospo.noaa.gov/Products/land/hms.html), both downloaded on
a daily basis, and burn locations and areas from Florida and Georgia’s burn permit
records, updated on an annual basis.

Air quality observational data are ingested into a MySQL database tables imme-
diately after being downloaded onto the local server. HMS detection datasets are
transformed to a simple text format before archival. Permit data undergo quality
checks, during which missing items are filled, if possible. For example, latitude and
longitude of the burns, if not provided, are derived from provided addresses by utiliz-
ing Google Earth services. Finally, the checked records are ingested into theMySQL
database while inaccurate or incomplete records are discarded.

https://www.airnow.gov
http://www.ospo.noaa.gov/Products/land/hms.html
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The HiRes-X online tool can display the data as point markers or contours on a
map. The background map is provided by OpenStreetMap, which supports spatial
navigation and zooming in for very detailed local geographical information. While
air quality observation sites, HMS fire detections, forecast or permitted burn loca-
tions are presented on the map as markers through Leaflet’s pointToLayer function,
spatial distributions of air quality index grades or burn impact levels are plotted
through another Leaflet function for polygons in GeoJSON format. As a third data
display method, site specific observations and forecasts are presented using time-
series plotting functions from the D3.js library. All the above display features are
realized by using Javascript functions and support interactive capability to display
according to date, pollutant, region, site, or item selection.

36.3 Applications of HiRes-X

Several types of analyses can be performedwithHiRes-X. These include fire analyses
comparing burn permit records to satellite detected fires and satellite derived burned
areas as well as to forecasts of burn activity. HiRes-X can be used as a screening
tool for fire-related exceptional events that lead to exceedances and violations of
air quality standards. Forest and air quality managers can use HiRes-X to regulate
prescribed burning operations with minimal human exposure to fire smoke. HiRes-
X can also be used to access various forecasting products for personal use such as
residential community level or mobility based air quality forecasts. Here, application
to exceptional event screening will be illustrated although the selected event did not
lead to an exceedance or violation, but only to moderate air pollution.

On 13 March, 2018, the recorded daily average PM2.5 concentration at St. Marks
Wildlife Refuge and Tallahassee in Florida were 17.2 and 13.7µg m−3, respectively,
while the HiRes-2 forecasts were only 4.95 and 7.20 µg m−3. On that day, HMS
detected a lot of fires in the region (Fig. 36.1). Hires-X burn forecast predicted
about the same amount of prescribed fires around St. Marks. Both HMS fire and
smoke analysis (not shown) and HiRes-X burn impact forecast suggested heavy
smoke presence near St. Marks under northwesterly winds. The burn impact forecast
predicted a prescribed fire contribution of 5–10 µg m−3 to the daily average PM2.5

concentrations at St. Marks and 2–5 µg m−3 at Tallahassee. This level of impact was
sufficient to turn the forecast from green (good) to yellow (moderate or >12µg m−3)
for St. Marks but not for Tallahassee.

36.4 Conclusion

The expanded version of the HiRes-2 air quality forecasting system incorporates
new elements targeted for dynamic air quality management in Southeastern USA.
Forecasts of the impacts of prescribed burn emissions can be used for averting air
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Fig. 36.1 Locations of forecast (top left) and satellite detected burns (top right) along with forecast
air quality (bottom right) and contributions of burns (bottom left) on 13 March 2018. St. Marks
along the Gulf Coast of Florida is marked with a light circle indicative of daily average PM2.5
>12 µg m-3. Directly to its north-northwest is Tallahassee, also marked with a light circle (https://
sipc.ce.gatech.edu/SIPFIS/map/)

pollution episodes while maximizing the ecological and economic benefits of the
burns through cohesive air quality and burn management. Extension efforts include
providing the forecasts to local and state public health agencies in Southeastern USA
and to CDC, on a real-time basis.

QUESTIONER: Jack Chen

QUESTION: Does the system take into account actual permitting info from local,
state, federal agency to adjust forecast burning activity?

ANSWER:A large number of applications for prescribed burning are accepted online
or over the phone in the morning of the burn day. Permitted burns are typically
ignited before noon. This does not leave sufficient time for using the actual permit
information in the burn activity and burn impact forecasts. For this reason, the activity
forecast is based on the weather forecast and prior burn statistics. The actual burn

https://sipc.ce.gatech.edu/SIPFIS/map/
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permit data are used primarily for the evaluation of the burn activity forecast, later
on.

QUESTION: Does the system differentiate wild versus prescribed fires?

ANSWER: The burn permit data used to forecast burn activity for Georgia are for
prescribed fires but the satellite-based fire location and burned area data used for
other southeastern states cannot differentiate between wild versus prescribed fires.
Although prescribed fires dominate in the southeastern USA, a small number of
wildfires are also included in the statistics and can bias the burn activity and burn
impact forecasts.
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Chapter 37
Evaluation of Air Quality Maps Using
Cross-Validation: Metrics, Diagnostics
and Optimization

Richard Ménard and Martin Deshaies-Jacques

Abstract Since 2002, Environment and Climate Change Canada (ECCC) has been
producing hourly surface analyses of pollutants covering North America which have
been used in numerous health impact studies. The analyses are produced using an
optimum interpolation scheme that combines the operational air quality forecast
model GEM-MACH outputs (CHRONOS model outputs were used prior to 2009)
with real-time hourly observations of O3, PM2.5, PM10, NO2, and SO2. We exam-
ine how passive observations, that are not used to create the analysis (i.e. cross-
validation), can be used to evaluate the analysis error and to optimize the input error
statistics.

37.1 Introduction

Maps (or analyses as called in data assimilation) of surface pollutants over Canada
and USA have been produced hourly since 2002 using an optimum interpolation
scheme combining the operational air quality model output of GEM-MACH (or
CHRONOS prior to 2009) with real-time AirNow hourly observations [4, 6, 10].
Maps of surface O3 and PM2.5 were thus produced, and PM10, NO2, NO and SO2

were added in April 2015 along with a 3-hourly averaged air quality health index
(AQHI)map [11]. Collected over a long period of time, i.e. since 2002, this multiyear
analysis was examined by Robichaud and Ménard [10] and O3 maps have been used
in several health impact studies [1–3, 12]. What we will discuss here is how to
quantify the error of these analyses.

It is important to remark that to produce these analyses requires the knowledge of
the statistics of the observation and model errors. Furthermore, the observation error
is not simply the instrument error but should also include; errors due to the mismatch
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in scales being sampled in a single observation vs that of the model grid box, subgrid
scale variability that may be captured by the observation but not by the model,
missing modeling processes, etc., that collectively we call representativeness error.
The observation error is thus notwell known and need to be estimated. Although from
the analysis algorithm we can compute an analysis error variance, this value depends
only on the input observation andmodel error statistics used in the algorithm andmay
not represent the true analysis error if they are incorrectly specified. Furthermore,
misspecified error statistics generally leads to a degradation of the analysis accuracy.
Oneway to evaluate the true analysis error is with a forecast, but the forecast accuracy
depends on many other things than the analysis accuracy. It depends on the accuracy
of emissions, the coherence between observed and unobserved species, the boundary
layer mixing and ventilation, etc. The impact of observations may also be limited
as the AirNow observations are confined to the surface. Furthermore, to estimate
and tune the input errors statistics based on forecasts is computationally expensive.
Thus, our objective is to develop a method to evaluate the true analysis error but
without relying on a model forecast. Doing so, we also contribute in maximizing the
information content provided by the observations.

Our method to evaluate the analysis error variance is based on cross-validation.
To perform cross-validation we separate the observation data set into N spatially
random-distributed observation sites (here we use N = 3), performing an analysis
using N–1 subsets and verifying the analysis with the remaining single subset. This
leads to an objective measure of analysis accuracy [8, 9] where the process is done N
times bypermutation of all subsets used for evaluation.An example of three subsets of
PM2.5 for cross-validation is illustrated in Fig. 37.1 of Ménard and Deshaies-Jacques
[8].

One of the main sources of the true observation and model errors comes in
observation-minus-model residuals, often noted as O-B (B for background). As the
observations are compared with the (interpolated) model values, they thus contains
errors of representativeness. The variance of the O-B can also be considered as the
sum of observation and model error variances (this is evident when observation and
model errors are uncorrelated). We could obtain an estimate of observation error
variance and an estimate of model error variance, if we would know their ratio and
that is exactly what optimization using cross-validation is capable of obtaining, i.e.
the ratio of error variances that minimizes the analysis error variance (see Ménard
and Deshaies-Jacques [9] for a full discussion). An example of this for PM2.5 is
provided in Fig. 37.1.

37.2 Main Results of Cross-Validation

In Fig. 37.1, the variance of the independent observation-minus-analysis using the
(N-1) subsets, i.e. var(O-A), for each subsets is displayed with circles. The mean
variance over the 3 subsets is displayed with a solid black line. Verifying against
the same set of observation as those used for the analysis is also displayed along the
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Fig. 37.1 Variance of observation-minus-analysis residuals of PM2.5 for both active and indepen-
dent observations

dash line. A series of analyses were performed with different observation weight, as
controlled by the ratio σ 2

o /σ 2
b while maintaining the sum of observation and model

error variance constant and equal to the var (O-B) [5, 7].
To illustrate the different diagnostics from which an estimate of analysis error

variance can be obtained, we use a geometrical representation of random variables,
where uncorrelated variables are orthogonal, and the norm (or length) of a side repre-
sents the standard deviation. In Fig. 37.2 is displayed the truth T, O the observations
used for the analysis, B the background or model value, and Oc the independent
observations used to evaluate the analysis. Since the analysis is a linear combination
of the observations and themodel (background) the analysis A lies on the line joining
O and B. As usual, we assume that observation error, i.e. the vector in the direction
(T, O), is uncorrelated with the model error, i.e. vector in the direction (T, B). Thus
the triangle�OTB is a right triangle. The analysis is optimal when the analysis error,
i.e. the norm of the vector (T, A), is minimal, which actually occur when (T, A) is
orthogonal to (O, B).

For an optimal analysis, the triangle�OAT and�TAB are right triangles. Assum-
ing that the independent observations Oc have uncorrelated errors with active obser-
vation errors (T, O) and have also uncorrelated errors with the background error
(T, B), the independent observation Oc thus lie perpendicular to the analysis plane
formed by T, O, B, and A. It is then evident that the var(Oc-A) which is plotted in
Fig. 37.1, which is the length of (Oc, A) reaches a minimum when the analysis A is
closest to T, that is when the analysis is optimal. Different points along the line (O, B)
correspond to different ratio σ 2

o /σ 2
b , so we conclude that the minimum observed in
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(a) Marseille et al. diagnostic (b) Optimal analysis

(c) Hollingsworth-Lönnberg (1989) (d) MDJ diagnostic in active space

(e) Desroziers et al. diagnostics (f) MDJ diagnostics independent/passive
space

Fig. 37.2 Geometric (i.e. Hilbert space) representation of a scalar analysis and cross-validation.
The yellow right triangles indicate the sides (i.e. variances) from which different diagnostics of
analysis error variance can be deduced using different methods in (a), (c), (d), (e), and (f)

Fig. 37.1, correspond to the ratio of error variances that minimizes the analysis error
variance. Since var(O-B) was kept constant, we thus establish the value of σ 2

o and of
σ 2
b . This is how cross-validation can be used to determine the input error statistics

that minimize the analysis error variance.
Different diagnostics to evaluate the analysis error variance actually correspond

to the different right triangles illustrated in panels (a)–(f) of Fig. 37.2. A complete
discussion and calculation of the analysis error variance for O3 and PM2.5 has been
presented in Ménard and Deshaies-Jacques [9], where it is shown that when the
background error correlation length is estimated and provide a chi-square diagnostic
value close to one, then the different estimates of analysis error variance are very
close to another.

With such an optimization procedure, we evaluate that the error standard deviation
of themodel is 9 ppbv forO3 and 8.7µg/m3 for PM2.5 at 21UTC for the summer 2014,
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while the optimal analysis reduces the error to 5.4 ppbv for O3 and 4.6 µg/m3 for
PM2.5. Correspondingly, the fractional bias for themodelO3 andPM2.5 is respectively
6.5% and 22% and with an optimal analysis reduces to 0.3% for O3 and 2% for PM2.5

(see [8, 9]).

37.3 Conclusions

We have developed a framework using cross-validation to evaluate the analysis error
variance and optimize the analysis by obtaining the optimal observational weights.
This method does not require a forecast initialized by the analysis. The method is
quite general and could be used in many different contexts of off-line analysis and
assimilation.

Questions and Answers

Questioner: Shuzhan Ren

Questions: Can this optimal ratio of σ 2
o /σ 2

b be put into an analytical form? Are there
any plans to do data assimilation of concentrations and surface emissions at the same
time?

Answer. Conducting a series of cross-validation analyses for each ratio σ 2
o /σ 2

b is
costly, but we precompute this off-line using monthly statistics. We have not yet
developed a scheme to evaluate the minimum of var(Oc-A) by a gradient search, but
this would be useful when we will conduct this procedure in assimilation mode. In
the future, we plan to perform data assimilation to adjust concentrations as well as
emissions. The cross-validation procedure could then be used to obtain the optimal
analysis, while the best forecast could be obtained by adjusting, in addition, the
emissions.
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Chapter 38
Ensemble-Based Data Assimilation
and Forecasting of Volcanic Ash

Andreas Uppstu, Julius Vira and Mikhail Sofiev

Abstract Volcanic ash and other aerosols such as desert dust form significant haz-
ards for aviation and can cause both direct safety threats and significant economic
losses. However, forecasts of aviation hazards have generally been deterministic,
although the available computational resources would easily allow for them to be
ensemble-based. In principle, ensemble-based forecasts can enable more accurate
error estimates and thus an improved risk management framework. Advanced data
assimilation methods, such the Ensemble Kalman Filter, coupled with a meteoro-
logical forecast ensemble, provide increased accuracy and the possibility to esti-
mate the source term by taking into account its correlation with the observed ash
concentration.

38.1 Introduction

Real-time data assimilation of observations of volcanic ash has potential both to
improve flight safety and reduce the aviation related costs of volcanic eruptions.
Within the EUNADICS-AV project, ensemble-based forecasting is suggested as the
base for future products aimed to improve flight safety and to optimize flight routing
and scheduling. In addition to volcanic eruptions, hazards included in the project
are releases of radioactive matter, dust storms and vegetation fires. The Finnish
Meteorological Institute utilizes the chemical transport model SILAM [3], coupled
with the Ensemble Kalman Filter (EnKF), which is a data-assimilation method natu-
rally suited for ensemble-based forecasting, to assimilate satellite- and ground-based
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observations of both volcanic ash and SO2. We demonstrate through a simulated
eruption of the Etna volcano how the EnKF can be utilized to deliver assimilated
forecasts of the dispersion of volcanic ash and how the forecast could be visualized.

38.2 Methods

In order to provide assimilated forecasts, an atmospheric transport model, a vol-
cano eruption model, a data-assimilation method and a set of observations that are
obtainable in near real-time are needed. The ensemble is formed through perturbing
the time stamp of the meteorological forecast, with the standard deviation of the
perturbations being 3.0 h, and through perturbing the emission source.

38.2.1 A Volcanic Eruption Model

The volcanic eruption model is based on an empirical relationship found between
the height of the eruption plume and the eruption rate [2]. However, methods for
determining thevertical distributionof ashwithin the plumeaswell as for determining
the particle size distribution of the eruption require more study. In this study, it is
assumed that 75% of the erupting mass is distributed uniformly over the top 25% of
the plume, with the remaining mass being uniformly distributed over the bottom part
of the plume. Within the ensemble, the eruption rate is assumed to be log-normally
distributed. Compared to a normal distribution, this allows for a significantly larger
range of different eruptions to be included within the ensemble, which is essential
for a proper description of the a priori probabilities.

In order to estimate the strength of the eruption, the logarithm of the eruption
rate is included as a part of the control vector of the data assimilation process. To
avoid a collapse of the ensemble and to take into account temporal changes in the a
priori probability distribution, the distribution of the eruption rates is set to constantly
evolve towards a pre-defined distribution within a correlation time of 24 h. Thus, if
no observations of the erupting plume are made, the eruption rate distribution reverts
to the original one within a time scale of one day.

38.2.2 A Simulated Eruption of Etna

In order to test the methodology, we applied it on a simulated eruption of the Etna
volcano. For the simulation, we utilized the emission term estimated for the 2010
Eyjafjallajökull eruption [4]. Simulated retrievals of volcanic ash loadings from the
satellite-borne IASI instrument as well as of ash concentrations from the satellite-
borne CALIOP lidar and the EARLINET ground-based lidar network were created
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using readily available data of the satellite orbital parameters and lidar station loca-
tions. The simulated retrievals were perturbed with a normally distributed relative
random error of 0.2 times the retrieved value and additionally a normally distributed
random error of 0.04mg/m3 for the concentrations and of 20mg/m3 for the integrated
columns.

The eruption was simulated using meteorological data based on the European
Centre for Medium-Range Weather Forecasts (ECMWF) ERA-Interim reanalysis
dataset [1], whereas in the assimilation of the simulated observations, the meteoro-
logical data was obtained from the ECMWF operational forecasts. Both the simula-
tion and the assimilation were performed using a 0.25°× 0.25° grid with 28 vertical
levels up to an altitude of 12,250 m.

38.3 Results

In order to quantify the performance of the forecast, we have analyzed how well the
data assimilation is able to predict simulation cells with a concentration of greater
than 200 mg/m3, which is the threshold for the Enhanced Procedures Zone (EPZ)
defined by UK Civil Aviation Authority [5]. We thus classify cells based on whether
an ash concentration exceeding the EPZ threshold is present or not in the simulation,
and correspondingly, whether it is present or not in the forecast (Table 38.1). From the
values presented in Table 38.1 one can compute the following statistical measures:

Model accuracy = (a + d)/(a + b + c + d)

Probabili t y o f detection = a/(a + c)

Probabili t y o f f alse detection = b/(b + d)

False alarm rate = b/(a + b)

Bias = (a + b)/(a + c)− 1

Odds ratio = ad
/
bc (38.1)

Our statistical values are based on a grid having six cells in the vertical direction
(thus each of them is approximately 2000 m thick), whereas the horizontal cell size
is the same as in the actual computations, i.e. 0.25°× 0.25°. Statistical figures for the
ensemble average and the 90th and the 98th percentile are presented in Table 38.2.
Figure 38.1 shows the vertically integrated ash concentration at a specific simulation

Table 38.1 Contingency matrix for the discretized outcomes of the assimilation. The variables
a–d indicate numbers of cells

Present Not present

Predicted a b

Not predicted c d



246 A. Uppstu et al.

Table 38.2 Quantitative performance of the forecast based on Eq. (38.1)

Average 90th percentile 98th percentile

Model accuracy (%) 99.5 99.4 99.0

Probability of detection (%) 55 74 84

False alarm rate (%) 43 54 72

Probability of false detection (%) 0.24 0.50 1.25

Bias (%) −3 60 199

Odds ratio 504 572 419

Fig. 38.1 Left: Vertically integrated ash concentration at a specific time of the simulated eruption.
Right: Example of a warning that could be issued for FL 220 based on the forecast ensemble and
simulated observations. In the red area the average value of the ensemble contains ash exceeding
the EPZ threshold, whereas in the orange area at least 2% of the ensemble members exceed the
threshold

time and an image illustrating the distribution of ash within the forecast ensemble at
a specific flight level. With such an approach, one can define areas of interest based
on combinations of ensemble fractions and threshold values. Higher level utilization
of the ensemble could involve computing path integrals of the ensemble-member
specific ash concentrations along aircraft routes in order to estimate the distribution
of total doses of ash that can be encountered.

38.4 Discussion and Conclusions

In the case of a simulated volcano eruption, EnKF-based data-assimilation is able
to provide reasonably good forecasts of the dispersion of volcanic ash. In our test
scenario, the model accuracy is very good, but this is obviously due to the vast
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majority of cells being free of volcanic ash. The probability of detection increases
from 55 to 84% when the average value is replaced by the 98th percentile, at the cost
of the forecast area growing in size by a factor of three. However, even in such a case,
only 1.25% of the total number of cells within the simulation domain are wrongly
predicted to contain an amount of ash exceeding the EPZ threshold.

As the initial estimate of the eruption rate is assumed to have a large uncertainty
and as the transport model used in the assimilation run is the same as in the sim-
ulation, the inability of the ensemble to cover all areas is presumably partly due
to the perturbation of the meteorological data being too limited. In principle better
results could be obtained using an actual meteorological forecast ensemble instead
of a perturbed single forecast, but in a real time application such an approach could
be limited by the data transfer capacity.

The simulation results help to verify the functionality of the EnKF despite that
all of its mathematical requirements are not met. For example, the forward model
is generally not linear and the relationship between the eruption rate and the in-air
ash concentration can in principle be very complex. It is worth noting that our test
does not take into account all important sources of uncertainty, such as inaccuracies
and nonlinearities of the observation operator. Additionally, real measurements are
in general not fully capable of distinguishing different types of aerosols from each
other and can also be affected by water clouds.

QUESTIONER: Pieter De Meutter

QUESTION: Which criteria were used to choose the perturbations in the meteoro-
logical ensemble, and did you validate the spread in the meteorological ensemble?

ANSWER: The meteorological ensemble was created from a single ECMWF fore-
cast by perturbing only the forecast time. Thus, the ensemble members are valid
meteorological fields from a physical point of view, barring issues that may rise
from the diurnal cycle being misaligned. The spread of the meteorological ensemble
was tested in the actual data assimilation run, which showed that perturbing the fore-
cast time of the ECMWF forecast with a standard deviation of 3 h was not sufficient
to fully cover the actual dispersion of ash acquired with the ERA Interim dataset
(given an ensemble size of 80).

QUESTIONER: Richard Menard

QUESTION: Taking into account that the correlation structures you get with this
problem are non-isotropic and elongated and that you need to used localization
which makes the correlation structures more isotropic, have you considered using a
much large number of ensemble members?

ANSWER: Yes, larger ensembles were considered, but the available storage size
prevented testing those. Since the presentation, more space efficient methods for
generating larger ensembles havebeen implemented in our transportmodel (SILAM),
and the effect increasing the size of the ensemble will be studied.
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Chapter 39
Performance Differences of the National
Air Quality Forecasting Capability When
There is a Major Upgrade
in the Chemistry Modules

Pius Lee, Li Pan, Youhua Tang, Daniel Tong, Barry Baker, Hyuncheol Kim
and Rick Saylor

Abstract There have been large advancement in modeling science and chemical
constituent measurement of air pollutants harmful to the public health. The National
Oceanic andAtmospheric Administration (NOAA)National Air Quality Forecasting
Capability (NAQFC) is a vital service that NOAA provides to the general public to
help safeguarding the public health as well as the environmental resilience through
announcement of information-driver mitigation and adaptation action. NAQFC is
poised to upgrade fromusing theCommunityMultiscaleAirQualityModel (CMAQ)
version 5.0.2 to version 5.2. This is noticeable a multiple sub-version number leap-
ing forward corresponding to major upgrades in chemistry and emission sciences.
The following lists the major science upgrade: (a) upgrade gas chemistry for the
Carbon-Bond Mechanism version 5 (CB05) to version 5 Revision1 (CB05R1); (b)
Inclusion of Halogen chemistry; (c) Employed more explicit speciation for isoprene
and monoterpenes from biogenic sources; (d) Upgraded the aerosol module using a
more sophisticated secondary aerosol production suite of multi-generational oxida-
tion mechanism; and (e) Application of a fuller set of National Emission Inventory
(NEI) from base year 2014. We tested the new system for a summer case retrospec-
tively and compared its forecast performance with the real-time operational NAQFC.
TheU.S. Environmental ProtectionAgency (EPA)AIRNowmonitoring networkwas
used to verify the forecast accuracy. We noticed considerable discrepancies in the
performance of the two realization of forecasting simulations.
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39.1 Introduction

Perennial over-estimate on surface ozone concentration in urban centers prompted
the U.S. National Air Quality Forecasting Capability (NAQFC) [1] examines the
possible impact of the new halogen chemistry module introduced in the US EPA
Community Multi-scale Air Quality Model (CMAQ) version 5.2 carbon Bond 05
Mechanism (CB05)-eh module [2]. This is a potentially a major upgrade to include
halogen chemistry in air quality forecasting in a national scale in theUSA. Its impetus
stemmed from the possible simultaneous improvement in reduction in the perennial
positive bias in O3 and PM2.5 forecast in coastal urban locations. The US EPA has
tested the halogen chemistry module in the CB05-eh version by studying sensitivity
cases based on turning on or off of the halogen chemistry when simulating the
air composition over the conterminous USA (CONUS) as a stand-alone limited
area domain with Sea-Salt halogen as the primary source for halogen gases. Two
additional sensitivity cases were also tested with the CB05-eh used in a hemispheric
CMAQ simulation at roughly 1° × 1° spatial resolution. This rather coarse spatial
resolution simulation predicted the chemical constituent concentrations at the lateral
boundaries of the conterminous US. It was revealed that the CB05-eh module did a
variable emission label.

CB05R1 with halogen chemistry has a net effect of reducing surface ozone con-
centration where halogen gaseous constituents represent a significant vapor pressure
in relation to that of NOx and VOC. In particular due to changes in the oxidant the
overall activity of atmospheric primary. Basically the dry deposition velocity for
ozone was increased at least 4 times the current NAQFC dry deposition capability.
Primarily, the halogen chemistry enabled the halogen gases to catalytically react with
PM2.5 giving the initialization of the CMAQ modeling work. We chose a summer
period for the testing.

39.2 The Testing of CMAQ5.2 with CB05-eh

Summer 2017 was chosen to be tested. It is important for the esusus The mechanism
that impacts ozone dry deposition by the existence of significant amount of halogen
gases comparable to those of NOx and VOC modifies O3 deposition speed.

The phenomenon of competition for hydroxyl and hydro-peroxyl radicals depletes
nitrogen-oxides. Table 39.1 showed the statistics about the performance next box in
common sense a sanctity.
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Table 39.1 Performance metric for NAQFC (base) versus Halogen chemistry included sensitivity
(Cl and Br)

MD8A O3 Case Obs Mean Bias RMSE Correlation

CONUS (52,200) Base 41.7 42.8 1.1 9.00 0.75

Cl and Br 43.5 1.8 9.11 0.76

Northeast (7900) Base 38.7 41.6 2.9 8.62 0.78

Cl and Br 42.4 3.7 9.01 0.78

Southeast (8500) Base 38.8 43.7 4.89 8.95 0.75

Cl and Br 44.4 5.58 9.21 0.77

Up Middle (11,180) Base 41.5 42.5 0.96 7.10 0.81

Cl and Br 43.5 1.93 7.31 0.82

Low Middle (5145) Base 41.8 45.7 3.91 9.82 0.71

Cl and Br 46.4 4.64 10.02 0.72

Rocky M. (7600) Base 48.4 46.0 – 2.43 8.93 0.71

O_n_G 46.7 – 1.78 8.56 0.73

Pacific Coast (7260) Base 47.5 43.8 – 3.63 11.48 0.75

Cl and Br 44.0 – 3.48 11.48 0.75

39.3 Test Case and Evaluation

The evaluation covered the usual performance statistics. It is rather straight forward
to see how the coastal area specific urban area associated high positive bias to be
targeted using the new chlorine and bromine chemistry upgrade to decrease coastal
and water surface resistance for dry deposition velocity.

Overall the daily eight hour average maximum ozone concentration was reduced
across the coastal areas in general and where there are strong NOx emission there
corresponds a larger reduction in surface ozone concentration.

39.4 Results and Summary

The general agreementwith our test result of a summer cast in 2017with that reported
for a 2014 study be the US EPA also over the CONUS gave confidence that the
inclusion of the halogen chemistry in ozone production (or loss) was consistent with
the coastal area targeted phenomenon. Namely the overall effect of increase hydro-
peroxyl radical depletion due to chlorine oxidation and bromine oxidation increases
the production of ozone. However the increased dry deposition loss of ozone due
to the correction of rate of dissolvable ozone over moist surfaces depleted ozone
to the surface by depositional loss is larger. The phenomenon was strongest during
the highest ozone concentration during its diurnal maximum concentrations. It was
contribution most to the reduction of high positive bias in daily 8 h maximum ozone
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concentration (Table 39.1). Also the time series for depicting the time evolution of the
surface ozone concentration over the month of July 2017 was shown over CONUS
(Fig. 39.1) and the Gulf of Mexico (Fig. 39.2).

Fig. 39.1 Time series of surface ozone concentrations over the CONUS: observation in black,
current NAQFC prediction in blue and red depicted that after halogen chemistry has been included

Fig. 39.2 Time series of surface ozone concentrations over the Gulf Coast: observation in black,
current NAQFC prediction in blue and red depicted that after halogen chemistry has been included
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Chapter 40
Total Deposition Maps Evaluated
from Measurement-Model Fusion
in North America (ADAGIO Project)

Alain Robichaud, Amanda Cole, Michael Moran, Alexandru Lupu,
M. Shaw, G. Roy, M. Beauchemin, V. Fortin and R. Vet

Abstract Environment and Climate Change Canada’s ADAGIO project (Atmo-
sphericDepositionAnalysisGenerated byOptimal Interpolation usingObservations)
produces maps of wet, dry and total annual deposition of oxidized and reduced nitro-
gen (N) and sulphur (S) and ozone in Canada and the United States by combining
in an optimal way observed and modeled data. Optimal interpolation methods are
used to provide the best objective analyses of seasonally-averaged surface concentra-
tions of gaseous, particulate, and precipitation species predicted by Environment and
Climate Change Canada’s in-line regional air quality model GEM-MACH (Global
Environmental Multiscale model—Modelling Air quality and Chemistry) based on
the difference between themodeled andmeasuredvalues at networkobservation sites.
The resulting objective analyses (OA) for gas and particulate species concentration
fields are then combined with effective deposition velocities from GEM-MACH to
calculate dry deposition. Concentrations of precipitation ions are combined with pre-
cipitation amounts from the Canadian Precipitation Analysis (CaPA), in which all
available precipitation data sets are used to adjust precipitation amounts predicted
by GEM, to calculate wet deposition. Results from the 2010 development year are
compared with previously-generated wet deposition kriging maps, results from the
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USEPA’s Total Deposition (TDEP) method, and surface measurements not used in
the analysis where available. It was found that the biggest sources of uncertainties
are the dry deposition velocities and error statistics (weight matrix used to produce
OA). Therefore, more work is needed to reduce these uncertainties.

40.1 Introduction

This paper describes a new method to obtain atmospheric dry and wet deposition
maps in Canada and US. The methodology is based on optimal interpolation for
air quality [3] and sensitivity tests for error statistics. Deposition maps use GEM-
MACH, v2 [2] output combined with quality-controlled and screened observations
of different monitoring networks in Canada and the US (CAPMON, NAPS, AMON,
AQS, and CASTNET). Wet, dry and total deposition from the ADAGIO project will
replace krigged maps of wet-only deposition currently used to evaluate N and S
deposition to Canadian and US emissions [5].

40.2 Methods

Objective analysis (OA):model fusionwith observations (data assimilation tech-
niques) (Figs. 40.1 and 40.2).

GEM
MACH
v2

OBS

OA

Fig. 40.1 Model (top left)-data (bottom left) fusion using DA techniques to get OA
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Error 
statistics 

Fig. 40.2 Methodology to produce deposition maps over Canada and US

40.3 Results

First, OA gridded concentrations are obtained for all species according to data assim-
ilation techniques [1] adapted to air quality [3]. One of the most difficult steps is to
obtain appropriate error statistics. Sensitivity tests over a wide range of correlation
lengths and variance ratios have been done to obtain optimum values. Results are
given in Table 40.1. Dry deposition is then computed by multiplying weighted dry
deposition velocity by OA concentration and wet deposition obtained bymultiplying
precipitation amount from the Canadian Precipitation Analysis (CaPA).

The comparison between ADAGIO and US/TDEP initiative [4] is remarkable and
of interest since the two projects use a different model andmethodology while results
are fairly similar for N total deposition for year 2010 (Fig. 40.3) indicating rather
high certainty of the results.

40.4 Summary and Conclusions

Maps of N and S deposition for North America have been produced using objec-
tive analyses based on data assimilation techniques and sensitivity tests based on
5 ensembles to find error statistics. It was found that the correlation length is the
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Table 40.1 Results from sensitivity tests for OA (range corresponds to different seasons)

Species Corr.
length
(km)

Variance
ratio

N Xhi2 Obs.
error
(%)

Observation data
methods

O3 70–200 1–5 837–1473 0.986–1.50 5.0 UV absorption

SO2 55–150 2–6 521–543 1.19–1.38 16.5 Filter pack

NO2 60–73 3–21 465–484 1.005–1.53 10.0 Chemiluminescence

NO 20–100 3–15 410–464 0.92–1.82 10.0 Chemiluminescence

HNO3 150–200 2–13.5 89–94 1.096–1.37 6.0 Filter pack

NH3 30–320 2–25 18–20 0.164–1.02 10.0 Passive sampler

p-NO3 ~200 ~20 89–95 0.592–0.92 5.5 Filter pack

p-NH4 155–200 ~20 89–95 0.81–0.92 4.0 Filter pack

p-SO4 155–200 2–20 89–94 0.56–0.91 7.0 Filter pack

w-NO3 200 1–3 225–244 1.04–1.41 5.0 Wet collector

w-NH4 190–200 2–20 225–248 0.821–
1.093

2.0 Wet collector

w-SO4 80–200 1–3 216–248 0.797–1.00 5.0 Wet collector

Fig. 40.3 Comparison between ADAGIO total nitrogen deposition for 2010 with US/TDEP initia-
tive
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most sensitive parameter for OA production, and dry deposition velocity is the high-
est source of uncertainly for deposition maps. Preliminary inter-comparison with
deposition maps produced by US EPA (Schwede and Lear [4], TDEP project) shows
reasonable agreement despite different methodologies used. A new version of depo-
sition maps is currently underway using the techniques of sensitivity tests. Finally,
the results of ADAGIO are also compared to previous maps obtained using kriging
algorithm (e.g., [6]) and gives consistent results.

Acknowledgements The first author wishes to acknowledge helpful discussions with Martin
Deshaies and Richard Ménard concerning some aspects of error statistics and cross-validation.
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Chapter 41
Importance of Inventory
Representativeness for Air Quality
Forecasting: A Recent North American
Example

Michael D. Moran, Qiong Zheng, Junhua Zhang, Radenko Pavlovic
and Mourad Sassi

Abstract North American air quality (AQ) forecasts made by the Environment and
Climate Change Canada (ECCC) operational regional AQ prediction system since
2015 have used input emissions files based on Canadian, U.S., and Mexican national
emissions inventories for base years 2010, 2011, and 1999, respectively. Since 2010,
however, emissions of many criteria air pollutants have declined in both Canada
and the U.S.. We recently tested new input emissions files based on a 2013 Cana-
dian inventory, a projected 2017 U.S. inventory, and a 2008 Mexican inventory in
the ECCC regional AQ prediction system. For Canada, the switch from the 2010
inventory to the 2013 inventory reduced SO2, NOx, and VOC annual anthropogenic
emissions by 12%, 2%, and 4%, respectively. For the continental U.S., adoption of
the projected 2017 inventory reduced SO2, NOx, and VOC annual anthropogenic
emissions relative to the 2011 inventory by 65%, 33%, and 11%, respectively, sug-
gesting the importance of emissions base-year representativeness for AQ forecasting.
Moreover, the use of these new input emissions fields for 2016 and 2017 test periods
improved AQ forecasts in comparison to the operational model for Canada and the
U.S., in particular for summertime ozone forecasts over the eastern U.S.. A new
version of the ECCC forecast system that uses these updated input emissions files
was accepted for operational implementation in mid 2018.
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41.1 Introduction

Although current air quality is determined by current pollutant emissions, operational
AQ forecasts are usually performed based on retrospective emissions inventories,
that is, on inventories that are representative of a past base year. When emissions
levels are changing rapidly, however, retrospective inventories may not accurately
represent current emission levels, as is now the case in North America due to the
continuing decrease of emissions of many criteria air contaminants (CACs) in both
Canada and the U.S. since the 1990s (Fig. 41.1). One way to deal with this lack
of representativeness for AQ forecasting is to use a projected, future-year emissions
inventory that is closer to the forecast year. Such inventories are sometimes created for
AQ policy development applications by incorporating assumptions about projected
changes to the economy, to population and housing, to the on-road and off-road
vehicle fleets, etc. along with any emissions changes expected to result from the
phased implementation of existing emissions control legislation.

Since 2015 ECCC’s operational Regional Air Quality Deterministic Prediction
System (RAQDPS), which produces 48 h AQ forecasts on a North American domain
twice daily, has used input emissions files (namedSET2.1.1) based on version 1 of the
2010 Canadian Air Pollutant Emission Inventory (APEI), version 1 of the 2011 U.S.
Environmental Protection Agency’s (EPA) National Emissions Inventory (NEI), and
version 1 of the 1999 Mexican emissions inventory [6]. The decision to use these
particular inventories was not based on their representativeness of 2015 (or later)
emissions but rather was because they were the most recent Canadian, U.S., and
Mexican emissions inventories available at the time. This paper describes the impact
of adopting newer Canadian and Mexican inventories and a projected U.S. inventory
on 2016 and 2017 North American AQ forecasts made by the RAQDPS.

Fig. 41.1 Trends in annual a Canadian CAC emissions (normalized to 1990) for the 1990–2015
period and b U.S. SO2 and NOx emissions for the 1990–2016 period (Source [2, 3])
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41.2 Description of Updated Emissions

By 2017 a 2013 Canadian APEI and a 2008Mexican inventory for AQmodelling had
become available as well as the first version of the 2014 U.S. NEI [1, 4]. In addition,
the U.S. EPA had also developed several versions of a projected 2017 NEI for its
2011 Air Emissions Modeling Platform for policy development applications [5].
Given the continuing decline in Canadian and U.S. air pollutant emissions shown
in Fig. 41.1, there was a strong argument for AQ forecasting in 2017 to move to
inventories whose base years were more recent than 2010, 2011, and 1999. As well,
the significant decrease in U.S. SO2 and NOx emissions that had occurred even
between 2014 and 2016 suggested that an inventory for base year 2017 might be
more appropriate for forecasting in 2017 and beyond than one for base year 2014,
even though the former was a projected inventory whereas the latter was an actual
inventory. One additional consideration was that a second version of the 2014 U.S,
NEI was expected to be released at the end of 2017, so that the available version of
the 2014 U.S. NEI was only a preliminary version.

Figure 41.2a compares the magnitude of total anthropogenic emissions (summed
over point, area, on-road, and off-road source sectors) for six CAC species for ver-
sion 1 of the 2013 Canadian APEI versus version 1 of the 2010 Canadian APEI.
SO2, NOx, and VOC emissions were estimated to have decreased by 12%, 2%, and
4%, respectively, between 2010 and 2013 whereas NH3, PM2.5, and PM10 emissions
increased by 5, 30, and 15%. Figure 41.2b shows a similar comparison for the mag-
nitude of total anthropogenic CAC emissions for the projected 2017 inventory in
the U.S. EPA 2011v6.3 emissions modeling platform versus the 2011 inventory in
the EPA 2011v6.0 emissions modeling platform [5]. SO2, NOx, VOC, and PM2.5

emissions were estimated to have decreased by 65%, 33%, 11%, and 1%, respec-
tively, between 2011 and 2017, whereas PM10 emissions increased by 18% and NH3

emissions were roughly unchanged.
The SMOKE emissions processing system was used to process these three new

inventories to create a new set of input emissions files (named SET3.1) for the
RAQDPS 10 km North American grid (for more details, see [8]). Figure 41.3 shows

Fig. 41.2 Comparison of old and new a Canadian and b U.S. inventory emissions (tons/year)
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Fig. 41.3 Maps of differences in July emissions distribution (new–old; tonnes/grid cell/month) of
a NO and b PM2.5

two examples of the spatial distribution of differences between the SET2.1.1 and
SET3.1 emissions files. In particular, NO (and NOx) emissions decreased almost
everywhere in the contiguous U.S. but not in Canada.

41.3 Impact of Updated Emissions

To evaluate the impact of using the new input emissions files versus the existing
operational emissions files, the operational version of RAQDPS was re-run with the
SET3.1 emissions files for two 6-week periods in summer 2016 (July 1–August 16)
and winter 2017 (January 1–February 18).

Figure 41.4 shows the mean difference fields for NO2, O3, and PM2.5 surface
abundances between the RAQDPS runs using the two sets of emissions for the winter
period (Moran et al. [7] for the summer plots). NO2 levels decreased as a direct
result of decreases in NOx emissions (Fig. 41.3a) while O3 levels increased due to
decreased NO titration. PM2.5 concentrations decreased over the continental U.S.
due to decreased SO2 and NOx emissions (i.e., PM precursors) but increased over
western Canada due to increased primary PM2.5 emissions (Fig. 41.3b). Savic-Jovcic

Fig. 41.4 Differences (new–old) of mean a NO2 (ppbv), b O3 (ppbv), and c PM2.5 (µg m−3)
surface abundance fields for 45-day winter 2017 period
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et al. [9] showmean 48 h observed and predicted NO2 time series for eastern Canada
(EC) and the eastern U.S. (EUS) for both the summer 2016 and winter 2017 periods
and O3 and PM2.5 time series for summer 2016. NO2 concentration bias is reduced
over the EUS for both periods, suggesting that the newNOx emissions from the 2017
projected U.S. NEI are more representative for 2017 than the 2011 NEI emissions,
consistent with Fig. 41.1. Unlike the winter period shown in Fig. 41.4b, O3 levels
over the EUS are reduced in summer 2017 due to decreased production from lower
NOx emissions [7].

41.4 Conclusion

TomakeAQ forecastswe should ideally use current emissions, but national emissions
inventories are generally retrospective. This becomes an issue when emissions are
changing significantly from year to year, as has been the case in North America for
the past decade or more.

Projected emissions inventories may be less accurate than actual inventories for
the same base year, but they have the advantage of being available years sooner
and they may also be quite accurate if projected emissions changes are largely the
result of known emission control legislation. This study shows one example where a
projected 2017 emissions inventory gave more representative estimates of emissions
levels in 2016 and 2017 than did a retrospective inventory for 2011.

A new version of the ECCC forecast system that uses these updated input emis-
sions files was accepted for operational implementation in mid 2018 [8].
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Chapter 42
Can Assimilation of Ground Particulate
Matter Observations Improve Air
Pollution Forecasts for Highly Polluted
Area of Europe?

Małgorzata Werner, Maciej Kryza and Jakub Guzikowski

Abstract In this study we present the influence of assimilation of ground PM2.5
measurements on forecasted concentrations of particulate matters for low air quality
episode observed in the year 2017 over Poland. The episode was not reproduced by
a standard forecasting system, based on the Weather Research and Forecasting with
Chemistry model (WRF-Chem), working operationally without data assimilation.
Here, we used Grid point Statistical Interpolation (GSI) system to assimilate ground
observations from 42 stations measuring PM2.5 concentrations. The results show
that the assimilation of PM2.5 concentrations has a positive impact on modelled
concentration of PM2.5 and PM10. The greatest positive impact is noticed for the
period with the high measured concentrations of pollutants. The results also show
that for some stations the assimilation of PM2.5 and PM10 may lead to overesti-
mation of concentrations at the warmer period characterised by lower overall PM
concentrations. Further studywith an application of degree-day factors for residential
emissions and GSI assimilation is planned as the next step.

42.1 Introduction

Central andEasternEuropean countries suffer fromhigh concentrations of particulate
matter (PM) in winter periods, which is mainly related to high emissions from SNAP
sector 2 (residential combustion). Meteorological conditions i.e. low temperatures
and anticyclone systemsmake favourable conditions to accumulation of air pollutants
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and deterioration of air quality. In such conditions it is very difficult to correctly
predict air pollution concentrations.

Many operational air-quality models are initialized using concentrations of
chemical species obtained from the previous day’s forecast, without considering
observations. Data assimilation has not been extensively applied to air quality mod-
els because chemical observations are relatively sparse compared to meteorological
observations [5]. Data assimilation in chemical models may improve initial condi-
tions and provides tools for better estimates of emission intensity.

In this study we aim to present the influence of assimilation of ground PM2.5
measurements on forecasted concentrations of particulate matter for low air quality
episode in the year 2017 over Poland. The episode was not reproduced by forecasting
system working operationally without data assimilation. The system is based on the
Weather Research and Forecasting with Chemistry model (WRF-Chem) and pro-
duces forecasts daily, starting at 00 UTC and with 72 h lead time and uses chem-
istry cycling. We used Grid point Statistical Interpolation (GSI) system to assimilate
ground observations from 42 stations measuring PM2.5 concentrations at hourly
basis. The modelled concentrations of PM2.5 and PM10 were compared with obser-
vations and with the standard forecasts calculated without data assimilation.

42.2 Data and Methods

42.2.1 The WRF-Chem Model and the GSI System

In this study we used version 3.9 of WRF-Chem. We applied two one way nested
domains—the outer domain covers Europe at a 12 km × 12 km grid and the inner
domain is focused on Poland at 4 km× 4 km resolution. The mother domain has 285
and 332 points in the west-east and south-north direction, respectively. We used 35
vertical levels with the lowest layer top at about 30 m. The simulations are driven by
the GFS meteorological data, available every 3 h, at a 0.5°× 0.5° spatial resolution.
The gas phase chemistry model used in this study was the Regional Acid Deposition
Model, version 2 (RADM2, [4]) and the aerosolmodule includedGoddardChemistry
Aerosol Radiation and Transport scheme (GOCART, [1]). Two emission databases
were used in the simulations. For the outer domain we included TNO MACC III
database at 1/8° × 1/16°, for the inner domain for SNAP sector 2 and SNAP sector
7 up to date emissions with improved emission factors were provided by the Chief
Inspectorate of Environmental Protection.

We used the 3D-Var component of the GSI system. The system is described in
details in [3] and here only the basis is provided.Analyses are obtained byminimizing
a cost function:

J (x) = (x − xb)
T B−1(x − xb)+ (y − H(x))T R−1(y − H(x))
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where x is a vector of analysis, xb is the background (forecast) vector, y is an observa-
tion vector,B is the background error covariancematrix,H is an observation operator,
and R is the observation error covariance matrix. The background error covariance
matrix B is separated into vertical and horizontal components, and is represented as a
product of error variances and spatial correlation matrices. The correlation matrices
simulate Gaussian shapes in space and in the GSI are modelled with recursive filters.
The observational data of PM2.5 concentrations, available at 1 h resolution, are pro-
vided by the Chief Inspectorate of Environmental Protection (http://powietrze.gios.
gov.pl). There were 42 stations available for the study period.

42.2.2 The Simulation Period and Verification

The study period covers episode of a very low air quality and high concentrations
of particulate matter in Poland on 11–25 February 2017. The episode was not repro-
duced by a standard forecasting system. More details are given in [2]. The most
recent forecasts are available here: powietrze.uni.wroc.pl.

In this study we run and compared two simulations. The first simulation was
initialised each day at 00 UTC, using the chemistry cycling from a previous forecast
(GOCART). The second run the simulation was also initialised at 00 but the initial
conditions were modified by incorporation of observational data by the GSI system
(GOCART_GSI). Both forecasts were run for the 72 h (as a standard procedure in
our system), however only first 24 h were analysed in this study. To verify the results
we used factor of two (FAC2), mean bias (MB), mean gross error (MGE), normalised
mean bias (NMB), and correlation coefficient (R).

42.3 Results

Mean observed concentrations of PM10 and PM2.5 were respectively 57.2 and
46.4 µg m−3 during the period of 11–25 February 2017. Very high concentrations
were observed in the first part of the analysed episode. PM2.5 concentrations reached
or exceeded 150 µg m−3 at many Polish stations between 13th and 18th of February
(Fig. 42.1).

In general theWRF-Chemmodel underestimated observedPM2.5 concentrations.
However, all statistics were improved after assimilation of ground based observa-
tions of PM2.5. MB decreased from −11.4 to −4.8 µg m−3, FAC2 increased from
0.68 to 0.74 and R from 0.63 to 0.73 (Table 42.1). Time series in Fig. 42.1 shows that
GOCART_GSI better fits in the observations during the peak of concentrations, how-
ever for the warmer period it overestimates concentrations at the Warsaw station. An
improvement between GOCART_GSI and GOCART is also observed for PM10 but
the changes are smaller than for PM2.5. FAC2 and R increased from 0.63 to 0.65 and
from 0.56 to 0.63, respectively. The GOCART simulation underestimated observed

http://powietrze.gios.gov.pl
http://powietrze.uni.wroc.pl
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Fig. 42.1 Time series of modelled and measured PM2.5 concentrations at two selected stations—
Lodz and Warsaw

Table 42.1 Statistics based on hourly observations for the GOCART and GOCART_GSI simula-
tion. N-number of pairs model-observation

N FAC2 MB MGE NMB R

PM2.5

GOCART 15,038 0.68 – 11.36 24.14 – 0.23 0.63

GOCART_GSI 15,038 0.74 – 4.80 20.75 – 0.10 0.73

PM10

GOCART 41,309 0.63 – 6.15 33.42 – 0.10 0.56

GOCART_GSI 41,309 0.65 1.38 32.01 0.02 0.63
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PM10 concentrations with MB equal to −6.15 µg m−3, while the GOCART_GSI
slightly overestimated with MB equal to 1.38 µg m−3.

Analysis of temporal changes of MB for GOCART_GSI for all stations indicates
that the model underestimated peaks of very high concentrations of PM and slightly
overestimated concentrations in the second (warmer) part of the episode (the figures
not shown here).

42.4 Summary and Conclusions

The study with the WRF-Chem model and the GSI assimilation tool was carried
out for the episode of very high concentrations of particulate matter followed by the
period with lower PM concentrations in Poland on 11–25 February 2017. The results
show that the assimilation of ground based measurements of PM2.5 concentrations
has a positive impact on modelled concentration of PM2.5 and PM10. The greatest
positive impact is noticed for the period with the high measured air pollution concen-
trations. The results also show that for some stations the GOCART_GSI simulation
overestimates concentrations at the warmer period characterised by lower observed
PM concentrations. Previous analysis done by [2] showed that overestimation of PM
concentrations at warm winter periods can be related to too high emission factors
for the residential emissions. Thus, further study with an application of degree-day
factors for residential emissions and GSI assimilation is planned as the next step.
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Chapter 43
Assimilation of Meteorological Data
in Online Integrated Atmospheric
Transport Model—Example of Air
Quality Forecasts for Poland

Maciej Kryza, Małgorzata Werner and Jakub Guzikowski

Abstract In this work we analyse the impact of meteorological data assimilation
on the performance of the air quality forecasting system for the area of Poland
(Central Europe). The forecasting system uses the WRF-Chem model, which is
online integrated meteorology and air chemistry transport model. The forecasts are
run each day for the next 48 h, using two nested domains of 12 km× 12 km (Europe)
and 4 km× 4 km (Poland) and 35 vertical levels. In this workwe analyse the period of
11–25 February 2017, during which poor air quality was observed at the beginning,
followed by unusually warm days with low concentrations of pollutants. Two sets
of forecasts are compared. In the first group, we use the forecasts with no data
assimilation. Secondly, we use the community Gridpoint Statistical Interpolation
system (GSI) to assimilate surface and radiosonde meteorological data. Both sets of
forecasts are compared with hourly measurements of PM10 and PM2.5 for Poland.
Assimilation of meteorological data overall improves the air quality forecasts, but
not always leads to better representation of high-concentration episode.

43.1 Introduction

Poland is among the several European countries that have severe problems with air
quality. The number of days with exceeded threshold value for 24 h mean concentra-
tions of PM10 each year is larger than allowed 35 at many locations [2]. Long-term
exposure to atmospheric aerosols is often linked with health problem, including
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respiratory and cardiovascular diseases and increased mortality [4], not mentioning
deterioration of life quality. The air quality forecasts are becoming more and more
frequently used to support local authorities in reducing the population exposure.

In this work we present the results of the air quality forecasting system developed
within the LIFE-APIS/PL project [6] for the area of Poland using the WRF-Chem
model. The study period covers 11–25 February 2017, when high PM2.5 and PM10
concentrations were observed, but not always accurately forecasted by the system.
Themain aim of thiswork is to test if we can improve the performance of the forecast-
ing systemby assimilation of the conventional surface and radiosondemeteorological
data using the Grid point Statistical Interpolation (GSI) system.

43.2 Data and Methods

43.2.1 Study Period

In this study we analyse the period of 11–25 February 2017. During the first half
of this period, central Europe was under the influence of a high-pressure sys-
tem, with the centre located over Poland and Belarus. Calm wind conditions were
favourable for accumulation of atmospheric pollutants. Moreover, low air tempera-
tures, observed especially over the night, lead to increased emission from lowelevated
residential sources. Hourly concentrations of PM2.5 and PM10 frequently exceeded
100µgm−3 at number of measuring sites. After 17th of February, advection of warm
air masses from the south of Europe was observed. This lead to higher wind speeds
and air temperatures exceeded the long term mean values for February. This resulted
in a rapid decrease of PM2.5 and PM10 concentrations in Poland.

43.2.2 WRF-Chem Model Configuration

TheWeather Research and Forecasting (WRF) model with chemistry (WRF-Chem),
version 3.9, was used in this study [1]. The model was configured using two one-way
nested domains with spatial resolutions of 12 km × 12 km and 4 km × 4 km. Both
domains had 35 vertical levels. RADM2 chemical mechanism with the Kinetic Pre-
Processor (KPP) for gas chemistry and GOCART scheme for aerosols were applied.
For the outer domain covering Europe, the model uses the TNO MACC III emis-
sion inventory [3]. The same emission database was also used for the nested domain
except for Poland, where high-resolution emission inventory, developed by the Chief
Inspectorate of Environmental Protection (CIEP) was applied.

Two sets of forecasts were calculated. They both were initialised each day at
00 UTC. The base model runs were using the data from the Global Forecast System
(GFS) as meteorological initial and boundary conditions. For the second set of the
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model forecasts, the initial conditions were modified by assimilation of the conven-
tional surface land and radiosonde meteorological data, using the 3D-Var component
of the Grid point Statistical Interpolation (GSI) tool [5]. For chemistry, the initial
conditions came from chemistry cycling from a previous day forecast.

43.2.3 Evaluation of the Model Results

Two sets of PM2.5 andPM10 forecastswere comparedwith the hourlymeasurements
gathered at a measuring network operated by CIEP in Poland. For PM2.5, measure-
ments from 43 stations were available. For PM10, information from 116 sites were
used for forecasts evaluation. Three error statistics were calculated to summarize the
model performance: mean error (ME), index of agreement (IOA) and factor of two
(FAC2).

43.3 Results

Themodel performance for the two sets of PM2.5 and PM10 forecasts is summarized
in Table 43.1. Both model runs underestimate the observed concentrations of PM2.5
and PM10 for this period. Application of the data assimilation improves the forecasts
both for PM2.5 and PM10. ME decreased, and IOA increased for the GSI run. The
FAC2 statistic is similar for both model runs.

Figure 43.1 shows the details of the model performance for the entire period and
two selected stations. ForWrocław, there are only small differences between the base
andGSI runs. TheGSI run is slightly better at the beginning of the high-concentration
period (14–15 February), where the base run shows rapid decrease in PM2.5 concen-
trations during the day. However, both the base and GSI simulations underestimate
PM2.5 (and PM10, not presented) for these days. For Kraków, assimilation of con-
ventionalmeteorological data improved themodel performance for PM2.5 and PM10
significantly for the beginning of the high-concentration episode (14th and 15th of

Table 43.1 Performance of
the WRF-Chem model
forecasts for the base and GSI
runs

ME [µg m−3] IOA [−] FAC2 [−]

PM2.5 concentrations

Base run −14.53 0.68 0.81

GSI run −13.81 0.70 0.81

PM10 concentrations

Base run −11.55 0.66 0.56

GSI run −10.18 0.68 0.57
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Fig. 43.1 Observed and modelled hourly PM2.5 concentrations at Wrocław (top) and Kraków
(bottom)

February). However, the pollutants concentrations are still underestimated for 16–18
of February.

If the model performance is summarized for all the stations according to the
forecast lead time, it is visible that the impact of the data assimilation is the strongest
at the beginning of the simulation (Fig. 43.2). For IOA, the base andGSI runs become
very similar after 12 h of the simulations, but again, after 24 h IOA is larger for the
GSI run. Similar pattern is observed for ME—the largest decrease for the GSI run
is observed for the first 12 h. After that both simulations show similar performance
until 24 h lead time. Then ME is higher for the GSI run.
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Fig. 43.2 Model performance according to the forecast lead time (all stations)

43.4 Summary and Conclusions

In this work we have shown that the application of meteorological data assimilation
may improve theperformanceof the air quality forecasts ofPM2.5 andPM10.Despite
the overall improvement, the model simulation with data assimilation still failed to
reproduce some peak values of observed PM2.5 and PM10. The results presented
here are preliminary and should be further tested for the longer study periods.
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Chapter 44
Distinguishing Between Remote
and Local Air Pollution Over Taiwan:
An Approach Based on Pollution
Homogeneity Analysis

Pavel Kishcha, Sheng-Hsiang Wang, Neng-Huei Lin, Arlindo da Silva,
Tang-Huang Lin, Po-Hsiung Lin, Gin-Rong Liu, Boris Starobinets
and Pinhas Alpert

Abstract An analysis of pollution homogeneity has been conducted to distinguish
between remote and local pollution which contributes to month to month changes in
aerosol optical depth (AOD) over the Taiwan area. This was carried out using both
AERONET measurements at six monitoring sites in Taiwan and NASA MERRA-2
reanalysis, over the 15-year period from 2002 to 2017. As a measure of air pollution
homogeneitywe used theAODstandard deviation: themore homogeneous the spatial
distribution of air pollution, the lower the AOD standard deviation is. Using this
approach, we found that, over Taiwan, in autumn, inhomogeneous local air pollution
is predominant, while, in spring, homogeneous remote air pollution from south-
east Asia dominates. In autumn, when inhomogeneous aerosols from local sources
dominate, the AOD standard deviation is essentially higher than that in spring, when
homogeneous aerosols from remote sources dominate. Our approach allowed us
to distinguish between homogeneous remote and inhomogeneous local sulfate air
pollution of similar optical properties and chemical composition.

P. Kishcha (B) · B. Starobinets · P. Alpert
Department of Geophysics, Tel-Aviv University, Tel-Aviv, Israel
e-mail: pavel@cyclone.tau.ac.il

S.-H. Wang · N.-H. Lin · T.-H. Lin · G.-R. Liu
Department of Atmospheric Sciences, National Central University, Taoyuan, Taiwan

A. da Silva
NASA Goddard Space Flight Center, Greenbelt, MD, USA

P.-H. Lin
National Taiwan University, Taipei, Taiwan

© Springer Nature Switzerland AG 2020
C. Mensink et al. (eds.), Air Pollution Modeling and its Application XXVI,
Springer Proceedings in Complexity,
https://doi.org/10.1007/978-3-030-22055-6_44

279

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-22055-6_44&domain=pdf
mailto:pavel@cyclone.tau.ac.il
https://doi.org/10.1007/978-3-030-22055-6_44


280 P. Kishcha et al.

44.1 Introduction

Taiwan is an island located at approximately 200 km eastward from the Pacific coast
of South East Asia. Both remote air pollution from highly polluted south-east Asia
(including emissions of bio-mass burning) and local air pollution from Taiwanese
industries and transportation contribute to the distribution of aerosol optical depth
(AOD) over the Taiwan area. Distinguishing between remote and local air pollu-
tants is important for raising awareness about their separate effects on regional air
quality, weather and climate. To this end, an approach has been developed, based on
the homogeneity of both AOD data from NASA MERRA-2 aerosol reanalysis and
AERONET AOD measurements [2].

44.2 Method

According to Kishcha et al. [2], AOD and its standard deviation can be used as a
measure of air pollution homogeneity. To estimatemonth tomonth changes in air pol-
lution homogeneity over Taiwan, we used AOD monthly data from six AERONET
stations during the 15-year period from 2002 to 2017 (Fig. 44.1a). The analysis
of AERONET AOD was complemented with the analysis of MERRA-2 reanalysis
AOD data during the 15-year study period. MERRA-2 reanalysis includes AOD of
the following aerosol species: black and organic carbon, sulfate, desert dust, and sea
salt [1]. MERRA-2 is based on the up-to-date NASA GEOS-5 model with aerosol
data assimilation. According to Randles et al. [3] and Buchard et al. [1], for the

Fig. 44.1 a The Taiwan area, where the closed circles show the location of AERONET sites, while
the orange open boxes represent GEOS-5 model grid boxes located in the vicinity of AERONET
sites. Each GEOS-5model grid box is 0.5° latitude by 0.625° longitude; bmonth to moth changes in
15-year mean AERONET AOD (2002–2017). AERONET-L designates AERONET AOD averaged
over the five low-elevated AERONET sites, while AERONET-H designates AOD from the high-
elevated (2800 m a.s.l.) Lulin site. The AOD standard deviation is shown by the vertical red lines;
c month to month changes in the AERONET AOD standard deviation from the five low-elevated
sites, in percentage to the 15-year mean AOD (Updated from Kishcha et al. [2])



44 Distinguishing Between Remote and Local Air Pollution … 281

aerosol data assimilation GEOS-5 uses AOD retrievals from the Multiangle Imaging
SpectroRadiometer (MISR), the Moderate Resolution Imaging Spectroradiometer
(MODIS) on both NASA Terra and Aqua satellites; the Advanced Very High Res-
olution Radiometer (AVHRR) instruments over bright surfaces, and ground-based
AERONET direct measurements. Month to month changes in MERRA AOD were
analyzed over the following two areas: the open ocean area in the vicinity of Taiwan
(25.5 N–29 N; 122.5E–124.5E) and the Taiwan area (22 N–25.5 N; 120E–122E). In
addition, a spatial distribution ofwind vectors in the 700–800 hPa layerwas analyzed,
using 15-year monthly mean MERRA data.

44.3 Results and Discussion

Month to month changes in AERONET AOD measurements in Taiwan show the
primary maximum (AOD ≈ 0.75) in spring (March–April) and the secondary max-
imum (AOD ≈ 0.45) in autumn (September–October) (Fig. 44.1b). AOD from the
high-elevated site in Lulin is essentially lower than AOD from the low-elevated
AERONET monitoring sites. Therefore, air pollution in Taiwan is mainly vertically
distributed below 2800m a.s.l., in linewithKishcha et al. [2]. As shown in Fig. 44.1b,
the standard deviation of AERONET AOD in spring is significantly lower than that
in autumn, indicating the more homogeneous AOD spatial distribution in spring
than in autumn. Therefore, aerosols originating from remote sources were more
homogeneously distributed over Taiwan than local aerosols [2]. As a measure of air
pollution homogeneity, we used the AOD standard deviation: themore homogeneous
the spatial distribution of air pollution is, the lower the AOD standard deviation is.
To quantify changes in aerosol homogeneity over Taiwan over the year, we analyzed
month to month changes in the AERONET AOD standard deviation in percentage to
the 15-year mean AOD (Fig. 44.1c). One can see that, in autumn (October), the AOD
standard deviation is essentially higher than that in spring (March–April) (Fig. 44.1c):
this fact points out that, in autumn, inhomogeneous aerosols from local sources are
predominant, while, in spring, homogeneous aerosols from remote sources dominate.

The above mentioned finding is supported by the analysis of spatial distribu-
tions of 15-year monthly mean MERRA wind vectors in the 700–800 hPa layer
[2], their Fig. 7). In particular, Kishcha et al. [2] showed that, in the spring season
(March), prevailing strong west and south-west winds blow mainly from land to sea,
causing transport of anthropogenic air pollution (including biomass burning) from
its sources in continental Asia towards Taiwan. Therefore, in spring, aerosols from
remote sources are likely to be predominant. By contrast, in autumn (October), weak
east winds are observed over Taiwan, indicating insignificant transport of continental
air pollution towards Taiwan [2]. Therefore, in autumn, aerosols from local sources
are likely to dominate.

To support our findings about the origin of air pollution responsible for the spring
and autumn AOD maxima, we conducted a comparison of month to month changes
in MERRA AOD over the open ocean area in the vicinity of Taiwan (25.5 N–29 N;
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122.5E–124.5E), where there are no local sources of anthropogenic aerosols, and
over the Taiwan area (22 N–25.5 N; 120E–122E), where there are local sources
of anthropogenic aerosols (Fig. 44.2). For sulfate aerosols, which are the major
pollutant in Taiwan, MERRA AOD peaked in both spring and autumn over Taiwan,
but not over the open ocean, where only the spring maximum exists (Fig. 44.2, the
magenta lines). This is evidence of the contribution of local sulfate aerosols to the
maximum in autumn over Taiwan. By contrast to sulfates, there are no local sources
of carbonaceous aerosols (OC & BC) neither in the Taiwan area no in the open
ocean area in the vicinity of Taiwan. MERRA AOD for carbonaceous aerosols (OC
& BC) shows similar seasonal variations with only one maximum in spring over the
two areas (Fig. 44.2, green lines). This indicates that remote carbonaceous aerosols
dominate in spring over Taiwan.

Furthermore, our approach allowed us to distinguish between homogeneous
remote and inhomogeneous local sulfate air pollution of similar optical properties
and chemical composition. To this end we analyzed sulfate aerosol homogeneity
over Taiwan using month to month changes in MERRA sulfate AOD and its stan-
dard deviation. MERRA sulfate AOD was averaged over the five model grid boxes
of 0.5o latitude by 0.625o longitude each, located in the vicinity of the low-elevated
AERONET sites (Fig. 44.3). One can see that the standard deviation of MERRA
sulfate AOD in autumn was higher than that in spring (Fig. 44.3). This is similar
to AERONET AOD (Fig. 44.1). Therefore, inhomogeneous sulfate aerosols from
local sources are predominant in autumn, while homogeneous sulfate aerosols from
remote sources dominate in spring. The same approach can be applied to distinguish
between remote and local air pollution over different land areas on a global scale.

Fig. 44.2 Month to month changes in MERRA AOD over Taiwan and over the open sea area
(the green open rectangle in the left panel) in the vicinity of Taiwan, over the 15-year period from
2002–2017. The green lines designate organic and black carbon (OC & BC), while the magenta
lines designate sulfate aerosols (Updated from Kishcha et al. [2])
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Fig. 44.3 The left panel shows month to month changes in 15-year mean MERRA sulfate AOD
over Taiwan. MERRA sulfate AOD was averaged for the five specified GEOS-5 grid boxes of 0.5o

latitude by 0.625o longitude each, located in the vicinity of AERONET sites (the orange open boxes
on the right panel). The standard deviation of AOD is shown by the black vertical lines. The right
panel represents the study area (Updated from Kishcha et al. [2])
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Abstract Since the last ITM in October 2016, the Canadian operational Regional
Air Quality Deterministic Prediction System (RAQDPS) has been ported to a new
high-performance computing system and has been updated to use a newmeteorolog-
ical initialization method, a new meteorological “piloting” model, a new and faster
version of the GEM-MACH code, and a new set of input emissions files and to
produce an expanded set of output fields. These updates are briefly described and
some examples are given of their impact on RAQDPS forecast performance, includ-
ing improved NO2 forecasts and a large reduction (~10 ppbv) in summertime ozone
overpredictions for the eastern United States.

45.1 Introduction

Environment and Climate Change Canada’s (ECCC) Regional Air Quality Deter-
ministic Prediction System (RAQDPS) became operational in 2001. Since then, the
RAQDPS has switched to a completely new chemical transport model (CTM) and
undergone frequent updates to improve its capabilities and performance. The current
system is built on a limited-area version of the GEM-MACH (Global Environmen-
tal Multi-scale—Modeling Air quality and Chemistry) CTM, which consists of an
in-line chemistry model embedded in ECCC’s multi-scale meteorological forecast
model, GEM. GEM-MACH’s forecast grid covers North America with horizontal
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grid spacing of 10 km and 80 hybrid vertical levels. The RAQDPS is run twice per
day to provide 48 h forecasts of Canada’s national Air Quality Health Index (AQHI).

The AQHI has a range from 0 to 10+ and is a year-round, additive, no-threshold,
hourly, health-basedAQ index. It was developed fromdaily time-series analysis of air
pollutant concentrations and mortality data and is based on a weighted sum of NO2,
O3, and PM2.5 concentrations [7]. RAQDPS forecasts provide point-specific values
of NO2, O3, and PM2.5 concentrations to UMOS-AQ, a statistical post-processing
package for bias correction that can both compensate for systematic model errors
and account for unresolved subgrid-scale phenomena at selected points, namely AQ
station locations. RAQDPS forecasts are also used as first-guess fields for operational
objective analyses of hourly North American surface concentration fields for O3,
NO2, PM2.5, PM10, and SO2 [5].

45.2 Recent Updates to the RAQDPS

A new high-performance computing (HPC) system to support ECCC forecasting
was installed in 2017. The heart of the new HPC system consists of a pair of Cray
XC40 computers, each with 30,780 cores, which replaced two IBM Power7-based
massively parallel supercomputers. Before this major computing system transition
a decision was made that no new forecast model versions should be introduced into
operations during the transition. The version of the RAQDPS that was operational
at the beginning of 2017, version 018, went into service in autumn 2016 [2]. It thus
continued to run on the IBMsupercomputers until autumn2017,when it was replaced
by equivalent code (version 019) that had been ported to the Cray supercomputers.

During 2017, work also continued in parallel to develop a new version of the
RAQDPS for implementation after theHPC transition. This newversion, version 020,
has many changes and upgrades, including the following five major improvements:

(1) The RAQDPS follows the same meteorological initialization procedure as the
regional configuration of the GEMmeteorological forecast model, the Regional
Deterministic Prediction System (RDPS; [1]). RDPS5, the pre-transition opera-
tional RDPS version, employs an intermittent data assimilation cycle and a dig-
ital filter, but RDPS6, the new RDPS version, employs a continuous data assim-
ilation cycle and an incremental analysis update (IAU) approach. RAQDPS020
has also adopted this new initialization procedure.

(2) Meteorological lateral boundary conditions (LBCs), sometimes referred to as
“piloting files”, are provided to the limited-area RAQDPS every hour by the
RDPS. RAQDPS020 has adopted the RDPS6 as its piloting model in place of
RDPS5.

(3) The GEM-MACH code used in the RAQDPS has been updated from v2.2.0 to
v2.3.1 for RAQDPS020. Several features have been added: (a) modifications
to the gas-phase dry deposition module for snow-covered surfaces and sea ice;
(b) a new capability to turn off chemistry calculations at upper levels; and (c)
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addition of particle ammonium and nitrate emissions. Many code changes were
also made to fix minor bugs and to make the code faster (modified inorganic
heterogeneous chemistry module, improved input of chemical LBCs, turning
off most chemistry in stratosphere), more robust (e.g., improved thread safety),
and cleaner (e.g., removal of unused variables).

(4) New input emissions files were generated from three more recent national emis-
sions inventories: a 2013 Canadian inventory; a projected 2017 U.S. inventory;
and a 2008 Mexican inventory. Due to this change, SO2, NOx, and VOC emis-
sions are lower in both Canada and the U.S. Details are given in Moran et al.
[3].

(5) Nineteen hourly surface dry deposition fields and eleven hourly wet deposition
fields were added to RAQDPS020 as routine output fields. The availability of
these output fields will allow seasonal and annual wet deposition fields to be
calculated at the end of each forecast year, and these fields can in turn be used
by the new ECCC ADAGIO tool (Atmospheric Deposition Analysis Generated
by optimal Interpolation from Observations; [6]) that is being developed for
objective analysis of dry, wet, and total deposition.

More details can be found in Moran and Pavlovic [4].

45.3 Impact of Recent Updates

The new RAQDPS020 was run for a six-week summer period in 2016 (July 1–Aug.
14) and a six-week winter period in 2017 (Jan. 1–Feb. 14) for which RAQDPS019
results were already available. Figures 45.1 and 45.2 show mean 48-h variations of
composite surface NO2 volume mixing ratios (VMR) at measurement stations in
eastern Canada (EC) and the eastern U.S. (EUS) for the summer and winter periods,
respectively. NO2 emissions were 2% lower in Canada and 33% lower in the U.S.
for the RAQDPS020 runs [3]. The impact of these emissions decreases can be seen
in both figures, and the NO2 overprediction is reduced in both EC and EUS in the
winter and in the EUS in the summer.

Fig. 45.1 Mean 48-h NO2 VMR time series (ppbv) for the 45-day summer 2016 period for EC and
EUS
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Fig. 45.2 Mean 48-h NO2 VMR time series (ppbv) for the 45-day winter 2017 period for EC and
EUS

The decreases in surface NO2 levels are accompanied in summer 2016 by
decreases in surface O3 levels, especially in the EUS where mean daytime O3 VMR
decreased by as much as 10 ppbv (Fig. 45.3).

Figure 45.4 shows comparable composite time series for summer 2016 for surface
PM2.5 concentration. This is a puzzling result at first glance because mean PM2.5

levels decreased in both EC and EUS in summer 2016 for RAQDPS020 even though
primary PM2.5 emissions were higher in Canada and roughly unchanged in the U.S.
[3]. This reduction results from lower levels of secondary particle sulphate (p-SO4)
due to the large decreases in SO2 emissions in the new input emissions files in both
Canada (12%) and theU.S. (65%). Interestingly, these decreases in p-SO4 weremuch
smaller in the winter 2017 period (not shown) when gas-phase conversion of SO2 to
p-SO4 is much slower.

Fig. 45.3 Mean 48-h O3 VMR time series (ppbv) for the 45-day summer 2016 period for EC and
EUS

Fig. 45.4 Mean 48-h PM2.5 concentration time series (µgm−3) for the 45-day summer 2016 period
for EC and EUS
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Analysis of additional sensitivity tests (not shown) inwhich only onemajor change
was introduced at a time (e.g., new RDPS6 only, new GEM-MACH code only, new
input emissions files only) suggests that the differences seen in Figs. 45.1, 45.2, 45.3
and 45.4 arise primarily from the emissions changes. Changes to the GEM-MACH
code had some impact, particularly for surface O3 levels in the winter, whereas
switching to the new RDPS version had only minor impacts.

45.4 Summary and Conclusion

A number of significant changes were made to the ECCC RAQDPS in 2018. Test
runs for summer 2016 and winter 2017 periods suggested that the new version
(RAQDPS020) outperforms the previous operational version (RAQDPS019), includ-
ing improved NO2 and O3 forecasts. The performance of this new version was also
evaluated for a 2018 period, and the RAQDPS020 subsequently became the new
ECCC operational AQ forecast system in September 2018 [4].
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Chapter 46
PROGNOS: A Meteorological Service
of Canada (MSC) Initiative to Renew
the Operational Statistical
Post-processing Infrastructure

Stavros Antonopoulos, Christian Saad, Jacques Montpetit, Andrew Teakles
and Jonathan Baik

Abstract A new MSC initiative, named PROGNOS, aims to provide a more ver-
satile, modular and innovative weather and air quality post-processing system to
replace the current operational system (UMOS). PROGNOS has extensible statisti-
cal modeling capabilities. Currently in development, it issues real-time experimental
air quality and temperature forecasts for cities across Canada and will eventually be
applied to othermeteorological fields and numericalmodels. The batch updates of the
statistical models occur weekly using parallel processing in a cluster computing envi-
ronment. Less flexible but more computationally efficient, online updating methods
are also being evaluated. Several statistical modeling approaches have been explored
including multiple linear regression, random forest, and Kalman filter prototypes for
air quality forecasts. Logging, parameterisation, diagnostic and visualization fea-
tures are also being explored. Medium to long term milestones include integrating
seasonal and other transitional schemes as well as gridded post-processing.
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46.1 Introduction

Research and development of the PROGNOS post-processing system started as an
answer to various operational needs that the current system (UMOS; [10]) has dif-
ficulty addressing. For example, adapting and validating UMOS to very frequent
numerical model (NWP) updates has become tedious and time consuming. Fur-
thermore, UMOS has a limited ability to evaluate various statistical modeling and
data pre-processing methods as well as to post-process new predictands. In addi-
tion, accounting for new observation datasets in the current operational system has
proven difficult. Therefore, UMOS is limiting our ability to accommodate evolving
forecasting program requirements such as gridded post-processing. The proposed
modular and flexible design of the PROGNOS system will address these challenges
while enhanced portability and transparency in the underlying codewill helpmitigate
some of the ongoing support requirements.

46.2 Architecture

46.2.1 Technologies

PROGNOS is built on open source technologies in Python, R and Bash languages.
The data pre-processing and statistical post-processing components of the system are
programmed in R, whichmakes use of the extensive statistical R libraries and support
from the online community. The data flow (I/O)managingmodulesmostly useRwith
a few Python-based tools, but a gradual and complete move towards Python tools is
in progress. Daily experimental runs of the system are conducted with Maestro, an
ECCC sequencer [5], which is an application that submits sets of tasks (job scripts)
in a user-defined order. To enable portability, usability and flexibility of the system,
a centralized configuration approach is currently under development using YAML
(YAML Ain’t Markup Language), a human-readable, structured data serialization
syntax.

To ensure that the system is isolated, portable and reproducible, the following
library management technologies are used: the R Packrat package [8] and the Simple
Software Manager (SSM), an ECCC-developed packaging solution [4].

Furthermore, point based observation, predictor and forecast data are currently
stored and managed using SQLite, a serverless relational database management sys-
tem, with plans to move to PostgreSQL hosted on a dedicated server. Adopting
SQL technologies is an improvement to the proprietary standards used in the current
system. It enhances I/O flexibility and versatility in both assimilating and selecting
predictors as well as in stratifying observations according to station metadata.
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Fig. 46.1 Representation of the PROGNOS flow chart (future developments in green)

46.2.2 Infrastructure and Flow Chart

As shown below (Fig. 46.1), the proposed system consists of threemain components:
(1)Data ingestionmodules that fill the PROGNOSdatabasewith observations aswell
as calculated and/or interpolated predictors; (2) the PROGNOS core consisting of
various modules responsible in part for the pre-processing of the input data, the
training of the forecast models and the production of diagnostics and forecasts; and
(3) the output module, which holds the forecast database and is also responsible for
converting the forecasts to a format compatible with SCRIBE, the current public
forecast dissemination system [9].

46.3 System Features

Several post-processing approaches such as LASSO [7], random forest [1] and
Kalman filter [3] have been explored in previous versions of the system; however,
most of the recent development has been centered on multiple linear regression
(MLR) techniques. A batch calibration approach is currently implemented and exe-
cuted weekly to update model coefficients. Moreover, capabilities for updatable
model output statistics are being considered. The predictor selection scheme is a
stepwise approach, which consists of sequential replacement [2] using a weighted
Bayesian information criterion (BIC; [6]). The BIC allows for the comparison
between candidate MLR equations in order to select the best fit model for each
observation station and forecast hour. The possibility of adding weighted transition
schemes to adjust for seasonal changes and numerical model updates is accounted
for.

The training, data pre-processing and the forecasting modules have the capability
of running in parallel to make use of the full potential computational resources
available. The experimental runs are using a simplemulti-node approach to distribute
the processing of each data block to different CPUs. Additional code optimisation
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Fig. 46.2 Predictor usage heat map representing the frequency (in color) of predictors selected
(y-axis) per forecast hour (x-axis) for the MLR models trained over a network of meteorological
stations to predict surface temperature

and parallel computing is planned to facilitate the transition from station (point)
post-processing to gridded post-processing in support of the next generation weather
prediction systems.

Basic diagnostic tools used to extract the MLR model coefficients and model
statistics per station, run hour and forecast hour are available. These diagnostic
outputs are interpreted by developers amongst other experts to monitor the system.
They can also be used to generate graphical products such as predictor usage heat
maps for groups of stations (Fig. 46.2); a product often requested by meteorologists
to best understand the nature and number of variables that explain the behavior of
the predictand.

To improve the traceability and to facilitate debugging for development andmoni-
toring purposes, a three-level logging feature is integrated in PROGNOS: info, warn-
ing and errors. Each log includes the logging level, the time-stamp and the associated
message.

46.4 Conclusion

Numerous forecast comparisons with the current operational system have shown that
PROGNOS attains the same or better skill for ambient concentration of ozone (O3),
fine particulate matter (PM25) and nitrogen dioxide (NO2) forecasts. The same holds
true for surface temperature forecasts.

PROGNOS shows great potential and represents a significant renewal effort to the
operational post-processing systems within ECCC. Development efforts are under-
way to mature PROGNOS to satisfy all operational requirements and to replace the
current UMOS systemwhen ready. The current focus is on ensuring that the design of
the system and each of its components is modular and flexible while the code remains
portable, transparent and resource efficient. Parallel work includes improvements to
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the diagnostic and visualization features for enhanced monitoring and consultation
of experimental forecasts.

An iterative development approach is adopted to expand the PROGNOS system
in order to better serve research and development projects. The next major milestone
consists of adapting the data ingestion and pre-processing routines in PROGNOS to
use historical records from the PROGNOS database. From there, PROGNOS will
extend its modeling to consider additional predictands and NWP sources as well as
season and model transition schemes. Over the medium to long term, PROGNOS
will be integrating gridded post-processing methods to meet the evolving air quality
and meteorological forecast program requirements.
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Chapter 47
Hierarchical Clustering for Optimizing
Air Quality Monitoring Networks

Joana Soares, Paul Makar, Yayne-Abeba Aklilu and Ayodeji Akingunola

Abstract Hierarchical clustering (HC) analysis groups datasets into clusters based
on their (dis)similarity, and can be used to assess air-quality monitoring networks
representability. Themethodology describe here is a new approach to designing opti-
mized air-quality monitoring networks by combining Kolmogorov-Zurbenko filter-
ing (KZ) and HC of observed and modelled time series. Here we present the opti-
mization of the air quality network in the province of Alberta, Canada, for NO2, SO2,
PM2.5 and O3. The study suggests that network optimization will vary depending on
chemical species due to different emissions sources and/or the results of secondary
chemistry. Making use of hourly and time-filtered time series allows identifying
emission sources, with much of the signal identifying sources emissions residing in
shorter time scales (hourly to daily) due to short-term variation of concentrations, and
background concentrations can be identified by larger time scales (monthly or over).
The methodology is also capable of generating maps of sub-regions within which a
single station will represent the entire sub-region, to a given level of dissimilarity,
when applied to gridded datasets such as chemical transport modelling output.

47.1 Introduction

Canada is home to one of the largest deposits of oil sands in the world. The Gov-
ernments of Canada and Alberta have set-up the Oil Sands Monitoring (OSM) Plan
to integrate the existing monitoring networks across the Province, for better under-
standing the air-quality within and downwind of the oil sands region. A potentially
powerful tool for assessing the consistency and spatial representativeness of the exist-
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ing air quality network or design a new one is the combined use of the model and
clustering analysis [1]. HC is a well-established methodology used to determine the
inherent or natural groupings of objects [2]. The similarity among members is deter-
mined by a distance metric, which is used to create a similarity matrix in which data
are cross-compared. This is followed by operations on the similarity matrix which
group data according to their degree of (dis)similarity with respect to that metric.

47.2 Methodology

The methodology presented here is based on the associativity analysis described
in the work of Solazzo and Galmarini [4] and references therein. The HC analysis
uses the hourly or time-filtered time series of observations at different monitoring
stations in Alberta, and analyses this data based on two dissimilarity metrics, 1-R
(R being the Pearson correlation coefficient), and Euclidean distance to understand
the similarity between time series in terms of temporal and magnitude variation,
respectively. Dissimilarity analysis results may be used to rank stations in terms of
potential redundancy, where the lowest levels of dissimilarity may point to stations
being potentially redundant.

The methodology can be applied to hourly resolution or to time-filtered time
series. A Kolmogorov-Zurbenko filter [6] was applied to filter the time series to
remove daily, weekly and monthly or shorter time scales signal from the hourly time
series.

The methodology was first applied to hourly observations, and to hourly model
results extracted at station locations, to assess the model’s ability to recreate the
associations between observed records. We then apply the same methodology to
modelled gridded-data and assess the extent to which model output can be used as a
potential surrogate for observations in clustering analysis.

For this study, observational hourly data was collected for NO2, SO2, PM2.5 and
O3 from the monitoring networks of Alberta for the period between August 2013
and July 2014 was collected. There are nine networks within Alberta (Fig. 47.1b):
Alberta Capital AirshedAlliance (ACAA), Calgary Regional Airshed Zone (CRAZ),
Lakeland Industrial Community Association (LICA), Fort Air Partnership (FAP),
Peace Airshed Zone Association (PAZA), Palliser Airshed Society (PAS), Parkland
Airshed Management Zone (PAMZ), West Central Airshed Society (WCAS), and
Wood Buffalo Environmental Association (WBEA). The data was subjected to addi-
tional quality assurance and control procedures to avoid gaps in the time series of
observations: continuous station data should be rejected if their hourly data records
for the analysis period have more than 10% of the total data for the year missing, or
contain data gaps of more than 168 consecutive hours in duration [4].

Model simulations were carried out for the same time period, over a domain
centred over North America with 10 km grid spacing with the Global Environmen-
tal Multiscale—Modelling Air-quality and Chemistry modelling system [3]. The
resulting outputs were used as initial and boundary conditions for a nested set of
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Alberta

Alberta

(a) (b)

Fig. 47.1 Study area: a model domain covering the provinces of Alberta and Saskatchewan, and
b continuous and passive monitors and main stacks in the Province of Alberta. Stations are colour-
coded according to networks and plotted with different polygons to distinguish between passive
(circle) and continuous (inverted triangle) samplers

simulations at 2.5 km resolution, for a domain covering the provinces of Alberta
and Saskatchewan (Fig. 47.1a). The model was driven by regulatory reported emis-
sions and additional emissions data emissions developed for the model simulations
of OSM [5] to better simulate Athabasca oil sand surface mining and processing
facilities.

47.3 Results

The dissimilarity analysis was applied observational time series data for all the sta-
tions complying with the QA/QC criteria described in Sect. 47.2. Figure 47.2 shows
the spatial distribution of the clusters of O3 and NO2 continuous monitors for hourly
(a) O3 and (c) NO2) and time-filtered time series for weekly and shorter time scales
(b) O3 and (d) NO2). The results shows that for similar number of clusters, the level
of dissimilarity for O3 is lower than NO2, showing that the stations measuring O3 are
clearly more similar than the stations measuring NO2. This methodology shows how
results can be very different between species that are primary emitted and secondarily
formed. It also shows that when shorter time scales are removed, the analysis loses
information about local sources, as stations start to cluster across airsheds.

Figure 47.3 depicts the resultingmapped 1-R cluster analysis over themain facility
in theOil Sand area,when eachmodel grid-cell is considered as a potentialmonitoring
station location This is a specific sub-section of the model grid; namely a 72 × 72
block of model grid-squares centred on the Athabasca Oil Sands.
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Fig. 47.2 Associativity analysis for observed hourly and time-filtered (weekly and shorter) time
series using 1-R as the metric to compute the dissimilarity matrix: O3 assuming a dissimilarity level
of 0.4 a hourly, b time-filtered; NO2 assuming a dissimilarity level of 0.6 c hourly, d time-filtered.
Stations are colour-coded by cluster, and networks are plotted with different polygons

Fig. 47.3 Dissimilarity maps based on 1-R metric for a SO2 and c PM2.5 modelled hourly output
at each GEM-MACH grid-cell. Associativity analysis maps for modelled NO2 and SO2, generated
using a 1-R dissimilarity level of b 0.65, and d) 0.8, respectively.Mainmining facilities operating in
the Athabasca oil sands region are shown in black contours enclosing transparent light grey shading

Each of the coloured areas reflects the area of representativeness of a single station.
Overlaying georeferenced information such as roadmaps and orographywill provide
a good basis for a assessing the potential location of stations. This example shows
that griddedmodel output may be used to generate an optimizedmonitoring network.

47.4 Conclusion

We have assessed Alberta monitoring stations by means of a methodology based on
filtering and hierarchical clustering. The methodology identifies stations influenced
by unique sources but also identifies stations that contain in their observations records
outliers, large gaps of data and even measurement errors. The methodology also
identifies different measurement technologies (not shown here). The analysis shows
a lower tendency of the data to cluster according to sources as the shorter time scales
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are removed, with more “signal” of a specific source be present in the hourly data.
This is more visible in species such as SO2, primarily emitted from high stacks,
and the least in O3, secondarily produced. We have assessed the model capability
to mimic the observation, by taking model results extracted at station locations and
apply the same methodology. We have shown that the model is able to reproduce the
observed clusters particularly well, especially for secondary pollutants such O3. We
treated every grid cell of the model output as a potential station location, for different
chemicals, and apply themethodology to generatemaps of dissimilaritymetric and of
clustering of thatmetric to provide information for network optimization. Thesemaps
will give areas of representativeness for single stations. Note that this methodology is
not taking into consideration road access or power availability, but themaps generated
can be layered with other information to assist in decision making.
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Chapter 48
Continental-Scale Analysis
of Atmospheric Deposition Over North
America and Europe Using the AQMEII
Database

Christian Hogrefe, Stefano Galmarini, Efisio Solazzo, Roberto Bianconi,
Roberto Bellasio, Peng Liu and Rohit Mathur

Abstract Participants in the Air Quality Model Evaluation International Initiative
(AQMEII) have conducted three rounds of model evaluation and intercomparison
activities over Europe and North America since 2010, resulting in a large dataset
of modeled meteorology, air quality and deposition fields for 2006–2010 that is
available to the community for ongoing research on model evaluation. This study
presents a brief analysis of some of the deposition fields generated during these past
phases of AQMEII, quantifying both model-to-model variability and the level of
agreement with available wet deposition measurements. We also discuss potential
futureAQMEIIwork focused on evaluating deposition and usingmodeled deposition
fields for applications such as producing maps of estimated total deposition.

48.1 Introduction

The Air Quality Model Evaluation International Initiative (AQMEII) has conducted
three phases of regional air quality model evaluation and intercomparison over
Europe and North America [3–5], hereafter referred to as AQMEII1, AQMEII2 and
AQMEII3. Most publications resulting from these activities focused on air concen-
trations of trace gases and particulate matter. Aiming to eventually contribute to the
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Table 48.1 Number of models used in the analysis. The numbers in parentheses show the number
of models with gridded deposition data available from the ENSEMBLE database, some of these
models were not used in the analysis due to missing variables or clearly erroneous data values

AQMEII1 2006 AQMEII2 2006 AQMEII2 2010 AQMEII3 2010

North America 6 (6) 3 (4) 4 (6) 2 (2)

Europe 9 (9)
–

9 (14) 11 (12)

body of work stemming from atmospheric deposition model intercomparison studies
conducted on both the global [2, 10] and regional scale [1, 12, 13], this study presents
a brief overview and analysis of existing AQMEII deposition data sets and discusses
goals for a potential future AQMEII activity.

48.2 Model Simulations and Observations

The modeled deposition fields analyzed in this study were extracted from the
ENSEMBLE database that stores all model data submitted by AQMEII1, AQMEII2,
and AQMEII3 participants. These fields are provided on common grids defined over
North America and Europe and contain monthly total deposition fluxes for 2006 and
2010. While roughly 20 different wet and dry deposition fields were requested from
participants, not all participants submitted all fields. In this short overview, we focus
on wet deposition of SO4

2−, NO3
− and NH4

+ and dry deposition of ozone. Out of
the 18 (35) model simulations for which gridded deposition fields for at least some
species are stored on ENSEMBLE over North America (Europe), 15 (29) were used
in this study while the others were discarded due to missing variables or clearly erro-
neous data values. Further information on these simulations is provided in Table 48.1.
Observations ofSO4

2−,NO3
−, andNH4

+ wet depositionwere obtained fromNational
Acid Deposition Program (NADP) monitors over the U.S. and EuropeanMonitoring
and Evaluation Programme (EMEP) monitors over Europe. Monthly total observed
values were calculated from the weekly NADP and daily EMEP measurements and
corresponding monthly model values were matched to each observation site. No data
completeness criteria were applied in this study except that for the calculations of
annual total values, months with missing observations were also excluded from the
calculation of modeled annual totals.

48.3 Results and Discussion

Figure 48.1 shows distributions of simulated annual total ozone dry deposition
over land cells in Europe and North America. Median values vary between 1680
and 7650 kg/km2/yr for different simulations over Europe and between 1150 and
7950 kg/km2/yr for different simulations over North America. Some AQMEII2 sim-
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Table 48.2 Comparison of observed and modeled annual total wet deposition. Annual totals were
computed at each station and then spatially averaged across all sites for observations and each
simulation. The median and range of these values across models is shown for each AQMEII phase.
The units are kgS/km2/yr for SO4

2− and kgN/km2/yr for NO3
− and NH4

+

NADP EMEP

SO4
2− NO3

− NH4
+ SO4

2− NO3
− NH4

+

2006 # Sites 255 68

Observed 290 140 156 276 253 301

AQMEII1 Median 271 132 132 204 129 157

AQMEII1 Range 239–485 9–236 35–171 143–473 45–364 62–431

AQMEII2 Median 318 124 53
– – –

AQMEII2 Range 316–362 124–140 48–121
– – –

2010 # Sites 241 67

Observed 182 108 143 294 237 308

AQMEII2 Median 209 92 48 61 41 72

AQMEII2 Range 68–242 8–105 17–97 19–186 9–193 26–181

AQMEII3 Median 189 162 206 177 138 224

AQMEII3 Range 171–189 86–162 143–206 19–327 33–313 97–1008

Fig. 48.1 Distribution ofmodeled annual total ozone dry deposition fluxes across all land cells. The
lines and vertical numbers above each box indicate the median of the distributions while the boxes
indicate the interquartile range. Each box represents a different simulation with “AQ1”, “AQ2”,
and “AQ3” denoting the three phases of AQMEII and the remaining characters randomly labeling
individual simulations



308 C. Hogrefe et al.

ulations over Europe were excluded from this plot since their values were a factor
of 10 higher than the maximum AQMEII2 model displayed (AQ2-EU1). Given the
importance of ozone dry deposition for model performance [9], future work needs
to be directed at understanding the drivers for these model differences at the process
level, following step-wise approaches such as those employed in Schwede et al. [6].

Table 48.2 provides a comparison of observed andmodeled annualwet deposition.
Based on the comparison of themedianmodel results and observations, there is a ten-
dency to underestimate SO4

2−, NO3
−, and NH4

+ wet deposition over both continents
in 2006 and 2010. However, the range of simulated deposition values across models
is substantial, varying between species, years, and AQMEII phases from a factor of
2 to a factor of 20. The range of variability is consistent with the AQMEII1 model-
to-model analysis presented in Solazzo et al. [8] and highlights that—besides better
understanding process drivers for these differences—future work is also needed for
developing and applying formal criteria to construct deposition ensembles for impact
assessments, refining ad hoc criteria used in earlier studies [11, 13]. It is envisioned
that future AQMEII work could contribute to efforts to construct regional and global
maps of total deposition based on fusing measurements and model simulations [7,
11, 14].
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Chapter 49
Multi Model Study on the Impact
of Emissions on CTMs

Johannes Bieser, Martin Otto Paul Ramacher, Marje Prank, Efisio Solazzo
and Andreas Uppstu

Abstract Emission data are a key driver and a major source of uncertainty
to atmospheric chemistry transport models. As part of the international model-
intercomparison study AQMEII chemistry transport models (CTMs) with harmo-
nized input data have been used to evaluate the impact of emission datasets on
different species and compare it to the effect of meteorology and parametrization of
the CTM.

49.1 Introduction

Emission data are often cited as a key source for model uncertainty in CTM stud-
ies. Albeit an intuitively convincing argument, the exact impact of emission data on
modeled concentration and deposition fields has not been quantified in the scientific
literature. Moreover, to assess the impact of the emission dataset one needs to inves-
tigate the relative impact of emissions compared to other drivers of CTMs, namely
the meteorological data and the practical implementation of physical and chemical
processes. The presented study is a first step towards a comprehensive understanding
of the impact of emission data on CTM results.
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49.2 Methodology

This study is based on regional EuropeanCTM results from theAirQualityModeling
Evaluation International Initiative (AQMEII3) [1], Solazzo and Galmarini [9]. In the
course of AQMEII3, input data for the regional CTMswere harmonized in a way that
allows for the investigation of the impact of the various CTMs. Based on identical
input data each model calculated concentration

and deposition fields for the year 2010 on a regional domain over Europe. Subse-
quently, the CTM results were uploaded into the ENSEMBLE system for evaluation
and comparison with measurement data [2]. In order to evaluate the impact of emis-
sions we supplied AQMEII3 participants with an alternative emission dataset. The
key issue was to create an emission dataset that is actually independent from the
default dataset based on MACC/EDGAR emissions [3]. The problem is that all
emission datasets are based on the same or at least sufficiently similar national total
emission estimates for criteria pollutants [4]. Moreover, the spatial disaggregation of
national and sectoral emission totals is mostly identical as it is nowadays typically
based on the official European population density maps land use classifications.

Here, we created what we call a maximum feasible independent emission dataset
based on the emission model SMOKE for Europe [4]. The difference to other Euro-
pean emission models is the implementation of bottom up modules for emissions
from shipping [5], on-road transport [6], and agriculture [7] as well as explicit plume
rise calculations [8]. The employed bottom-upmodels force a dynamic redistribution
of emissions and thus impact the temporal and spatial distribution as well as annual
emission totals. This dataset, further referred to as SMOKE-EU, was distributed
among groups participating in the AQMEII3 exercise. So far, there are only results
from two models (SILAM and CCLM-CMAQ) available for the analysis. A detailed
model description can be found in Solazzo and Galmarini [9]. The harmonized input
data is described in Galmarini et al. [1].

49.3 Analysis

Depending on species (e.g. CO, NO, NO2, SO2), the ENSEMBLE database contains
up to 20 million validated observations for a single air pollutant in 2010. We cal-
culated the normalized mean bias (NMB), correlation coefficient (CORR), and root
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mean squared deviation (RMSD) for each data point and CTM run. Based on NMB
and RMSD we determined the difference between CTM runs with the same model
and CTM runs with the same emission dataset (Fig. 49.1). The difference in NMB
and RMSD is then calculated and used to determine the absolute impact on CTM
results (Fig. 49.2). We do not dwell into the question whether a single model config-
uration performs better or worse. The focus of the analysis is to compare the impact
of emissions to other drivers on CTM results. Moreover, the question is whether we
can identify common behavior for different CTMs when using identical emission
datasets. The main goal of the study is to elucidate the role of emission data in a way
that allows for an informed evaluation of the impact of emissions unlike the often
general identification of undetermined issues with ‘the emissions’.

Fig. 49.1 Icons used to identify CTM/emission combinations. Circles indicate same emission with
different CTM and vice versa for squares

Fig. 49.2 RMSD and NMB analysis for NO2 concentrations in air for 2010
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49.4 Results

We investigated the model ensemble for six major air pollutants: NO2, NO, CO, O3,
SO2, PM2.5. For these species we calculated two aggregated measures to determine
the impact of emissions (Fig. 49.3). Firstly the relative impact which is defined as
the fraction of RMSD change due to emission dataset divided by the total RMSD
change due to all input parameters (Eq. 49.1). This value is defined between 0 and 1
and defines the fraction of change due to the emissions. Secondly, we calculated an
absolute measure which is defined as the total RMSD change divided by the annual
observation mean (Eq. 49.2). By definition this value lies between 0 and infinity,
however it is to be expected that changes in CTM results should realistically be
lower than the annual mean concentration which is why we expect, and find, values
below 1.

�RMSDemission

�RMSDemission + �RMSDCTM + �RMSDmeteorology
(49.1)

�RMSDemission + �RMSDCTM + �RMSDmeteorology

Observation mean
(49.2)

We find that, independent of the CTM, the emissions have a large impact on SO2

(70%), PM2.5 (43%), NO (41%) concentrations. For CO (12%) and ozone (19%) the
impact of emissions is much lower than that of meteorology and CTM. Moreover,
including the absolute impact (Eq. 49.2) we find that nitrogen oxides exhibit the

Fig. 49.3 Relative (red, Eq. 49.1) and absolute (blue, Eq. 2) impact on CTM results
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Fig. 49.4 Distinct evaluation of rural and suburban measurement stations

strongest change compared to annual mean concentrations with 60% for NO and
26% for NO2. For PM2.5 on the other hand, where we saw a large relative contribution
of the emissions, we find that the change is low compared to the mean observations.
We are hypothesizing that secondary particle production is probably dominating the
CTM results for this species.

Finally, we compared results for rural and suburban station (Fig. 49.4). It can be
seen, that the absolute (blue) impact on CTM results is larger in rural compared to
suburban locations. This can be explained by the vicinity of themeasurement stations
to primary sources of air pollutants. One can see that the long lived species like CO
and specieswith secondary sources such as PM2.5 show amuch lower absolute impact
compared to NO which is strongly emitted in the urban environment. However, it
is interesting to note that the relative impact of the emission model increases in
suburban areas. This effect cannot be easily explained and might be an artifact of
low model resolution (12 × 12 km2).

49.5 Discussion

We find that the impact of the emission dataset on modeled concentrations is of
similar size as the effect of meteorology and CTM for NO2, NO, SO2, PM2.5. We
hypothesize that this is mostly due to emissions of NOx and NH3 which influence
secondary inorganic aerosol formation. Due to the bottom-up modeling of emissions
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from agriculture and on-road transport these are the species with the highest expected
difference in the SMOKE-EU emission dataset. For CO and ozone, however we find
only a comparably small impact of the emission dataset. Especially for CO this result
is surprising as the SMOKE-EU dataset uses a distinct spatial and temporal disaggre-
gation of the emissions based on heating demand compared to fixed annual profiles
for the MACC/EDGAR dataset. As expected, the impact of emissions increases near
sources. Thus, with increasing CTM resolution it will become more important to
correctly model emission hot-spots such as traffic and residential emissions [10].

Finally, this study is only based on two CTMs and the findings need to be verified
by a larger model ensemble.

Question and Answers

Questioneer: C. Geels

Q: You talked about changed emissions—but actually it was “only” the temporal
profiles?

A: This is a very important question indeed, thus I will answer it in detail:

(1) For emission from shipping and on-road transport we use bottom-up models
that result in independently calculated annual total emissions. Moreover, we
gain high resolution spatial distribution data. This means the exact location of
each ship at each time step and vehicle road densities which are based on vehicle
counting and traffic demand models. Finally, we use dynamic emission factors
depending on vehicle type, fuel, and temperature. This has, for example, a large
impact on the NO/NO2 split.

(2) For emission from residential heating we calculate individual temporal profiles
for each grid cell based on a heating demand formula. We then normalize only
the annual total emissions which leads to a spatial redistribution of emissions
to cold regions with a different distribution for each day.

(3) For the agricultural emissions we use a similar approach for emissions from
animal husbandry and fertilizer application. Here, the redistribution is based
on temperature and wind speed. But also legal aspects such as national and
European legislation on fertilizer application are implemented into the model.
Moreover, we use a plant growthmodel that calculates additionalNH3 emissions
which are not covered by the national totals.

Q: For some components like NH3 the annual emission might change from year to
year just because of temperature changes. So warm year more NH3 emissions—do
you think we should include that.

A:We already do that to a certain extend but I thinkNH3 emissions exhibit the highest
uncertainty and variability of the standard (criteria) pollutants. Especially because
of the impact on secondary inorganic particle conversion I would strongly support
the development of more sophisticated emission models for agricultural emissions.
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Chapter 50
Evaluation of the New Version
of Stratospheric Chemistry Module
of the SILAM CTM

Risto Hänninen, Mikhail Sofiev, Rostislav Kouznetsov and Viktoria Sofieva

Abstract The effect of different bromine and chlorine species on ozone is here
evaluated using a System for Integrated modeLling of Atmospheric coMposition,
SILAM.The new stratospheric chemistrymodule includes 15 chlorine and 9 bromine
species together with their gas-phase and heterogeneous reactions with other species.
Evaluation of ozone concentrations is obtained by using the steady-state, which is
obtained after spin-up time of several decades. The amount of halogens is estimated
by including bromine emissions from sea (e.g. sea-salt), from biomass burning and
from terrestrial sources. For chlorinewe used the emissions from theGEIA inventory,
with additional yearly scaling of the different CFC emissions.

50.1 Introduction

It is well-known that the amount of ozone is affected by halogens. Especially the
heterogeneous reactions in polar stratospheric clouds (PSC) are expected to be the
main cause for the ozone depletion in polar regions: the reactions in PSC convert
bromine and chlorine species to their active form which eventually react with ozone.
The concentrations of different gases in stratosphere also affect their concentrations
in troposphere. Therefore, a better model for stratospheric chemistry reactions will
also improve the modelling of, e.g. ozone, NO2, and NO3 in the lower troposphere
where these different species may have important health effects.
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Compared with the previous version of the stratospheric module in SILAM [7] we
have now included the effect of inorganic bromine species. Additionally, the model
now includes the effect of CFC-11, CFC-12, CCl4, together with methyl chloride and
bromide, plus CH3CCl3. The simulation results will later be compared with satellite
measurements of ozone, NO2, NO3, and PM profiles by the GOMOS satellite, and
total ozone column by OMI and TOMS satellite observations.

50.2 Model

Our simulations are based on the SILAMmodel [7], where the updated stratospheric
module has been further expanded and now includes reactions for both the chlorine
and bromine species. The gas-phase and photolysis reactions are essentially same
than what are present, e.g., in the FinROSE model [4], except with the inclusion of
the 5 organic chlorine species and methyl bromide.

For heterogeneous reactions occurring in polar stratospheric clouds we have
expanded (compared with the previous version of SILAM) the number of reactions
from 5 to 13, which reflects the inclusion of the bromine species. The full list of the
heterogeneous reactions is illustrated in Table 50.1. The updated reaction rate coef-
ficients for different reactions (gas-phase and heterogeneous) are taken from IUPAC
database, or from JPL publication 15–10 [2]. The model takes into account (i) super-
cooled ternary solutions (STS) consisting of sulphuric acid, nitric acid and water,
(ii) particles consisting of nitric acid trihydrate (NAT) and (iii) particles composed
of water ice.

Table 50.1 Heterogeneous
reactions included in the
model. Symbol (g) indicates
that the compound is in the
gas phase and (s) that the
compound is in the condensed
phase

Reaction Number

ClONO2(g) + H2O(s) → HOCl(g) + HNO3(s) (HR1)

BrONO2(g) + H2O(s) → HOBr(g) + HNO3(s) (HR2)

N2O5(g) + H2O(s) → 2 HNO3(s) (HR3)

ClONO2(g) + HCl(s) → Cl2(g) + HNO3(s) (HR4)

HOCl(g) + HCl(s) → Cl2(g) + H2O(s) (HR5)

BrONO2(g) + HCl(s) → BrCl(g) + HNO3(s) (HR6)

HOBr(g) + HCl(s) → BrCl(g) + H2O(s) (HR7)

N2O5(g) + HCl(s) → ClNO2(g) + HNO3(s) (HR8)

ClONO2(g) + HBr(s) → BrCl(g) + HNO3(s) (HR9)

HOCl(g) + HBr(s) → BrCl(g) + H2O(s) (HR10)

BrONO2(g) + HBr(s) → Br2(g) + HNO3(s) (HR11)

HOBr(g) + HBr(s) → Br2(g) + H2O(s) (HR12)

N2O5(g) + HBr(s) → BrNO2(g) + HNO3(s) (HR13)
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In our updated module the composition of aqueous HNO3–H2SO4 stratospheric
aerosol is calculated non-iteratively by using the model by [3]. Additionally, the
solubility of HCl, HOCl, and HBr in STS is calculated using the effective Henry’s
law constants [3, 5, 6].

In addition to new bromine species, we have also included the halogen emissions
in order to be able to study a steady state situation. For chlorine species we used the
GEIA inventory, and included the emissions of CH3Cl, HCl, Cl, CH3CCl3, CFC-
11, and CFC-12. In order to cover the most important ozone depletion substances,
we also included CCl4 (CFC-10). Also, since the GEIA inventory covers only one
year, we scaled the CFC and CH3CCl3 (methyl chloroform) emissions using the
known yearly estimates based, e.g., on theAFEAS data [1]. These emission estimates
typically extended up to year 2000. For the following years the emissions of CFC-12,
CCl4, andmethyl chloroformwas decreased to zero by year 2010, in accordance with
the Montreal Protocol. For CFC-11, whose production was essentially zero already
in 2000, we release yearly 7.5% of the still existing “banks” of CFC-11 (mainly
in closed cell foams), which was about 950 Gg in 1999 [1]. In addition to CH3Cl
emissions from GEIA, which covers emissions from sea and biomass burning, we
included terrestrial emissions of 2330 Gg [9].

We included bromine emissions from sea-salt, which contains approximately
0.223% of bromine [8], and should cover at least 90% of all the bromine emis-
sions to the atmosphere. Currently the bromine sea-salt emissions are in the form
of Br2. Additionally, we release CH3Br due to biomass burning (23 Gg), terrestial
(18 Gg), and from the sea (32 Gg) [9]. Other standard emissions are taken from the
MACCity emission inventory.

50.3 Results

The preliminary simulations that cover yearly changing CFC-, and CH3CCl3-
emissions, extend from year 1942–2017. Any emissions prior to 1942 is released
during the first year of simulation. These simulations have a spatial resolution of
2° and they use ERA_interim for meteorology, which is simply copied from years
1980–2017 to cover also the years 1942–1979. CFC emissions included in the model
produce reasonable concentrations of these gases. For example, the average mixing
ratios for CFC-11, CFC-12, and CCl4 in 2011 are 253, 522, and 88 ppt, respectively.
These are in line with the tropospheric measurements [9].

Our simulations clearly indicate that the ozone depletion above Antarctic is sen-
sitive to the amount of active chlorine that originates mainly from CFCs and methyl
chloroform due to the photolysis. With current emissions the total ozone column
above the Antarctic has a thickness that is consistent with the observations. This is
illustrated in Fig. 50.1, where monthly averaged total ozone column is shown for
October 2011 (output of the zoomed run with 1° resolution).



320 R. Hänninen et al.

Fig. 50.1 Calculated total ozone column for October 2011 (monthly mean)

50.4 Conclusion

Our updated stratospheric module in SILAM is now capable of modelling the strato-
spheric chemistry where both chlorine and bromine reactions are included, together
with their heterogeneous reactions. We have also included the main CFC species
and their emissions. Now the model provides a reasonable estimate for the ozone,
also above the Antarctic, where the ozone hole is sensitive to the amount of ozone
depleting substances. In the future, a proper verification of the model against satellite
measurements is planned.

Questions and Answers

Questioner: Kirill Semeniuk.

Question: What altitude range does ozone hole form in?

Answer: The altitudewhere the ozone concentration is decreased due to ozone deplet-
ing substances (ODS) depends slightly on the latitude. Above Antarctic, where the
ozone hole appears, themaximumdepletion occurs around 18–19kmaltitude, and the
dominant depletion occurs between 14 and 23 km. Figure 50.2 illustrates this. There
we have averaged the ozone concentration during the year 2011, and compared it
with a situationwhere there are noCFCs (CFC-11, CFC-12, CFC-10), neithermethyl
chloroform (CH3CCl3). The figure shows the difference between these two cases.

Question: Are PSCs prognostic or diagnostic?

Answer: In SILAM the ice and NAT particles are prognostic, while STS are diag-
nostic.
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Fig. 50.2 Ozone destroyed by ODS (CFC-11, CFC-12, CFC-10 and CH3CCl3) in 2011 (yearly
average)
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Chapter 51
Lightning NOX Distribution and Its
Impact on Ozone Over the Contiguous
United States During 2011

Daiwen Kang, Rohit Mathur, Limei Ran, George Pouliot, David Wong,
Kristen Foley, Wyat Appel and Shawn Roselle

Nitrogen oxides (NOX: NO + NO2) play a critical role in controlling atmospheric
chemistry, especially for the tropospheric ozone (O3) formation and distribution.
As one of the major natural NOX sources, lightning NOX (LNOX) production is
estimated to be in the range of 10–15% of the total global NOX emissions budget
[6]. In addition, lightning activity and the tropospheric distribution of LNOX exhibit
strong spatial and temporal variations [5]. To estimate LNOX impact on air quality
accurately, the spatial and temporal distributions of LNOX need to be quantified using
robust LNOX production and distribution schemes in air quality models.

Beginning with the version (v5.2) of the Community Multiscale Air Quality
(CMAQ, Appel et al. [2]) model, A LNOX production scheme is implemented based
on hourly gridded lightning flashes from the National Lightning Detection Net-
work (NLDN) to estimate gridded hourly total LNOX across the contiguous US for
retrospective model applications. After the column total LNOX is calculated, it is
distributed vertically through the model layers based on the double-peak algorithm
described in Allen et al. [1]. In this study, the relative contributions of LNOX to
the total NOX emissions budget in time and space for April to September 2011
over the contiguous United States are quantified using the 2011 National Emissions
Inventory (NEI) for anthropogenic NOX emissions and soil NO emissions estimated
by CMAQ inline biogenic emission model [3, 4]. Model simulations with LNOX

(NLDN) and without LNOX (Base) were performed. The impact of LNOX on O3

air quality at the surface were assessed by region and month against gas phase mea-
surements from the EPA’s Air Quality System (AQS; https://www.epa.gov/aqs) for
hourly gas species, accounting for spatial differences in the relative importance of
LNOX relative to other sources of NOX emissions. Vertical profiles were also exam-
ined against ozone-sonde data measured from the Deriving Information on Surface
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Conditions fromColumn andVerticallyResolvedObservationsRelevant toAirQual-
ity (DISCOVER-AQ; https://www-air.larc.nasa.gov/missions/discover-aq/discover-
aq.html) 2011 campaign.

51.1 NOX Emissions and the Relative Contributions
of LNOX

The spatial distributions of anthropogenic NOX (a), soil NO (b), LNOX generated
by CMAQ with NLDN lightning flash data (c), and the relative contribution ratio
of LNOX to total NOX (a + b + c) during July 2011 are shown in Fig. 51.1. As
indicated by Fig. 51.1d, the LNOX ratios are largest over the Rocky Mountain (RM)
area (Fig. 51.2a) followed by the Southeast (SE) region; the LNOX ratios up to 90%
of the total NOX emissions were observed in some locations signifying that LNOX

emissions were the primary NOX sources over these areas during that particular
month.

To examine the differences in LNOX contributions over space and time, the
monthly LNOX ratios from April to September 2011 over the entire domain and
for several sub regions are shown in Fig. 51.2b. Contributions of LNOX emissions to
the total NOX emissions ranging from 10% (September) to 22% (July) are observed
over the contiguous US. Collectively over the six-month period, the largest LNOX

ratios were observed in SE and that was followed by RM. The largest and smallest

Fig. 51.1 Total monthly emissions (in 106 mol) and the LNOX ratios during July, 2011: a anthro-
pogenic NOX, b soil NO, c LNOX, and d the ratio of LNOX to total NOX emissions

https://www-air.larc.nasa.gov/missions/discover-aq/discover-aq.html
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Fig. 51.2 a Regions, b The monthly ratio of LNOX to the total NOX emissions over the domain
and each of the regions as shown in (a)

LNOX ratios were observed at the RM region during July and August and Pacific
Coast (PC) region (less than 3%) across all months, respectively.

51.2 Assessing the Impact on Air Quality

To assess the LNOX impact on air quality, simulations with LNOX (NLDN) and
without LNOX (Base) using CMAQv5.2 over the 12 km contiguous US domain were
conducted. The gridded daily lightning flash rate from NLDN and the corresponding
changes (NLDN—Base) of the maximum surface hourly O3 mixing ratios on July
11th, 2011 are presented in Fig. 51.3. While the maximum change of hourly O3

mixing ratio can be as large as 70 ppb, it ranges mostly from 6 ppb to 30 ppb along
the path of lightning strikes.

The ozone-sonde data at Beltsville and Edgewood, MD measured during 2011
DISCOVER-AQ campaign on days when significant lightning impact was observed
in the model simulations at each location were used to evaluate the impact of LNOX

on vertical O3 profiles. The observed ozone-sonde data were paired with model
prediction in time and space and the average values over all the ozone-sonde launches
(one or two measurements per day) on the selected days at each location were taken.
As indicated in Fig. 51.4, the O3 mixing ratios aloft are significantly underestimated
but overestimated near the ground-level by Base simulation, while with LNOX in the
NLDN simulation both the underestimation aloft and the near-surface overestimation
aremitigated. And even though the benefit inmodel performance from the addition of
LNOX emissions was not revealed by the overall statistics over the regions such as SE
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Fig. 51.3 The daily NLDN lightning flash rate (a) and the maximum change (NLDN—Base) of
hourly surface O3 (b) on July 11, 2011

where surface O3 mixing ratios were already over estimated by the Base simulation,
the increase of performance skill is obvious from the improved vertical structure of
O3, at least for the two locations shown here. A potentially significant contribution of
LNOX emissions to the total NOX emissions budget acrossmuch of theUS during the
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Fig. 51.4 Mean vertical O3 profiles from ozone-sonde observations and model simulations at
Beltsville and Edgewood, MD on days when significant lightning impact was observed near each
location

warmer months is present, thus it is important to count LNOX emissions in regional
air quality model simulations to improve the accuracy of air quality predictions.

Question and Answer

Questioner: Jack Chen

Question: Does the NLDN observations of lightning flash data have different flash
type by in-cloud, cloud-ground? If so, are they handled differently in the model?

Answer: No. the NLDN observations only contain cloud-to-ground flashes.We used
the satellite-based climatological intracloud to cloud-to-ground flash ratios to esti-
mate gridded hourly total LNOx.

Acknowledgements We sincerely thank Vaisala for making the NLDN data available to us.
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does not constitute endorsement or recommendation for use.
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Chapter 52
Is a Model’s Scatter Really “Very Small”
or Is Model A Really “Performing
Better” Than Model B?

Steven Hanna and Joseph Chang

Abstract Many papers are published in which a dispersion model’s predictions are
compared with field observations and/or with other models’ predictions. Standard
model performance measures are used such as Fractional Bias (FB). Many times,
subjective statements aremade such as “Themodel has very small scatter” or “Model
A is performing better than Model B”. About 30 years ago, we developed the BOOT
model evaluation software, which has twomain components: 1. Calculation ofmodel
performance measures such as FB; and 2. Calculation of confidence limits (e.g.,
95%) on performance measures and on the difference in a performance measure
between two models. Bootstrap or Jackknife resampling methods are employed. We
briefly review the methodology in BOOT’s Component 2, which is seldom used by
researchers. We present an example from a project where several urban puff models’
predictions are compared with JU2003 field data, and where assessments are carried
out regarding whether, for example, it can be concluded, with 95% confidence, that
the difference in FB for two models is not significantly different from zero.

52.1 Introduction

Dispersion models are often used in decision-making regarding pollutant impacts on
the public and on the environment. Among other considerations, the decision-maker
is interested in the uncertainties in the dispersion model outputs, and whether one
model is better than another. The purpose of this paper is to describe a quantitative
method to assess these uncertainties and determine whether a performance measure
or a difference in performance measures between models are statistically significant.
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To assess dispersion model performance and uncertainties, the models are eval-
uated by comparison with several sets of field data. The BOOT model evaluation
software [2, 4] is widely used to evaluate the performance of individual models. The
software also allows the differences in the statistical performance measures between
several models to be assessed to determine whether they are significant at some
confidence level (usually 95%). The BOOT methodology for assessing confidence
limits is demonstrated here using several urban puff dispersion models applied to
the Oklahoma City Joint Urban 2003 (JU2003) field data [1, 3] as part of the Urban
Dispersion International Evaluation Exercise (UDINEE) [5].

A formal statistical test such as that in BOOT is needed to compare the perfor-
mancemeasures for twomodels. BOOT automatically can account for the possibility
that the two models’ predictions may be correlated. For example, if the concentra-
tions predicted bymodel B are always exactly two times those predicted bymodel A,
then there will always be a significant difference between the performance measures
calculated for the two models. This can be shown by expanding the formula for the
variance between fluctuations in two variables X and Y, and finding that a term “-2R”
is present, where R is the correlation between fluctuations in X and in Y.

52.2 Statistical Methods

The following equations define the statistical performance measures that are used
in the BOOT evaluation software [2]. These include the fractional bias (FB), the
geometricmeanbias (MG), the normalizedmean square error (NMSE), the geometric
variance (VG), and the fraction of predictions within a factor of two of observations
(FAC2).

FB = 2(〈Co〉 − 〈Cp〉)/(〈Co〉 + 〈Cp〉) (52.1)

MG = exp(〈lnCo〉 − 〈lnCp〉) (52.2)

NMSE = (〈Co−Cp)2〉/〈Co〉〈Cp〉 (52.3)

VG = exp
(〈(lnCo−lnCp)2〉) (52.4)

FAC2 = Fraction of predictions that are within a factor of two of observations
(52.5)

where Cp is model prediction and Co is observation of concentration; and 〈 〉 is
average over the dataset. A perfect model has MG, VG, and FAC2 = 1.0; and FB
and NMSE = 0.0.
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To estimate confidence limits on differences in a performance measure (PM)
between two or more models, we start with a master table containing N rows, each of
which represents one time period and one concentration sampler. Bootstrap or jack-
knife resampling methods are used to determine the difference �PM (i, j) between
two models (i and j). The values of �PM (i, j) are ranked and used to define 95%
confidence limits. If the 95% confidence limits on �PM (i, j) overlap 0.0, then it
can be concluded, with 95% confidence, that the difference in PM between the two
models is not significantly different from 0.0.

52.3 JU2003 Data Set and Models Evaluated

The JU2003 field data involved releases of puffs or plumes of SF6 in the Oklahoma
City domain in 2003 [1]. Three to six puffs were released on each of the ten IOP
days [3, 6]. Observations of SF6 concentration were made by 10 real-time samplers
(resolution of 0.5 s) at distances of a few hundredmeters. In theUDINEEmodel com-
parison study [5], predictions of ten models from several countries were compared
with the puff observations. In this paper, the dosage/Q outputs from the UDINEE
data set are compared, where Q is the total mass of SF6 in a puff. Puff-sampler
pairs are included in the analysis only if both predicted and observed max 0.5 s
concentrations exceed 400 ppm. The UDINEEmodel comparison reports and output
files use anonymous designations (e.g., Model M1). In the comparisons discussed in
this paper, three of the models are compared for two of the IOPs (3 and 8). BOOT
was applied to these models and data and the performance measures listed above
were calculated. In addition, confidence limits on the performance measures and the
differences in performance measures were calculated by BOOT.

52.4 Results

Of the many tables and figures that show the statistical results, we select one figure
and one table for discussion. There were four puffs released during each of IOP3
and IOP8 and, for each puff, six or seven samplers produced valid data. A total of
48 puff-sampler data pairs during IOP3 and IOP8 are analyzed. We consider only
Models M3, M5, and M11, since they produced model predictions for all 48 puff-
sampler pairs. Here we present results for dosages (concentrations integrated over
time, with units ppt-s) divided by mass emitted, Q.

As an aid to understanding the quantitative calculations by BOOT, it is useful
to look at scatter plots such as Fig. 52.1, where predicted and observed dosage/Q
are plotted for models M3, M5, and M11. The viewer’s first impression is that the
points are a “shotgun blast pattern” with little skill by the models. The scatter covers
a range of plus and minus about a factor of ten. Although models M3 and M5 appear
to overpredict more often than model M11, the points for the three models overlap.
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Quantitative performance measures (PMs) for the data points in Fig. 52.1 are
listed in Table 52.1. Model M11 appears to be doing “better” for most PMs, while
modelsM3 andM5 are indicating a tendency to overpredict. But are these differences
significant? It was mentioned earlier that the significance of differences between two
models depends partly on how well the two models are correlated. When we plotted
the predictions of M3 versus M11, and of M5 versus M11, there was no obvious
trend or correlation seen. However, a clear correlation could be seen between the
predictions of M3 and M5.

As an example of significance tests with a single performance measure (FB), it
is found that M11 is the only model of the three tested whose FB value (−0.18)
is not significantly different from 0.0 at the 95% confidence limit. Looking at the
model-to-model difference in FB values, the three combinations of model pairs all
have differences �FB (>0.71) that are significantly different from zero at the 95%
confidence limit. Thus, based just on the performance measure FB and this specific

Fig. 52.1 Scatter plot of predictions versus observations of dosage/Q
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Table 52.1 Model performance measures (PMs) for puffs and samplers in IOP3 and IOP8

Dosage/Q
IOP3 & IOP8

FB NMSE FAC2 MG VG HI1 HI2

Obs. 4702 4233

M3 −0.97 6.92 0.31 0.40 24 26660 21322

M5 −1.68 22.74 0.15 0.11 1300 68615 68222

M11 −0.18 1.27 0.31 0.66 5.9 3709 3709

data set, it is possible, from a statistical confidence point of view, to say that (1)
Model M11’s fractional mean bias (FB) is not significantly different from 0.0, and
(2) model M11’s FB is significantly better (at the 95% confidence level) than the FB
for models M3 and M5.

52.5 Further Comments

The above model performance evaluation exercise is intended as an example of
application of the BOOT statistical confidence assessment method. The UDINEE
exercise has involved many more models and endpoints and JU2003 IOPs, which
will be described in an upcoming special issue of Boundary Layer Meteorology.
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Chapter 53
Sensitivity of Atmospheric Composition
Mesoscale Simulations
in the Mediterranean
to the Meteorological Data and Chemical
Boundary Conditions

D. G. Amanatidis, S. Myriokefalitakis, Georgios Fanourgakis, N. Daskalakis
and M. Kanakidou

Abstract Limited area models applied at higher resolution than global models and
using datasets of higher resolution are generally expected to more accurately rep-
resent the spatiotemporal variability of key meteorological and climate parameters
such as near surface temperature, pressure, wind speed and atmospheric composition.
However, limited area models require boundary conditions and the accuracy of such
datasets reflects on the accuracy of the mesoscale simulations of atmospheric com-
position, in particular of the longer-lived species. The effects of various resolution
meteorological data and of different chemical boundary and initial conditions on the
simulated concentrations of the chemical gases and aerosols in the Mediterranean
have been here investigated. Two different simulations in three domains of progres-
sively increasing horizontal resolution were performed for the year 2016 using the
mesoscale Weather Research and Forecasting (WRF) meteorological model with
the chemistry module (WRF-Chem) and an additional one with different chemi-
cal boundary and initial conditions. Meteorology from the Global Forecast System
(GFS) at two different horizontal resolutions (1 × 1° and 0.25 × 0.25°) available

D. G. Amanatidis · G. Fanourgakis · M. Kanakidou (B)
Environmental Chemical Processes Laboratory, Department of Chemistry, University of Crete,
Voutes Campus, P.O.Box 2208, 70013 Heraklion, Greece
e-mail: mariak@uoc.gr

D. G. Amanatidis
e-mail: dimaman25@gmail.com

G. Fanourgakis
e-mail: fanourg@uoc.gr

S. Myriokefalitakis
IERSD, National Observatory of Athens, Lofos Koufou, Penteli, Greece
e-mail: steliosm@noa.gr

S. Myriokefalitakis · N. Daskalakis
LAMOS, Institute of Environmental Physics (IUP), University of Bremen, Bremen, Germany
e-mail: daskalakis@uni-bremen.de

© Springer Nature Switzerland AG 2020
C. Mensink et al. (eds.), Air Pollution Modeling and its Application XXVI,
Springer Proceedings in Complexity,
https://doi.org/10.1007/978-3-030-22055-6_53

335

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-22055-6_53&domain=pdf
mailto:mariak@uoc.gr
mailto:dimaman25@gmail.com
mailto:fanourg@uoc.gr
mailto:steliosm@noa.gr
mailto:daskalakis@uni-bremen.de
https://doi.org/10.1007/978-3-030-22055-6_53


336 D. G. Amanatidis et al.

from NOAA has been used in the model to investigate their impact on the simulated
air pollutants. The higher resolution meteorological input improves the comparison
of model results to observations. The results are found sensitive to the chemical
boundary and initial conditions.

53.1 Introduction

The impact of air pollution on human health, ecosystems, and climate is uncon-
testable. The continuous growth of urbanization, transportation and industrializa-
tion recorded all over the Mediterranean during the last century led to a rise in the
anthropogenic emissions of several key trace gases and aerosols. Modern society is
becoming increasingly vulnerable to changes in weather, climate and air quality, sup-
porting the need of models for reliable projections on regional to local scales. Trace
gases and aerosols affect climate both directly and indirectly and in turn regional
air quality is strongly influenced by weather and climate. Several studies [1, 2] have
shown strong correlation between surface ozone concentrations and surface temper-
ature. Also, temperature increase leads to increases of biogenic emissions [5]. Local
meteorological conditions (e.g. high solar radiation, wind speeds, humidity) favor
the formation of secondary pollutants [6]. This study investigates the sensitivity of
mesoscale model simulations of meteorology and air quality for July 2016 on the
different meteorological and chemical boundary and initial conditions used by the
model for the Mediterranean focusing on the Eastern Mediterranean.

To study the impact of distinct sources on air pollution and atmospheric deposition
in the South EasternMediterranean themesoscaleWeather Research and Forecasting
model version 3.8 [4] coupled with chemistry (WRF-CHEM) was setup for the area
and evaluated. The present study focuses on evaluating the model by comparing
simulation results with surface observations at ground-based stations of Finokalia
on the island of Crete in Greece and Ayia Marina in Cyprus. It also investigates the
importance of the model spatial resolution for the simulated pollutant concentrations
and in particular for gases O3, CO and NO2 and for aerosols BC, OC, SO2−

4 , NO−
3 .

53.2 Data and Methodology

The WRF-CHEM simulations of the spatiotemporal variability of key meteorolog-
ical and climate parameters such as near surface temperature, wind speed, surface
pressure and atmospheric composition, are first evaluated. Three model domains
extended vertically up to 50 hPa with 30 hybrid levels are used: a coarse (36 ×
36 km), an intermediate (12 × 12 km) and a higher horizontal resolution (7.2 ×
7.2 km) (Fig. 53.1a). The intermediate and finest resolutions were run on one-way
nested setup. The National Centers for Environmental Predictions (NCEP) mete-
orology analyses, available every 6 h in 1° × 1° (GFS-FNL) and 0.25° × 0.25°
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Fig. 53.1 a Chosen model domains; b Ground stations used for model evaluation

(GDAS) horizontal resolution and 27 vertical levels from the surface up to 10 hPa
were used to compute the meteorological fields for the mesoscale model. Six-hourly
varying chemical initial and boundary conditions have been extracted from 2 differ-
ent 3-dimensional global chemistry-transport models simulations: the TM4-ECPL
(Daskalakis et al. [7] at 3° × 2° and the MOZART-4 [3] at 2.5° by 1.9°, longitude x
latitude horizontal resolution.

All tracers are initialized in the beginning of the simulation in the model domain
and every 6 h at the lateral and upper boundaries of the coarse domain. Hourly
model output is used to compare with hourly and 24 h in some cases, observed
concentrations. All our simulations are conducted with the same model physics
configuration to facilitate intercomparison.

Hourly observations of O3, CO andNO2 and daily observations of BC, OC, SO
2−
4 ,

NO3
− are taken from two surface monitoring stations with available data for the

studied period (Fig. 53.1b): Finokalia in north east ofCrete inGreece andAyiaMarina
in north west of Cyprus, and compared with model results to evaluate simulated trace
gases and aerosols and how their levels are effected by the meteorological factors.

53.3 Results

53.3.1 Sensitivity to Meteorological Input Data

Statistical metrics are derived by comparing the two model simulations (1°× 1° and
0.25°× 0.25°meteorology) to hourly observations for gases and to daily for aerosols.
The correlation coefficient (R) and Normalized Mean Bias (NMB) for temperature
at 2 m, surface pressure and wind speed at 10 m, variables that are calculated by
the model, are also computed. High R (0.88–0.95) especially for Ayia Marina with
low NMB (−11 to −9%) are calculated for temperature. Surface pressure shows a
good correlation (0.91–0.94) and low NMB reaching−1 to 5% for both stations. For
wind speed for both resolutions, low correlations and over-predictions by the WRF
model are found especially for AyiaMarina, which shows the effect of an unresolved
topography of mountains, hills and valleys and other smaller scale terrain features.
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Fig. 53.2 Monthly mean percentage differences of simulated distributions of a Temperature at
2 m, b Surface Pressure, c Wind Speed at 10 m between intermediate domain simulations using 1°
× 1° and 0.25° × 0.25° meteorological fields

The percent differences in temperature, surface pressure and wind speed between
the two simulations, shown in Fig. 53.2 for the intermediate model domain, range
between−2% and 1.2% for the temperature,−0.06% and 0.15% for surface pressure
and locally over 100% for thewind speedwhich indicates aforementioned issueswith
the topography.

The results obtained using the high resolutionmeteorology dataset (0.25°× 0.25°)
show better performance when compared with observations. As a consequence the
model simulates the meteorology in higher precision than when using the lower
resolution meteorological input. This improvement is expected to also affect the
chemistry simulations.

For O3, and for Finokalia, relatively good correlation coefficients of 0.5–0.6 are
found between model results and observations, associated with low NMB reaching
−7%. The use of meteorological datasets of different resolution does not result in
any significant improvement in the comparison of simulations with observations. For
CO low correlation coefficients (0.4) for both stations are found with NMB of 17–
38%. The use of higher resolution meteorological input is improving the correlation
of simulated CO concentrations with observations at Ayia Marina (R = 0.5). In
particular, by increasing the resolution of the meteorological input, simulated NO2

concentrations are significantly improved (R= 0.7 andNMB= 10% forAyiaMarina
and R = 0.4 and NMB = 73% for Finokalia). For aerosol species the calculated
correlations between observations and model results are: 0.5 for Black Carbon (BC)
at both stations (NMBof−2 to 13%) and 0.6 (NMB−72%) and 0.7 (NMB−70%) for
Organic Carbon (OC) at AyiaMarina and Finokalia, respectively. Similar correlation
is found for sulfate (R = 0.6 and NMB around −30%) for both stations; while for
nitrate low correlations are found around 0.4 for Ayia Marina and 0.5 for Finokalia
with underestimations of −42% to −54%, respectively. For most aerosol species
significant improvements are calculatedwhen using higher resolutionmeteorological
input.

When comparing the results of the simulations using the two different meteoro-
logical datasets changes between −38 and 7% are found for O3, that are justified by
the low differences in the simulated temperatures. For CO the computed differences
are smaller than for O3 (−5 to 23%) with the highest differences mainly downwind
urban areas and near the coasts. NO2 shows larger divergence of−14 to 102%mostly
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Fig. 53.3 Mean monthly percentage differences of WRF-Chem simulations of a Ozone, b CO,
c NO2, d BC, e OC, f SO2−

4 , g NO−
3 , at surface using 1° × 1° and 0.25° × 0.25° meteorological

fields

in coastal areas and close to the shipping lanes, showing the importance of mete-
orology in the simulations of plume chemistry in the model. Large changes in the
computed concentrations of all aerosols are imprinted on the distributions ranging
from −53.9% to 191% for BC, −55% to 147% for OC, −67% to 41.6% for SO−2

4
and−65 to 124% for NO3

− (Fig. 53.3), which are most probably associated with the
computed large changes of wind speed in the meteorological forecasts (Fig. 53.2c).

53.3.2 Sensitivity to Chemical Boundary Conditions

The results shown in Sect. 53.3.1 have been performed with chemical boundary con-
ditions fromMOZART-4 model. To investigate the effect of using different chemical
boundary conditions an additional simulation with WRF-Chem with meteorological
input at, 0.25× 0.25°, resolution was performed using chemical boundary and initial
conditions from the TM4-ECPL model. Figure 53.4 shows the mean percentage dif-
ference ([(TM4-ECPL)-(MOZART-4)]/(MOZART-4)) of gases and aerosols for July
2016. Over the entire domain higher ozone concentrations are computed with the
TM4-ECPL chemical boundary and initial conditions (positive monthly mean differ-
ence reaching about 80%), the correlation with the observations is improved (0.48)
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Fig. 53.4 Mean monthly percentage differences of WRF-Chem simulations of a Ozone, b CO,
c NO2, d BC, e OC, f SO2−

4 , g NO−
3 , at surface due to different chemical boundary and initial

conditions input ([(TM4-ECPL)-(MOZART-4)]/(MOZART-4))

and the positive NMB of 21% shows a slight overestimation of O3 by the model. For
CO concentrations small changes up to 10% are found over the hotspot areas such
as Istanbul, Cairo and over Lebanon. As for O3 the correlation with observations has
improved, reaching 0.51 for the high resolution domain.

NO2 concentrations show large differences (reaching about 80%) over the Black
Seawhichmight be due to difference in the emissions from shipping in the two global
models during the simulated period. Larger difference near the boundaries and over
the Black Sea are computed for SO4

2−, OC and BC aerosols, reaching 400%, 150%
and 95% respectively, showing the importance of long range transport and chemistry
for these species. High correlations reaching 0.8 and lower NMB (−29%) for OC
are found when using TM4-ECPL boundaries. These results show the importance
of chemical boundary conditions for the oxidant and aerosol levels computed by
WRF-Chem model.
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53.4 Conclusions

This study using the WRF-Chem models shows a reasonable agreement between
computed and observed surfaceO3, CO,BC,OCandSO2−

4 concentrations in both sta-
tions in the EastMediterraneanwith available data; while themodel shows lower per-
formance for NO2 and NO3

−. Increases in the horizontal resolution of the model lead
to improvements in the model performance, which is most noticeable for aerosols.
Meteorological input of higher resolution seems to improve the simulations of both
atmospheric transport and chemical composition.Use of different chemical boundary
conditions (model results from TM4-ECPL instead of MOZART-4 ) also improves
the correlation with observations, in particular for ozone andOC, and shows the large
sensitivity of the model results to this input.
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Chapter 54
Quantification of Uncertainty
in Lagrangian Dispersion Modelling,
Using ECMWF’s New ERA5 Ensemble

Andy Delcloo and Pieter De Meutter

Abstract FLEXPART is a Lagrangian particle dispersion transport model which is
originally designed for calculating the long-range and mesoscale dispersion of air
pollutants from point sources. Through the years, these type of models have proven
to be a very useful tool in an operational context for the protection of the population
in case of accidents in a nuclear power plant. In the meantime, FLEXPART has
evolved into a more comprehensive tool for atmospheric transport modelling and
analysis, and it can be used for a wide range of applications. The model can be
used in a forward or backward mode, making it possible to trace back the source
pollution contribution of a certain pollutant. To perform the FLEXPART dispersion
simulations under consideration, we will use meteorological data from the European
Centre for Medium Range Forecasts (ECMWF), more specifically the new ERA5
10-member climate data reanalysis at a 63 km resolution. We will explore how good
we can access the model uncertainty in an objective way by taking advantage of
ensemble weather forecasts.

54.1 Introduction

The International Monitoring System (IMS) is being setup to verify compliance with
the Comprehensive Nuclear-Test-Ban Treaty. Part of the IMS will consist of forty
stations that can measure certain airborne radioactive xenon isotopes, which are
created after a nuclear explosion. However, radioactive xenon isotopes are regularly
detected by IMS stations and it has been shown that these originate from civilian
sources such as medical isotope production facilities and nuclear power plants [2].
This xenon background could mask the signatures of a nuclear explosion.
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One of the possible ways to deal with this issue is to simulate the contribution
of civilian sources to the IMS station detections explicitly. To ascertain the level of
agreement that can be made between such atmospheric transport modelling and IMS
observations, two international challenges have been set up, of which the results of
the latest challenge have been published recently [1]. During the “blind phase” of this
second challenge, participants were asked to simulate the Xe-133 contribution from
the nuclear facility Ansto (near Sidney, Australia) to six IMS stations in the southern
hemisphere. Real emission data were not made available then and participants were
asked to perform simulations with unit releases. In the current “open phase” of the
challenge, participants are encouraged to perform additional in-depth research while
having available the emission data and IMS observations for research purposes.

In this paper, we redo this second international ATM challenge using the new
ERA5 dataset from ECMWF. ERA5 is unique compared to previous reanalyses
since it consists of 10 members. The spread between the members represents the
meteorological uncertainty.

54.2 Method

We have used detailed time-resolved emission data from the nuclear facility Ansto.
Flexpart [3] has been runmultiple times (using each of the ERA5 ensemblemembers)
in forward mode to simulate Xe-133 activity concentrations at six IMS stations in the
southern hemisphere for which observations were available for the period 11 May
2013 until 10 June 2013.

The (dis)agreement between the observed and simulated Xe-133 activity con-
centration is quantified as in Maurer et al. [1], which is the following rank score
(Eq. (54.1)):

Rank = R2 + (1− |FB|/2)+ F5+ ACC (54.1)

with R the correlation coefficient, FB the fractional bias, F5 the factor of simulated
activity concentrations within a factor 5 of the observations and ACC the accuracy
with the associated threshold being the sample-specific minimum detectable con-
centration (roughly the accuracy of discriminating detections from non-detection)
(Fig. 54.1).

54.3 Results

See Fig. 54.2.
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Fig. 54.1 Mean rank for the
10 ensemble members. The
mean rank over all six IMS
stations is shown

Fig. 54.2 Observed (black
dots) and simulated (blue
lines) activity concentration
(mBq/m3) for the 10
members at the IMS station
NZX46. Observations below
the detection limit were set
to zero

54.4 Discussion

When we compare these results with the scores obtained during the Maurer et al. [1]
intercomparison exercise, it is found that the setup using the ERA5 data results in a
good rank (the median rank for all participants in Maurer et al. [1] was 2.07).
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Each member of the ERA5 ensemble has a roughly equivalent rank. This is a
feature of a good ensemble, where all members are drawn from the same probability
distribution.

It is also shown that there are other sources of uncertainty which could not be
quantified. In this exercise, this was mainly related to the emission uncertainty from
other sources of radioxenonwhichwere not taken into account in the challenge,which
results in an ensemble spread that does not represent therefore the full uncertainty.
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Chapter 55
Assessment of Fine-Scale Dispersion
Modelling for Near-Road Exposure
Applications

Jennifer L. Moutinho, Donghai Liang, Jeremy Sarnat
and Armistead G. Russell

Abstract Detailed measurements and dispersion modeling were conducted to
develop more accurate integrated metrics to assess exposure to potentially high pol-
lutant levels of primary traffic emissions. A 13-week intensive sampling campaign
was conducted at six monitoring sites surrounding one of the busiest highway seg-
ment in the US with the study area focusing on the Georgia Institute of Technology
campus to capture the heterogeneity in pollutant concentrations related to primary
traffic emissions. A dispersion model (RLINE) was used to develop spatial concen-
tration fields at a fine-spatial resolution over the area of primary exposures. Initial
RLINE results were highly biased, due either to errors in the emissions or the model.
Analysis suggests that both may be important, depending upon species, though the
largest errors were due to how the model represents near-source dispersion, espe-
cially when the wind aligns with the road segments. To correct for high near-road
bias, the RLINE results were calibrated using measurement observations after the
urban background was removed. Performing the calibration hourly also reduced the
bias observed in the diurnal profile. Both the measurement observations and dis-
persion modeling results show that the highway has a substantial impact on primary
traffic pollutant (particularly elemental carbon and carbonmonoxide) concentrations
and captures the prominent spatial gradients across the campus domain, though the
gradients were highly species dependent. These improved concentration fields were
used to enhance the characterization of pollutant spatial distribution around a traffic
hotspot and to quantify personal exposure to primary traffic emissions.

J. L. Moutinho (B) · A. G. Russell
School of Civil and Environmental Engineering, Georgia Institute of Technology, Atlanta, GA,
USA
e-mail: jennifer.moutinho@gatech.edu

A. G. Russell
e-mail: ted.russell@gatech.edu

D. Liang · J. Sarnat
Rollins School of Public Health, Emory University, Atlanta, GA, USA
e-mail: donghai.liang@emory.edu

J. Sarnat
e-mail: jsarnat@emory.edu

© Springer Nature Switzerland AG 2020
C. Mensink et al. (eds.), Air Pollution Modeling and its Application XXVI,
Springer Proceedings in Complexity,
https://doi.org/10.1007/978-3-030-22055-6_55

347

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-22055-6_55&domain=pdf
mailto:jennifer.moutinho@gatech.edu
mailto:ted.russell@gatech.edu
mailto:donghai.liang@emory.edu
mailto:jsarnat@emory.edu
https://doi.org/10.1007/978-3-030-22055-6_55


348 J. L. Moutinho et al.

55.1 Introduction

On-road mobile emissions lead to elevated air pollutant concentrations in near-road
environments and steep concentration gradients exist with distance frommajor roads.
Exposure to traffic related air pollutants (TRAP), including carbon monoxide (CO),
nitrogen oxides (NOx), and fine particulate matter (PM2.5), has been linked to many
adverse health effects [2]. While vehicles are a significant source of pollutants in
the near-road environment, improved vehicle engine technology, emissions control
systems, and fuel regulations have reduced emissions leading to a decrease in traf-
fic related air pollutants (TRAP) near heavily trafficked roads [2]. Quantifying the
pollutant concentration attributed to traffic pollution from regional pollution through
measurement becomesmore difficult as vehicle emissions decrease. In addition, near-
road measurements are often limited within a city leading to a limited understand
of the spatial gradients. Dispersion modeling can provide spatially and temporally
resolved concentration fields of TRAPs for assessing exposure.

55.2 Methods

Hourly-modeled primary traffic-related CO, NOx, and PM2.5 concentrations at a 25
× 25 m grid resolution were generated using RLINE (Research Line Source Model),
a steady-state, Gaussian plume dispersion model [3]. The Atlanta Regional Com-
mission (ARC) provided link-based, on-road mobile source emissions for the 20-
country region surrounding metro Atlanta using a traffic demand and mobile source
emissions model. ARC estimated 2010 CO, NOx, and PM2.5 emissions for 43,712
links based on modeled traffic volume, vehicle speed, and fleet demographics. The
surface meteorological data was from the NationalWeather Service at the Hartsfield-
Jackson Atlanta International Airport (ATL) and preprocessed using AERMINUTE.
The upper air data was from the Peachtree City Falcon Field Airport (FFC).

Initial RLINE resultswere corrected by applyingARCmonthly and hourly diurnal
emissions variability, and hours with wind speeds less than 1 ms−1 were replaced.
The 2010 ARC link-based emissions were scaled to 2014 emissions levels using the
mobile emissions ratio from the Motor Vehicle Emissions Simulator [4]. Corrected
RLINE results were calibrated to the hourly surface concentrations measurements
collected as part of the Dorm Room Inhalation to Vehicle Emissions (DRIVE) study.
A linear regression between the hourly-corrected RLINE concentrations and the
hourly measurements at the six monitoring locations scaled the corrected results and
the intercept was removed to exclude the local background. In a second process,
the hourly-corrected RLINE results were calibrated to the hourly DRIVE surface
measurements using 24 linear regressions to account for differences in the diurnal
profile. A third process averaged three hourly RLINE concentrations at each grid
with wind direction varying five degrees in either direction to help reduce bias when
the wind aligns with the road links.
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The DRIVE study was a 13-week sampling campaign (September 2014–Decem-
ber 2014) focusing on traffic related air pollutants (TRAPs) surrounding the busiest
highway in Atlanta, GA with an annual average daily traffic of 320,000 vehicles [1].
The study included six monitoring sites and focused on the Georgia Institute of Tech-
nology campus in the geographical core of Atlanta with its eastern edge bordering
the major highway. The sites included: a roadside location 10 m from the highway
(RD), an EPA Near-road Monitoring Network site located 70 m north of the RD
site and 5 m from the highway (EPD), a dormitory room 20 m from the highway
(ND), a dormitory room 1.4 km from the highway (FD), and an urban background
site located 2.3 km from the highway.

55.3 Results and Discussion

Simulated concentrations from raw RLINE outputs show the spatial gradients,
however concentrations in the near-road environment were unreasonably high
(Fig. 55.1a). The corrected RLINE output removed all low wind speed events, which
led to bias high concentrations due to stagnation events trapping emissions at the road,
and reintroduced monthly and hourly diurnal emissions variability (Fig. 55.1b). The
single linear regression applied to the corrected RLINE output (Fig. 55.1c) simulate
realistic average species concentrations and captures the spatial gradients. The addi-
tional processes described will be developed and presented. The average simulated
impact of on-road mobile sources on primary PM2.5, NOx, and CO concentrations at

Fig. 55.1 RLINEfine scale dispersionmodeling for simulated PM2.5,NOx, andCOconcentrations
(September–December 2014). a Raw RLINE output; b Corrected RLINE output; c Calibrated by
single linear calibration. Black dots represent the sampling locations. Resolution: 25 × 25 m
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the RD site was 1.3µg m−3, 8.6 ppb, and 51.5 ppb respectively, while the concentra-
tion at the urban background (JST) site was 0.4 µg m−3, 2.8 ppb, and 16.9 ppb. The
maximum hourly concentrations were simulated when wind speeds were low and
therefore dispersion was low which often occurring at night when emissions were
also low. The wind direction measured at the RS site measured easterly winds more
than 70% of the time leading to direct influence from the highway emissions on the
monitor sites. Even though the major emissions source in the domain is the highway,
the surface streets (AADT 20,000) are an observable source [1].

55.4 Conclusion

These processes reduced unrealistically high concentrations that were observed on
and near the main highway emissions source. The linear calibration helped decrease
the bias high levels improving the average concentration fields, however hourly bias
was observed. The diurnal calibration improved both the bias high concentrations
and the distribution of the concentrations.
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Chapter 56
Detailed Assessment of a Smog Situation
Detected in the Sajó Valley, Hungary

Zita Ferenczi, Emese Homolya and László Bozó

Abstract The impacts of air pollution on the environment and health is a very
actual topic in Hungary. By understanding the connections between the pollution
that humanity produces and the meteorological situations, we can make the changes
that are necessary to prevent smog episodes and to pass on a more sustainable world
to future generations. Primarily during winter and fall seasons, episodes of poor air
quality related to high concentrations of particulate matter are frequent, especially
in the eastern part of Hungary. These situations are often connected to special mete-
orological conditions—such as cold air cushion—which do not help the mixing and
dilution of air pollutants. Usually this type of meteorological condition is coupled
with very low ambient air temperature, which can urge the usage of more solid fuel
(wood and coal), therefore result in an increase of PM10 emission from domestic
heating. Such a situation developed at the end of January 2017 in the Sajó Valley,
Hungary. The aim of the present study is to examine the meteorological background
of the extreme high PM10 concentrations which could contribute to the developing of
the smog situation, and to estimate the growth rate of the emission from residential
combustion due to the low ambient air temperature.

56.1 Introduction

Nowadays particulate matter (PM) is one of the most frequently cited pollutants
since it has many negative impacts on the ecosystem, built environment and espe-
cially on human health. Local and regional meteorology, including wind speed, wind
direction, atmospheric stability, long-range transport and pollution dispersion are all
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factors that play important roles in PM concentration reduction strategies. Analysis
of local and regional meteorology is important to completely understand the pro-
cesses responsible for the spatial and temporal distribution of PM in all geographic
regions [1, 4].

In Hungary, one key issue in air quality research is to find the sources and the
influencing meteorological factors for aerosol particles, which cause elevated levels
of particulate matter concentrations in the Carpathian Basin. Although the quality
of the emission databases have been improved in the latest years in Europe, the
determination of the quantitative contributions of different sources (e.g. domestic
heating and automobile exhaust) to PM10 andPM2.5 concentrations remains a difficult
task. The difficulty is not only due to the uncertainties in the emission data, we do not
have an accurate knowledge about how themeteorological situations influence the air
pollutant levels either. These two facts may result in the air quality forecasts for this
region not always being successful, especially in the case of particulate matter. The
situation is further complicated by the fact that PM can not only be emitted directly
but it can also form in the atmosphere when gaseous pollutants (SO2 and NOx)
undergo transformation to form secondary inorganic particles [2]. This complexity
demonstrates, that meteorology plays a key issue in the air pollution analyses. This
is also the reason why the smog situations have to be examined in depth in Hungary.

56.2 A Special Meteorological Situation in Hungary: The
Cold Air Cushion

The cold air cushion is a special meteorological situation that is related to inversion
in the upper atmosphere. It most frequently evolves in areas that are surrounded by
chains ofmountains.Anticyclonic events trigger the development of cold air cushions
as they foster downwardmotions in the air. By serving as a barrier formixingmotions,
inversion causes the air to stabilize and it hinders the movement of the air mass out
of the basin. This effect is enhanced by the presence of the surrounding mountains.

A meteorological situation like the cold air cushion has environmental conse-
quences. The lack of mixing processes, together with the increased rate of emission
caused by residential combustion, due to the cold, pollutants of anthropogenic ori-
gin accumulate rapidly. Concentrations of pollutants in the air can easily reach and
exceed levels that are considered harmful for the health.

56.3 Influence of Meteorological Parameters on PM10

Such an anticyclonic situation occurred at the end of January 2017 in the Carpathian
Basin, which caused temperatures in the Sajó Valley, located in the north-eastern part
of Hungary, to drop well below−10 °C for a period of time covering the last days of
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the month. The height of the planetary boundary layer remained below 200 m and
the winds were light throughout the same period. The stagnation-index calculated
based on model forecasts also indicated unfavourable meteorological conditions.

At the same time a smog situation was detected in Hungary. The concentrations of
PM10 were above the limit values all over the country. Extreme high concentrations
were measured in the eastern part of Hungary in the morning of 31 January 2017.
In this period, the highest one-hour average concentration was above 500 µg/m3

(Fig. 56.1).
The PM10 concentrations started to rise on 18 January, and they reached the

highest value during the last 3 days of January. Our analysis demonstrated that the
constellation of the unfavourable meteorological conditions resulted in the formation
of the smog situation in the Carpathian Basin. Figure 56.2 shows the time series of
the meteorological parameters (air temperature, wind speed, boundary layer height)
which affect PM10 concentrations. During these days, wind speed was very low and
the boundary layer height remained below 150 m, which is extreme. In the cases of
very low wind speed and boundary layer height, the mixing of the air pollutants with
the ambient air is quite poor. This was one of the reasons behind the formation of the
smog situation. Another reason was the increasing emissions due to the cold weather.
Good correlation value was found between PM10 concentrations and temperatures
as well. The air temperature below minus 10 °C induces an enhanced usage of solid

Fig. 56.1 PM10 concentration values detected at different monitoring stations in the Sajó Valley

Fig. 56.2 Relationship between localmeteorological parameters andPM10 concentration (Miskolc,
Hungary)
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Fig. 56.3 Calculated SI index values (29/01/2017, 30/01/2017, 31/01/2017)

fuel, which means that the emission of PM10 from domestic heating becomes higher
than usual.

There is a widely used SI index in Hungary which characterizes the vertical and
horizontal mixing of the lower atmosphere [3]. When the value of SI is above 100,
it is most likely that a smog situation will occur in Hungary.

SI =
√

106

MLHx |v| (56.1)

where MLH is the mixing layer height (m) and v is the wind speed at 10 m height
(m/s). On 29 January, 2017, the SI index was above 100 throughout Hungary and
reached 200 in the eastern parts of the country, and this value predetermined the
formation of the smog situation in this region (Fig. 56.3).

56.4 Chemical Transport Model Simulation

The CHIMERE chemical transport model was applied to simulate the transport and
chemical transformations of air pollutants in the Sajó Valley for the 4-day smog
episode in January 2017. TheAROMEnumerical weather predictionmodel provided
the gridded meteorological inputs for the chemical model calculations. Two different
EMEP anthropogenic emission datasets were used to a defined grid, covering the
Carpathian Basin with a 0.1° × 0.1° spatial resolution. In the first case the original
0.1° × 0.1° EMEP database was applied, and in the second case the 50 × 50 km
EMEP database was downscaled to 0.1° × 0.1°, using the emission preprocessor of
the CHIMERE model package. The vertical domain included 8 layers and extended
to 500 mbar.

Figure 56.4 shows the results of themodel simulations between 28 and 31 January.
All in all, we found that the PM10 concentration values that we got as the result of
the model simulations were significantly lower than the measurements, leading us
to a conclusion that the model could not detect the smog situation over the territory
in question appropriately.
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Fig. 56.4 Time series of model calculations for PM10, temperature, wind speed and boundary layer
height

56.5 Conclusion

The effects of the meteorological parameters on high level PM10 concentrations were
examined in depth. Special attention was given to the parameters that influence the
vertical and horizontal mixing of air pollutants, as they describe all the important
processes in the lower atmosphere in terms of air quality. Chemical transport model
calculations were carried out using the CHIMERE model. By comparing the model
simulation with the measured data we found that the model could not detect the smog
situation with high PM10 values properly. PM10 concentration values that we got as
the result of the model simulations were significantly lower than the measurements.
Depending on the spatial resolution of the initial emission database, model results
show a considerable difference in the magnitude of PM10 values in the environment.
This analysis showed that in areas where residential heating is a determinant source
of PM10 emissions during winter, further development is needed in order to integrate
a temperature dependent emission density in the model system.
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Chapter 57
Comparison of the Performance
of AERMOD and CALPUFF Dispersion
Model Outputs to Monitored Data

Jackson Mak, Camille Taylor, Melanie Fillingham and Jamie McEvoy

Abstract AERMODandCALPUFF are twoOntario approved regulatory air disper-
sion models used to assess air quality compliance to provincial standards. Modelled
results from these dispersion models may not always be representative of actual
concentrations due to their inherent assumptions and atmospheric simplifications.
This research aims to assess the near field performance of these two models by com-
paring modelled concentrations predictions with monitored observations. The case
study analyzed was for 24 h average nickel (Ni) from a Facility located in Northern
Ontario. The Facility has a monitoring program set up to measure dust, from which
the monitored metal concentrations were speciated. Statistical analysis of the mod-
elled results demonstrated that CALPUFF 24 h average modelled concentrations
showed better agreement with monitored results than those modelled using AER-
MOD, however, even these CALPUFF results were often 2x (or 0.5x) the monitored
value.

57.1 Introduction

In Ontario, local air quality is regulated under O. Reg. 419/05.Within this regulation,
two dispersion models are approved for assessing compliance with provincial stan-
dards, AERMODv14134 (a steady-state Gaussian dispersionmodel) and CALPUFF
v.6.263 level 080827 (a Lagrangian puff model). In general, models tend to be con-
servative. When compared to maximum monitored results, research has found that
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AERMODwill not underestimatemaximumconcentrations butwill sometimes over-
predict as high as by a factor of 5 [5, 10]. The occurrence ofmaximum concentrations
is often at times of low-wind speeds (when dispersion is poor). During these stagna-
tion conditions, model errors have been over-emphasised utilizing both AERMOD
[8] and CALPUFF [3].

Dispersion models are more adequate at predicting longer-timed averaged con-
centrations (e.g. annual) than they are shorter-timed averages (e.g. hourly) [1]. They
are also not accurate at estimating specific spatial or temporal occurrences, which
can pose issues for pollutants that range drastically with time and location [9]. As a
result, it is a common practice to evaluate the monitored and modelled results based
on unpaired basis. The treatment of volume sources in AERMOD is another area of
conservatism, as they do not include upward velocity [11].

Dispersion models are sensitive to the inputted meteorological data, with vari-
ability in the meteorological dataset carrying through to the dispersion model
results. These arise due to assumptions that simplify the model but are not always
well-representative of actual atmospheric conditions during each modelling hour.
One example of this that occurs in both the meteorological pre-processors AER-
MET and CALMET (preprocessors of regulatory dispersion models AERMOD and
CALPUFF, respectively) is the Bowen Ratio, which is estimated by month or season
and land-use type. Assuming consistent monthly or seasonal values does not repre-
sent actual conditions. Similar assumptions occur for parameters such as Albedo and
surface roughness.

The objective of this study is to assess the model performance of both AERMOD
and CALPUFF by comparing modelled concentrations to measured concentrations
at two Facilities within Ontario. The bias from each of these dispersion models were
analyzed to see whether these models produce inconsistent results.

57.2 Methodology

AERMOD v14134 and CALPUFF v.6.263 level 080827, the two Ontario approved
regulatory models at the time of the experiment, were used to model 24 h average
Nickel (Ni). ForAERMOD, themodellingwas performed as per theOntarioMinistry
of the Environment, Conservation and Parks’ (Ministry) “Guideline A-11: Air Dis-
persion Modelling Guideline for Ontario,” [6]. The Ministry’s “Technical Bulletin:
Using Combined Assessment of Modelled and Monitored (CAMM) Results to
Refine Emission-Rate Estimates” [7], was followed to conduct the assessment. The
CALPUFF modelling was performed as per the British Columbia Ministry of Envi-
ronment’s “Air Quality Dispersion Modelling Guideline” [2].

Emissions rates and source characterization for these Facilities were obtained
from confidential Facility specific data. The emission rate sources include: direct
measurements, estimates from emission factors (such as those from the U.S. EPA’s
AP-42), mass balances, and engineering calculations. The Facilities’ emission data
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Fig. 57.1 Schematic representing relative locations of monitoring stations with respect to the main
sources at the facility

will remain constant between both model assessments and as such, was not the focus
of the assessment.

The Facility has five years of data at two dust monitoring stations (Fig. 57.1). The
dust was speciated out to Ni based on performed analytical analyses. Only data that
was downwind from the Facility and that exceeded a wind speed threshold of 1 m/s
were considered “hits” and used in the analysis. According to the Ministry’s CAMM
technical bulletin, it is recommended that a Facility have at least 30 “hits.” Both
monitoring stations at the Facility had over 30 “hits” and therefore met the criteria.
Background data was not taken into consideration in modelling.

The meteorological data for AERMOD was prepared from the CALMET data
by extracting the ground-level meteorological conditions for the grid cell where the
facility is situated. The data was also extracted to match the monitoring period.
CALMET data used to drive CALPUFF dispersion modelling was initialized by
Rapid Update Cycle (RUC) model output and surface meteorological fields recorded
at the nearby airport station. The RUC model is an operational weather prediction
system employed by National Oceanic and Atmospheric Administration (NOAA)
with approximately 20 km horizontal resolution and 50 vertical layers.

57.3 Results and Discussion

Within this extended abstract, the comparisons between monitored concentrations
and modelled concentrations using AERMOD and CALPUFF are presented sepa-
rately for each of the twomonitoring stations. All of the results presented are unpaired
in time and space, due to the known inability of dispersion models to accurately pre-
dict the time and location of concentrations.
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Fig. 57.2 Q:Q plot comparing CALPUFF (left) and AERMOD (right) modelled concentrations to
monitored concentrations at station A

57.3.1 Monitoring Station a Results

Both AERMOD and CALPUFF models show poor agreeance with monitored data
at station A, with points falling outside of the 0.5 to 2x range (Fig. 57.2). CALPUFF
results were mainly over-predicted, whereas AERMOD results were mainly under-
predicted. At low concentrations (<0.1 µg/m3), both models over-predicted. Both
models underestimated the maximum concentrations.

57.3.2 Monitoring Station B

CALPUFF had better agreeance for Ni concentrations with the monitored data at
station B compared to AERMOD (Fig. 57.3), with majority of the points falling
within the 0.5 to 2x range. AERMOD results were mostly under-predicted, whereas
CALPUFF results fluctuated between over and under predicting. Bothmodels under-
estimated the maximum concentration.

57.3.3 AERMOD Versus CALPUFF

At both monitoring stations, results generated using CALPUFF were in better
agreeance with monitored data than those generated using AERMOD. However,
both models tended to under predict maximum concentrations.

Background data was not included in the modelling assessments, which results
in concentration predictions less than the expected actual values. If background had
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Fig. 57.3 Q:Q plot comparing CALPUFF (left) and AERMOD (right) modelled concentrations to
monitored concentrations at station B

been considered, the modelled values would be higher than what has been displayed
in this study. There was a source modelled within CALPUFF using variable temper-
atures (buoyancy), a method not supported by AERMOD. The average temperature
was used in the AERMOD, creating a slight discrepancy between modelling vari-
ables.

It would be expected that if pollutants with shorter averaging times, such as 1 h,
were analyzed with a similar approach that the results may have worse correlation.
This has been shown to occur in other studies [4], as dispersion models are notorious
for poorly predicting concentrations of short-averaging periods.

57.4 Conclusion

From the results displayed in this study, CALPUFF 24 h average modelled con-
centrations showed better agreement with monitored results than those modelled
using AERMOD, however, even these CALPUFF results were often 2x (or 0.5x) the
monitored value.
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Chapter 58
Model of Arrival Time for Gas Clouds
in Urban Canopy

Hana Chaloupecká, Zbyněk Jaňour, Klára Jurčáková and Radka Kellnerová

Abstract The aim of this paper is to present a new model of arrival time for gas
clouds. To create such a model, simulations of short-term gas leakages were con-
ducted in a wind tunnel with a neutrally stratified boundary layer. Into the tunnel, a
model of an idealized urban canopy in scale 1:400 was placed. For simulations of
the short-term gas discharges, ethane was utilized. Concentration time series were
measured by a fast flame ionisation detector. The experiments were repeated about
400 times to get statistically representative datasets. The ensembles of concentration
time series were measured at about 50 individual positions. From these data, puff
arrival times were computed. The results showed that a suitable probability distri-
bution to describe the variability in values at individual positions for arrival time is
lognormal. Moreover, the parameters of this distribution do not change randomly
with the change in the measurement position but their change can be described by
functions. Utilizing them, probability density functions of arrival time can be con-
structed and whatever quantile of arrival time at a chosen position can be computed.
Such a model could help emergency services to estimate how the situation could
look like during the accident not only in the most frequently occurred but also in the
extreme cases.

58.1 Introduction

Leakages of gases during an accident last very often less than one hour (e.g., [2]).
The dispersion of these gas clouds depends on the actual turbulent flow present in
the time and the place. Hence, wide range of dispersion scenarios can happen under
the same mean ambient conditions. To be able to react effectively to an accident,
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emergency services need to know how the situation after the leakage can look like
in mean as well as in extreme cases.

One of the crucial information for emergency services is the timewhen a gas cloud
gets into individual places affected by the incident. Chaloupecká et al. [2] compared
arrival times as found by different definitions and proposed a new method applicable
also in the operative stage. Lübcke et al. [5] found out that the mean value of arrival
time increases with the increasing distance from the gas source but this increase
seems to be higher close to the source. Chaloupecká et al. [1] discussed the mean
arrival time in an urban canopy in which flow was parallel with a street. Within this
parallel street, the mean value of arrival time increases linearly with the increasing
distance from the source. But a range of values of an arrival time ensemble at each
measurement position is very wide and therefore a change of values of different
quantiles at individual sampling positions is also an important aspect. Hence, we
propose a new model describing an evolution of probability density functions of
arrival time in an idealized urban canopy.

58.2 Methods and Experimental Set-up

The experiments were conducted in awind tunnel with a neutrally stratified boundary
layer. Its characteristics agreed with the recommendations of VDI [7] for flows found
in towns (see [2] for more details). Into the tunnel, a model of an idealized urban
canopy with pitched roofs in scale 1:400 was placed (Fig. 58.1). This type of urban
canopy is typical for European cities (e.g., [3]). For simulations of the short-term
gas discharges, ethane was utilized. The discharges of 1 s set on a programmer logic
controller were created by an electromagnetic valve. Concentration time series were

Fig. 58.1 Model of idealized urban canopy: placement in wind tunnel (a), scheme of investigated
area (b)—big circle—position of ground-level point source, small circles—sampling positions,
arrow—flow direction
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measured by a fast flame ionization detector. The experiments were repeated about
400 times to get statistically representative datasets. The ensembles of concentration
time series were measured at about 50 individual positions within human breathing
zone at the model (Fig. 58.1b). From these data, puff arrival times (at*) were com-
puted. We utilized a threshold method utilizing residual concentrations for finding
arrival time, which is described in [2].

In the paper, we use dimensionless quantities (e.g., [7]).

x∗ = x

H
, y∗ = y

H
, t∗ = tUre f

H
(58.1)

In these relations, x, y stand for horizontal coordinates,H the characteristic height
(the height of modelled buildings), t time, Uref reference speed (measured in the
middle of the wind tunnel). The probability density function (pdf) of lognormal
distribution (e.g., [8]) with parameters μ, σ is defined as

f (x |μ, σ) = 1

xσ
√
2π

exp

{−(lnx − μ)2

2σ 2

}
; x > 0 (58.2)

A quantile function is defined as

Q(p) = in f {x ∈ R; p ≤ F(x)} (58.3)

for a probability 0 < p < 1 and a cumulative distribution function F of a random
variable X. The sample quantile Q(p) is approximately the value expected to exceed
a randomly chosen member of the dataset with probability p, as suggested [8].

58.3 Results

The results showed that the ensembles of arrival time usually follow a lognormal
distribution according to Chi-square-goodness-of-fit-test (e.g., [4]) with significance
level 0.05. Along the parallel street, all datasets can be fitted by a lognormal dis-
tribution. But within the transverse streets, some measurement positions in which
the data do not seem to follow the lognormal distribution exist. These positions are
highlighted by star markers in Figs. 58.2 and 58.3.

The parameters of the fitted distributions do not change randomlywith the increas-
ing distance from the gas source, but seem to chance according to some rules and
therefore could be fitted by functions. For the analysis, we usedweighted least square
method (e.g., [4]). The weights were chosen according to p-values derived from the
chi-square-goodness-of-fit-test.

The value of the parameter μ increases with the increasing distance from the
source in the parallel street. This increase is approximately linear. An approximately
linear increase of the parameter μ can also be seen with the increasing distance from
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Fig. 58.2 Parameter μ of arrival time with 95% CI in the parallel street (a) and in the intersections
(int) and transverse streets (tvs st) (b) with fitted model (thick line) and its 95% CI (thin line)

Fig. 58.3 Parameter σ of arrival time with 95% CI in the parallel street (a) and in the intersections
(int) and transverse streets (tvs st) (b) with fitted model (thick line) and its 95% CI (thin line)

the middle of the parallel street into the transverse street in all three investigated
transverse streets. But one can spot a variation of this behaviour just behind the
intersection. In this region, a “hump” (a bigger increase and after a few sampling
positions a decrease of the parameter value) can be seen. This behaviour is appar-
ently connected with the presence of a recirculation vortex (e.g., [6]) in this region.
Comparing the transverse streets, the slope of the fitted linear function decreases
from the first to the third transverse street. But this change is not statistically signif-
icant; the values of the slope overlap in the 95% confidence intervals (CIs). Hence,
we did not distinguish the slopes during creation of the model. Utilizing the linear
approximation, the overall model describing an evolution of μ in the investigated
area is
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µ = 0.083x∗ + 0.30y∗ + 2.93 (58.4)

Themodel (Fig. 58.2) is valid for all the sampling positions except for an excluded
region (Fig. 58.1b). The coefficient of determination R2 for the model is 0.97.

The second parameter of the lognormal distribution σ decreases with the increas-
ing distance from the source in the parallel street. In contrast, the value of the param-
eter σ has an increasing tendency looking from the middle of the parallel street into
the second or the third transverse street. In the first transverse street, such a ten-
dency is not noticeable. The appropriate model describing an evolution of σ in the
investigated area is

σ = 0.39

x∗ + 0.01y∗2 + 0.21 (58.5)

The model (Fig. 58.3) is valid for the same sampling positions as the parameter
μ above. The coefficient of determination R2 for the model is 0.89.

We utilized the proposed model to calculate the 0.05, 0.25, 0.5, 0.75 and 0.95
quantiles of at* and compared them with the same quantiles derived from the data
from the experiments. The values matched in the 95% CIs except for a few quantiles
for positions close to the source (not showed).

58.4 Conclusion

The paper dealt with arrival time of gas clouds. It proposed the new model for
construction of the probability density function of arrival time within the idealized
urban canopy. Arrival time ensembles in our experiments usually follow a lognormal
distribution. The evolution of its parameters within our model can be described by
the equations µ = 0.083x∗ + 0.30y∗ + 2.93, σ = 0.39/x∗ + 0.01y∗2 + 0.21. Such
models could be utilized to predict the situation after the short-term gas leakage not
only in the most frequently occurred (mode of pdf) but also in extreme cases (e.g.,
0.95 quantile of pdf).

Acknowledgements The authors would like to thank the Technical Agency of the Czech
Republic—TA CR (TJ01000383) and the Institute of Thermomechanics (RVO 61388998) for their
financial support.
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Chapter 59
Evaluation of Seven Chemical Aging
Modeling Schemes with the 2D-VBS
Framework Against Ground
and Airborne PEGASOS Campaign
Measurements

Eleni Karnezi, Benjamin N. Murphy and Spyros N. Pandis

Abstract The 2D-VBS framework describing the organic aerosol (OA) distribution
as a function of its volatility and O:C is used in PMCAMx-Trj, a one–dimensional
Lagrangian chemical transport model. Themodel is used to simulate the atmospheric
OA during two PEGASOS campaigns in the Po Valley in Italy during 2012 and in
Hyytiälä, Finland during 2013. Po Valley is an area with many industrial and agricul-
tural sources and Hyytiälä is characterized by high biogenic secondary OA (SOA)
levels. The simulations are evaluated with AMS measurements both at the ground
and aloft with a Zeppelin airship. There were seven aging schemes with different
assumptions about functionalization, biogenic SOA aging, and fragmentation that
succeeded in reproducing the AMSmeasurements within measurement error. For all
seven schemes, the assumed enthalpy of evaporation had a surprisingly small effect
on the diurnal and vertical profiles of O:C and OA concentration. Even if the seven
schemes have relatively different characteristics and assumptions, all provide a rather
similar picture about the different sources and processes contributing to the total OA
in these two very different areas.
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59.1 Introduction

Organic aerosol is an important component of fine atmospheric particulate matter.
The physical properties of the OA and its formation mechanisms are still highly
uncertain. Using lumped species for the representation of the hundreds or even
thousands of different OA components in atmospheric chemical transport models
is computationally efficient and has been used in almost all previous studies. The
two-dimensional volatility basis set (2D-VBS) framework [1] lumps organic com-
pounds into surrogates along two axes, the axis of volatility and the axis of oxygen
content (in this work expressed as O:C ratio), for the description of the OA chemical
aging reactions. Murphy et al. [2, 3] used a 2D-VBS module for the first time in
the one-dimensional Langrangian chemical transport model PMCAMx-Trj, with 12
volatility bins (effective saturation concentrations C* varying from 10−5 up to 106

µg m−3 at 298 K) and 13 O:C bins (from 0 to 1.2 with a step equal to 0.1). They
evaluated various parameterizations with ground measurements at three European
sites and their results showed that the simplest parameterization for the chemical
aging reactions was the most successful.

59.2 Model Description

In this work, we use the one-dimensional PMCAMx-Trj model with the 2D-VBS
module [2, 3] simulating the air parcels that arrived at each PEGASOS monitoring
location: San Pietro Capofiume in Italy during 2012 and Hyytiälä during 2013.

59.2.1 The Seven OA Chemical Aging Parameterizations

In the simulations performed, we evaluated a series of OA chemical aging parameter-
izations. Two simple functionalization schemes, the 1-bin and 2-bin case, in which
there is either one or two bin volatility reduction for every reaction respectively with
50% probability for an increase of 1 or 2 oxygen atoms and a more rigorous scheme,
the detailed functionalization scheme, initially suggested by [1]. Two biogenic SOA
aging schemes and different fragmentation probabilities varying from zero (no frag-
mentation) to unity are explored. Seven aging schemes (out of approximately 200
tested) reproduced well the AMS ground and aloft O:C and OA measurements.
Table 59.1 summarizes the 7 parameterizations that were found to reproduce the OA
observations in Italy.
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Table 59.1 Parameters of the 7 optimized 2D-VBS schemes used in the simulations

Functionalization
scheme

bSOA increase
during aging

Fragmentation
probability

Parameterization
name

1-bin No b = 0 1-bin

1-bin Yes b = 0.15 1-bin/bSOA/b = 0.15

2-bin No b = 0 2-bin

2-bin No b = 0.1 2-bin/b = 0.1

2-bin Yes b = 0.4 2-bin/bSOA/b = 0.4

Det No b = 0.3 Det/b = 0.3

Det Yes b = 0.7 Det/bSOA/b = 0.7

59.3 Results

59.3.1 Simple Functionalization (1-bin Case)

The base case as described in [3] or else the simple functionalization scheme (1-bin)
was used for the first set of evaluations. Figure 59.1 shows the predicted average
diurnal O:C variation and the corresponding ground AMS measurements. There is
encouraging agreement between model and measurements, with differences noticed
mostly in the afternoon where there seems to be overprediction by the model to
some extent. The main conclusion is that the OA in Po Valley is oxidized with
almost little average diurnal O:C variation. The average modeled O:C is equal to
0.64 comparable to the average AMSmeasurement that is equal to 0.58. The average
vertical O:C profile was also relatively flat especially in the lowest 1 km of the
atmosphere and both the model and the Zeppelin measurements suggested that the
OA was highly oxidized. The 1-bin case was also successful in reproducing the
corresponding observations in the boreal forest of Hyytiälä.

Fig. 59.1 Average ground diurnal O:C evolution in Po Valley, Italy for the simple functionalization
(1-bin case). The blue line represents the model simulation results and the shaded area one standard
deviation from all the daily simulations. The pink symbols show the stationary AMSmeasurements
and the error bars correspond to one standard deviation from all the days modeled
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Fig. 59.2 Average vertical profile of O:C assuming various vaporization enthalpies in the model as
�Hvap = 30 kJ mol−1 (black short dot line), �Hvap = 75 kJ mol−1 (black dashed line), and �Hvap

= 150 kJ mol−1 (black line) for the Po Valley in Italy during the PEGASOS flights. Once again,
the pink symbols show the Zeppelin measurements and the error bars correspond to one standard
deviation from all the days modeled

59.3.2 The Role of ΔHvap

The OA effective enthalpy of evaporation is a property that is considerably uncertain
with different values assumed in various CTMs. In our simulations, we tested the
simple functionalization scheme (1-bin case) assuming three different enthalpies
of evaporation with values of 30, 75, and 150 kJ mol−1. We evaluated the model
predictions of the vertical profiles of O:C and OA concentration against the Zeppelin
measurements.

The modeled vertical profiles of O:C were surprisingly similar for the various
assumed effective �Hvap value (Fig. 59.2). The predicted OA concentrations were
also quite similar. This lack of sensitivity can be explained by the intricate interac-
tions and feedbacks between partitioning of the semi-volatile OA components and
their gas-phase chemical aging reactions. All aging mechanisms were tested for the
sensitivity of �Hvap and the conclusions were the same.

59.3.3 Predicted OA Composition

The seven aging schemes were successful in reproducing the measurements in Po
Valley in Italy (Fig. 59.3a) and all predicted relatively similar source contributions.
This was also the case for the boreal forest in Finland where all seven aging schemes
once again predicted quite similar source contributions (Fig. 59.3b).
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Fig. 59.3 Modeled OA composition for the seven schemes with satisfying performance in a San
Pietro Capofiume, bHyytiälä. The total averageOA from allmeasurementswas equal to 2.8µgm−3

in San Pietro Capofiume and 2.1 µg m−3 in Hyytiälä

59.4 Conclusions

The evaluation of the simple functionalization scheme, both against stationary and
airborne moving Zeppelin measurements, was satisfactory in both the PEGASOS
campaigns. The modeled OA concentration and O:C showed a limited sensitivity
to the assumed enthalpy of evaporation, for the OA levels both at the ground and
in the 1 km of the atmosphere. Seven different aging schemes were successful in
reproducing the observations. Their predictions about the contribution of the various
OA sources were to a large extent consistent in both environments. This agreement
is encouraging about our ability to constrain the SOA sources, despite uncertainties
about the details of the corresponding processes.

QUESTIONER: Dr. Maria Kanakidou.

QUESTION: Among the mechanisms you have investigated in your study which one
do you consider the most appropriate for use in global models?

ANSWER: The performance of the seven parameterizations is very similar leading to
the conclusion that no parameterization is superior. However, the simple schemes (1-
bin and 2-bin) have the advantage that they can also be implemented in the 1D-VBS,
with much lower computational cost. In this case, the predictions of OA mass con-
centration and the volatility distributions remain the same, but one loses the ability
to predict the O:C. The other schemes cannot be easily simplified for the 1D-VBS
without introduction of errors. Regarding the bSOA aging mechanisms available
findings suggest that there is significant second and later generation production of
SOA from anthropogenic of SOA from anthropogenic precursors, while the corre-
sponding later production of SOA from biogenic precursors may be a lot smaller
and we should treat the chemical aging of anthropogenic and biogenic compounds
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independently following previous modeling efforts. Furthermore, fragmentation of
organic compounds during chemical aging is an important reaction pathway that
should be included as well. However, the robustness of these schemes, which were
tuned to the measurements in two specific areas, will need to be tested in future
work. For the time being, this work can be viewed as a parameter-fitting exercise
demonstrating that there are multiple sets of 2D-VBS parameters that can result in
predictions consistent with the measurements.
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US National Science Foundation (US NSF) grant 1455244.
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Chapter 60
A Parameterization of Heterogeneous
Hydrolysis of N2O5 for 3-D Atmospheric
Modelling

R. Wolke, Y. Chen, W. Schröder, G. Spindler and A. Wiedensohler

Abstract During night-time, the heterogeneous hydrolysis of N2O5 on the surface
of deliquescent aerosol particles represents amajor source for the formation ofHNO3

and leads to an important reduction of NOx in the atmosphere. In Chen et al., Atmos.
Chem. Phys. 18:673–689, 2018 [5], we investigate an improved parameterization
of the heterogeneous N2O5 hydrolysis. This approach is based on laboratory experi-
ments and takes into account the temperature, relative humidity, aerosol particle com-
position as well as the surface area concentration. The parametrization was imple-
mented in the online coupled model system COSMO-MUSCAT (Consortium for
Small-scaleModelling andMulti-Scale ChemistryAerosol Transport, https://cosmo-
muscat.tropos.de). In Chen et al., Atmos. Chem. Phys. 18:673–689, 2018 [5], the
modified model was applied for the simulation of the HOPE-Melpitz campaign (10–
25 September 2013) where especially the nitrate prediction over western and central
Europewas analysed. Themodelled particulate nitrate concentrationswere compared
with filter measurements over Germany. In this first study, the particulate nitrate
results are significantly improved by using the developed N2O5 parametrization,
particularly if the particulate nitrate was dominated by the local chemical formation
(September 12, 17–18 and 25). The aim of the current study consists in an evalua-
tion over a longer time period for different meteorological conditions and emission
situations. For this reason, we have simulated the period from March to November
2010. The results were compared with other approaches and evaluated by filter mea-
surements. The improvement was confirmed for the results in spring and autumn, but
nitrate is strongly over-predicted also for the new parametrization during the summer
time.
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60.1 Introduction

The tropospheric chemistry is strongly influenced by the budget of nitrogen oxides
(NOx). The chemical mechanisms controlling this budget have also a large impact
on ozone and the oxidizing capacity of the atmosphere. At day-time, nitrogen oxides
are mainly removed from the atmosphere by the formation of nitric acid (HNO3)
via the reaction of NO2 and OH. During night-time, the heterogeneous hydrolysis
of N2O5 on the surface of deliquescent aerosol particles represents a major source
for HNO3 and acts as an important sink of NOx in the atmosphere. The heteroge-
neous N2O5 hydrolysis was incorporated in global and regional chemistry transport
models and its impact on atmospheric chemistry was investigated in several studies
[4, 5, 10]. Usually, the heterogeneous N2O5 hydrolysis is implemented into chemical
transport models as a first-order loss reaction.

N2O5
(aerosol)→ 2HNO3 (60.1)

with a rate constant kN2O5 . In the originally version of COSMO-MUSCAT [17] this
constant is calculated by an approach of [3] which depends only from the relative
humidity (RH). Aiming to advance the representativeness of heterogeneous hydroly-
sis of N2O5, we propose a new parameterization depending on temperature, RH, and
particle composition [5]. The influence of surface area concentration on the hydrol-
ysis rate is also comprehensively considered. This new scheme was implemented in
the model system COSMO-MUSCAT in order to investigate the impact of heteroge-
neous hydrolysis of N2O5 on the particulate nitrate formation. Themodel simulations
were performed for different configurations and the period fromMarch to November
2010. The results were compared and evaluated by filter measurements in Melpitz
and two other Germany sites (Neuglobsow, Waldhof; www.umweltbundesamt.de).

60.2 Model Framework

Chemistry-transport model. COSMO-MUSCAT is a state-of-the-art multiscale
model system developed by the modelling department of TROPOS, which is quali-
fied for process studies in local and regional areas. The model system comprises the
numerical weather forecast model of the German Weather Service (DWD) COSMO
[11] and the chemistry transport model MUSCAT [17]. The model was applied to
different investigations, e.g. air quality studies treating local as well as regional areas
[7, 15]. Driven by the meteorological model, MUSCAT treats the atmospheric trans-
port as well as chemical transformations for several gas phase species and particle
populations. The transport processes include advection, turbulent diffusion, sedi-
mentation, dry and wet deposition. In this study, the gas-phase reaction system is
described by the chemical mechanism RACM-MIM2 [8, 16], which consists of 87
species and more than 200 reactions. The aerosol processes are represented by a
mass-based approach.

http://www.umweltbundesamt.de
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The formation of secondary inorganic particulate matter is through reactions of
ammonia with sulfuric acid and nitric acid, which are produced from gaseous precur-
sors SO2 and NOx [7]. The applied particle–gas partitioning depends on temperature
and humidity. By using the equilibrium approach of [9], the partitioning scheme was
comparable to [6]. For the description of SOA an updated version of SORGAM [12]
is implemented.

Parameterization of heterogeneous hydrolysis of N2O5. Based on the first-order
reaction rate, Chang et al. [3] proposed

kN2O5 = 1

600 exp
(

− ( RH
28 )2.8

)
+ a

(60.2)

RH is the relative humidity in %, which was used as an indicator for the influence
of hygroscopic growth of the particle surface. Chang et al. [3] used a = 5, that gives
an asymptotic kN2O5 of 0.2 min−1 if the relative humidity exceeds 60%. In the P2
approach discussed in [10], a = 17 was suggested which leads to a more suitable
asymptotic kN2O5 of nearly 0.06 min−1. This approach was originally adopted in
COSMO-MUSCAT to represent the heterogeneous hydrolysis of N2O5. In [5], we
proposed a sophisticated parameterization with the full consideration of temperature,
RH, aerosol compositions and mass concentration.

kN2O5 = 1

600 exp
(

− ( RH
28 )2.8

)
+ 17

· fs · fγN2O5 (60.3)

We adapted (60.2) with scaling factors f s and f γ which represent the impact of the
particle surface S and the reaction probability γ, respectively. The factor f γ depends
on the particle mass composition. Additionally, an approach of [1] is incorporated
that describes the organic coating suppression effect on the reaction probability γ. A
detailed discussion of the developed parametrization is given in [5].

Emissions. The European anthropogenic emission inventory and the temporal-
resolved emission factors are provided by TNO for the AQMEII project [17]. The
inventory includes gaseous pollutants and primary emitted particulate matter. Based
on the reasoning of other authors [2, 13], the mainly agricultural emissions of NH3

were reduced by 50%. Biogenic emissions were generated online in dependence on
land use and modelled meteorological conditions [14].
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60.3 Results and Discussion

Themodel simulationswere performed for the period fromMarch toNovember 2010.
The results are compared for four different parameterizations of the heterogeneous
N2O5 hydrolysis: (1) Chen et al. [5] including SOA coating, (2) Chen et al. [5]
without SOA coating, (3) approach P2 of [10], (4) without N2O5 hydrolysis.

The time series of the daily mean values of the nitrate concentration in Melpitz
are presented in Fig. 60.1. The corresponding statistical values are summarized in
Table 60.1. Monthly mean concentrations for Germany and some corresponding
differences for March (top) and August (below) are shown in Fig. 60.2. Usually,
COSMO-MUSCAT tends to over predict particulate nitrate in a reasonable range in
long-term average. The results were comparable with other models in previous stud-
ies [15]. In the current study, this is also the case for the periods in spring and autumn.

N
itr

at
e 

[µ
g/

m
3]

Chen et al. (2018), with SOA coating
Chen et al. (2018), without SOA coating
(P2) of Riemer et al. (2003)
no N2O5 hydrolysis

measurments

Fig. 60.1 Results of COSMO-MUSCAT for the TROPOS field site Melpitz for the period from
March to November 2010: Daily impactor measurements and daily averagedmodel results of nitrate
for different parameterizations of the N2O5 photolysis

Table 60.1 Comparison of mean nitrate concentrations [μg/m3] for the Melpitz site and the cor-
responding correlation coefficients

Approach March/April 2018 May–August 2018 September–November
2018

Measurements 4.62 1.46 3.51

Chen et al. [5], with
SOA coating

3.88 (0.53) 3.50 (0.21) 3.36 (0.40)

Chen et al. [5], without
SOA coating

4.09 (0.54) 3.65 (0.20) 3.60 (0.44)

(P2) in [10] 6.16 (0.50) 5.10 (0.18) 5.62 (0.49)

Without N2O5
hydrolysis

3.52 (0.51) 3.22 (0.20) 2.90 (0.18)
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Fig. 60.2 Comparison of modelled monthly mean concentrations of nitrate [μg/m3] at ground
level for March (top) and August 2010 (bottom): nitrate concentration for parametrization (1) (left
column), difference (3)-(1) (centre column), difference (1)-(4) (right column)

However, during the summer time particulate nitrate was significantly overestimated
by the COSMO-MUSCAT model, despite a good agreement of meteorological sim-
ulation. Compared with filter measurements at Melpitz, it was overestimated by a
factor of 2.4 for the parametrization of [5] with SOA coating and by a factor of 3.5
for the old approach.

Obviously, the strong overestimation cannot be caused by a deficient description
of the N2O5 hydrolysis. Even the run without hydrolysis yields to an overproduction
of more than 100%. Therefore, other causes should be originated this severe over-
prediction in summer. One possible reason could be a rigorous overestimation of
NO soil fluxes due to manuring during the summer period. This issue needs further
investigations.

In all cases, the (P2) approach produces more than 50% more nitrate than the
parametrization of [5]. Furthermore, the nitrate concentration is significantly under-
estimated in the simulation without the consideration of the heterogeneous N2O5

hydrolysis in spring and autumn. The main results given for Melpitz in Table 60.1
were also confirmed by the analysis for the other two stations. In the difference
plots in Fig. 60.2 the larges values occur in regions with high ammonia emission in
north–western Germany and the Netherlands. In these areas, the ammonium nitrate
formation is mainly restricted by the amount of available nitric acid. Therefore, the
impact of changes in the hydrolysis rates is clearly to see here.

Additionally, the impact of the reducedN2O5 hydrolysis due to organic coating [1]
on the particulate nitrate formation was investigated. Based on the new parametriza-
tion, the simulation results with andwithout organic coating were analyzed. In differ-
ence to the results in [5], we observed a considerable (more than 5% or 0.24 μg/m3

on average) influence of coating on particulate nitrate in Melpitz.
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Chapter 61
Modelling Organic Aerosol in Europe:
Improved CAMx and Contribution
of Anthropogenic and Biogenic Sources

Jianhui Jiang, Sebnem Aksoyoglu, Imad El Haddad, Giancarlo Ciarelli,
Emmanouil Oikonomakis, Hugo A. C. Denier van der Gon
and André S. H. Prévôt

Abstract Chemical transport model (CTM) simulation of organic aerosol (OA) is
always challenged by numerous sources and complicated formation processes of
secondary organic aerosol. In this study, we conducted a source-specific, whole-
year (2011) simulation of organic aerosol in Europe using the air quality model
CAMx v6.3 with volatility basis set (VBS) scheme after implementing new find-
ings from experimental studies. The VBS module was parameterized based on
the latest data for gasoline and diesel vehicles and wood combustion from the
smog-chamber experiments. The model performance was evaluated using OA mea-
surements from the ACSM (Aerodyne Chemical Speciation Monitor) and AMS
(Aerodyne Aerosol Mass Spectrometer) network and contributions from 6 dif-
ferent anthropogenic (gasoline and diesel vehicles with old or new technologies,
biomass burning, and other sources (OP)) and biogenic sources were estimated. The
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modified VBS scheme improved the model performance on OA simulation dur-
ing the whole period by reducing the bias between model and measurements by
up to 52%. The OA concentrations were dominated by biomass burning in winter,
while biogenic emissions were the main sources in summer. The contribution of
road traffic was relatively lower compared to studies in the USA. The contribution
of new gasoline and diesel vehicles (after Euro IV emission standards or equipped
with diesel particle filters) to the total OA was negligible.

61.1 Introduction

Organic aerosols (OA) contribute to 20–90% of atmospheric fine particulate matter
pollution, which exerts significant impacts on human health and climate change.
Among the numerous components of OA, secondary organic aerosol (SOA) gen-
erated from oxidation of organic gases is proved to be dominant [1]. Traditional
chemical transport models (CTMs) tend to underestimate SOA substantially due to
its numerous sources, composition and chemical-physical properties [2]. One of the
most important reasons is the potentially high but unaccounted for contribution of
semi-volatile organics (SVOCs) and intermediate-volatility organics (IVOCs). To
improve the situation, the volatility basis set (VBS) scheme has been applied in
CTMs like CAMx (Comprehensive Air quality Model with extensions) and CMAQ
(Community Multiscale Air Quality) [3]. The VBS scheme characterizes organic
species as surrogates by their volatilities [4], and therefore better simulate the oxi-
dation of a wide range of organics. Despite its great potential, high uncertainties
still remain. Recent studies found that precursors in traditional models account for
only ~3–27% of the observed SOA from residential wood burning [5]; formation of
SOA from diesel and gasoline vehicles were greatly influenced by temperature and
vehicle condition (with or without diesel particle filter) [6]. Thus, in this study, we
parameterized the regional model CAMxwith VBS scheme based on recent findings
from experimental studies, and simulated the contribution of major anthropogenic
and biogenic sources on OA in Europe.

61.2 Method

The regional air quality model CAMx version 6.3 with VBS scheme [7] was used
in this study. The model domain (15° W–35° E, 35° N–70° N) covered Europe with
a horizontal resolution of 0.25° × 0.125°. The whole year of 2011 was modelled.
Organic aerosol formation was estimated by the 1.5-D VBS organic aerosol chem-
istry/partitioning module [3]. We split the sources of gasoline vehicles (GV) and
diesel vehicles (DV) in standard model to old and new (GO, GN, DO, DN), and the
biomass/biogenic source (BB) to biomass burning (BB) and biogenic (BI). Parame-
ters of yield for GO, GN, DO, DN were adjusted respectively according to chamber
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data with or without installation of diesel particle filter [6]; parameters for BB were
updated by latest smog-chamber data by PSI-LAC.

The meteorological input was prepared by Weather Research and Forecasting
Model WRF-ARW version 3.7.1 with the ECMWF (European Centre for Medium-
Range Weather Forecasts) global atmospheric reanalysis ERA-Interim data. The
MOZART global model data was adopted for initial and boundary conditions.
Biogenic emissions were estimated by PSI-model developed by [8]. The anthro-
pogenic emissions were obtained from the high-resolution European emission inven-
tory TNO-MACC (Monitoring Atmospheric Composition and Climate)-III. The
IVOC emissions for different sources were estimated as 25% and 20% of NMVOCs
from gasoline and diesel vehicles, respectively [9], 4.5 times of POA from biomass
burning [10] and 1.5 times of POA from other anthropogenic sources [11]. A factor
of 3 was adopted for POA emission to compensate the influence of missing SVOCs
in emission inventory. Along with the modified model (referred as NEW), a base
case simulation (BASE) with default parameters of CAMx v6.3 was also conducted
for comparison. Modelled OA was compared with measurements at 8 ACSM/AMS
(Aerodyne Aerosol Chemical Speciation Monitor/Aerodyne aerosol mass spectrom-
eter) stations.

61.3 Results and Discussion

61.3.1 Model Evaluation

Statisticalmetrics forOAconcentrations byCAMxwithmodified (NEW) and default
(BASE) parameterization are shown in Table 61.1. Zurich,Marseille andBologna are
urban stations, Paris is a suburban station, while Mace Head, Montsec, Finokalia and
San Pietro Capofiume (SPC) are rural or remote stations. For all the urban stations,
NEW parameterization effectively decreased the mean bias (by 24–52%) between
model and measurements. For rural stations dominated by biogenic and biomass
burning emissions, although mean bias decreased except for SPC, the mean error
(ME) and root mean square error (RMSE) increased in Mace Head, Montsec and
SPC. Improvement only occurred in Finokalia (MB by 21%, ME by 4%, RMSE by
4%).

61.3.2 Contribution of Anthropogenic and Biogenic Sources

Contribution of major anthropogenic and biogenic sources to surface OA concentra-
tions varied with season and location. Biomass burning contributed most to winter
OA at most of the sites, while biogenic sources dominated the summer OA (see
example of Zurich in Fig. 61.1). In remote area such as Montsec (1570 m a.s.l.,
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Fig. 61.1 Contribution of different sources to OA concentration s (µg m−3). GV—Gasoline vehi-
cles (old + new), DV—Diesel vehicles (old + new), OP—Other anthropogenic sources, BB—
Biomass burning, BI—Biogenic

Fig. 61.1) and Mace Head (west coast of Ireland), the largest contribution was from
biogenic sources throughout the whole year. The other anthropogenic sources (OP)
including ships, industry and power plants were the third largest source for OA, with
a contribution from 2 to 41% for the 8 stations over land. The highest contribution
of OP was predicted to be about 99% in some grid cells over the ocean. The gasoline
and diesel vehicle emissions accounted for 1–25% (Italy) of OA in Europe, which
is relatively lower than in the USA (~35% for California according to [12]). The
contribution of the new diesel vehicles equipped by diesel particle filters after Euro
IV emission standard was negligible.

61.4 Conclusion

A whole-year simulation of OA in Europe was performed by the regional air quality
model CAMxusing the basicVBS and amodifiedVBSmodulewith split sources and
updated parameterization based on latest chamber experimental data. The validation
byACSM/AMSmeasurements indicated thatmodifiedVBS improved themodel per-
formance on OA simulation effectively, especially in urban areas. Biomass burning
and biogenic sources were main source of OA in Europe in winter and summer,
respectively. Contribution of gasoline and diesel vehicles was relatively lower com-
pared with studies for the USA. With increasing strict regulations of vehicle emis-
sions in Europe, the focus in modelling and chamber studies needs to be extended
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to OA from ships, industry and power plants, which is mostly estimated by default
parameters in current CTMs.

QUESTIONER: Maria Kanakidou.

QUESTION: You have shown significant contribution of cooking organic aerosol
(COA) to OA level found by the observations. Do you simulate the COA in one of
the OA categories in your model?

ANSWER: No, the cooking organic aerosol is not simulated in this study. Although
the COA is important, the cooking emission is not included in current emission
inventory due to lack of data and very high uncertainty. The situation might be
improved in future when well validated cooking emission data is available as model
input.

Acknowledgements We thank Ramboll for help in CAMx modelling, ECMWF, UCAR, NASA
for providing data for model input. We thank Canonaco F., O’Dowd C., Ovadnevaite J., Favez O.,
Gilardoni S., Marchand N., Minguillón MC., and Florou K. for providing ACSM/AMS data.
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Chapter 62
Sea Spray Effects on Marine and Coastal
Boundary Layer

George Kallos, C. Stathopoulos, P. Patlakas, G. Galanis, J. Al Qahtani
and I. Alexiou

Abstract The air-water exchange processes are considered as complicated but very
important for the boundary layer structure. The complex physical procedures related
to momentum, moisture and thermal exchanges, render their numerical description
into a quite challenging task. Ocean surface roughness and spray droplets have an
impact on the lower atmospheric layers with profound effects. These involve alter-
ations in the atmospheric stability profiles and microphysical processes such as the
formation of sea salt particles. Water vapor produced by sea spray can alter humid-
ity and temperature profiles close to the ocean surface, leading to modified stability
conditions. This cascade of effects can be further extended to wind profiles. Sea
salt particles derived from water droplet evaporation are a major source of CCN and
GCCN that may lead in low cloud formation over the sea and/or the coastal boundary
layer. To describe these processes numerically, an atmospheric-wave-spray coupled
system is introduced. The RAMS/ICLAMS atmospheric and theWAMwave spectral
model are interfaced, including schemes for ocean drag, water droplet thermodynam-
ics and salt particles considered as predictive quantity. Model simulations performed
in the Atlantic shoreline showed that droplet evaporation near the surface modifies
the atmospheric stability and affects sea salt dispersion.

62.1 Introduction

In the air-sea interface zone, mechanical processes entail the transfer of momentum
from the atmosphere to the ocean through the imposed drag of wind leading to wave
generation. Likewise, a wave stress emerges, which is encountered by the surface
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winds over waves. Different wave characteristics have an influence in surface winds,
with an imposed oceanic drag expressed as sea surface roughness.

Thermodynamical processes, involve heat exchanges between the air and water
surfaces and moisture transfers, expressing condensation and evaporation. Addition-
ally, due to wave breaking and bubble bursting sea droplets and aerosols appear in
the air surface above sea. Sea spray participates in the thermodynamic system of
the air-sea interface zone through the exchange of heat and moisture between water
droplets emerged in the lower atmosphere and the surrounding air. The release of
sea droplets leads to a moistening of the near sea surface air and adds heat into the
atmosphere. These thermodynamical interactions are expressed as heat fluxes. The
effects influence temperature and moisture profiles near sea surface. This can alter
buoyancy which affects non-linearly the near surface wind patterns [4].

Concurrently, the particles formed in the sea surface, noted as sea salt aerosols,
have a significant impact onvarious processes of themarine atmosphere. This consists
of interaction with short and long wave radiation, the role of CCN influencingmarine
clouds and further climate effects. The production, concentration, transportation and
time scales in which sea salt particles remain in the atmosphere are highly depended
on the prevailing atmospheric-wave characteristics.

For the description of the air-sea environment all the aforementioned processes are
essential and necessary. The strength of links and feedback between atmosphere and
ocean might deviate based on the meteorological conditions and the characteristics
of the area where those occur. The air-sea interaction mechanisms lead to a cascade
of effects in several meteorological features. This work focuses on investigating
the role of mechanical and thermodynamical air-sea interaction processes in marine
boundary layer and their feedback effects in sea salt aerosols.

62.2 Models and Methodology

To model efficiently the dynamical processes taking part in the air-sea regime, a
combination of an atmospheric with a wave model is used. The RAMS/ICLAMS
model [5] is interfaced with the WAM wave model under the OASIS-MCT coupler,
used for communication. Parameterizations for sea surface roughness, sea spray
fluxes and salt production are implemented. Precisely, sea surface conditions are
considered in the atmospheric model by the dynamic sea surface roughness with
Charnock parameter zch given by the fraction of wave induced stress τw with the total
stress τ , as described in [3]. Sea spray fluxes derive from the difference in temperature
and specific humidity, between the lifted water droplets and the surrounding air. In
the current work, the sea spray model method described in [1], has been adopted.
For sea salt production, a whitecap fraction parameterization is employed based on
surface wind speed and relative humidity [2].
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62.3 Case Study

In order to examine the aforementioned approaches, a sensitivity experiment inNorth
Sea is considered. The case refers to 4–8December, 2013.During this period, awinter
storm took place in the area under study, accompanied with strong winds that favor
wave breaking. The storm started from south Greenland on the 4th of December and
moving east, entered North Sea. Two types of simulations have been performed. One
with the impact of sea spray thermodynamics and a second one without. Model setup
and initial conditions are the same for both cases.

Before the arrival of the storm in the main area of North Sea, in the first hours
of the 5th of December, sea salt concentration at the surface is low and comparable
for both runs (Fig. 62.1). The insertion of the storm in North Sea induced intensified
surface winds and waves. This led to an increase in the produced sea salt aerosols,
since concentration is related to surface wind speed magnitude and humidity. The
amount of salt particles is higher when sea spray impact is considered (Fig. 62.2). In
fact, the concentration increases in a range close to 300 µg/m3.

The amplification in the concentration of salt particles is associated with the
enhancement in surface wind speed and increase of water vapor in the lower atmo-
sphere. This stems from the increase in the derived heat fluxes due to sea spray fluxes.
More precisely, focusing on a specific location (56.01 N, 6.5 E) sensible heat fluxes
are more enhanced close to 200 W/m2 and latent heat fluxes up to 300 W/m2 when
sea spray is considered (Fig. 62.3).

The effects are evident in the profiles of wind speed andwater vapor (Fig. 62.4). In
wind speed, the deviation is increasing from the bottom till the first hundred meters.
After this height differences reduced. Regarding water vapor, the profiles with height

Fig. 62.1 Sea salt concentration in the surface (12 m) from a the run without the sea spray effects
and b the run with sea spray effects, for 5 December 2013, 03:00 UTC
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Fig. 62.2 Sea salt concentration in the surface (12 m) from a the run without the sea spray effects
and b the run with sea spray effects, for 5 December 2013, 16:00 UTC

Fig. 62.3 a Sensible heat flux and b Latent heat flux evolution for the simulations with (continuous
line) and without (dash line) the sea spray impact

Fig. 62.4 a Vertical of differences with height for (a) wind speed and b water vapour, between the
simulations with and without the sea spray impact
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Fig. 62.5 Time-height cross section for salt concentration for simulations a with and bwithout the
sea spray impact

presents similar behavior. The increase in the moistening of the near surface air due
to sea spray is evident close to sea surface. The difference in the amount of water
vapor decreases with the height and tends to minimize in altitudes above 500 m.

The concentrations with height in salt aerosols tend to be higher when the con-
tribution of spray fluxes is significant (Fig. 62.5). It is also evident that salt particles
disperse faster in the case where ocean spray is considered, as defined in the last
hours of the demonstrated example.

62.4 Conclusions

The simulations showed that inclusion of sea state and sea spray effects lead to
alterations in atmospheric stratification with intensified heat fluxes that affect the
profiles of water vapour andwind speed. The impacts extended on sea salt production
and concentration. Due to limited space, further discussion and evaluation of the
modeling system is provided in [6].
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Chapter 63
On the Importance of Organic Mass
for Global Cloud Condensation Nuclei
Distributions

Georgios Fanourgakis, Nikos Kalivitis, Athanasios Nenes
and Maria Kanakidou

Abstract Aerosol-cloud interactions constitute a major contributor of uncertainty
in projections of anthropogenic climate change. The fraction of aerosol that activates
to form cloud droplets (cloud condensation nuclei, CCN) is at the heart of aerosol
cloud interactions. Towards this, we investigate the role of organic mass in the forma-
tion and evolution of CCN using the global 3-dimensional chemistry transport model
TM4-ECPL coupled with the M7 aerosol microphysics module. The contribution of
organics to the CCN levels is quantified by comparing the global surface distribu-
tion of aerosol particles and CCN computed with and without organic aerosol mass
considerations, to the surface CCN observations. We also calculate the dynamical
behavior of the CCN by computing their persistence times in atmosphere, i.e. the
period over which the CCN concentrations show autocorrelation. It is found that
organic species in aerosol modulate CCN concentrations by 50–90%—with a higher
influence over land; furthermore, simulations compare better with observations when
the impact of organics on CCN levels is taken into account.
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63.1 Introduction

The organic component represents a significant amount of the total submicron dry
aerosol mass which, depending on the location and the atmospheric conditions, may
reach the 30–70% of the total mass [1]. The contribution of the organic mass to
the particles number concentrations and to the cloud condensation nuclei (CCN) are
here quantified by performing simulations with the global 3-dimensional chemistry
transport model TM4-ECPL [2, 6, 7] with and without emissions of primary organic
particles and formation of secondary organic aerosols. The model is coupled to the
aerosol microphysics moduleM7 [5]. All major aerosol components namely mineral
dust, black carbon, sea-salt, organics, and sulfate are considered in the model as
internally or externally mixed particles represented by log-normal mass and number
distributions that evolve by coagulation, condensation and nucleation.

63.2 Results

63.2.1 Surface Distribution of CCN at Supersaturation Ratio
0.2%

The annual surface distribution of the CCN at 0.2% supersaturation ratio (denoted
as CCN0.2) obtained from the two simulations with the TM4-ECPL model, with
and without organic mass, are shown in Fig. 63.1a, b respectively. Calculations of
the CCN were performed using the κ-Köhler theory as developed by Petters et al.
[3] that expresses the hygroscopicity κ of the aerosol particles as a function of the
volume-weighted fraction hygroscopic parameter of each aerosol component. The
hygroscopicity parameters used in the present study are κSO4 = 0.6 (sulfate), κBC =
0.0 (black carbon), κDU = 0.0 (dust), κSS = 1.0 (sea-salt), κORG = 0.1 (organics).

When organics are considered in the simulation (Fig. 63.1a, with organics), near-
surface CCN0.2 number concentrations are reaching ~3500 cm−3 at the polluted
areas, which is close to the value of ~3000 cm−3 computed as the multi-model
mean maximum during a model intercomparison based on the results of 15 global
models [7]. Neglecting the contribution of organics to the formation of the CCN0.2,
the maximum of the near-surface global CCN0.2 distribution drops to ~1200 cm−3

(Fig. 63.1b, without organics). In Fig. 63.1c is shown the percentage difference of
the CCN0.2 distribution between these two simulations. Over land, this difference
is found to be >50% with the highest differences that reach 90% calculated in high
polluted areas.
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Fig. 63.1 Simulated annual surface concentration of CCN0.2. Model simulations are awith organic
mass and bwithout organic mass (units are number per cm3), c percentage contribution of organics
aerosol to CCN0.2 (units are in %)

63.2.2 Comparison of CCN Number Concentration
with Observations

Datasets of CCNmeasured at nine atmospheric observatories, one in Japan and eight
from the Aerosols, Clouds, and Trace gases Research InfraStructure (ACTRIS) in
Europe [4] were used to evaluate the model results. The observatories represent
different environments typical for Atlantic, Pacific and Mediterranean maritime,
boreal forest, and high alpine atmospheric conditions. In Fig. 63.2 the seasonal
variations of theCCN0.2 at the observational sites as computed by the twoTM4-ECPL
model simulations (with and without organics) are compared to the observations. At
all stations but Jungfraujoch, the number of CCN0.2 with organics that is larger than
CCN0.2 without organics is in a significantly better agreement with observations.
The seasonal variation of CCN0.2 is similar for most of the stations (except Puy
de Dôme) in the presence or not of organics. For example, at Finokalia and Noto
Peninsula the two simulations compute significantly higher CCN0.2 levels during
summer than during winter, while in Cabauw and Hyytiälä the number of CCN0.2

remains invariant during the year.
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Fig. 63.2 Comparison of the seasonal variability of the CCN0.2 from observational data (black
lines with dots) and from simulations with organic mass (red line) and without organic mass (blue
lines) consideration. Units are in number per cm3

63.2.3 Persistence of CCN0.2 in Atmosphere

The short-term dynamics of the CCN in the atmosphere is a complicated process
that involves all CCN formation and removal processes. One way to quantify the
dynamical behavior of CCN is by computing the autocorrelation function of the CCN
population that can be used to determine the persistence time of CCN in atmosphere.
Based on the measured CCN0.2 and depending on the season (winter/summer) and
other environmental conditions at the observational site, the CCN0.2 persistence time
varies from a few hours up to several days. In Fig. 63.3 the observational determined
CCN0.2 persistence times during winter and summer are shown along with the results
of the simulations by the TM4-ECPL model, in the presence or not of organics.

It can be seen that in several cases the simulations are in agreement with observa-
tions, although in a few cases model results show a different order in the relative ratio
ofwinter/summer persistence times. It is also seen that by neglecting the organicmass
in the CCN0.2 calculations the computed persistence times are drastically affected,
only at one of the studied observational sites (Fig. 63.3) despite the fact that in the
absence of organics the number of the CCN0.2 is significantly smaller (Fig. 63.2).
This result is not surprising since the persistence time depends only on the rate of
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Fig. 63.3 Persistence times of CCN0.2 in atmosphere at the observational sites. Black bars show
the persistence times computed based on the observations of CCN0.2, while the red and blue bars
correspond to those calculated based on the TM4-ECPLmodel simulations with and without organ-
ics, respectively. For each pair of bars, the solid bar corresponds to winter and the dashed bar to
summer

change of the CCN population and not on the CCN abundance. The effect of the
presence of organics on the CCN0.2 persistence is found to vary among sites with
the most stricking changes in Cabauw, with higher persistence times without organ-
ics that are also closer to observations. In Hyytiälä also higher persistence times are
computed when taking into account the contribution of organics and are significantly
higher in summer than derived from observations. In addition, the summer-to-winter
ratio of the persistence times is found to be affected by the presence of organics in
particular at Hyytiälä, where, surprisingly, neglecting the organics the CCN0.2 dur-
ing winter is more persistent than during summer in agreement with observations,
while at the high altitude Alpine station of Jungfraujoch the opposite trend is found.
The larger persistence during summer than during winter found in the observations
at this station is better captured by the model when considering the contribution of
organics.

63.3 Conclusion

This global 3-dimensional modeling study has shown that the organic mass sig-
nificantly affects the CCN number concentrations. The annual surface distribution
of the CCN0.2 number concentration is typically reduced by 50–90%, however, in
environments without a significant amount of organics (i.e. Jungfraujoch) CCN0.2

does not show noticeable sensitivity to organic mass. Finally, based on the calculated
persistence times of the CCN0.2 in the atmosphere, the inclusion of organics to the
aerosol components does not significantly affect the dynamics of the CCN.

Question by Ulas Im:
What is the contribution of OA to the CCN over the tropospheric column?
Reply:
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Organic aerosol concentrations are reduced with height despite the higher partition-
ing of the semi volatile organics into the aerosol phase at the lower temperatures
found in the middle troposphere than near the surface. Therefore, the contribution of
OA to CCN is the highest near the surface but remains important in the middle tro-
posphere, although geographically restricted to the tropical continental regions and
their outflow. There, convection brings from the surface to themiddle and high tropo-
sphere significant amounts of OA originating from primary and secondary biomass
burning sources or secondary formation from biogenic volatile organic compounds.
For instance, according to our calculations, on an annual mean basis the contribution
of OA to total CCN at 0.2% supersaturation at 500 hPa (around 5–6. Km height) in
the continental tropics remains very high, above 50%.
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Chapter 64
Biological Activity in Clouds: From
the Laboratory to the Model

L. Deguillaume, H. Perroux, N. Wirgot, C. Mouchel-Vallon, N. Chaumerliac,
M. Joly, V. Vinatier and A.-M. Delort

Abstract Microorganisms are present in the atmosphere and can survive in cloud
droplets. They are able to transform organic compounds and can consequently com-
pete with radical chemistry. Because the cloud system is a complex multiphase
medium, the efficiency of biodegradation by cloud microorganisms has to be eval-
uated by numerical models of different complexity simulating multiphase chemical
processes in clouds. However, only abiotic processes are taken into account in these
numerical tools. The objective of this work was thus to integrate biological data in
an atmospheric cloud chemistry model and to evaluate the effect of microorganisms
in the transformation of chemical compounds. For this, experimental biodegrada-
tion rates of acetic and formic acids, formaldehyde and hydrogen peroxide by var-
ious bacterial representative of cloud biodiversity were experimentally measured.
These values have been implemented in a cloud chemistry model describing aque-
ous phase chemistry with the explicit CLEPS (Cloud Explicit Physico-chemical
Scheme)mechanism. Several simulationswith andwithout biodegradation processes
have been performed changing temperature (5 °C or 17 °C) and actinic flux to sim-
ulate summer or winter conditions. The chemical scenario (gas concentrations and
emission/deposition) is representative of low-NOx emissionwith significant isoprene
emissions.

64.1 Introduction

Numericalmodels of different complexity have been developed in the past to simulate
cloud chemistry. Currently, only abiotic processes are implemented in these models.
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But recently, the metabolic activity of microorganisms (bacteria, fungi, yeasts) has
been shown to influence cloud chemistry [3]. In clouds, microorganism abilities to
survive tend to activate their metabolism. They can resist and survive even they are
exposed to harsh conditions (cold shock, presence of oxidants, osmotic shock, UV
radiation,…) encountered in clouds. Cells in clouds can uptakemolecular compounds
used as nutrients, thus contributing to cloud chemistry. More specifically, microor-
ganisms can degrade organic compounds (such as organic acids, formaldehyde or
methanol) due to their carbon metabolism. They also modify the chemical budget of
oxidants. For example, they can defend from the presence of H2O2 thanks to their
oxidative stress metabolisms; this impacts the formation of HO• radicals that are pro-
duced byH2O2 photolysis [6]. Rates of biotic and abiotic transformations determined
in microcosms mimicking cloud environments and directly in cloud waters clearly
highlighted that biodegradation are competitive with radical chemistry. However,
those experiments have been done under bulk laboratory conditions. But the cloud
system is a multiphase medium where chemical and biological transformations are
impacted bymicrophysical processes andmass transfers between the various phases.
The present study aims at integrating biological reactions studied in the lab into a
cloud chemistry model reproducing microphysical and mass transfer processes.

64.2 Model Results

Four chemical compounds (formic and acetic acids, formaldehyde and H2O2) were
selected and their biodegradation rateswere experimentally evaluated. Three bacteria
strains were chosen for their capacity to efficiently degrade these compounds; those
strains have been isolated from cloud waters collected at the puy de Dôme station in
France. These biodegradation transformations and the associated rates complete the
CLEPS aqueousmechanism. The cloud chemistry model used in this study considers
explicit chemistry in both gas and aqueous phases together with the dynamical mass
transfer between these two phases. The aqueous mechanism is based on a new pro-
tocol that provides a representation of most probable oxidation pathways of organic
compounds [5]. Radical versus microbiology efficiency were confronted modifying
“key” environmental parameters (temperature and actinic flux).

The chemical scenario is representative of low NOx conditions. In order to get
a chemical photostationary state, a first simulation is performed using only the gas
phase version of the model for a period of 31 days. Aqueous phase appears at noon
the 31th day and lasts 12 h. An initial concentration of 1 µM of iron in the aqueous
phase is considered, which is representative of values measured in continental cloud
water [2]. This allows recycling oxidants resulting from the iron redox cycles. The
size of the cloud droplets is fixed at 10 µM and the liquid water content is equal to
3 10−7 vol/vol. The initial acidity is set to pH = 4 and evolves afterwards.

Simulations are realized to represent two seasons (summer vs. winter). For the
summer case, the actinic flux is at noon 1.5 higher than for a winter case. For the
summer case, the temperature is prescribed to 17 °C and for wintertime conditions,
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the temperature is set at 5 °C. These two temperatures are similar to the temperature
maintained in the lab to evaluate the biodegradation rates. For the wintertime, the
isoprene emissions are decreased from 7.5 × 106 to 4.5 × 106 molec cm−3 s−1, and
the deposition rate of the secondary organic products is decreased from 5 × 10−5 to
1 × 10−5 s−1.

Clouds are known to be oxidative reactors where chemicals are transformed by
free radicals, mainly HO• during the day. In this context, the dissolved organic matter
is efficiently transformed where the molecules can be fragmented and/or more func-
tionalized. Initially, these organic compounds results from the mass transfer from
the gas phase or from the dissolution of the soluble fraction of the particle that acts
as CCN. In this context, a major source of formic, acetic acids and formaldehyde in
cloud droplets are their transfers from the gas phase. The oxidation in the aqueous
phase of precursors, such as glyoxal, methyglyoxal, glycolaldehyde, pyruvic acid,
etc., is also a significant source.

Results obtained with the CLEPS model for summer (Ref-sum) and winter (Ref-
win) cases are presented in Fig. 64.1 with the time evolution of H2O2 and formic
acid concentrations in the aqueous phase. Large differences are observed between the
two seasons, due to temperature, photolysis and emission conditions in summer and
winter, which leads to very different radical concentrations as shown with the HO•

time evolution also reported in Fig. 64.1. The HO• radicals are mainly produced by
the H2O2 reactivity (its photolysis and the Fenton reaction) and by its mass transfer
from the gas phase during the first hours of the cloud.

Figure 64.2 summarizes the main sources and sinks of formic acid and H2O2. The
contributions of reactions and of the mass transfer in the production/destruction of
the studied species has been averaged over twelve hours (from 12:00AM–12:00PM)
with the nighttime period starting after 7:30PM in summer and after 4:50PM in
winter.

H2O2 increases during the first 4 h in Fig. 64.1 to reach a maximum concentration
of 160µM in summer (40µM inwinter) and then decreases until midnight to a value
of 40 µM in summer (20 µM in winter). In Fig. 64.2, H2O2 is mainly produced by
the reaction between Fe2+ and HO•

2/O
•−
2 and by the self-reactions of HO•

2/O
•−
2 . The

aqueous reactivity degrades H2O2 through the Fenton reaction (Fe2+ + H2O2) and

Fig. 64.1 Time evolution of the aqueous phase concentrations ofH2O2, and formic acid for summer
and winter cases without biodegradation (Ref-sum, Ref-win), with biodegradation (Ref-sum-bio,
Ref-win-bio)
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Fig. 64.2 Representation of sources and sinks of formic acid and hydrogen peroxide integrated over
day and night for summer and winter cases. The relative contributions (%) of individual reactions
contributing to the total destruction/production of the target species are indicated; Green: with
biodegradation, in blue: without biodegradation

through the reaction of H2O2 with sulfite (HSO3
−/SO3

2−). For both seasons, for day-
time cloud, reaction between Fe2+ and HO•

2/O
•−
2 acts as the main source for H2O2 in

the aqueous phase that is then transferred to the gas phase. Consequently the cloud
acts as a source for H2O2 in the gas phase.

Formic acid is increasing in summer and decreasing inwinter. During the night, its
concentration decreases because the sources by oxidation become less efficient due
to decrease of the HO• concentration (Fig. 64.1). In the aqueous phase, formic acid is
first transferred from the gas phase into the aqueous phase by the mass transfer and is
thereafter produced (from 2 to 4 µM) in summer by the aqueous phase oxidation of
formaldehyde (~45%), glyoxal (~40%) and glycolaldehyde (~12%) during daytime
(Fig. 64.2). The aqueous formic acid is outgassed during the day that represents its
main sink (around 70%). The other sinks are its oxidation by HO• (less than 10%).

Inwinter, formic acid is rather destroyed; its concentration is larger than in summer
and is reduced throughout the simulation (from 11 to 10 µM). The main sinks are
its oxidation by the ferryl ion FeO2+ (~95%) and HO• (~5%). In winter, the gas
phase concentration of formic acid is higher and explains its efficient dissolution in
the aqueous phase during the first time steps of the simulation. The sinks are totally
different in winter. In this case, the transfer of formic acid to the gas phase disappears.
During the night, themass transfer is inverted and represents amajor source of formic
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acid in the aqueous phase (~75%) that is now undersaturated in formic acid; aqueous
formic acid is then degraded mainly by the ferryl ion and HO•.
Effect of Biodegradation Rates:
The time evolution of the 4 target species present similar behavior than what was
observed for the Ref-sum and Ref-win cases (i.e. without considering biodegrada-
tion). But when looking more carefully in Fig. 64.2 at the details of their sources
and sinks including biodegradation rates, the contribution of biodegradation appears
clearly. In all cases, biodegradation sink is more important at nighttime. Biodegra-
dation is globally more efficient during summer as explained by the biodegradation
rates lower in the winter case (5 °C) in comparison to the summer case (17 °C).

In the Ref-sum-bio case, formic acid concentration decreases in comparison to
the Ref-sum. At the end of the simulation time, the concentration is reduced by
a 20%. H2O2 concentrations are not significantly modified by the implementation
of biodegradation rates. In summer, formic acid during the day is degraded by the
microorganisms significantly (~35%) and the mass transfer is reduced from 72 to
40%.During the night, this effect is amplifiedwith the biodegradationprocess becom-
ing dominant (60%) and the mass transfer becoming negligible. The biological activ-
ity degrades the H2O2 during the day and the night but in a lesser extent (7 and 12%,
respectively).

Microorganisms are considered as biological catalysts that may compete with
chemical reactivity and with photochemistry features in cloud waters, in particular.
The results indicate that this biological activity has to be considered in cloud chem-
istry model since this modify the way the molecules are degraded both in the gas and
the aqueous phases.

QUESTIONER: Paul Makar
QUESTION: The microorganisms degrade short chain organic acids? What do they
produce? Do they make more molecular mass organic compounds?
ANSWER: Yes, they are also to degrade short chain organic compounds such as
carboxylic acids because most of them can enter into the central metabolisms of
several microorganisms, and these metabolites can be used to maintain energy levels
through the production of ATP to synthesize larger molecules and produce biomass
(proteins, nucleic acids, etc.).

QUESTIONER: Silvia Trini Castelli
QUESTION: What is the lifetime of the microorganisms, bacteria residing in the
cloud?
ANSWER: Once in the cloud, the living bacteria are able to survive to this harsh
medium. However, the viability of microorganisms in clouds could be altered by
environmental factors such as exposition to H2O2, solar light, osmotic shocks and
freeze-thaw cycles. Recent study from Joly et al. [4] have shown (https://doi.org/10.
1016/j.atmosenv.2015.07.009) that the survival depends on the microorganism and
on the stress; free-thaw appears to be the most stringent factor. See also the work
from Amato et al. [1] (https://doi.org/10.5194/acp-15-6455-2015).

https://doi.org/10.1016/j.atmosenv.2015.07.009
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Chapter 65
Aerosol Indirect Effect on Air
Pollution-Meteorology Interaction
in an Urban Environment

Wanmin Gong, Ayodeji Akingunola, Shuzhan Ren, Stephen Beagley,
Rodrigo Munoz-Alpizar, Paul Makar and Craig Stroud

Abstract Using a fully coupled air quality prediction model, simulations were
carried out to investigate the impact of aerosol indirect effect on air pollution-
meteorology interaction in an urban environment. We found that the aerosol indirect
effect results in an increase in cloud droplet number concentration, a reduction in
cloud droplet size, and an increase in cloud water. While, as a result, precipitation
production is suppressed in low-level clouds, we found that, in a case of deep con-
vective clouds, there is an enhancement of cloud ice and precipitation production at
higher levels due to the increase in abundance of smaller drops being carried up in
the updraft. There is also an indication of enhanced convective activity due to urban
heating.

W. Gong (B) · A. Akingunola · S. Ren · S. Beagley · P. Makar · C. Stroud
Air Quality Research Division, Science and Technology Branch, Environment and Climate
Change Canada, Toronto, ON, Canada
e-mail: Wanmin.gong@canada.ca

A. Akingunola
e-mail: Ayodeji.akingunola@canada.ca

S. Ren
e-mail: Shuzhan.ren@canada.ca

S. Beagley
e-mail: Stephen.beagley@canada.ca

P. Makar
e-mail: Paul.makar@canada.ca

C. Stroud
e-mail: Craig.stroud@canada.ca

R. Munoz-Alpizar
Air Quality Modelling and Application, Meteorological Service of Canada, Environment and
Climate Change Canada, Dorval, QC, Canada
e-mail: Rodrigo.munoz-alpiza@canada.ca

© Crown 2020
C. Mensink et al. (eds.), Air Pollution Modeling and its Application XXVI,
Springer Proceedings in Complexity, https://doi.org/10.1007/978-3-030-22055-6_65

407

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-22055-6_65&domain=pdf
mailto:Wanmin.gong@canada.ca
mailto:Ayodeji.akingunola@canada.ca
mailto:Shuzhan.ren@canada.ca
mailto:Stephen.beagley@canada.ca
mailto:Paul.makar@canada.ca
mailto:Craig.stroud@canada.ca
mailto:Rodrigo.munoz-alpiza@canada.ca
 https://doi.org/10.1007/978-3-030-22055-6_65


408 W. Gong et al.

65.1 Introduction

A previous study using a fully coupled version of the Environment and Climate
Change Canada’s (ECCC) air quality prediction model, GEM-MACH, has shown
an increase in modelled cloud amount and liquid water content due to increased
cloud droplet number concentration, a decrease in cloud droplet size and a reduction
in warm precipitation, downwind of an urban-industrial area. The increased cloud
amount due to the aerosol indirect effect reduced the downward shortwave radiative
flux and air temperature at the surface, leading to a decrease in ozone over the region
of enhanced cloud and an increase in particle sulphate from an increased capacity
for aqueous-phase production [1]. In the meantime, observational evidence of urban-
induced or urban-modified convective phenomena have been reported and linked to
several possible attributing factors: urban roughness, urban heat island, and urban
aerosols. Study of idealised cases suggests that enhanced urban aerosols can lead
to a delay and suppression of precipitation from low-level clouds associated with
urban induced convection but an invigoration of deep convection and enhancement
of precipitation further downwind from the urban centre [2].

In this study, model simulations were carried out, using an updated version of
the fully coupled GEM-MACH, for the 2015 Pan America Games period when a
dense surface network for meteorological and air quality monitoring was set up. The
model domain is centred over the Greater Toronto and Hamilton area in southern
Ontario. Simulations were conducted with and without the aerosol indirect effect
in combination with an urban module (Town Energy Balance) turned on or off, to
investigate the impact of aerosol-cloud interaction on the lake-/land-breeze circula-
tion and associated cloud and precipitation development and subsequent impact on
modelled air quality in this urban environment.

65.2 Model and Simulation Setup

Version 2 of the Global Environmental Multiscale—Modelling Air-quality and
CHemistry (GEM-MACH) model was used for this study. While a 2-bin configura-
tion for aerosol size representation has been used for operational air quality forecast
at ECCC [8], a 12-bin configuration was used here. This study also makes use of the
interactive capability introduced previously within GEM-MACH to allow feedbacks
between on-line aerosols and meteorology through aerosol radiative (direct) effect
and aerosol microphysics (indirect) effect (see [1, 4] for a detailed description of the
implementation). In addition, a parameterization for representing urban landscape,
the heat andmomentum exchange between urban surfaces and the atmosphere, based
on a Town-Energy-Balance (TEB) model [3, 5], was also employed.

Simulations were carried out in a cascade fashion with model runs on a 10 km
resolution North American domain which provide initial and boundary conditions
for the runs on a 2.5 km resolution domain focused on southern Ontario. Figure 65.1
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Fig. 65.1 Model domains:
(1) at 10 km resolution and
(2) nested domain at 2.5 km
resolution

(1)

(2)

shows the model domain setup. A double-moment microphysics scheme [6, 7] was
used for both 10 and 2.5 km resolution simulations, and Kain-Fritsch convective
scheme was also employed at both scales. For a preliminary study, simulations were
carried out for a 5 day period, July 25–29, 2015. The 10 km simulation starts at every
00Z from analysis (meteorology) and runs for 30 h while chemistry continues from
the previous day forecast (at hour 24). The 2.5 km simulation starts at every 06Z and
runs for 24 h, driven by the initial and boundary conditions provided by the 10 km
simulation. Six experiments were conducted: (1) base case (no aerosol feedbacks),
(2) aerosol direct effect was enabled, (3) both aerosol direct and indirect effects were
enabled; experiment (4)–(6) were the repeat of experiment (1)–(3) but with TEB
scheme enabled.

65.3 Results

Figure 65.2 shows the modelled air temperature at 1.5 m (AGL) from 4 experiments
(1, 2, 3, and 6) compared with observations at “downtown” and “uptown” sites in the
Greater Toronto Area. In general the model has a significant negative bias at night at
these urban sites. The impact of the TEB scheme is mostly seen at night in raising
the surface temperature (hence reducing the negative bias). This is consistent with
the findings from Ren et al. [9] although the magnitude of the impact here is less in
comparison. The smaller impact of TEB here is due to the fact that a number of TEB
variables were diagnosed from 10 km fields (e.g., potential temperature and specific
humidity) at the initialization of every 2.5 km runs which do not sufficiently resolve
the variation in urban scale.

Figure 65.3 shows the modelled cloud water content (CWC), rain water content
(RWC), and cloud droplet number concentration (Nd) at 18Z on July 25, 2015 at
the model hybrid level 0.72 (roughly 3000 MASL) from three experiments: base run
(1), with both aerosol direct and indirect effects (3), and with TEB in addition (6).
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Fig. 65.2 Time series of modelled and observed surface air temperature at “downtown” and “up-
town” locations in GTA. Top panels show model bias (observation—model)

Fig. 65.3 Modelled cloud water content (top row), rain water content (middle row), and cloud
droplet number concentration (bottom row) from three experiments: base case (left column), aerosol
direct and indirect effects enabled (middle column), and with both aerosol effects and TEB enabled
(right column)
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Fig. 65.4 Vertical cross-sections of modelled cloud water content and rain water content through
convective cells north of lake Simcoe from two experiments: aerosol direct effect only (left two
panels) and with both aerosol direct and indirect effects (right two panels)

This is a case with a cold front over eastern Great Lakes extending from a surface
low (occluded) sitting over south end of Hudson Bay. Thunderstorm activities were
observed over north of Lake Simcoe and east of Georgian Bay area. The modelled
Nd is significantly enhanced when aerosol indirect effect was enabled, increasing
from 50–100 kg−1 (base case) to over 1000 kg−1 in some areas (particularly over the
area with thunderstorm activities). Correspondingly, there is an increase in modelled
CWC with the aerosol indirect effect. The increased Nd results in decreased droplet
sizes and hence reduced precipitation production. This is particularly evident over
the tail end of the frontal system (circled in red). However there is also an increase
in RWC within a few convective cells on the eastern side of Georgian Bay (circled
in green). Vertical cross sections of CWC and RWC through two of the convective
cells are shown in Fig. 65.4, comparing two of the experiments with and without
the aerosol indirect effect. It can be seen that, with aerosol indirect effect, one of
the convective cell is intensified with enhanced precipitation at higher levels. This is
accompanied by an increase in cloud ice at upper levels in this cell (e.g., at ~5000
MASL; not shown), indicating that the increased precipitation in this casemay be due
to enhancedmixed phase processwhenmore smaller droplets beingmade available at
these levels through the updraft. Figure 65.3 also shows further increases inmodelled
RWC in these convective cells with TEB scheme enabled, indicating the impact of
urban heating in intensifying the convective activities.

Question and Answer

Questioner: Alexander Baklanov
Questions:

(1) You demonstrated nice sensitivity studies of including different mechanisms of
aerosol indirect effects. But, can you demonstrate that these implementations
lead to improvement of model simulations vs. observational data?

(2) Your studies are realized for urban environment. In such conditions interaction
of urban aerosols with urban effects (e.g., UHI) can be important and has non-
linear character. Did you analyze such interaction?

Answer to (1): Our next step is to carry out simulations for the full month of July and
to conduct statistical analysis including evaluation against observations in order to
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determine if the representation of aerosol-cloud interaction will lead to an improve-
ment in model predictions (e.g., in terms of forecast scores).
Answer to (2): Indeed, the investigation of interaction between urban aerosols and
urban heat island effect is a main focus of the study. This initial analysis has been
focused on the impact of aerosol-cloud interactions in this urbanized environment.
We hope that the suite of simulations to be carried out over the full month of July
period (see above), with and without the aerosol effects, in combination with the
urban module (TEB), will shed some light on this aspect.

Questioner: Pieter De Meutter
Question: Did you look at the modelled outflow speed of convective system, since
the downdraught depends on the microphysics? Observed wind speed/gust might be
used to validate any finding on that.
Answer: We have not yet looked at the modeled outflow speed from convective cells.
It is a good suggestion. We may be able to explore this by making use of weather
radar products (e.g., radial velocities).
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Chapter 66
Aerosol Intensive Optical Properties
in the NMMB-MONARCH

Vincenzo Obiso, Oriol Jorba, Carlos Pérez García-Pando
and Marco Pandolfi

Abstract The NMMB-MONARCH is a fully online integrated meteorology-
chemistry model for short- and mid-term Chemical Weather Forecasts (CWF) devel-
oped at the Barcelona Supercomputing Center (Earth Sciences). The meteorological
core is the Nonhydrostatic Multiscale Model on the B-grid (NMMB). The global
aerosol module includes five natural and anthropogenic species: mineral dust, sea
salt, organic matter, black carbon and sulfate. The full online coupling between the
aerosol module and the model radiation scheme (RRTMG) has been recently imple-
mented. We present in this work a first evaluation of the aerosol intensive optical
properties required by the coupling mechanism: single scattering albedo (ω) and
asymmetry factor (g). New aerosol refractive indexes from recent literature have
also been tested. We found that the model performance improves when considering
a less absorbing mineral dust. Moreover, in anthropogenic areas a purely scatter-
ing organic matter and a higher real index for sulfate partially reduce the model
systematic biases.

66.1 Introduction

In literature very few studies report on model evaluations of intensive optical prop-
erties, even if these have been recognized to be crucial parameters controlling the
radiative impact of the aerosols [7]. From the few available studies it seems clear
that the performance of the state-of-the-art models is quite variable and in general
poor [7, 10]. This general context suggests that still large uncertainties affect the
aerosol microphysical and optical parameterizations and so that further investigation
is needed to better assess and constrain the uncertainty sources. In this work aerosol
optical properties for a period of 5 years (2012–2016) have been simulated over a
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global domain with the NMMB-MONARCH [6, 12, 14, 15]. Simulated single scat-
tering albedo (ω) and asymmetry factor (g) at 0.550 μm have been compared with
AERONET Version 2.0 inversion data. The impact on these intensive properties of
new aerosol refractive indexes, selected from recent literature, has also been evalu-
ated. To the best knowledge of the authors, this kind of perturbed analysis represents
a novelty in the context of the few evaluations of model intensive optical properties
available in literature.

66.2 Observations

Observations taken from AERONET (Version 2.0) [4] have been used for our evalu-
ation. It is well known [8] that there is a lack of Level 2 inversion data, mainly due to
the optical depth (τ ) filtering. Hence, we performed a manual screening of the Level
1.5 data by applying all the Level 2 quality-assurance criteria except filtering for
τ 440 > 0.4. By requiring then at least 20 daily means per month over the 2012–2016
period, we selected 59 stations (full set) which we used for a global evaluation of the
model performance (not shown here). A subset of 12 stations has been then selected
for a more detailed analysis (including also the perturbed analysis), by applying the
three following criteria: (i) monthly medians of observed τ above the threshold of
0.1 for more than 6 months (accuracy of inversion data); (ii) same number of stations
dominated by natural and anthropogenic aerosols; (iii) homogeneous geographical
distribution of the stations.

66.3 Model Simulations

The NMMB-MONARCH has been configured to run global meteorology-aerosol
simulations over the period 2012–2016 (5-years period with 1 year of spinup) with
initializing the meteorological fields every 24 h by means of NCEP FNL1 analyses.
The horizontal resolution for the global domain has been set to lon × lat = 1.4º ×
1.0º and 48 vertical layers have been considered.

Emissions of organic carbon, black carbon and SO2 from HTAP_v2.22 (anthro-
pogenic), GFASv1.23 (biomass burning, including also dimethylsulfide: DMS) and
from [16] (global open burning of domestic waste) have been used; also DMS
ocean production fluxes from MOZART-44 simulations and online emission of
monoterpenes and isoprene, for secondary organic aerosol (SOA) formation, from
the MEGAN v2.04 model have been considered.

1https://doi.org/10.5065/D6M043C6.
2http://edgar.jrc.ec.europa.eu/htap_v2/.
3http://gmes-atmosphere.eu/oper_info/global_nrt_data_access/gfas_ftp/.
4http://cdp.ucar.edu.
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The online aerosol-radiation coupling has been activated for all the 5 global
species, using the default particle parameterization of the model (REF case) mainly
based on the OPAC dataset [3]. The new refractive indexes used for the PTB case
(real: nr , and imaginary: ni parts) are reported in Table 66.1 (references indicated in
the last row). Also the percent variations with respect to the reference values and the
wavelengths (λ) of the optical measurements are reported in the table (the acronym
VIS stands for “visible range”). Note that a separate parameterization for primary
organic matter (POM) and SOA has been adopted in the PTB case. Moreover, in the
PTB case the new refractive indexes for dust and sea salt have been applied only in
stations dominated by natural aerosols, while that for organic matter and sulfate only
in stations dominated by anthropogenic aerosols.

66.4 Results

Simulated (both REF and PTB cases) and observed ω and g are plotted in Fig. 66.1
for Cairo_EMA_2 andLa_Parguera (stations dominated by natural aerosols), Beijing
and GSFC (stations dominated by anthropogenic aerosols).

Cairo_EMA_2 (top-left panel) is close to dust sources (dominated by dust in
simulations). In the REF case the model strongly underestimates the observed ω and
overestimates the observed g. These model biases seem to be related to a too high
imaginary index for the reference dust. The new ni value (PTB case), indeed, causes
the simulated ω to significantly increase and the simulated g to slightly decrease,
as expected, reducing thus both the mean biases. However a further correction is
needed, above all for g, which could be generated for example by a higher fine to
coarse ratio for mineral dust. La_Parguera (top-right panel) is a pure coastal station
(with intrusions of transported dust during summer in simulations). In the REF case,
we note a strong underestimation of the observed ω during summer (in conjunction
with the dust intrusions) and a general overestimation of the observed g (above all
during winter months). The need of a lower imaginary index for dust is confirmed,
since the newni value (PTBcase) causes the simulatedω to increase and the simulated
g to slightly decrease in summer months. However, it seems that a missing of fine
particles (for example fine sea salt or white organics) is the main contribution to the
positive g mean bias in winter months.

Beijing (bottom-left panel) is a pure urban station (with very high fractions of
carbonaceous aerosols in simulations). In the REF case, the model clearly under-
estimates the observed ω but shows a good agreement with the low observed g
(coherently with the dominant presence of small species). The negative ω mean bias
can be attributed to a too high imaginary index for the reference organicmatter (0.006
at 0.550 μm) but also to the very high simulated fractions of black carbon (which
also cause g to strongly decrease). GSFC (bottom-right panel) is characterized by an
anthropogenic background not directly affected by urban emissions (higher sulfate
and lower black carbon fractions in simulations). In the REF case, we note a less
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Fig. 66.1 Simulated (REF and PTB) and observedω (plots A), g (plots B) and simulated τ -fractions
(small sub-plots inside the ω plot axes), in Cairo_EMA_2 (top-left panel), La_Parguera (top-right
panel), Beijing (bottom-left panel) and GSFC (bottom-right panel). In τ -fractions sub-plots: for
each month left and right columns refer to REF and PTB cases, respectively. In the legend: DU
stands for mineral dust, SS for sea salt, OM for organic matter, BC for black carbon and SU for
sulfate
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pronounced underestimation of the observed ω (due to the higher fractions of sul-
fate, purely scattering species) but a strong overestimation of the observed g. Both
these mean biases seem to be related to a too low real index for the reference sulfate.
Applying the new refractive indexes (PTB case) in both stations causes the simulated
ω to slightly increase and the simulated g to slightly decrease (more in GSFC, due to
the higher presence of sulfate), as expected. However, evidently these microphysical
variations are not enough to fully correct the model biases. In particular, in Beijing
clearly lower fractions of black carbon are needed to fill the gap between simulated
and observedω. In GSFC, instead, higher fractions of fine (scattering) particles could
cause the simulated g to decrease and so the strong positive mean bias to reduce.
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Chapter 67
Characteristics and Source Contribution
of Particulate Matters Acidity in City
of Atlanta

Yu Qian and Armistead G. Russell

Abstract Aerosol acidity plays an important role by affecting aerosol formation,
concentration, human health, and nutrient bioavailability. This study used thermo-
dynamic model (ISORROPIA-II) and measurement data in Atlanta, GA, USA from
2009 to 2013. Aerosol pH in this research domain kept low (average 2.61) and did not
change much over the past decade with the SO2 emissions reduction. But the trend
still shows significant seasonal patterns (high in the winter and low in the summer)
and spatial variation (higher in urban and lower in rural area). Model performance
were evaluated by comparing estimated and observed NH3 gas phase partitioning.
Also based on the source apportionment results for the same domain, multiple-linear-
regression models were developed to show the source impacts on fine particle pH.
With strong correlations (average R2 = 0.52), in most cases, models indicate vehi-
cles have the largest positive impact on pH and ammonia bisulfate contribute most
negative impact on pH, even though specific results are different for different seasons
and locations.

67.1 Introduction

Particles with fine diameter, such as PM2.5, contain various components [10], as well
as certain amount of liquid water [1]. Observation from the Southeastern US shows
that ammonium, nitrate, and sulfate are major inorganic ions, which are closely
related to particle acidity. Other species such as Na, Cl, Ca, Mg, etc. have relatively
low proportion. Particle pH is calculated as the logarithmic scale of Hydronium ion
(H3O+, simplified as H+). H+ substantially plays important roles in aerosol formation
and chemical pathways. The SOA production rate from different precursors can
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be affected under strongly acidic conditions [7]. In addition, pH have impact on
particle composition by control the partitioning of semi-volatile species (e.g., formic,
acetic, ammonia and nitrate). Higher acidity will help these species more in the gas-
phase. During the summer, this and other study showed that PM2.5 aerosol pH was
always in low level, between 1.5 and 3 in the southeastern U.S. [2]. Because of the
difficulties involved in the directmeasurement of aerosol pH, different proxymethods
were used and discussed in estimating aerosol acidity level in recent studies [6, 8].
Those methods include ion balances, cation/anion molar ratio, and thermodynamic
models, but former two can be a poor reflect of H+ as their relationship with pH
is not significant [2, 4, 9]. In overall, particle pH can be an important reference for
emission control strategies in the purpose of protecting human health [5]. Determine
the relationship between pH and species or emission source can help evaluate the
performance of current atmospheric model, help determine the control strategy, and
help understand some chemical mechanisms related to aerosol acidity.

67.2 Methods

SEARCHNetwork (The SoutheasternAerosol Research andCharacterization Study)
[3] providedmeasurement data used in this study. 30 species andmeteorological data
were collected from SEARCH database from 2009 to 2013. The monitoring site is
Jefferson Street (JST) (33.776°N, 84.413°W), represents urbanAtlanta environment.

Aerosol pH represents the H+ concentration in particle liquid water, as a log scale.
In this study, thermodynamic model ISORROPIA-II was used to make estimation of
aerosol pH value. ISORROPIA-II, a thermodynamicmodel, solve for the equilibrium
concentrations ofNH4

−–SO4
2−–NO3

−–Na+–Cl−–Ca2+–K+–Mg2+ aerosol system to
get H+ concentration and liquid water content (LWC), under which aerosol pH can
be calculated.

By the use ofmeasurement data andChemicalMass Balance (CMB)model CMB-
GC, a widely used source apportionment model, daily PM2.5 source contributions
were obtained. 9 source categorieswere included in this study: light-duty gas vehicles
(LDGV), heavy-duty diesel vehicles (HDDV), soil dust (SDUST), biomass burning
(BURN), coal fire power plant (CFPP), ammonium sulfate (AMSULF), ammonium
bisulfate (AMBSULF), ammonium nitrate (AMNITR), and secondary organic car-
bon (SOC).

67.3 Results

The daily pH time series from 2009 to 2013 for JSTwere presented in Fig. 67.1. Over
the study period, pH is relatively stable over 5 years with significant seasonal pattern
of lower in the summer (mean = 1.8) and higher in the winter (mean = 2.7). pH can
be averagely differed by about 1 unit. This kind of pattern can be driven by variation
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Fig. 67.1 Aerosol pH Trend for Jefferson Street, Atlanta, GA, USA from 2009 to 2014

of temperature, RH, and species concentration such as SO4
2−, which potentially

lower the pH during the summer by its higher level, although the presence of high
RH, which can potentially rise the pH by adding LWC into aerosol. By comparing
observed and model estimated NH3–NH-

4 partitioning ratios, the model performance
on estimating the equilibrium condition can be relatively reflected, and then tell the
performance on aerosol pH estimation (67.1).

Partitioning Ratio = ε(NH3) = [
NH3 (gas)

]
/(

[
NH3 (gas)

] +
[
NH+

4 (aerosol)

]
(67.1)

Those two set of ratios are in good agreement for JST (R2 = 0.81, slope = 0.92)
indicating that the estimation of aerosol pH through ISORROPIA-II is trustable
(Fig. 67.2). 9 source categories were included in the source apportionment part to
generate daily source contributions: light-duty gas vehicles (LDGV), heavy-duty
diesel vehicles (HDDV), soil dust (SDUST), biomass burning (BURN), coal fire
power plant (CFPP), ammonium sulfate (AMSULF), ammonium bisulfate (AMB-
SULF), ammonium nitrate (AMNITR), and secondary organic carbon (SOC). The
impacts of those PM2.5 source contributions on aerosol pH were investigated by
multivariate linear regression method. A linear relationship between daily estimated
aerosol pH and daily source contributions were assumed (67.2):

pH = b +
n∑

j=1

a∗
j S j (67.2)

where n is the number of source categories, aj is the regression coefficient, andSj is the
source contribution for source j. Sensitivity of certain sources to pH can be reflected
by corresponding regression coefficient. Also, the regression were conducted based
on different season with the consideration of strong seasonal pattern of pH value.
In addition to the regression work, model selections were also conducted to remove
insignificant variables and trim the model. The results are summarized in Table 67.1.
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Fig. 67.2 Model
evaluation—comparison
between measure NH3
partitioning ratio and model
estimated NH3 partitioning
ratio
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In general, all of those models showed relatively strong correlation between
aerosol pH and PM2.5 sources by examine R2 values, which is 0.52 in average.
In all four seasons, secondary sources such as ammonium sulfate and ammonium
bisulfate are significantly correlated to pH regardless of season. Ammonium sulfate
to pH sensitivity is about−0.08 in average and ammonium bisulfate to pH sensitivity
is about −0.18 in average. Considering sulfuric acid is a strong acid and ammonia is
a weak base, those species tend to contribute H+ to lower the pH andmake the aerosol
more acidic. Other factors showed seasonable pattern, which is mainly related to the
temperature and the variated chemical pathway under changed temperature.
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Chapter 68
An Extreme Event of a Mesoscale Dust
Front—A Case Study Over the Eastern
Mediterranean

Nitsa Haikin and Pinhas Alpert

Abstract An extreme dust event occurred over southern Israel, where meteorolog-
ical and air pollution observations suggested that the front was about 100 km wide
and the extreme dust concentration formed an advancing “wall” of more than 1 km
high. In this study, the atmospheric model RAMS was employed with nested grids
over the event domain, where strong turbulence was demonstrated by the model. The
simulations showed some turbulent features which supported the observations, yet
weren’t sufficient to explain the full development of the dust front.

68.1 Introduction

Dust or sand storms are rather frequent over the Eastern Mediterranean, where occa-
sionally PM concentrations exceed background levels by an order of magnitude or
more. Dust storms may build up gradually over a very short time, such was the
case of the current study. A significant unpredicted dust and sand storm occurred on
May 2nd 2007 over southern Israel, with a very strong wind shear at its front. The
front was observed as an advancing brown wall. Numerous ground stations recorded
an order of magnitude wind amplification accompanied by a sharp drop of temper-
ature. The forecasters missed to predict this storm, however, an Israeli Air-Force
pilot documented this event from the air and he estimated its advancing velocity as
60 km/hr, and its height as about 1300 m. RAMSwas employed with high resolution
grids, to study the dynamics of the boundary layer, which allowed and supported the
development of this event.
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Fig. 68.1 The regional simulation domain, where the event occurred: grid 2 (left), grid 3 and grid
4 (right), with 8, 2 and 0.5 km horizontal resolution, respectively. ‘A’ and ‘B’ denote the study sites

68.2 Methods

Observations from 16 sites were analysed in order to identify the front timing and
intensity. The main observed characteristics included an extreme wind amplification
over a short time, with velocity twice to three times that of the sea-breeze front as
foundbyAlpert andRabinovich-Hadar [1], a sharp temperature drop and an estimated
dust load of more than 1500 µg/m3 at the peak. The synoptic pressure map showed
a deep low over Egypt, forcing easterly winds over Israel. However, based on the
observations, the evident dust front advanced fromNW to SE. For further analysis of
the event dynamics the three-dimensional, non-hydrostatic Regional Atmospheric
Modelling System (RAMS; [2]) was employed with a configuration consisted of
two-way nested grids with successive horizontal resolution of 32, 8, 2 and 0.5 km,
centered over southern Israel (Fig. 68.1). The vertical grid interval started at 50 m
agl. RAMS 18-hr simulation was initiated with NCEP 6 h reanalysis.

68.3 Results and Discussion

The simulation results showed a deep vertical circulation over the region, with a
downwards flow over Israel. Although the simulated surface north-westerly flow
only penetrated inland as far as site A, at that time the flow at 2 km high veered into
northwesterly over thewhole G3 domain. A significant turbulencewas demonstrated
by the model, with significant TKE up to about 1500 m (Fig. 68.2), above which
the vertical wind component w became negative. These results agree with the height
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Fig. 68.2 Simulated hourly TKE along the event duration (a) over site A, (b) over site B, where
the dust wall was documented (time in UTC). The peak intensity is at 1230–1330, where over site
B the TKE is stronger than over site A

estimation of the observed dust wall, and might explain the vertical dimension of
the dust front. A comparison with some ground meteorological observations showed
a significant disagreement; however, the simulated coastal upper air profiles had a
fair fit with the standard 12Z radiosonde, as shown in Fig. 68.3. The simulated wind
over site A was much weaker than the observed, yet its direction was similar to the
coastal one.

A further analysis based on available synoptic maps suggested that the model
failure to identify the dust front development may be attributed to the synoptic miss-
initiation of the deep low location and orientation. Local to mesoscale land-use
features could have locally intensified the dust load and turbulence, while incorrect
input values of these parameters may have caused a significant miscalculations by
the model, as was also discussed by Gasch et al. [3].

68.4 Summary

The dust event in this study had unique characteristics bymeans of size, intensity and
duration. The attempt to analyze the event by employing RAMS provided an insight
of possible dynamic features and dimensions of the event, such as the intensity of
the vertical turbulence, which might explain the vertical dimensions of the observed
dust front. Under the current configuration, although fair agreement of upper-air wind
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Fig. 68.3 Simulated and observed upper-air profiles of the wind (a, b) and temperature (c) over
the coast and over site A

and temperature profiles was found over the coast, the simulation failed to identify
the inland evolution of the apparently short-lived dust event. Further exploration is
planned on this case.

Acknowledgements Wewish to thankRoniNeumann fromNRCN for his expert-forecaster insight
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Chapter 69
Climate Model Response Uncertainty
in Projections of Climate Change
Impacts on Air Quality

Fernando Garcia-Menendez, James East, Bret D. Pienkosz
and Erwan Monier

Abstract Uncertainties in climate simulations can strongly propagate to estimates of
climate change impacts, including its effects on air pollution. Here we use a coupled
modeling framework to evaluate the role of climate model response in projections
of climate-induced impacts on air quality. Within integrated economic, climate, and
air pollution projections, climate model response is altered by modifying the climate
sensitivity of the framework’s Earth system component. We find that variations in
climate sensitivity ranging from 2.0 to 4.5 °C per doubling of CO2 can change
projections of the climate penalty on O3 and PM2.5 pollution in the U.S. by more
than 2 ppb and 0.5µg m−3. The impact of uncertainty due to climate model response
can be as important as that related to greenhouse gas emissions scenario or natural
variability.

69.1 Introduction

Projections of climate change under different greenhouse emissions scenarios have
been widely used to investigate the potential impacts of a warmer climate on air qual-
ity. These analyses suggest that many locations may experience a “climate penalty”
on air quality as climate change leads to meteorological conditions that enhance
air pollution. Over the U.S., prior modeling studies consistently suggest a climate-
induced increase in ozone (O3) pollution over polluted regions, while there is less
agreement on fine particulatematter (PM2.5) impacts, which also vary across different
PM2.5 components [1].
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The three principal sources of uncertainty in climate projections are greenhouse
gas emissions scenario, natural variability, and climate model response [3]. While
efforts to simulate climate change effects on air quality have explored the influ-
ence of emission scenarios and to a lesser degree natural variability, none have
systematically assessed the impact of climate model response. Multi-model ensem-
bles that project the effect of climate on pollutant concentrations inherently cover a
range of climate responses across different climate-chemistry models. However, the
influence of climate model response in these ensembles cannot be discerned from
other sources of uncertainty including internal variability, parameter selection, and
scenario representation. Analyses that compare the weights of major climate uncer-
tainties on projections of temperature and precipitation have found that, although
natural variability controls uncertainty initially and greenhouse gas emissions sce-
nario eventually dominates, model response is consistently the second largest source
of uncertainty [4]. It is critical that impact projections based on climate projections
adequately consider their underlying uncertainties, including that related to climate
model response. Here we specifically evaluate its role and compare it to the other
major contributors to uncertainty in climate projections.

69.2 Methods

Our projections of climate-induced impacts on U.S. air quality are based on the inte-
grated scenarios of economic activity, greenhouse gas emissions, and climate change
from the U.S. EPAClimate Change Impacts and Risk Analysis project [4, 6]. Socioe-
conomic activity and climate projections are generated with the MIT IGSM-CAM
integrated modeling framework [5]. Within the IGSM-CAM simulations, climate
model response is altered using a cloud radiative adjustment method to modify cli-
mate sensitivity to greenhouse gas forcing [7]. We model changes in climate under
climate sensitivities of 2.0, 3.0, or 4.5 °C mean surface temperature change per dou-
bling of atmospheric CO2. The climate projections are used to drive the CAM-Chem
climate-chemistry model and simulate global air quality [2]. In the atmospheric
chemistry simulations, the effect of climate is isolated by holding emissions of con-
ventional air pollutants and precursors at start-of-the-century levels. In addition to
variations in climate sensitivity, our simulation ensemble projects atmospheric chem-
istry at the start, middle, and end of the 21st century under a business-as-usual refer-
ence scenario (REF) and 2 climate policy scenarios with 2100 total radiative forcing
targets of 4.5 W m−2 (P45) and 3.7 W m−2 (P37). Projections of U.S. air quality
for each period and policy are based on 30-year atmospheric chemistry simulations
under 5 unique sets of initial conditions in the IGSM-CAM to account for natural
variability. The climate penalties on O3 and PM2.5 are estimated as the difference in
concentrations under present and future climates.
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69.3 Results

Weexplore the impacts of climate change onO3 and PM2.5 in theU.S. under 3 climate
sensitivities representing lower (2.0 °C), middle (3.0 °C), and upper (4.5 °C) esti-
mates of the high confidence range reported by FifthAssessment Report of theUnited
Nations Intergovernmental Panel on Climate Change (IPCC). Our ensemble-mean
projections with a 3.0 °C sensitivity, across all 30-year simulations and 5 initializa-
tions, suggest that under the REF scenario, climate change can significantly impact
U.S. air pollution (Fig. 69.1). For O3 a substantial climate penalty is projected over
the Northeast, Southeast, and Southern California, while a climate-driven reduction
in concentrations is simulated over areas in the Midwest and West. The highest cli-
mate penalties on PM2.5 are projected over the Eastern U.S., with lower increases
in the West and some areas of the Midwest reflecting a climate-induced decrease in
concentrations.

Variations in climate sensitivity strengthen or weaken the projected impacts on
air quality. In the REF scenario, only a few locations are projected to experience
a climate penalty on O3 greater than 4 ppb by the end of the 21st century under
a climate sensitivity of 2.0 °C. However, a 4.5 °C sensitivity leads to projections
of impacts greater than 4 ppb over most of the Eastern U.S., with some locations
experiencing penalties as large as 10 ppb. For PM2.5, the largest projected climate-
related increases, those over theOhioRiverValley, vary from2 to 5µgm−3 across the
climate sensitivities. In addition, the area projected to experience a climate-induced
decrease in PM2.5 concentration greatly shrinks as climate sensitivity is increased.

Fig. 69.1 Mean climate-induced change in annual-average ground-level 8-hour maximum O3 and
PM2.5 at end of the 21st century relative to start of the century projected under REF scenario and 3
climate sensitivities
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Relative to impacts at the end of the 21st century, the differences in projected cli-
mate penalties on U.S. population-weighted O3 and PM2.5 concentrations across the
climate sensitivities considered are small at mid-century (Fig. 69.2). As climate sen-
sitivity is increased, its impact on national annual average concentrations is not only
reflected in themean penalty values, but on the distribution of annual impacts as well.
Figure 69.2 illustrates how a higher climate sensitivity may result in a wider distri-
bution of impacts across the individual annual simulations included in our ensemble.
The effect suggests greater risk of extreme air pollution episodes at a higher climate
sensitivity, beyond that caused by a shift in distribution mean penalties.

Table 69.1 includes climate penalties projected across all policies and climate sen-
sitivities considered. In the absenceof global greenhouse gasmitigationpolicy (REF),
our ensemble simulation projects climate-induced increases in U.S. population-
weighted O3 and PM2.5 of 3.2 ± 0.3 ppb and 1.5 ± 0.1 µg m−3 by the end of

Fig. 69.2 Distribution of projected annual REF-scenario anomalies relative to 1981–2010 mean
for U.S.-average annual population-weighted 8 h maximum O3 and PM2.5 under each climate
sensitivity. Plots show distribution median and interquartile range (lines), and mean (dot), for each
simulated period

Table 69.1 Mean
climate-induced increases in
U.S. population-weighted
concentrations projected at
the end of 21st century
relative to start of the century
for each climate sensitivity
and policy scenario

Policy Climate sensitivity
(°C)

O3 (ppb) PM2.5 (µg m−3)

P37 2.0 0.6 ± 0.3 0.1 ± 0.1

3.0 0.6 ± 0.3 0.3 ± 0.1

4.5 0.4 ± 0.3 0.5 ± 0.1

P45 2.0 0.3 ± 0.3 0.1 ± 0.1

3.0 0.3 ± 0.3 0.4 ± 0.1

4.5 0.6 ± 0.3 0.7 ± 0.1

REF 2.0 1.9 ± 0.3 0.8 ± 0.1

3.0 3.2 ± 0.3 1.5 ± 0.1

4.5 5.7 ± 0.4 2.1 ± 0.1
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the century at the medium climate sensitivity. However, across the range of climate
sensitivities considered, the O3 penalty varies from 1.9 ± 0.3 to 5.7 ± 0.4 ppb. For
PM2.5, the range of climate sensitivities leads to population-weighted penalties span-
ning from 0.8 ± 0.1 to 2.1 ± 0.1 µg m−3. Policies leading to a stabilization of total
radiative forcing by 2100 may significantly reduce these climate-induced increases
in U.S. air pollution. Under the P45 and P37 scenarios, the range of O3 penalties pro-
jected across the 3 climate sensitivities lowers to 0.3± 0.3 to 0.6± 0.3 ppb. The range
of PM2.5 penalties projected is similarly constrained to 0.1± 0.1 to 0.7± 0.1µgm−3

under the stabilization scenarios.

69.4 Conclusions

Air quality and associated health effects are among the largest impacts reported in
climate policy benefits assessments. Adequately characterizing the uncertainties that
underlie climate projections and how these propagate to air quality simulations can
add great value to these analyses. By perturbing climate sensitivity, our ensemble
simulation of climate-induced changes to air quality shows that model response
uncertainty can be as large as that caused by natural variability or emissions scenario.
Our results also suggest that beyond reducing the climate penalty on air quality,
climate policies could reduce the risks associated with higher-than-expected levels
of response to climate forcing by the real climate system. Given the IPCC’s latest
conclusion that a best estimate for climate sensitivity can no longer be given due
to lack of agreement across studies, it is critical that this source of uncertainty is
carefully considered.
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Chapter 70
Ozone Risk for Douro Vineyards
in Present and Future Climates

Ana Isabel Miranda, Ana Ascenso, Carla Gama, Daniel Blanco-Ward,
Alexandra Monteiro, Carlos Silveira, Carolina Viceto, Alfredo Rocha,
Diogo Lopes, Myriam Lopes and Carlos Borrego

Abstract Tropospheric ozone (O3) can damage vegetation, affecting productivity
and quality of the crops.Vines, in particular, have an intermediate sensitivity to ozone.
Moreover, an increase of ozone levels is foreseen under climate change scenarios. The
Douro Demarcated Region is one of the most productive wine areas in Portugal; thus
studying the ozone deposition over this region and assessing its potential effects is a
nowadays concern. This work aims to evaluate the risk of Douro vineyards exposure
to ozone in present and future climates. The chemical transport model CHIMERE,
with a spatial resolution of 1 km2, fed by meteorological data from the WRF model,
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was applied for the years 2003–2005 (present climate), for 2049 and 2064 (mid-term
future) and for 2096 and 2097 (long-term future). The assessment of the potential
damage in terms of productivity and quality was done through the analysis of ozone
deposition and the application of concentration-response functions. The exposure
indicator AOT40 (accumulated concentration of ozone above 40 ppb) for the period
established in the Air Quality Framework Directive 2008/50/CE was also estimated.
The model results show, for present and future climate, that the AOT40 levels in the
entire Douro region are above the target value for the protection of vegetation. The
results of the exposure-response functions suggest that the tropospheric ozone levels
in the future, in the region, would influence the quality and productivity of the wine.

70.1 Introduction

Wineproduction is amajor economic activity inPortugal; among thePortuguesewine
production areas the Douro Demarcated Region (DDR) stands out by being where
the famous Port Wine is produced. According to Soja et al. [5] vineyards exposure to
high ozone levels can result in changes in their productivity and wine quality. More-
over, climate change (CC) is expected to have relevant impacts in Southern Europe,
in particular in what concerns ozone levels. Lacressonnière et al. [4] estimated an
increase of O3 levels of approximately 1.5 ppb per decade in summer in Europe,
under the RCP8.5 scenario.

Thus, the aim of this study is to assess the risk of Douro vineyards exposure to
ozone in present and future climates. The O3 concentration and deposition over the
DDRwere estimated by applying the air qualitymodelling systemWRF-CHIMERE.
To evaluate the potential damage in terms of productivity and quality, exposure-
response functions were applied.

The present work is organized as follows: Sect. 70.2 describes the air quality
modelling system setup and work methodology, the modelling results are presented
in Sect. 70.3, and conclusions are drawn in Sect. 70.4.

70.2 Methodology

The air quality modeling system WRF-CHIMERE was applied over the DDR with
a spatial resolution of 1 km2. More details on the model input data and parameteri-
zations can be found in [1].

To assess the ozone concentrations and deposition values over the DDR for the
present and the future climates, a set of 5 scenarios and a total of 11 years were sim-
ulated and analyzed. The simulation periods were selected based on an assessment
of the climatology of the region that identified the hottest years from an historical
period (1986–2005) and from mid (2046–2065) and long-term (2081–2100) pro-
jected scenarios, which were based on the RCP8.5 pathway. The years 2003–2005
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were selected to simulate the present climate, 2049 and 2064 for the mid-term future
climate and the years 2096 and 2097 for the long-term future climate. The air quality
simulations for the future climate were two-fold: one was done considering climate
change only, i.e. emissions were kept the same as in present climate simulations, to
assess the contribution of meteorological variables alone on future O3 concentrations
levels; the other also included future emissions assessing future O3 concentrations
resulting from both contributions (meteorology and emissions).

To evaluate the risk of Douro vineyard exposure to O3 the legislated exposure
indicator AOT40 (accumulated concentration of ozone above 40 ppb) was calculated
as an average of AOT40 values for the simulated years, by scenario. The deposition
level results were based on the total O3 dry deposition accumulated overMay to July,
the same period established in the Air Quality Framework Directive 2008/50/CE for
the calculation of the AOT40 indicator. The assessment of the potential damage in
terms of productivity and quality was done through the application of the exposure-
response functions calculated by Soja et al. [5] in their three-year experimental study
on the effects of long-term ozone exposure in grapevines. For the purpose of this
work, the function applied was the one calculated in the last year of the experiment
and thus the one that represents the most damage in vines.

70.3 Modelling Results

A summary of the modelling results is presented in Fig. 70.1, which includes the
results for present climate, and for long-term future climate, considering only the
climate change and considering climate and emissions changes. The delimitated area
in the maps is the DDR.

When considering the climate change impact on O3 concentration, the modelling
results show an averaged increase of 7% in the AOT40 levels, which is reflected
in a 9 and 7% decrease in productivity and quality. When emission projections are
applied, the AOT40 levels drop approximately 8%, reflecting an increase of 8% in
productivity and 7% in quality. These results indicate that the reduction in AOT40
levels is mostly driven by emissions reduction, which is in agreement with Klingberg
et al. [3] conclusions. Nevertheless, the target value for the protection of vegetation
(18,000 µg m−3 h) is still exceeded over all the DDR.

When discussing these outcomes it is important to remember that althoughAOT40
is an important indicator for assessing the risk of vegetation exposure to ozone, it is
known that it has some limitations. For instance, it does not take into consideration
the uptake of ozone by the plants, which depends on the stomatal flux, overestimating
the potential damages. Furthermore, applying Soja et al. [5] functions brings also
uncertainty to the results, since the variety and age of the vines can respond differently
to ozone exposure [6].

Regarding dry O3 deposition levels, both future simulation scenarios show a
decrease in deposition of almost 50%when compared with the present climate simu-
lations. This indicates that, as opposed to AOT40 levels, the dry deposition is mainly
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Fig. 70.1 Modelling results ofAOT40, vines productivity and quality losses, andO3 dry deposition,
for present and long-term future climates, without and with future emissions

driven by meteorological factors. As Klingberg et al. [2] points out, even with the
increased modelled future O3 concentrations, in southern Europe, the risk for O3

damage to vegetation is predicted to decrease at most sites, mostly as a result of drier
conditions and higher temperature, as well as rising CO2 concentrations.

70.4 Conclusions

The aim of this work was to estimate ozone concentrations and deposition over the
DDR for present and future climates, in order to assess the risk of Douro vineyards
exposure to O3. Simulations for future climate were performed only considering the
climate change impact in ozone concentrations and considering future emissions as
well.

Modelling results show that emission reduction of ozone precursors can success-
fully decrease the AOT40 levels in the Douro Region. Nonetheless, the emission
reduction projected by RCP8.5 is not enough to accomplish the target value for the
protection of the vegetation established in the Air Quality FrameworkDirective since
this value is exceeded over the entire region, suggesting a likely negative impact for
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the vegetation. If the emissions are maintained constant the exposure response func-
tions indicate that, in long-term, the AOT40 levels can represent a potential damage
to the vines causing over 35% loss in productivity and quality.

However, when ozone dry deposition levels are estimated a decrease of 50% is
expected, for both future scenarios. Thus, the risk of exposure to ozone based on
the AOT40 could have been overestimated. Therefore, it is important to define a
threshold for the protection of vegetation that takes into account the potential uptake
by the vegetation using dry deposition levels and developing particular dose-response
functions.

Questions and answers

Question 1
QUESTIONER: Stefano Galmarini
QUESTION:Ozone uptake depends on the stomatal opening. How soil water content
can influence stomata opening? How is the model considering this?
ANSWER: The soil water content (soil moisture) is an important factor for stomatal
opening, since one of the functions of the stomata is the water regulation of the
plant. The CHIMEREmodel considers this parameter when calculating the stomatal
conductance as a factor comprised between 0 and 1, which represents the relative
conductance determined by the soil water potential (SWP).

Question 2
QUESTIONER: Sebnem Aksoyoglu
QUESTION: How did you adjust EMEP emissions with 0.5° resolution to your high
resolution domain of 1 × 1 km2?
ANSWER: The emissions were disaggregated using an adaptation of the CHIMERE
emiSURF pre-processor, which performs a spatial redistribution using the larger
domain emissions data and allocates the emission values to each domain cell (1 ×
1 km2), based on a classification among four land use types: urban, crop, water and
forest.

Question 3
QUESTIONER: Rostislav Kouznetsov
QUESTION: How are you measuring quality of the wine, or what kind of unit?
ANSWER: In this study the quality of the wine was related to the relative sugar
content in the berries (total glucose + fructose), the units are normally grams of
sugar per liter of wine.
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Chapter 71
Linking North American Summer Ozone
Pollution Episodes to Subseasonal
Atmospheric Variability

E. Charles White, Dylan Jones and Paul Kushner

Abstract Extreme ozone pollution episodes can cause acute stress on the human
respiratory system and damage vegetation. This study leverages long-term ozone
measurement records from the United States Environmental Protection Agency Air
Quality System (AQS) and the Environment and Climate Change Canada National
Air Pollution Surveillance Program (NAPS) to identify ozone pollution episodes
in summertime North America and assess meteorological patterns typical for those
events. For this purpose, methods are adapted from studies of heat waves that sim-
ilarly rely on station-based measurement records. Clustering methods are used to
group ozone monitoring stations into large regions according to their likelihood
of recording simultaneous ozone extremes. Multiday periods with abnormally high
cluster-wide ozone concentrations are then identified as ozone episodes. Composite
meteorological patterns associated with the ozone enhancement episodes are sepa-
rately derived for each region. The composite patterns exhibit features commonly
associated with elevated ozone, such as high temperatures and reduced cloud cover.
In most regions, these features appear alongside anomalous synoptic-scale anticy-
clonic circulation in the mid-troposphere. These systems are themselves embedded
in large-scale wave trains extending from the Pacific. The wave trains develop more
than a week in advance of ozone episode onset and are plausibly related to sea
surface temperature patterns with subseasonal persistence that also emerge in the
composite meteorology. The persistence of these ozone episode circulation patterns
could potentially be leveraged to improve forecasting and long-term projections of
air quality.

71.1 Introduction

Ozone is an airborne pollutant that causes oxidative stress to the human respiratory
system [10] and damages vegetation [5]. Short-term acute ozone exposure has been
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connected to the rate of incidence of acute respiratory illness [8], and to larger
reductions in crop yields compared to equivalent long-term, lower concentration
ozone exposure [6]. Ozone concentrations are positively correlated with temperature
and stagnancy, and negatively correlated with cloud cover [4], owing to increased
emissions of biogenic ozoneprecursor compounds at high temperatures and increased
rates of photolysis, among other things. This suggests that ozone pollution episodes
are more likely to happen during heat wave conditions. Previous studies have found
that North American summertime heat waves may be preceded by particular large-
scale meteorological patterns with subseasonal persistence [7, 9]. This study aims to
determine whether summertime regional ozone pollution episodes in North America
might similarly be preceded by such large-scale meteorological patterns.

71.2 Data

The ozone data used for this study are from the United States Environmental Protec-
tion Agency’s Air Quality System (AQS) [11] and from Environment and Climate
Change Canada’s National Air Pollution Surveillance Program (NAPS) [2]. The
ozone concentrations are maximum daily 8-hour average values (MDA-8) in June,
July, and August (JJA) from 1990 to 2016. ERA-Interim reanalysis fields [1] are used
to examine meteorology during ozone episodes.

71.3 Ozone Episode Identification

The AQS and NAPS stations span an area too large for any definition of an ozone
pollution episode to be reasonably applied to all stations in aggregate. To remedy
this, the AQS and NAPS stations are divided into smaller groups using a statistical
clustering algorithm. Specifically, hierarchical agglomerative clustering [12] is used,
with a similarity metric between each possible pairing of stations used as input.
The similarity metric is a Jaccard distance [3] based on daily co-occurrences of
extremeozone concentrations (i.e. greater than historical 95th percentile at a location)
between two stations. The results of the clustering are shown in Fig. 71.1.

Within each cluster, ozone pollution episodes are defined for all ozone monitoring
stations in aggregate, with the daily 95th percentile ozonemeasurement, herein called
O95, being the primary quantity of interest. An extreme threshold is defined as
the mean plus standard deviation of O95 in a 5-year rolling window. The rolling
window is applied to remove the influence of decreasing anthropogenic emissions of
ozone precursor compounds over time. An ozone episode occurs when the extreme
threshold is surpassed for 3 or more consecutive days. In the Northeast cluster, this
definition identifies 51 ozone episodes over the 27-year period of interest.
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Fig. 71.1 AQS and NAPS stations clustered by co-occurrences of extreme daily ozone measure-
ments

71.4 Composite Meteorological Patterns During Ozone
Episodes

To gain an understanding of typical meteorological patterns that occur during ozone
episodes, ERA-Interim reanalysis fields are averaged across the dates corresponding
to the first day (“Day 0”) of each ozone episode in a given region. Common meteo-
rological features that emerge include increased temperatures in the afflicted region
(Fig. 71.2a), with reduced cloud cover and a synoptic scale high pressure system aloft
(Fig. 71.2b). These meteorological patterns are similar to those found during heat
waves, which were identified by applying the same methodology described above to
temperature measurements at AQS stations.

For ozone episodes in the Northeast region, the composite anticyclonic circula-
tion anomaly aloft (Fig. 71.2b) appears to be part of a wave train extending from the
North Pacific to the North Atlantic that forms one week in advance of the onset of
the composite ozone episode (this also occurs in regions other than the Northeast).
Further subcategorization of ozone episodes (e.g. those that overlap with heat waves
vs. those that do not) reveals even longer-lived wave trains in some cases. Formation
of these wave trains may be linked to sea surface temperature (SST) patterns. In par-
ticular, the composite Pacific SST pattern (Fig. 71.2c) for Northeast ozone episodes
is markedly similar to a pattern observed to precede heat waves in the Eastern US [7],
which were also preceded by an atmospheric wave train. Elements of this composite
SST pattern form over a month in advance of the composite ozone episode. Though
further work is required to establish the usefulness of such patterns for air quality pre-
diction, this research suggests the presence of a link between regional-scale extreme
ozone pollution episodes and subseasonal meteorological variability.
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Fig. 71.2 ERA-interim (a, top) temperature, (b, middle) 500 hPa geopotential height, and (c,
bottom) sea surface temperatures averaged over the first day of 51 ozone episodes in the Northeast
region (hexagonal marker)
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Chapter 72
Assessing Potential Climate Change
Impacts on Local Air Quality Using
AERMOD

Jinliang Liu, Congtru Doan, Abby Salb, Yvonne Hall and Chris Charron

Abstract Model results in this study show that the modelled maximum ground level
concentrations could vary significantlywith the choice ofmeteorological data periods
and source configurations, mainly due to changes in the climatology of wind speeds,
their distribution and temperature. Modelled maximum ground-level concentrations
could vary by as much as 30% during the historical period (1996–2016), and could
decrease by over 50% for most low-level sources in the future (2051–2055) with
projected climate change.

72.1 Introduction

Meteorological data is one of the critical inputs to an air dispersion model such as
AERMOD [4]. It is recommended by the US EPA [5] that the most recent, readily
available 5 consecutive years of meteorological data be used for regulatory pur-
pose. Due to climate change, meteorological conditions have been experiencing
dramatic changes in the past and could be in the future at most locations around
the globe; therefore, using different time periods of meteorological data could result
in significant differences in modelled concentrations, and thus impact regulatory
conclusions. A previous similar study [1] focused on point sources using previous
versions of AERMET/AERMOD; this study is an update by including more sources
types/configurations, and using the latest versions of these models and meteorolog-
ical data.
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Fig. 72.1 Annual mean wind speed and temperature trends at the study location

72.2 Methodology

To quantify the impacts from the change of meteorological data periods on modelled
concentrations, AERMOD was run for various hypothetical sources. Model results
driven by the 1996–2000 historical meteorological data were used as benchmarks.
Subsequently, AERMOD was run for a series of rolling 5-year periods of meteoro-
logical data up to year 2016 for the past, and years 2051–2055 for the future; then
these model results were compared with the benchmarks (1996–2000) to understand
the potential impacts from changes in climate. This study also tried to correlate these
potential impacts to trends in keymeteorological parameters such as wind speed (and
distribution) and temperature over the past two decades and in the future.

72.2.1 Long-Term Climatological Trends

Long-term trends analysis (Fig. 72.1) shows that annual average temperature (T) and
wind speed (WS) both have upward trends, while the upward trend in temperature
is much more significant than that in the wind speed. It is obvious meteorological
conditions can be very different among different 5-years to be used for air dispersion
modelling, so do the subsequent modelled concentrations.

72.2.2 Aermet/Aermod

The latest versions of AERMET (16216)/AERMOD (16216r) [4] were used in this
study. For simplicity, unified urban land use characteristics [2] were used around the
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hypothetical facility. The most representative surface and upper air stations (best to
our knowledge) were used for AERMET. Modelled sources cover a wide arrange of
source types in real practices, from point sources with different releasing height and
exiting temperature/velocity, to area and volume sources usually releasing at/near
surface level. Special source types like capped stacks and buoyant line sources were
also included in this assessment. Receptors are allocated only along and outside of
the property line out to a distance of 5 km from the dominant sources with spacing
recommended by the MOECC [2]. Deposition was not considered in this study.

72.2.3 Future Climate Projections for 2051–2055

The 50th percentile projection of hourly wind speed and temperature [3] was used
as potential future climate to produce the future 5-year (2051–2055) meteorological
dataset; other variables (i.e. wind direction, cloud cover) are from the latest historical
5 years (2012–2016) and assumed not to change. As shown in Fig. 72.1, the projected
5-year average wind speeds and temperature are expected to increase by about 11%
(3~15% year to year) and 2.8 °C (1~4.4 °C year to year), respectively, over those
during 1996–2000, at the study location. It should be noted that future climate pro-
jections are subject to various uncertainties, especially surface wind speeds which
are significantly influenced by small scale topographic conditions.

72.3 Results and Discussions

Along with the changes in average wind speeds (~10% increase starting from 1998–
2002, with the maximum increase in 2051–2055), Figs. 72.2 and 72.3 respectively
show the relative changes in the modelled maximum 1 and 24 h concentrations for
different 5-year periods in comparison with the 1996–2000 model results, before
meteorological anomaly removal. Figures 72.4 and 72.5 show the relative changes
after meteorological anomaly removal.

Before meteorological anomaly removal, as much as 17% increases are observed
in the modelled 1-hour maximum concentrations from low level releases (i.e. the two
area sources, the central volume source), and up to ~33% increase from stacks with
less plume rise (i.e. the non-buoyant stack 2) during the historical period. For these
source types, maximum concentrations usually occur on or close to property line,
increases of modelled concentration may have been caused by low winds at individ-
ual hours coinciding with other factors; whereas the modelled 24 h concentrations
reduced from almost all sources, with most significant reductions (up to ~27%) for
the two area sources; these reductions in 24 h concentrations aremost possibly caused
by the increased wind speed for most hours of the day, in other words, the average
wind speed. The greatest reductions are found in the future (2051–2055), up to 45%
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Fig. 72.2 Relative changes (%) in modelled maximum 1 h concentrations before meteorological
anomalies removal

Fig. 72.3 Relative changes (%) in modelled maximum 24 h concentrations before meteorological
anomalies removal

for the area sources in 1 h and up to 55% for the central volume sources in 24 h
modelled concentrations.

General patterns in Figs. 72.2 and 72.3 remain after removing the meteorological
anomalies (Figs. 72.4 and 72.5). By comparingFig. 72.4with Fig. 72.2, one can easily
find out that almost all the increases in the modelled 1 h concentrations in Fig. 72.2
are results of hourly meteorological anomalies. Except two slight increases (as much
as 3% for the capped stack and up to 5% for the central volume), all other sources see
reductions in modelled concentrations by up to 13% in 1 h modelled concentration
from the non-buoyant stack, and up to 26% in 24 h modelled concentration from
the two area sources for the historical periods. The greatest reductions are again
found to be in the future (2051–2055), as much as 69% for the buoyant line source
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Fig. 72.4 Relative changes (%) in modelled maximum 1 h concentrations after meteorological
anomalies removal

Fig. 72.5 Relative changes (%) in modelled maximum 24 h concentrations after meteorological
anomalies removal

in 1 h and up to 52% for the central volume and the line sources in 24 h modelled
concentrations.

Figure 72.6 illustrates that, the average wind speeds have been increasing because
the frequency of low (high) wind speeds has decreased (increased) since 2001; mid-
ranges of wind speeds are dominant in the future projected (50th percentile) wind
speeds for 2051–2055, with much reduced low and high winds; these differences in
the average wind speed and its distribution have definitely contributed to the changes
in the modelled concentrations.



456 J. Liu et al.

Fig. 72.6 Wind speed distributions during different time periods in the study area

72.4 Conclusion

• Both average wind speed and temperature has been increasing in the past 50 years
and are expected to continue to increase in the future due to climate change;
consequently, modelled concentrations are found very different when different 5-
year periods are used. In other words, climate change does have significant impacts
on local air quality. It is further found that not only the variation of average wind
speed, but also its distribution has significant impacts on local air quality.

• For historical periods, modelledmaximum ground-level concentrations could vary
by as much as 30% depending on the choice of 5-year meteorological data periods,
source configurations and averaging times.

• Modelled maximum ground-level concentrations for future (2051–2055) could be
reduced by over 50% for most low-level (e.g. area and volume) sources.

While some physical explanations are provided in this study, more work is needed
to further investigate the detailedmechanisms (i.e. changes in latent heat flux, stability
and mixing heights) for the changes in modelled concentrations. Future projected
meteorological conditions and associated impacts could be improved by introducing
more projected variables, and using the 10th and 90th percentiles of the projected
meteorological variables to produce a range of modelled concentrations to better
assess uncertainties.
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Chapter 73
Multi-model Assessment of Air
Pollution-Related Premature Mortality
in Europe and U.S.: Domestic Versus
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Abstract The impact of air pollution on premature mortality in Europe and the
United States (U.S.) in 2010 is modelled by a multi-model ensemble of regional
models in the framework of the third phase of the Air Quality Model Evaluation
International Initiative (AQMEII3). Introducing 20% emission reductions both glob-
ally and regionally in Europe, North America and East Asia were performed in order
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to calculate the domestic and foreign contributions to air quality and related prema-
ture mortality. Total premature mortality was estimated to be 414 000 in Europe and
160 000 in the U.S., using multi-model mean pollutant concentrations. The number
of premature mortality cases calculated using concentration inputs from different air
quality models can vary by up to a factor of three. Results show that the domestic
emissions have the largest impacts on premature death, while foreign sources are a
minor contributor to adverse impacts of air pollution.

73.1 Introduction

According to theWorld Health Organization (WHO), air pollution is now the world’s
largest single environmental health risk. Chemistry and transport models (CTMs) are
useful tools to calculate the concentrations of health-related pollutants taking into
account the non-linearities in the chemistry and the complex interactions between
meteorology and chemistry. However, CTMs include different chemical and aerosol
schemes that introduce differences in the representation of the processes. These
uncertainties are introduced into the health impact estimates using output from these
different CTMs. Multi-model (MM) ensembles can be useful to minimize these
uncertainties introduced by the individual CTMs.

The AQMEII project attempts to bring together modellers from both sides of the
Atlantic Ocean to perform joint regional model experiments using common bound-
ary conditions, and emissions with a specific focus on regional modelling domains
over Europe and North America [3]. AQMEII Phase 3 (AQMEII3) is devoted to
performing joint modelling experiments with HTAP2.
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73.2 Materials and Methods

In the present study, the simulated surface concentrations of health related air pollu-
tants (CO, O3, SO2 and PM2.5) for the year 2010 from twelve modelling groups from
Europe and two groups from North America participating in the AQMEII (Air Qual-
ityModel Evaluation International Initiative) exercise, serve as input to the Economic
Valuation of Air Pollutionmodel (EVA: [1]), in order to calculate the impacts of these
pollutants on human health, using exposure response functions from WHO, and the
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associated external costs in Europe and North America. In addition, the impacts of
a 20% global emission reduction scenario on the human health and associated costs
have been calculated.

The EVA system is based on the impact-pathway chain [2], and calculates health
impacts (morbidity and mortality for a range of health end-points based on exposure-
response relations) and the associated external costs, due to short-term exposure to
O3, CO and SO2 (soon also NO2) and long-term exposure to PM2.5. The exposure is
calculated based on gridded air pollution data and gridded population data. Exposure-
response functions for air pollution and unit cost estimates are applied to calculate
attributable cases and costs.
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73.3 Results and Conclusions

TheMMmean and standard deviations from the twelve-model ensemble for different
health outcomes are presented in Table 73.1. Results show that in Europe, the MM
mean number of premature deaths due to air pollution is calculated to be ~400 000
± 100 000, that agrees with theWHO estimate of 482 000. Estimated health impacts
among different models can vary up to a factor of 3. PM2.5 is calculated to be the
major pollutant affecting the health impacts and the differences in models regarding
the treatment of aerosol composition, physics and dynamics is a key factor. The
geographical distribution of the total premature death in 2010 as calculated by the
MM mean is presented in Fig. 73.1. In Europe, the largest number of cases are
simulated to be in emission hot spots such as the Po Valley and the Benelux, as
well as megacities such as London, Paris, Berlin and Athens. In North America,
the premature death cases are mainly simulated over New York, Chicago, Detroit,
Houston, Los Angeles and San Francisco.

The total MM mean costs due to health impacts of air pollution are estimated
to be 400 billion e in Europe. Finally, the scenario with a 20% reduction in global
anthropogenic emissions leads to a decrease of 18% of all health outcomes.

Results from the emission perturbation scenarios showed that a 20% reduction of
global anthropogenic emissions avoids 54 000 (13%) and 27 500 (17%) premature
deaths in Europe and the U.S., respectively. A 20% reduction of North American
emissions avoids ~1 000 (0.2%) premature deaths in Europe and 25 000 (16%)
premature deaths in the U.S., while a 20% decrease of emissions within the European
source region avoids 47 000 (11%) premature deaths in Europe. Reducing the East
Asian emission by 20%avoids ~2000 (1%) premature deaths in theU.S. These results
show that the domestic emissions have the largest impacts on premature death, while
foreign sources are a minor contributor to adverse impacts of air pollution.
QUESTIONER 1: Sebnem Aksoyoglu
QUESTION: In AQMEII, only anthropogenic emissions were harmonized, biogenic
emissions were not. Is there any plan to check the effects of using different biogenic
emissions on results or any future plans to harmonize biogenic emissions?

Table 73.1 MM mean health outcomes of air pollution in Europe and North America

Health outcomes Europe North America

Chronic bronchitis (CB) 360 ± 89 142 ± 74

Respiratory hospital admissions (RHA) 23 ± 5 10 ± 4

Cerebrovascular hospital admissions (CHA) 46 ± 11 19 ± 10

Congestive heart failure (CHF) 31 ± 6 13 ± 6

Lung cancer (LC) 55 ± 14 22 ± 11

Premature death (PD) 414 ± 98 165 ± 76

Infant mortality (IM) 403 ± 99 143 ± 75
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Fig. 73.1 Spatial distribution of premature deaths in 2010 in a Europe and b North America

ANSWER: Currently, there are no plans to harmonize biogenic emissions. Biogenic
emissions are driven by meteorology in most model systems and the groups par-
ticipating use their operational meteorological models to drive the chemistry and
transport models.

QUESTIONER 2: SHUZAN REN
QUESTION: Given the fact that half of the population are living in urban regions
and major air pollutants are from urban areas, urban population would have different
exposure to pollutants. If the urban effects are taken into account, how would the
conclusion on premature death rate be changed?
ANSWER: Taking into account urban exposure would require much higher spatial
resolutions to reflect the fine distribution of emissions and population. This would
maybe change the spatial distribution of the number of premature death cases over
these areas. Regarding regional assessment studies focusing on e.g. Europe or North
America, I do not know if the total number of premature death cases would change
drastically anyway as majority of the studies estimating exposure response functions
are based onmeasurements over urban background areas, which then we assume that
it accounts for the urban vs. rural differences in premature death.

QUESTIONER 3: Moussiopoulos
QUESTION: I understand that you analyze emission scenarios with “frozen” mete-
orology. In view of the large uncertainties associated with the latter, and given the
climate change issue, could you comment on the practical relevance of your scenario
analysis results?
ANSWER: As the scenarios target the same year and only the anthropogenic emis-
sions, natural emissions such as biogenic emissions or dust that are driven by mete-
orology, would not change the results from the perturbation scenarios. Different
scenarios have to be designed to see the impact of meteorology or climate change
on health impacts of air pollution.
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Chapter 74
Using Multi-media Modeling
to Investigate Conditions Leading
to Harmful Algal Blooms

Valerie Garcia, Catherine Nowakowski, Christina Feng Chang,
Penny Vlahos, Ellen Cooter, Chunling Tang and Marina Astitha

Abstract We used linked and coupled physical models to identify relationships
among environmental variables across multiple sources and pathways to examine
the impact of nitrogen loadings on chlorophyll α concentrations.

74.1 Introduction

Harmful Algal Blooms (HABs) degrade water quality (WQ) for drinking and recre-
ational use, causing illness, and even death, in humans and other animals. Lake
Erie supplies drinking water to over 11 million people, and HABs have threatened
water quality in Lake Erie since the 1960’s. David Schindler [3] conducted a series
of precedent-setting field studies that pointed to phosphorous concentrations in the
lake from point sources (such as sewage treatment plants), and non-point sources
(such as agriculture), as the leading cause of nutrient enrichment. This phosphorous
enrichment fueled the excessive growth of HABs. Removal of phosphorous in deter-
gents and the implementation of no-till crop management practices has significantly
reduced the amount of phosphorous entering the lake and led to recovery of the
lake by 1990. However, since the mid-1990’s, there has been a resurgence of HAB
events, with the largest three events on record occurring in 2011, 2015 and 2017. In
this study, we used a combination of multi-media modeling systems and chlorophyll
α measurements to examine the drivers for this resurgence of HAB events in Lake
Erie.
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74.2 Approach

Figure 74.1 shows the major components of the modeling system used in the study.
The same land use (2011 National Land Cover Data; https://www.mrlc.gov/) and
meteorology data (simulated by theWeather Research and ForecastingModel; http://
www2.mmm.ucar.edu/wrf/) were used to drive all models. TheUnited States Depart-
ment of Agriculture (USDA) Environmental Policy Integrated Climate (EPIC)model
(https://www.nfc.usda.gov/epic/) was coupledwith theUSEnvironmental Protection
Agency (EPA) Community Multiscale Air Quality (CMAQ) model (https://www.
epa.gov/cmaq). In this multi-media framework, applied fertilizer, depth and tim-
ing simulated by EPIC were provided as inputs to CMAQ, while deposition and
evasion of ammonia (NH3) concentrations were iteratively calculated in CMAQ to
simulate the flux between the land surface and air [1]. Hydrological variables were
simulated using the Variable Infiltration Capacity (VIC) Hydrological Model (http://
www.hydro.washington.edu/Lettenmaier/Models/VIC/Overview).

Variables from this modeling system were used to examine associations with
available chlorophyll α (chl-α) concentrations measured in Lake Erie and averaged
seasonally (May–October) for 2002 through 2012. We used chl-α measurements as
a surrogate for HABs as these measurements are readily available and have been
shown to be significantly correlated with HABs (e.g., [4]).

Relevant variables from the coupled modeling system were used to regress on
the chl-α measurements (n = 187). Depending on the variable (Table 74.1), mea-
surements were paired with 12 km × 12 km gridded model output by summing or

Lake Water 
Quality
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Prediction Tool
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(EPA Bidi-CMAQ)

Atmospheric 
deposition

Meteorology 
(WRF)

Air temp, wind, 
precipitation, 
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Hydrology        
(VIC)

Soil moisture, ET, 
water temp, heat 

fluxes

Agriculture 
Management  
(USDA EPIC)

Applied nutrients, 
fertilization timing, 

rate and composition

WQ Indicator Observations
(nutrients, DO, acidification, chlorophyll-a)

Predictors

Response

Fig. 74.1 Multi-media modeling systems used in study
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Table 74.1 Explanatory
variables from modeling
system used in regression
analysis (ˆ = grid-cell value,
+ = summed for watershed,
* = averaged for watershed)

Meteorology
(WRF)

Air quality
(CMAQ)

Agriculture
(EPIC)

Hydrology
(VIC)

Humidityˆ Total N
Deposition+

Applied NH3
fertilizer+

Water
temperatureˆ

Air
temperature
(Min/Max)ˆ

Dry
Oxidized N
Deposition+

Applied NO3
fertilizer+

Flow+

Precipitation Dry Reduced
N
Deposition+

Applied
Mineral P+

Evapotranspirationˆ

Radiationˆ Wet
Oxidized N
Deposition+

Applied
Organic P+

Soil moisture
(3 layers)*

Wind speedˆ Wet Reduced
N
Deposition+

Applied
Organic N+

Snow water
equivalent+

Wet Organic
N
Deposition+

Runoff+ Sensible heat
fluxˆ

Sediment+ Latent heat
fluxˆ

N&P loss
with
sediment+

Net
downward
radiationˆ

Labile P loss
in surface
runoff+

N in
subsurface
flow+

Soluble P
loss -
drainage+

N in drain
tile flow+

averaging across the watershed draining into the lake at the measurement location,
or matching the measurement with the grid cell directly above its location. We used
a Generalized Least Squares regression technique to account for spatial autocorre-
lation inherent in the measurements. Variable selection was based on forwards and
backwards stepwise regression (p ≤ 0.05) and 10-fold cross-validation. Plausible
pathways were determined a priori and collinearity among explanatory variables
was fully explored. The Variation Inflation Factor (VIF) was calculated to further
check for the influence of collinearity. Variables were also lagged from 1 to 7 days
to account for transport through the watershed and algal bloom growth.
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In addition, we used a machine learning Random Forest technique to examine the
most influential variables for predicting chl-α concentrations. This metric was calcu-
lated by permuting the variable multiple times and calculating the percent increase
in the mean square error.

74.3 Results and Discussion

We found that evapotranspiration (3-day lag, grid-cell value), total ammonia fertilizer
applied to crops (2-day lag, watershed), deep soil moisture (4-day lag, watershed),
radiation (3-day lag, grid-cell value) and dry deposited oxidized nitrogen (5-day
lag, watershed) were significantly associated with chl-α measurements. Significant
variables from regression modeling fell within the top 20 most influential variables
using the Random Forest technique. Figure 74.2 shows the results indicating robust
prediction capability based on the 11-year timeseries.

The model variables allowed us to refine our analysis of nutrient loadings. For
example, we were able to analyze dry, wet, reduced and oxidized N deposition (as
opposed to total deposition normally used). In addition, we were able to examine dif-
ferent agricultural management approaches, such as till/no-till, irrigated/rainfed, and
tile drainage, and fertilization type, rate and crop (instead of county fertilizer sales
data normally used). It is interesting to note that phosphorous was not a significant
explanatory variable in our regression model. This may be because the cyanobacte-
ria community has changed from the phosphorous-limited Anabaena and Aphani-
zomenon species that are able to fix non-reactive N from the atmosphere, to Micro-
cystis cyanobacteria communities. Microcystis requires bioavailable N (e.g., NH3),

Fig. 74.2 Regression metrics a Coefficient of Determination (R2); b residuals; and c QQ plot
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but will dominate the cyanobacteria community with just small amounts available
[2]. Microcystis blooms are more toxic, longer in duration and are more extensive
than the earlier P-limited cyanobacteria communities experienced in the late 1960’s
and 1970’s. A better understanding of the environmental conditions leading to the
proliferation of these differing cyanobacteria communities may be gleaned through
using physics-based, mass-balanced models that simulate the transport of nutrients
through the land, air and water.

QUESTIONER: Clemens Mensink
QUESTION: To what extent do you think we understand the different processes? In
other words, where are the biggest knowledge gaps to be found?
ANSWER: The cycling of nutrients throughout the environment is complex and
extremely variable across time and space. Our understanding of these processes are
limited, and data are sparse. Particular knowledge gaps include the biogeochemical
cycling associated with nutrients (e.g., interactions involving microbes, organic N,
nitrous oxide, carbon), and limitations in measurements (e.g., flux, dry deposition)
and input data (e.g., soils, landcover, location/emissions of animal feeding opera-
tions).

QUESTIONER: Camilla Geels
QUESTION: You mention NH3 is an imporant factor. It is well known that the
application of manure and the following NH3 emissions to the atmosphere is very
dependent on the weather. To what degree do you include that in the atmospheric
model?And is the spatial resolutionof the atmosphericmodel high enough todescribe
the dry deposition of NH3?
ANSWER: Temperature dependent processes, such as the increase in NH3 volatiliza-
tion as ambient temperature increases, is calculated for croplands (e.g., from applied
fertilizer) and other non-agriculture vegetation. Emissions from animal feeding oper-
ations are based on animal density data and are seasonally adjusted. While CMAQ
is run at a 12 km x 12 km resolution, relevant variables needed for calculating depo-
sition and evasion are based on the varying landuse types within this grid structure
(sub-grid level). This resolution is appropriate for the long-term objective of this
study (national screening-level assessment of large waterbodies in the US to harmful
algal blooms), however, it is recognized that NH3 deposits locally, and running the
model at a finer resolution would be valuable.

QUESTIONER: Paul Maker
QUESTION: What EPIC variables are being fed back into CMAQ as part of the
2-way coupling shown in one of your figures?
ANSWER: Fertilizer rates, depths and timing, and managed soil information are
passed from EPIC to CMAQ on a daily time step. CMAQ uses this information to
calculate the soil NH4 pool, which in turn is used to calculate the NH3 air-surface
flux.

Disclaimer The views expressed in this paper are those of the authors and do not necessarily reflect
the views and policies of U.S. Environmental Protection Agency.
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Chapter 75
Trying to Link Personal Exposure
Measurement and Population Exposure
Modelling: A Test Case in Liège, Belgium

Fabian Lenartz, Virginie Hutsemékers and Wouter Lefebvre

Abstract Commonly, population exposure is evaluated by crossing data of atmo-
spheric pollution and population density maps. The former are usually actual mea-
surements or simulated concentrations; depending on the approach or the model
resolution, very different patterns may appear both in space and time, so that conclu-
sions can vary significantly. The latter are usually based on residency information,
and for many of us, do not reflect the typical wanderings, thus actual exposure.
With the rise of portable devices, we are given the unprecedented opportunity to
measure pollutant concentrations at a high time rate and to know the exact loca-
tion of a subject. Moreover, the increase of computational capacities allows one to
perform operational runs at spatial and temporal resolutions of about 10 m and 1 h
respectively. Furthermore, if the subject writes an activity log, it is also possible
to discriminate indoor and outdoor situations. In this ongoing work, we investigate
the discrepancy in the evaluation of population exposure when using, on one hand
different pollutant concentration maps e.g. yearly, daily or hourly average values,
more or less sophisticated and/or refined models, different information related to the
population e.g. static or dynamic and on the other hand actual data. Our region of
interest for this test case is the city of Liège in Belgium.

75.1 Introduction

One of the two general methods to assess air pollution personal exposure is air
monitoring, which depends either on direct measurements via personal monitors,
or on indirect measurements via fixed-site analyzers combined with data on time
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activity patterns [2]. Usefully, model output could be used instead of measurements
made at fixed locations for they better catch or should better catch spatial variability
than a closest station approach.

Should this technique prove to be advantageous, extrapolation to assess population
exposure is far from direct. Usually this estimation is based on a static population
density map that considers that everybody lives outdoor, therefore it obscures two
important elements: (i) a population is dynamic and (ii) most of us spend most of
their time indoor.

75.2 Experiment

In the framework of the OIE (Outdoor and Indoor Exposure) project, both a mea-
surement campaigns and amodelling effort are done to evaluate personal exposure to
black carbon (BC), nitrogen oxides (NO and NO2), ozone (O3) and fine dust (PM2.5),
and to relate to population exposure.

75.2.1 Measurements

The portable devices used for our measurement campaigns are on one hand the Aeth-
Labs AE51 and on the other hand the so-called Antilope, developed for ISSeP by
the CECOTEPE. The first has already been used extensively in a series of studies,
while the latter is a prototype based on three low-cost gas sensors from Alphasense
and one low-cost particle sensor from Honeywell (see Figs. 75.1 and 75.2). In addi-
tion, a GPS sensor keeps track of the subject’s movements, a weather sensor records
temperature, relative humidity and barometric pressure in the direct vicinity of the
printed circuit board, and another one checks when a pre-determined acceleration
threshold is overrun.

75.2.2 Modelling

For our simulations, we have chosen the IFDM-OSPM model chain [1], recently
re-baptized AtmoStreet. It’s basically a two-level modelling system that consists
of a Gaussian model for industry, shipping and major road emissions, a highly-
parameterized box model for simulating pollution dispersion in street canyons, and
a procedure to avoid double count of emissions, as well as to maintain a state of
chemical equilibrium between NOX and O3. Receptor points are spread in a different
way along line or around point sources for IFDM, and at the center of the street
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Fig. 75.1 The portable mini-stations based on low-cost sensors

Fig. 75.2 Comparison of the raw (grey circles) and averaged (blue line) data from the mini-stations
with a Grimm spectrometer (red line)

and both kerbsides for OSPM. Eventually, these scattered results are gridded at a
10-m resolution on an hourly basis. Additionally, other techniques are also used
to provide pollutant ambient concentrations: a nearest-station approach, an optimal
interpolation technique and the RIO model.

Since indoor activities usually account formore than80%of a typical daily pattern,
it is relevant to try and evaluate the concentration inside buildings or vehicles. A non-
stationary nodemodel has thus been developed to simulate indoor BC concentrations
based on the outdoor temperature and pollution conditions. It takes into account
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(i) sporadic exchange through a door, which opens according to a specific time
pattern, (ii) continuous exchange due to a lack of impermeability either with the
outside world or between the two considered rooms, and (iii) exchange through an
air conditioning system.

75.2.3 Exposure

In order to have a sufficiently large pool of subjects we made an open call to volun-
teers. Such a sampling strategy prevents us from determining a confidence interval
related to the estimated exposure level. Nevertheless, results can be extrapolated in
some ways via the so-called “typical units” or “quota” methods, and then poten-
tially be compared with modelling output. Each subject carries the instruments for a
full week and is asked to fill in a questionnaire about his/her environment, as well as
his/her habits in some domains relevant to air quality issues. Furthermore, the subject
also has to fill in an activity and transport logbook to help us analyze the results.

75.3 Results

Very preliminary results of both outdoor and indoor models are shown in Figs. 75.3
and 75.4 respectively.

A one-week simulation of ambient NO2 concentration was carried out using
AtmoStreet for the area of Liège. Although it is based on dummy emissions and
limited to a short time period, a typical pattern appears, highlighting both the valley
and the narrowness of some streets.

Several one-day simulations of the indoor BC level at the ground level of a cloth
store located along one of the city’s main boulevards. For most runs, the model was
able to represent adequately the concentrations observed in the main room—slightly
underestimating them in average.

Both tools need now a lot of validation work before comparison with actual
exposure measurements.

Questions

Questioner: Xuesong Zhang

Question: Once the calibration effort done, you could consider pushing these afford-
able instruments to other countries (e.g. developing ones) as their government and
institutions might be interested in such devices to monitor their local air quality.

Answer: Presently, we are testing and using our mini-stations in Wallonia. This
region has a temperate maritime climate and relatively low industry emissions, thus
we know nothing about their performance under more “extreme” conditions. We’ll
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Fig. 75.3 One-week averaged NO2 concentration

Fig. 75.4 One-day simulation of indoor BC concentration at the ground level of a building (solid
blue and red lines) compared to actual measurements (other thinner solid lines)
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decide in the near future if it’s worth for us to carry a larger scale measurement
campaign. Our original idea was to propose a service rather than an instrument but
this point is also still under discussion.

Disclaimer All participants involved in the “Personal exposure” part of theOIE project have signed
a consent allowing us to use their personal information as well as the measurements they made with
our instruments.
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Chapter 76
What Policy Makers and the Public
at Large Should Know About Air Quality

Wouter Lefebvre

Abstract Poor air quality results in important health effects. However, the under-
standing of the problem by the public at large and by the policy makers is sometimes
severely lacking. Therefore, it could be important to boil down the knowledge on air
quality to some main points which then can be communicated to the stakeholders.
The paper present such a list and is based on interviews and discussions with several
air quality experts in the field. For the public at large, the main message is twofold.
First of all, citizens have to acknowledge that every action they take has an influence
on the quality of the air they breathe. Secondly, they have to understand the impact
of air pollution on their own health and their neighbors, without blindly relying on
rules like ‘natural/green is good for air quality’, which are often wrong. For the
policy makers, a more heterogeneous set emerged from the discussions between the
experts. First of all, policymakers have to know howmuch they (on their government
level) can influence the air quality, and what effect certain actions can have on the
population for which they are responsible. Secondly, they need to understand the
uncertainties on the numbers as they exist now. Finally, stakeholders are encouraged
to take action, from the local scale on, in order to get the actions at other levels
moving (act local, think global).

76.1 Introduction

As an air pollution scientist, I regularly have to explain the work I do. Furthermore, I
sometimes have to defend the actions taken by the government for the improvement
of the air quality. However, when discussing this, one finds that what we think as
basic knowledge ismissing in the broader public. However, we cannot expect citizens
to have a broad knowledge on air quality, next to all the other topics where other
specialists surely would want the public at large to have more knowledge.
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We can then ask ourselves the question: what exactly is the basic knowledge that
we want the large public to know. And in extension, what should policy makers, who
can have a large influence with their decisions on the air quality, know?

Thinking about this, I was able to compile a list of things that I would want that
people know. In order to verify if my answers were representative for the scientific
community at large, I used the last HARMO-conference to interview several air
quality scientists (of different countries, backgrounds, …) on this topic. At first, the
different answers that I received were wildly different, but in discussions with the
different interviewees several common topics were found. This paper discusses these
results.

76.2 Large Public

Two important messages were found for the public at large. The first one is that
every citizen should know that air pollution has an adverse effect on their and their
neighbors’ health. The health effects of air pollution, in particulate particulate matter,
are well-documented and are large. It is estimated that globally more people die due
to ambient air pollution than due to transport accidents (by a factor of more than 4).
The number of life years lost is also much larger for air pollution (by a factor of more
than 2) than for transport injuries [1]. Nevertheless, the air pollution deaths are much
less visible as air pollution is not a direct cause but a risk that increases a number
of incidences of death causes. As a result, the health damage due to air pollution
is not visible, but in order to create support for measures against air pollution, the
knowledge of this existence is necessary (but not sufficient).

Secondly, people should acknowledge that every action they take can have an
influence on air quality both close to them as far away. For instance, eating meat will
increase ammonia emissions at the locations where the meat is produced, transport
emissions in order to get the meat at the location, … Some of the emissions are
unavoidable in the current system (food will have to be transported in many cases,
leading to transport emissions). However, the realization of these linkages in the
system are important.

When human beings are confronted with a complex system, they tend to apply
simple and clear-cut rules in order to make decisions. However, this creates problems
when these simple rules are incomplete or flat-out wrong. For instance, many people
will consider that what is natural will be good for the air quality. When applied to for
instance wood burning, this rule is wrong. A significant percentage of the particulate
matter emissions, and thus concentrations, exposure and health effects is created by
the combustion of wood.
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76.3 Policy Makers

The policy makers add least need to understand the messages for the large public,
from which they are part of. However, it would be good that they understand three
extra points.

First of all, they shouldunderstandhowmuchor how little (dependingonpollutant,
government level, …) they can influence air pollution. Linked to that is the question
of how much effect certain actions will have on the population for which they are
responsible. Linked to that question is also an understanding of the import–export
balance of air pollution and thus the understanding that not only their constituents
are influenced by the emissions abroad but also that the emissions in their area have
an influence outside of their borders.

Secondly, the numbers concerning what they can do and what not, have uncer-
tainties and it is important for the policy makers to have a clue of these uncertainties.
In addition, temporal variability in meteorology creates an extra uncertainty in the
measurements obscuring several trends in air pollution. Nevertheless, it is important
that despite all uncertainties a certain knowledge base exists (such as the importance
of air pollution on health) upon which no major disagreement exists within the sci-
entific community albeit without an exact quantification. In other words, although
we do not know the exact number of deaths due to air quality, we do know that this
number is very high.

Therefore, as a third point, stakeholders are encouraged to take action, from the
local scale on, which can help getting actions at higher levels moving (act local, think
global).

76.4 Conclusion

This paper describes a basic set of knowledge that should be known by the public
at large or more specifically by stakeholders. Once there is a consensus over these
points, it would be interesting to define the best ways in communicating these points
to the respective stakeholders and the large public.
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Chapter 77
An Atmospheric Scientist—The
Contributions of Dr. Yitzhak Mahrer

Nitsa Haikin, George Kallos, Pinhas Alpert, Roni Avissar, Bob Bornstein
and Roger Pielke Sr.

Abstract Dr. Yitzhak Mahrer, an Israeli atmospheric scientist, was one of the earli-
est contributors to the Regional Atmospheric Modeling System (RAMS), a leading
model with abilities on a wide range of atmospheric scales. He was involved in
many complex-terrain and coastal atmospheric dynamic studies, and was among the
pioneers of air-pollution modeling, especially over the Eastern Mediterranean. Dr.
Mahrer deceased on September 2017, and RAMS community has lost one of its
founders, with his shy smile, funny remarks, and bright mind. While he also led
multiple fields observational campaigns and graduated many students as a Professor
at the Hebrew University of Jerusalem, we hereby present only a brief overview of
his scientific contribution to the atmospheric modeling community.
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77.1 Introduction

Atmospheric modeling has enormously advanced over the last decades, due to the
growing strength of computing, scientific development of numerical schemes which
better represent physical behaviour of the atmosphere, newer capabilities of assim-
ilation of observations into the models, and great minds on top of all. Dr. Yitzhak
Mahrer was an Atmospheric modeller, who started his way with room-size computer
and had gone a long way into the era of very strong computers of a notebook size.
This paper is a brief presentation of his contribution to the scientific atmospheric
modeling community.

77.2 Dr. Mahrer’s Research—A Brief Overview

Yitzhak Mahrer started his atmospheric journey with his Msc. and PhD studies in
meteorology, as Prof Neumann’s student at the Hebrew University of Jerusalem.
He passed away after four decades of atmospheric research covering a wide range
of interests, including mesoscale meteorology, agricultural meteorology, microcli-
matology, and coastal and complex terrain air pollution modeling. In the 1970’s he
developed one of the first two-dimensional numerical model, and performed simula-
tions of mesoscale atmospheric flow over mountainous slopes including sea-breeze
dynamics over an island (e.g. [11, 13]).

The RAMS concept was created in the early 1980’s at Colorado State University
bymerging three relatedmodels: the CSU cloud-mesoscale model [18], a hydrostatic
version of the cloud model [17], and the sea breeze model Mahrer and Pielke [10],
Cotton et al. [4]. A radiation scheme named after Mahrer-Pielke was integrated into
the RAMS.

In the 1980’s Dr. Mahrer published papers on a new numerical coordinate sys-
tem; simulations over complex terrain including the need for a balance between the
horizontal and vertical grid resolution, in order to represent the terrain features with
reduced numerical error. To do thisMahrer [9] suggested an improved scheme for the
terrain-following coordinate system which reduces numerical near-surface pressure
errors, when calculating high vertical resolution near steep slopes. He was among the
first scientists to introduce atmospheric dynamics into air-pollution modeling (e.g.
[14]) Dr. Mahrer also used numerical simulations to explore atmospheric processes
with important impacts on agriculture (e.g. [2]).

During his academic career as a professor at the Faculty of Agriculture of the
Hebrew University of Jerusalem, Professor Mahrer led microclimate studies of flow
within greenhouses and in the open field (e.g. [3, 12, 16]). Most of these studies
combined observational field campaigns to support his modeling vision and devel-
opments.
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In the 1990’s Dr. Mahrer focused his research efforts on atmospheric air pollution
aspects employing numerical modeling (e.g. [1, 7]), and agricultural applied research
(e.g. [8]).

Dr. Mahrer worked with many top mesoscale modellers on variety of studies,
such as the SKIRON system for Mediterranean dust forecast, a bilateral Israeli-
Italian project on urban air pollution, a Middle East Regional Cooperation Program
of regional transboundary pollutant transport. His latest publications treat aspects of
topographic flow (e.g. [15]), atmospheric influence on agricultural phenomena (e.g.
[21]), local and regional air pollution (e.g. [19, 20]), sea-breeze circulation (e.g. [6])
and patterns of inversion layers (e.g. [5]).

77.3 Conclusion

Dr. Yitzhak Mahrer contributed fundamental knowledge to the atmospheric science
in many aspects of theory and applications, which is documented in his many papers.
He educated many students, some of whom developed successful academic career,
others reached senior positions in air pollution related professional occupations,
and/or founded unique atmospheric applications. All of his students and colleagues
have been tremendously influenced by his personality, his vision and knowledge
and all deeply miss him. The scientific community has lost a great member of its
community.
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