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Foreword

The 21st International Conference on Human-Computer Interaction, HCI International
2019, was held in Orlando, FL, USA, during July 26–31, 2019. The event incorporated
the 18 thematic areas and affiliated conferences listed on the following page.

A total of 5,029 individuals from academia, research institutes, industry, and
governmental agencies from 73 countries submitted contributions, and 1,274 papers
and 209 posters were included in the pre-conference proceedings. These contributions
address the latest research and development efforts and highlight the human aspects of
design and use of computing systems. The contributions thoroughly cover the entire
field of human-computer interaction, addressing major advances in knowledge and
effective use of computers in a variety of application areas. The volumes constituting
the full set of the pre-conference proceedings are listed in the following pages.

This year the HCI International (HCII) conference introduced the new option of
“late-breaking work.” This applies both for papers and posters and the corresponding
volume(s) of the proceedings will be published just after the conference. Full papers
will be included in the HCII 2019 Late-Breaking Work Papers Proceedings volume
of the proceedings to be published in the Springer LNCS series, while poster extended
abstracts will be included as short papers in the HCII 2019 Late-Breaking Work Poster
Extended Abstracts volume to be published in the Springer CCIS series.

I would like to thank the program board chairs and the members of the program
boards of all thematic areas and affiliated conferences for their contribution to the
highest scientific quality and the overall success of the HCI International 2019
conference.

This conference would not have been possible without the continuous and unwa-
vering support and advice of the founder, Conference General Chair Emeritus and
Conference Scientific Advisor Prof. Gavriel Salvendy. For his outstanding efforts,
I would like to express my appreciation to the communications chair and editor of
HCI International News, Dr. Abbas Moallem.

July 2019 Constantine Stephanidis



HCI International 2019 Thematic Areas
and Affiliated Conferences

Thematic areas:

• HCI 2019: Human-Computer Interaction
• HIMI 2019: Human Interface and the Management of Information

Affiliated conferences:

• EPCE 2019: 16th International Conference on Engineering Psychology and
Cognitive Ergonomics

• UAHCI 2019: 13th International Conference on Universal Access in
Human-Computer Interaction

• VAMR 2019: 11th International Conference on Virtual, Augmented and Mixed
Reality

• CCD 2019: 11th International Conference on Cross-Cultural Design
• SCSM 2019: 11th International Conference on Social Computing and Social Media
• AC 2019: 13th International Conference on Augmented Cognition
• DHM 2019: 10th International Conference on Digital Human Modeling and

Applications in Health, Safety, Ergonomics and Risk Management
• DUXU 2019: 8th International Conference on Design, User Experience, and

Usability
• DAPI 2019: 7th International Conference on Distributed, Ambient and Pervasive

Interactions
• HCIBGO 2019: 6th International Conference on HCI in Business, Government and

Organizations
• LCT 2019: 6th International Conference on Learning and Collaboration

Technologies
• ITAP 2019: 5th International Conference on Human Aspects of IT for the Aged

Population
• HCI-CPT 2019: First International Conference on HCI for Cybersecurity, Privacy

and Trust
• HCI-Games 2019: First International Conference on HCI in Games
• MobiTAS 2019: First International Conference on HCI in Mobility, Transport, and

Automotive Systems
• AIS 2019: First International Conference on Adaptive Instructional Systems



Pre-conference Proceedings Volumes Full List

1. LNCS 11566, Human-Computer Interaction: Perspectives on Design (Part I),
edited by Masaaki Kurosu

2. LNCS 11567, Human-Computer Interaction: Recognition and Interaction
Technologies (Part II), edited by Masaaki Kurosu

3. LNCS 11568, Human-Computer Interaction: Design Practice in Contemporary
Societies (Part III), edited by Masaaki Kurosu

4. LNCS 11569, Human Interface and the Management of Information: Visual
Information and Knowledge Management (Part I), edited by Sakae Yamamoto and
Hirohiko Mori

5. LNCS 11570, Human Interface and the Management of Information: Information
in Intelligent Systems (Part II), edited by Sakae Yamamoto and Hirohiko Mori

6. LNAI 11571, Engineering Psychology and Cognitive Ergonomics, edited by Don
Harris

7. LNCS 11572, Universal Access in Human-Computer Interaction: Theory, Methods
and Tools (Part I), edited by Margherita Antona and Constantine Stephanidis

8. LNCS 11573, Universal Access in Human-Computer Interaction: Multimodality
and Assistive Environments (Part II), edited by Margherita Antona and Constantine
Stephanidis

9. LNCS 11574, Virtual, Augmented and Mixed Reality: Multimodal Interaction
(Part I), edited by Jessie Y. C. Chen and Gino Fragomeni

10. LNCS 11575, Virtual, Augmented and Mixed Reality: Applications and Case
Studies (Part II), edited by Jessie Y. C. Chen and Gino Fragomeni

11. LNCS 11576, Cross-Cultural Design: Methods, Tools and User Experience
(Part I), edited by P. L. Patrick Rau

12. LNCS 11577, Cross-Cultural Design: Culture and Society (Part II), edited by
P. L. Patrick Rau

13. LNCS 11578, Social Computing and Social Media: Design, Human Behavior and
Analytics (Part I), edited by Gabriele Meiselwitz

14. LNCS 11579, Social Computing and Social Media: Communication and Social
Communities (Part II), edited by Gabriele Meiselwitz

15. LNAI 11580, Augmented Cognition, edited by Dylan D. Schmorrow and Cali M.
Fidopiastis

16. LNCS 11581, Digital Human Modeling and Applications in Health, Safety,
Ergonomics and Risk Management: Human Body and Motion (Part I), edited by
Vincent G. Duffy



17. LNCS 11582, Digital Human Modeling and Applications in Health, Safety,
Ergonomics and Risk Management: Healthcare Applications (Part II), edited by
Vincent G. Duffy

18. LNCS 11583, Design, User Experience, and Usability: Design Philosophy and
Theory (Part I), edited by Aaron Marcus and Wentao Wang

19. LNCS 11584, Design, User Experience, and Usability: User Experience in
Advanced Technological Environments (Part II), edited by Aaron Marcus and
Wentao Wang

20. LNCS 11585, Design, User Experience, and Usability: Application Domains
(Part III), edited by Aaron Marcus and Wentao Wang

21. LNCS 11586, Design, User Experience, and Usability: Practice and Case Studies
(Part IV), edited by Aaron Marcus and Wentao Wang

22. LNCS 11587, Distributed, Ambient and Pervasive Interactions, edited by Norbert
Streitz and Shin’ichi Konomi

23. LNCS 11588, HCI in Business, Government and Organizations: eCommerce and
Consumer Behavior (Part I), edited by Fiona Fui-Hoon Nah and Keng Siau

24. LNCS 11589, HCI in Business, Government and Organizations: Information
Systems and Analytics (Part II), edited by Fiona Fui-Hoon Nah and Keng Siau

25. LNCS 11590, Learning and Collaboration Technologies: Designing Learning
Experiences (Part I), edited by Panayiotis Zaphiris and Andri Ioannou

26. LNCS 11591, Learning and Collaboration Technologies: Ubiquitous and Virtual
Environments for Learning and Collaboration (Part II), edited by Panayiotis
Zaphiris and Andri Ioannou

27. LNCS 11592, Human Aspects of IT for the Aged Population: Design for the
Elderly and Technology Acceptance (Part I), edited by Jia Zhou and Gavriel
Salvendy

28. LNCS 11593, Human Aspects of IT for the Aged Population: Social Media, Games
and Assistive Environments (Part II), edited by Jia Zhou and Gavriel Salvendy

29. LNCS 11594, HCI for Cybersecurity, Privacy and Trust, edited by Abbas Moallem
30. LNCS 11595, HCI in Games, edited by Xiaowen Fang
31. LNCS 11596, HCI in Mobility, Transport, and Automotive Systems, edited by

Heidi Krömker
32. LNCS 11597, Adaptive Instructional Systems, edited by Robert Sottilare and

Jessica Schwarz
33. CCIS 1032, HCI International 2019 - Posters (Part I), edited by Constantine

Stephanidis

x Pre-conference Proceedings Volumes Full List



34. CCIS 1033, HCI International 2019 - Posters (Part II), edited by Constantine
Stephanidis

35. CCIS 1034, HCI International 2019 - Posters (Part III), edited by Constantine
Stephanidis

http://2019.hci.international/proceedings

Pre-conference Proceedings Volumes Full List xi
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HCI International 2020

The 22nd International Conference on Human-Computer Interaction, HCI International
2020, will be held jointly with the affiliated conferences in Copenhagen, Denmark, at
the Bella Center Copenhagen, July 19–24, 2020. It will cover a broad spectrum
of themes related to HCI, including theoretical issues, methods, tools, processes, and
case studies in HCI design, as well as novel interaction techniques, interfaces, and
applications. The proceedings will be published by Springer. More information will be
available on the conference website: http://2020.hci.international/.

General Chair
Prof. Constantine Stephanidis
University of Crete and ICS-FORTH
Heraklion, Crete, Greece
E-mail: general_chair@hcii2020.org

http://2020.hci.international/

http://2020.hci.international/
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Abstract. Mobile devices have become a ubiquitous means for teens and
younger children to access the internet and social media. Such pervasive access
affords many benefits but also exposes children to potential online risks,
including cyberbullying, exposure to explicit content, and sexual solicitations.
Parents who are concerned about their children’s online safety may use parental
control apps to monitor, manage, and curate their children’s online access and
mobile activities. This creates tension between the privacy rights and interests of
children versus the legal, emotional, and moral imperatives of parents seeking to
protect their children from online risks. To better understand the unique per-
spectives of parents and children, we conducted an analysis of 29,272 reviews of
52 different parental control apps from the Google Play store. We found that
reviews written by parents differed statistically from those written by children
such that it is possible to computationally automate the process of differentiating
between them. Furthermore, latent themes emerged from the reviews that
revealed the complexities and tensions in parent-child relationships as mediated
by parental control app use. Natural Language Processing (NLP) revealed that
the underlying themes within the reviews went beyond a description of the app,
its features or performance and more towards an expression of the relationship
between parents and teens as mediated through parental control apps. These
insights can be used to improve parental control app design, and therefore the
user experience of both parents and children.

Keywords: Privacy � Parental control apps � User reviews �
Computational analysis � Classification � Parent-child relationships �
Google Play

1 Introduction

With the proliferation of smartphones among youth, online safety has become a con-
siderable concern within families [1, 2]. This is especially true because mobile smart
devices have become the norm for teenagers [3], providing constant access to the
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internet that is often not monitored by their parents. However, parents have a legal and
emotional duty to ensure safety for their children in online contexts [4]. To do this,
parents use a wide array of strategies to monitor their teens’ technology use, including
16% of parents, according to a Pew Research, who install parental control applications
apps on their teens’ mobile devices to filter and block inappropriate online activities
[3]. An analysis of 75 Google Play parental control apps found that the features of these
apps may be too clumsy and privacy invasive for families that value open communi-
cation, trust, and a teen’s desire to gain independence from his or her parents [5].
Ghosh et al. confirmed this claim from the perspective of teens and younger children by
qualitatively analyzing online reviews posted from the vantage point of child users [6].
However, a key limitation of these studies is that researchers used qualitative methods
on a relatively small sample of child reviews and were unable to conduct a comparative
study of parent versus child reviews.

We build upon this work by conducting the first large-scale analysis of 29,272
reviews for 52 parental control apps to understand the unique perspectives of parents
and children. We conducted a quantitative examination of the online reviews for
parental control apps to understand whether parents and teens rate and write about
parental control apps differently in their online reviews. We also examine the inter-
personal relationships between parents and children through the lens of online privacy
and surveillance. Specifically, we pose the following research questions:

RQ1: Can we use computational methods to accurately distinguish between online
reviews written by parents versus those written by children?

RQ2: Does the content of online reviews differ depending on whether the user is a
parent or child? If so, how?

To answer these questions, we scraped and analyzed publicly posted online reviews
for 52 parental control apps available for download on the Google Play store. We first
analyzed the reviews by applying Topic Modeling and N-Grams techniques to extract
our linguistic prediction drivers. We then evaluated six predictive models including
Naïve Bayes, Support Vector Machines, Neural Network, Logistic Regression,
K-Nearest Neighbors, and Classification and Regression Trees. We compared the
results of N-grams and Topic Modeling as different techniques for features extraction.
We then generated topics based on parent versus child and high versus low rated
reviews (Low: 1–3 ratings; High: 4–5 ratings to understand the key differences in these
reviews.

Our paper makes two unique contributions. First, we show that it is possible to
build computational models that accurately predict the origin of online reviews (parents
or children) using linguistic indicators. We compared and contrasted six common
machine learning algorithms to highlight their performance in such classification tasks.
Second, we reveal that latent themes expressed within online app reviews reveal more
insights than just the strengths and weakness of the app. They express a multitude of
emotions and a manifestation of the complex tensions that exist in parent-teen rela-
tionships, specifically those around privacy rights and parental control through
surveillance tactics. These findings have important implications for the analysis of
online reviews that extend beyond the context of adolescent online safety and serve as
an important lens for future social computational research.
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2 Background

2.1 Teen Technology Use and Parental Relationships

Technology use among teens and parental mediation have become an important
research topic [7–12]. Yet, the majority of research in this space derives from the social
sciences with little contribution from a social computational perspective. For instance,
several researchers have conducted interview-based studies to highlight the tensions
between parents and children when it comes to rule-setting and ensuring the online
safety of youth [1, 13]. Others found that teens desire privacy as they are in the process
of individuating and establishing their identities online [14, 15].

2.2 “Practical Obscurity” Versus “Parental Stalking”

Teens are often forced to disclose personal information to their parents, as parents want
more transparency into their teens’ online activities for the purpose of ensuring their
online safety [11]. Yet, according to privacy theories, everyone should have some level
of authority to decide how their personal information is disclosed to others [16, 17].
Blackwell et al. studied how “practical obscurity” (i.e., the limited visibility) of mobile
devices makes it harder for parents to know their children’s online activities and, as a
consequence, parents often misjudge the frequency and nature of their teens’ tech-
nology use [1]. For instance, they under-estimate how often their teens use social media
apps or even which apps their children use.

To increase access to their teens online mobile activities, parents can install parental
control apps on the teens’ smartphone that allow them to monitor and restrict various
functions, including calls, text messaging, web browsing, and installations [18]. In
general, parental control apps are a way for parents to control their children’s behavior
as a means to protect them, as opposed to helping teens self-regulate and protect
themselves [5]. Recent research has shown that teens equate such parental control apps
to a form of “parental stalking” [6]. Others have argued that these apps engender an
incongruency with the core values (e.g., privacy, autonomy) important to different
families and may negatively impact parent-teen relationships [19] and shown that the
use of currently available apps was associated with children experiencing more (not
fewer) online risks [20]. Human-Computer Interaction (HCI) researchers have rec-
ommended and conceptualized that more collaborative approaches be used to manage
these tensions [6, 8, 21, 22].

2.3 Online Reviews and Parental Control Apps

Ghosh et al.’s qualitative analysis of online reviews for 37 parental control apps
examined what children think about parental control apps’ effectiveness and inva-
siveness [6]. They found that most children felt that the apps were excessively
restrictive and privacy invasive. This previous work focused only on Google Play
reviews posted by children. To our knowledge, online reviews have not been used yet
to understand parents’ perspectives on these apps, nor how they differ from the per-
spectives of the children. To fill this gap, we scraped 29,272 reviews for 52 parental
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control apps to conduct a social computational analysis that differentiates between
parent and child reviews, as well as models the different themes expressed within these
reviews.

Analyzing online reviews is valuable as they have been shown to effectively help
make better products [30–32] and boost profits [33]. For example, Epstein et al. used
online app reviews, a survey, and interviews to improve the design of menstrual apps
for women [34]. Wang et al. created a framework for product recommendation by
leveraging the power of online reviews [26]. In addition, user feedback was also used
to understand reasons for disliking apps [35]. Analyzing online reviews is also a
common approach among computational social science researchers [23–26] and is a
newer approach used within intersectional fields, such as Human-Computer Interaction
(HCI) and Natural Language Processing (NLP) [27–29].

3 Study Design

App stores such as Google Play let users review their downloaded apps and assign a
numerical rating (i.e. 1–5 stars). Users may highlight specific strengths and weaknesses
of the app. Ratings for each app are then aggregated and displayed for the user to view.
This data source captures different perspectives regarding aspects such as the app’s
functionality, benefits, and cost. These reviews can help developers overcome some of
their flaws in the development process [30–32], as well as helping consumers make
important decisions as to what apps will meet their needs as end users.

Below, we describe our approach to data collection, data cleaning, and analysis.
Our methodology consisted of two phases: First, we applied machine learning tech-
niques to identify different features and perspectives mentioned in the user reviews for
both teens and parents, as well as the sentiments and opinions associated to these
features. Second, we classified these reviews based on the extracted features. Table 1
shows all of the app used in the analysis. For each app reviewed contained more than
one review, and the total number of reviews is included in the table as well.

3.1 Data Collection

We scraped publicly available user reviews on Google Play using the app review
downloading tool Heedzy1. Each review had the following attributes: (1) app name,
(2) date, (3) user name, (4) review, and (5) rating. Ratings were numerical values
(represented as a star) given by the user, ranging from 1 = worst to 5 = best. As shown
in Table 1, a total of 29,272 user reviews for 52 apps were collected for this analysis.
No users were involved in this study and IRB approval was not obtained. We excluded
user names from the exemplar quotations shared in this paper to maintain anonymity.

1 www.heedzy.com/feedback.
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3.2 Data Preprocessing

NLTK2, a third-party library for Python for natural language processing, was used to
remove stop-words and frequently used words from each review. A MALLET list was
used to identify stop words [36]. We followed an iterative process to remove frequently
used words that would mislead our models by giving additional weight to specific
keywords. Many of these words are common in the English language (e.g., “and”,
“this”, “is”, “are”). We also removed words that appeared too frequently (e.g., “app,”
“please,” and “fix”). We note that these words suggest that users often post reviews for
developers to fix problems within the app, but otherwise, were irrelevant to this
research.

Table 1. Summary of app names and number of reviews used in the analysis

App name Reviews App name Reviews

Bitdefender 95 Dashboard 117
Cerberus 3000 Board 109
Cybersafe 9 iNetClean 16
ESET 84 Parental Control 145
SecureKids 13 Familoop 38
Funamo 555 Launcher 17
Kakatu 114 PhoneWatcher - Mobile Tracker 314
KIDOZ 2113 Qustodio 996
Kids Place 3000 Ranger Pro Safe Browser 42
Kidslox 50 Remote Control 50
Kids Zone 490 ReThink - Stops Cyberbullying 121
MamaBear 465 Safe Browser 634
McAfee 312 Safe Browsing 222
MMGuardian 1060 Screen Time Companion App 2935
Mobicip 413 Screen Time 3002
Mobile Fence 2103 SecureTeen 2605
Net Nanny 646 Securkin 9
Norton Family 922 ShieldMyTeen 609
NQ Family Guardian 198 TeenSafe Child 132
Land of Kids 23 Trackidz 52
Xooloo 47 SafeKiddo 57
Web Blocker 98 TangTracker 32
Mobile Security 33 SURFIE 11
shieldMyTeen 609 Safe Kids 3
Parental Control and Locator 3 Privacy Camp 3
Block 6 Family Safety 8

2 www.nltk.org.
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3.3 RQ1: Classifying App Review Authors

We employed a rule-based classification technique to extract rules for both parents and
teens reviews based on research conducted by Ghosh et al. [6]. This helped in mapping
the attributes of a review with a parents/teen label. A rule set consists of multiple rules
Rs ¼ fR1;R2; ::;R1n}. For example, in teen reviews, attributes such as “my parents”,
“my mom”, and “my dad” were identified. For parents, “my teen”, “my son”, and “my
child” were key attributes. We used these rules to establish ground truth for classifying
the authors of these reviews. After classification, we extracted different linguistic
features for each group. These features can be represented as collections of words or a
set of variables categorizing a specific context [37]. We then added Term Frequency-
Inverse Document Frequency (TF-IDF) vectorization to identify other important fea-
tures that represent the parent and teen classes. These features served as predictors for
the model to classify authors of app reviews.

3.4 RQ2: Understanding Themes in App Reviews

We represented each review as a bag-of-words, using n-grams as features [38].
N-grams can capture groups of words in each review that may represent some patterns
or important features. Relevant examples of useful 2-grams include “keep track”,
“sucks worst”, and “parents allow.” This enabled us to build a text corpus to test
against the full dataset for extracting latent themes. We tested this corpus against six
common machine learning algorithms. Tables 2 and 3 show the performance accuracy
for both N-grams and Topic Modeling, the mean absolute error, as well as a com-
parison of the confusion matrices for each of the 5 classifiers.

Next, we used topic modeling, specifically the latent Dirichlet allocation algorithm
(LDA) via MALLET, to extract the hidden semantic structure for both parent and teen
reviews [39]. Topics are collections of word tokens which represent the context of the
analyzed text. MALLET identifies the most relevant topic for each review by con-
verting collection of text to features.

Table 2. Performance accuracy of N-grams and topic modeling

Algorithm Accuracy Mean
absolute
error

NG TM NG TM

Logistic Regression 0.73 0.59 0.48 1.08
K-Nearest Neighbors 0.67 0.57 0.74 1.08
Classification and Regression Trees 0.64 0.52 0.70 1.51
Naive Bayes 0.73 0.53 0.51 1.33
Support Vector Machines 0.53 0.53 1.35 1.32
Neural Network 0.68 0.63 0.58 0.93

8 T. Alelyani et al.



The LDA algorithm is a generative statistical model often applied to discrete data
such as text corpora and is used to categorize texts from a document to a specific
category. Textual features are then transformed into numerical representations that can
be processed efficiently. HCI research has increasingly begun use of topic models [40–
42] to explore and make sense of large-scale text data in conjunction with qualitative
inferences from topic models, particularly from online communities. This allows us to
understand what influences how parents and teens administer a given rating. We used a
common convention of selecting the number of topics that represent 80% of the overall
variance to set the number of topics for each group [5, 42]. Tables 4, 5, 6 and 7 show
the extracted topics with respect to the followings:

(1) An exploratory analysis for both parent and child as well as apps rating, Tables 4,
5 and 6.

(2) Parent versus child and high versus low rated reviews (Low: 1–3 ratings; High: 4–5)
to understand the key differences in these reviews, Table 7.

4 Results

4.1 Examining Apps Reviews by Ratings

Initially, we did an exploratory analysis across three groups of reviews irrespective of if
the review was posted by a parent or child. To do so, we classified the extracted
reviews into three groups according to their rating. Our team interpreted the results
qualitatively based on table topic models. The first group of ratings consists of reviews
with rating 1 and 2. The second group consists of reviews with rating 3 and 4. The third
group consists of reviews with rating 5.

The groups provided insights into the relationship between apps rating ranges and
the extracted topics. Tables 4, 5 and 6 outline relevant topics for each category. For
instance, Tables 4 and 5, which represent reviews with high and medium ratings,
reflect some satisfactions with the apps by both teens and parent, along with sugges-
tions for improvements. These include payment issues, user interface, installations and
blocking issues. Table 6 shows the first group, which represents the majority of
reviews - 8742 - and has the range of occurrences between 436 and 1453.

Table 3. Comparison of confusion matrix results

Algorithm Precision Recall F1 - Score
NG TM NG TM NG TM

Logistic Regression 0.69 0.45 0.73 0.59 0.70 0.48
K-Nearest Neighbors 0.59 0.51 0.67 0.57 0.61 0.53
Classification and Regression Trees 0.61 0.50 0.64 0.52 0.63 0.50
Naive Bayes 0.66 0.28 0.73 0.53 0.68 0.37
Support Vector Machines 0.53 0.51 0.53 0.53 0.37 0.37
Neural Network 0.67 0.49 0.68 0.63 0.67 0.54
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These topics were mainly reflecting users’ dissatisfactions with several apps’ fea-
tures including license, upgrading, installations as well as some compatibility issues.
For example, some of the extracted topics may reflect functionality issues as in Topic 2,
Topic 3, and Topic 4. Other topics may reflect dissatisfaction with the apps due to other
reasons mentioned earlier as in Topics 4–10. Additionally, the reported topics show
that there is a relationship between apps with low rating scores and the review themes.
For instance, Topic 3 may explain some concerns regarding apps setting or security.

Table 4. Topics on high rating apps reviews

ID Topic Occurrence

1 Play kid google found pretty turn block 263
2 Browser monitor internet mode safe text content sites 338
3 Device settings password stars working uninstall issue blocking 395
4 Kids add option make feature works nice pay problem 457
5 Screen love son year day home button times 489
6 Time control set tablet parents limit children parental 490
7 Good daughter update games location days show awesome 559
8 Free works web phones find stars website trial 650
9 Great work features easy android version track install service 745
10 Phone child access kids lock back blocked things usage installed 808

Table 5. Topics on medium rating apps reviews

ID Topic Occurrence

1 Year free worth make download pay blocked trial 589
2 Access device android installed lock block put feature monitoring 815
3 Kids play games phones things bad hate worry tool 1071
4 Love parent son kids great usage limits tablet helps 1063
5 Parents children easy control monitor safe parental internet online web 1589
6 Time screen set limit tablets tablet day chores tasks school 1794
7 Control devices recommend highly found amazing reviews lot 1559
8 Phone child daughter track mind content thing peace location block 2042
9 Great good works features work job happy nice needed 2479
10 Kid settings back perfect awesome home life mobile 2315

Table 6. Topics on low rating apps reviews

ID Topic Occurrence

1 Tablet great update son working support year internet 436
2 Child block access sites lock parent blocks porn 534
3 Work uninstall stupid works deactivate chrome useless 654
4 Settings screen browser mode android open home website 811

(continued)
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4.2 Distinguishing Between Parent Versus Child Reviews

To address RQ1, we ran three different classifiers on the data set to determine which
worked best to classify parent and teen reviews. Table 2 shows the results of Naïve
Bayes (NB), Support Vector Machines (SVM), and Neural Network (NN) to predict
whether a review was entered by a teen or parent. Based on the extracted N-Grams
features, the output depended upon whether or not the model estimated the right class
(parent or teen). There were 10 reviews and each review were associated with the top
three topics. The scores represent the weight these topics have within each review, so
they can be used later on to build our models. To train our proposed models, we used
80% of the dataset for training and 20% for testing on 29,272 reviews, and we reported
the results on 10-fold cross validation. We analyzed the results from the accuracy
measure for each classifier. Naïve Bayes (NB) produced the highest score having
correctly classified 75% of the reviews. The Support Vector Machines (SVM), which
has been described as an outstanding classifier in the context of text classification,
achieved a 72% accuracy measure [43–45]. Neural Network (NN) produced the worst
results with an accuracy measure score of 69%.

The reported findings illustrate that the extracted features by N-Grams technique
contributed in identifying parents’ reviews from child reviews. From our analyses,
parents’ reviews were associated with concerns including functionality issues, sug-
gestions for improvement and cost issues. Some of these features include “monitors
usage including”, “google play doesn’t”, “support unable”, and “app reason rooted.”

Child reviews were mostly expressing frustration toward their parents. For instance,
some of the extracted features for teens include negative sentiments regarding the
parental control apps installed on their devices explicitly mentioned their parent or
parents. Examples include “even stupid parents”, “people creating disgusting”, “hate
parents”, and “dislike dad put.”

The coherence of our analysis shows how well the extracted features by N-Grams
can be contributed to improving the performance of the proposed models. In other
words, parents and teens features may have shared a common theme within each group
which led to the increasing of the models’ performance accuracy. Additionally, reviews
written by either group may reveal that concerns are centered around specific type of
issues. A more thorough research of parental control apps can provide an array of clues
to providing future strategies for apps designers.

Table 6. (continued)

ID Topic Occurrence

5 Kids hate parents bad install version control games 771
6 Good back times uninstalled buy change delete star location 721
7 Play google download give features people stars sucks 974
8 Time device password account set waste devices reset found problem 1010
9 Phone won kid thing daughter locked longer call 1408
10 Lifetime free license pay money email make trust trial years 1453

Examining Parent Versus Child Reviews of Parental Control Apps 11



Our findings show that the both models, (NB) and (LR), substantially outperformed
the other models. This finding confirmed previous studies’ conclusions that NB is an
outstanding classifier in text classifications [45]. K-Nearest Neighbors (KNN) and
Neural Network (NN) scored 63% and 68%, respectively. Support Vector Machines
(SVM) and Classification and Regression Trees (CART) produced the lowest perfor-
mance in accuracy scoring 53% and 64%, respectively.

On the contrary, we observe low accuracy measure on topic modeling results co
pared to N-Grams results. For instance, LR and NN scored 59% and 63%, the highest
performance with higher MAE 1.08 and 0.93, respectively. A discrepancy between the
calculated performance for N-Grams (NG) and Topic modeling (TB) can be explained
by the text length where classifiers tend to perform better on shorter text. KNN scored
57% on accuracy for both techniques. NN and LR scored the highest a curacy for Topic
modeling. KNN produced 57% in accuracy compared to lower accuracy when it is
applied on N-Grams. Finally, CART, SVM, and NB produced the worst accuracy with
low variance among each other, 52% and 53%. This finding confirms previous research
findings that Naïve Bayes is very sensitive to the dataset [43].

Table 3 shows Precision, recall, and F-measure of each proposed classifier. We
compared the results when using N-grams and Topic Modeling as different techniques
for features extraction. As explained earlier, N-Grams produce short text containing
2–3 words. In contrast, topic modeling produces different topics where each topic
consists of several words. We experienced a high discrepancy between the two results
produced by N-gram and topic modeling. In N-Grams, we achieved the highest pre-
cision of 69% and highest recall for LR. NN achieved the second highest precision
67% and 68% in recall. NB performed 66% and 73% in precision and recall. Finally,
KNN, CART, and SVM range between 53% and 61% for Precision and between 53%
and 57% for recall.

Our N-Grams classifiers performance seems promising given the experienced
limitation in the extracted reviews. For instance, teens’ reviews tend to be very short
compare to parents’ reviews which can be hard for classifiers to identify the correct
pattern. Additionally, some apps had a larger number of reviews compared to others.
Consequently, high variance can be achieved within the dataset which can diminish the
classification accuracy. The other category was performed on topic modeling achieved
the range between 45% and 59% for precision and recall in the following classifiers:
LR, KNN, CART, and SVM. NB reported the lowest precision 28%. Finally, we
investigated the misclassification issues in the topic modeling analysis and found that
the variability of the used vocabulary by different users can be a significant factor in
achieving lower scores in precision and recall. This finding of the low precision and
recall in topic modeling is consistent with previous study [46].

4.3 Contrasting Parent Versus Child Reviews

To understand the different themes expressed in the reviews by parents and teens
(RQ2), we compared the results of N-grams and Topic Modeling as different tech-
niques for features extraction. As shown in Table 7, we then generated topics based on
parent versus child and high versus low rated reviews (Low: 1–3 ratings; High: 4–5) to
understand the key differences in these reviews.

12 T. Alelyani et al.



Latent themes emerged from the data to reveal differences between parent and child
reviews. The topics demonstrated a relationship between apps rating scores and the
review themes for both parents and children.

Table 7. Parent and child topics under high and low app rating.

Parents: High Ratings
1. Phone, app, games, chores, times, earn,

daughters, knowing, downloaded, 
amount

2. Time, limit, usage, tasks, limits, helps, 
track, extra, helped, helpful

3. Apps, access, devices, give, year, lock,
tablets, web, content, ability

4. Daughter, good, works, found, free, 
home, find, check, perfect

5. Son, tablet, app, love, mind, online, 
settings, manage, peace, keeping 

6. Phone, child, safe, play, don, things, 
children, block, phones, worry

7. App, children, internet, recommend,
highly, activity, problem, happy, add, 
service 

8. App, child, great, parents, parent, 
device, features, feel, android, protect

9. Control, monitor, easy, great, work, 
make, installed, parental, feature, love

10. Kids, screen, set, ve, day, school, long, 
hours, back, put

Child: High Ratings
1. Works, hate, screen, games, day, year, 

bad, isn, website, sad
2. Dad, installed, things, doesn, happy, 

im, date, helps, lol, block,
3. App, recommend, lot, homework, likes,

mind, step, helped, likes, heck, under-
stand

4. Tablet, play, limit, make, playing, life
brother, glad, delete, quot

5. Love, kids, years, kid, device, find, teen 
nice, downloaded, control,

6. Phone, kid, stop, thing, found, hope,
won, addicted, cousin, face

7. Good, mom, great, loves, apps, spend 
dang, fix, world, back

8. Parents, don, put, pretty, settings, 
usage, didn, airplane, setting, review

9. Time, safe, made, hour, track, mobile, 
control, change, manage, tab

10. App, child, work, password, deleted, 
give, blocked, mad, hey, feature

Parents: Low Ratings
1. Time, son, good, day, useless, hours, 

password, application, change, show
2. App, doesn, games, parent, mode, buy, 

allowed, blocking, sites, kid
3. Child, great, blocked, home, place, 

open, site, videos, button, received
4. Device, uninstall, times, back, google, 

trial, don, message, log, find
5. App, update, working, free, data, year, 

features, school, monitoring, stopped
6. Son, work, location, give, settings, 

days, norton, pay, android ll
7. Apps, tablet, works, won, screen, 

control, play, account, phones, fix
8. Children, access, installed, kids, block,

worked, monitor, stars, make, problem
9. Phone, put, don, locked, service, call, 

thing, email, long, issue
10. Daughter, quot, set, lock, support, ve, 

version, paid, didn, samsung

Child: Low Ratings
1. Parents, don, sucks, people, school, 

friends, makes, anymore, youtube, talk
2. Life, child, privacy, thing, children, 

feel, hour, parent, app, text
3. Hate, download, stuff, horrible, per-

son, net, wont, great, forever, times
4. Kids, apps, blocked, good, control, 

screen, freedom, block, things, stop
5. Time, dad, stupid, doesn, made, unin-

stall, work, worst, easy, game
6. Phone, put, parents, day, hours, mak-

ing, gonna, dumb, unlock, set
7. App, quot, trust, play, install, dont, 

delete, lot, teen, ve
8. Kid, tablet, im, games, won, make, bad,

downloaded fix, internet
9. Mom, device, settings, blocks, google, 

mode, safe, watch, teens, volume
10. App, password, installed, kid, give, 

minutes, didn, star, stalking, back
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High parental ratings accounted for 54% of reviews. Parent reviews tended to range
from one complete sentence to more than 5 sentences. Positive reviews focused on the
app’s ability to protect the online safety of their child. For instance, one positive review
explained, “I can monitor everything my son does.” Low parental ratings accounted for
17% of reviews. Negative reviews were associated with concerns such as functionality,
installation, licensing, and cost. In one example, the parent wrote, “Keeps crashing after
update making my phone unusable because it takes forever to get the program to close
and you are locked out of everything.”

In contrast, child reviews tended to be short sentence fragments emoting anger and
frustration towards their parent. High child ratings represented only 5% of reviews. The
few positive reviews from children showed that they appreciate some of the app’s
features. For instance, one child explained, “I’m 9…with kid search it has kid friendly
things that work for my age! Keep up!.” These reviews also suggested that some
children understood their parents’ concerns regarding their safety and the negative
effects of technology overuse. Keywords such as “safe, help, addicted” appeared in
several topics. Low child ratings comprised 24% of the reviews and included emotional
charged words, such as “Hate it,” “F you,” “sucks,” “stupid,” “dumb,” and “bad.”
Topics in this group often reflected a child’s frustration regarding privacy violations by
their parents and limits on their freedom.

These quotes highlight how teens are not satisfied with the apps being installed on
their devices. On the other hand, parents expressed satisfaction or positive feedback.
For instance, “safe online remote” and “Good app children” may explain a positive
experience with an app’s features. Table 4 contains examples of the extracted topics
using LDA for common parent and teen topics from high and low rating reviews.

5 Discussion

5.1 Parents and Children Write Reviews in Different Ways

Our analysis addresses the parent and teen communities’ perspectives on parental
control app reviews which range from enjoyment and satisfaction to sadness and
displeasure. Parents reviews are largely found to be long and complete, varying in the
range of one complete sentence to more than five sentences. For instance, one complete
sentence may explain an app’s feature, “I can monitor everything my son does.”
Complete reviews of an app with a 5-star may highlight elements that the developer has
designed well, for instance:

“I can now let my son uses my phone without worrying if he is going to get into something he
shouldn’t! I also love how easy the app was to set up! I cannot recommend this highly enough
for anyone that has children or works around children.” – Parent, Parental Control by
Familoop, 2016.

This parent praised the apps ability to alleviate their worries about what their son
was looking at on his phone. Furthermore, it indicates that the app was easy to set
up. The parent is happy with the effectiveness of the app and its initial usability. Thus,
effectiveness and ease of use are elements that will engender a positive experience in
parents and should be noted by developers.
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Parental reviews with a 1-star rating often remark on their dissatisfaction with the
app. These types of reviews tend to be longer given that the parent may want to justify
their rating, for example:

“I have had sooooooo many issues with this application! It has week days/ends mixed up, the
timer doesn’t work properly with games, it’s a day behind in its reporting, etc. Those issues I
have come to live with because at least it blocks inappropriate apps. NOPE! The last straw was
when I found out today that my son has FULL access to the Internet even though I have it all
blocked with this app. I’m talking FULL ACCESS! PORN GALORE! Do NOT trust this
application!” – Parent, ESET Parental Control, 2016.

This example demonstrates the types of frustrations a parent may have using par-
ental control apps. Simple UI elements like the calendar and timers are misfunctioning.
This may be indicative of two scenarios. In one, the app developer lacked adequate
quality controls and shipped a product that is malfunctioning. In the other, the apps
usability may not be intuitive or learnable enough for parents of various technological
backgrounds. Distinguishing between parent and teen reviews may help inform
developers on how to design effective UI elements for both parent and teen users. New
designs can then be user tested by parents and teens separately to ensure that the needs
of both user groups are being met.

While these reviews suggest that parents are eager to share their positive and
negative experiences, they tend to not share their teens frustration or displeasure.
Positive reviews by teens accounted for only 5% of the total reviews, compared to 54%
by parents. This suggests that teens are having fewer positive experiences with the
parental control apps. Indeed, teen reviews often feature expressions of anger related to
restrictive features. Some examples include short descriptions such as “Hate it”, “F
you”, and “Cuz I am child”. However, teens also admit that control apps can be helpful,
but some features should be improved:

“I am a kid. I used to be on my phone all the time but this app got me up and out. Now though,
it glitches and says I’ve been on my phone for 11 h when I only play on it on the bus, which is
an hour max. It also doesn’t let me respond to texts when time is used up. I also cannot get on
contacts without having my parents unblock it. Still is a great app though. Hope this glitch will
be fixed soon”. – Teen, Screen Time Companion App, 2015.

In addition to expressing their frustrations with the control app’s restrictions, reviews
by teens were found to be shorter than those of their parents. Despite their shortened
length, however, these shortened reviews may reveal additional security concerns not
initially considered by the developers. For instance, in the quote below, the teen high-
lights the possibility of their parent’s phones being stolen. Criminals with access to the
parent’s phone may also have access to critical information regarding their teen.

“Freaking hate this. It’s bullshit. My parents are hacking me. No one get this all. It’s more safe
without it. Imagine if some one got hold of their phones. It’s bullshit.” –Teen, Secure Teen
Parental Control, 2015.

One review revealed that parental control apps can contribute to the increased toxic
relationship between teens and their parents, while also exacerbating other social issues:
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“Im 15. my dad got this app just to limit time on my phone. I have no problem with that and i
agree that i use my phone too often. but how you can restrict apps is the worst. i could have a
really nice conversation with a new person i met at school. not anymore. i have a social
problem and texting helps me talk to people. well now im screwed. my friends dont want to text
me anymore because they know my dad can see my messages. I am not even gonna start on not
having a wifi signal because its such bullshit…” –Teen, Screen Time Companion App, 2015

This review suggests that teens may be understanding of the parent’s desire to
control their mobile phone usage but disagree to the extent to which their behaviors are
restricted. This not only creates tension between the teen and the parent, but also limits
the teen’s ability to socialize according to current conventions of their age group. The
latter may lead to a sense of alienation. Understanding the needs and desires of teen
mobile users could potentially avoid this conflict by way of curating restrictions based
on the varying interpersonal dynamics of parents and teens.

In general, our results show that teens were open to communicate and share their
frustrations where it seems like there is a lack of communication with their parents
when it comes to privacy issues. Teens demand privacy and more autonomy as they
feel more restricted and disclosed by installing these apps.

5.2 Reviews Reveal Relational Tensions Between Parents and Children

Topic modeling revealed additional insights into the relationship between the extracted
features and app rating. The three groups in topic modeling, Tables 5, 6 and 7, show
different patterns for low, medium, and high rating apps. For instance, low rating apps
tend to be mostly negative and include keywords such as mom, dad, block, hate,
privacy, horrible, stupid, and ruin. Many of these keywords represent teens expressing
their anger and irritation regarding the apps. Some of these keywords such as ‘block’ or
‘blocked’ occur in low rating reviews by both parents and teens.

However, in light of the explicit quotes examined in Sect. 5.1, it is likely that these
words are being used by each group differently. That is, parents are going to use the
word blocked in a negative review if the app failed at blocking the teen’s mobile usage.
Whereas a teen is likely to use it in a negative review when it successfully blocks their
access. Topics in high rating apps are similar between both user groups with keywords
such as ‘help’ or ‘helped’ and ‘safe.’While tensions are likely to occur between parents
and teens, in many cases the app was able to help the family solve problems regarding
their safety and that these safety concerns were understood by both parties. It is
important, then, for developers to search for common needs that overlap between the
two user groups to design effective solutions.

These findings have implications beyond classifying parent and teen reviews based
on their linguistic factors. In many cases, topic modeling revealed that the underlying
themes within the reviews went beyond a description of the app, its features, or its
performance. Instead, reviews were often an expression of the relationship between
parents and teens as mediated through parental control apps. Thus, the written com-
ponent of a review appears far more important than a quantitative rating of app
usability, and more, a valuable signal of the underlying parent-teen relationship. Future
studies should focus on review content as an important indicator of understanding these
relationships.
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Our work is consistent with previous studies where N-Grams outperformed other
techniques due to the length of the extracted text [46]. Topic modeling and N-Grams
helped to generate some labels related to different domains including design, privacy,
license, and app costs. These types of analyses can be used to inspire designers to
embrace new communication strategies so users can be pro-active in sharing their
experience. Finally, our study found that both teens and parents are willing to explain
the reasoning behind their rating. This can be demonstrated in the three groups as each
one may represent different categories. One implication of this finding is that both teens
and parents are encouraged to communicate and share their thoughts.

These analyses are an important source of information for apps developers to
improve the quality of the developed apps. The applied techniques and generated
features assessed the model to improve the performance accuracy for the six machine
learning classifiers.

5.3 Implications for the Future Design of Parental Control Apps

Key insights that arose from our results may help us shape the future design of parental
control apps. Our results showed that parents and children liked and disliked the
currently available apps for different reasons. Although most parents were generally
positive about the apps, they were mainly concerned about apps cost, license, bugs, and
functionality issues. So, app designers need to make sure that: (1) their apps offer free
and low-cost versions, (2) apps are bug-free, and (3) they provide tech support for
parents who may not be tech savvy or intuitive help documentation.

Teens, on the other hand, posted positive reviews when they felt that the apps
helped them break addictive patterns and better manage their screen-time. However,
they more often left low ratings because of how the parental control app negatively
changed the relationship dynamic between themselves and their parents. Stalking,
restriction, and privacy were common themes among the low-rated child reviews. This
finding raises the question of how parental control apps might be designed in a way that
is more supportive of nurturing positive parent-teen relationships while still ensuring a
teen’s online safety? To do this, developers and researchers should pro-actively
embrace direct interactions with teen users for more feedback. Doing so will provide
additional clarification regarding the teen’s concerns. Teens need to have their voice
heard being a major stakeholder in the design process. What’s more, giving teens a
voice in the design process will allow for the development of parental control apps that
respect a teen’s need for autonomy and privacy, while providing security that parents
seek. This can benefit the teens’ mobile experience while also facilitating more positive
relationships between teens and their parents.

5.4 Limitations and Future Research

Several limitations should be considered while interpreting the reported results. First,
our topic modeling Parameter K were set to be 10, based on common convention
derived from our observation of each group’s size. This result can change in the case of
different parameters. Second, our analysis was based on 52 parental control apps found
on Google Play with large variance of the number of reviews for each app. Finally, the
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extracted reviews for teens were small compare to the parents’ reviews, so results could
differ in future studies with more teen reviews. Therefore, we suggest that future
research consider validating the generalizability of our findings across different plat-
forms (i.e., iOS) and a wider range of adolescent online safety apps to see if the patterns
we uncovered hold in these new contexts. We also encourage social computational
researchers to work with qualitative researchers to find synergistic ways to meaning-
fully analyze large data sets from the strengths of both perspectives.

6 Conclusion

Our N-Grams and Topic Modeling analyses revealed new insights into the relationship
and tensions. These analyses are an important source of information for analysts and
apps developers to improve the quality of the developed apps between parents and
children by applying computational methods to parental control app reviews. A key
contribution of this work is that we integrated domain knowledge into computational
models for empirical validation at a reasonable scale. Yet, these findings have impli-
cations beyond classifying parent and child reviews based on their linguistic factors. In
many cases, topic modeling revealed that the underlying themes within the reviews
went beyond a description of the app and its features or performance, and more towards
an expression of the relationship between parents and teens as mediated through par-
ental control apps. Thus, reviews seem to be far more important than a quantitative
rating of app usability and more, a valuable signal of the underlying parent-teen
relationship. These insights can be used to improve parental control app design, and
therefore the user experience of both parents and children.
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Abstract. Social media has significantly transformed the way we communicate
with each other. It is now possible to let the whole world participate in one’s
own life, thus having the opportunity to easily create one’s own personal brand.
In this study, we aim to explore the factors of successful personal branding
activities on social media. The present paper aims to find out which aspects of
personal brand identities are communicated on social media and how they affect
user interaction. More particular, we look at the communication activities of five
popular female musicians on the social networking site Instagram. Due to its
emphasis on visuals (images and short films), Instagram is particularly suitable
to analyze personal branding activities to find out why some individuals excel in
creating their personal brand. From a theoretical perspective, this study con-
tributes to the fields of personal branding and social media. From a practical
perspective, this study provides important insights for social media managers,
artists, and everybody who is interested in building a strong personal brand on
social media.

Keywords: Social media � Personal branding � Brand communication �
Personal brand identity

1 Introduction

Social media has significantly transformed the way we communicate with each other
[1]. It is now possible to let the whole world participate in one’s own life, thus having
the opportunity to become one’s own brand more easily. Although the concept of
personal branding is not entirely new [2], it has become increasingly relevant in the
digital age. Once considered a marketing tactic especially for celebrities [3] or per-
sonalities from business and politics, social media applications have allowed personal
branding to become a significant opportunity for anyone willing to fascinate the online
community [4]. Moreover, for a long time the creation of an appealing personal brand
as well as the communication of it was associated with great effort and with high
financial expenses. Today, social media offer a fast and more cost efficient opportunity
to create and maintain a personal brand [5].
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Similar to the more widespread idea of product branding, self-branding begins by
defining a distinct brand identity before actively communicating it to the targeted
market in order to achieve a specific goal, such as gaining employment, establishing
new friendships, or as a way for self-expression [4, 6]. Despite the growing importance
of the self-branding phenomenon –especially on social media– there is surprisingly a
lack of studies that deal with the how of personal branding and that consider the special
circumstances of the fast-changing online environment [5].

Thus, in this study we aim to explore the factors leading to successful personal
branding activities on social media. The present paper aims to find out which aspects of
personal brand identities are communicated on social media and how they affect user
interaction. More particular, we look at the communication activities of five popular
female musicians on the social networking site (SNS) Instagram. Due to its emphasis
on visuals (images and short films), Instagram is particularly suitable to analyze per-
sonal branding activities to find out why some individuals excel in creating their
personal brand.

2 Theoretical Background

2.1 Social Media

Kaplan and Haenlein [7] define social media as Internet-based applications that provide
users the opportunity to create, exchange, and share content using the technological
foundations of Web 2.0. Social media includes a variety of different formats, such as
blogs, corporate discussion forums, and chat rooms, product or service reviews from
users and various social networks [8]. Individuals do not only interact with each other,
but can also directly reach out to companies or other organizations [9]. The inherent
interactivity of social media applications thus offers individuals and newly formed
interest groups the opportunity to share, develop, discuss and modify content they have
created themselves [10].

Of course, companies have already recognized the enormous potential of social
media for their marketing purposes, [1] such as brand communication [11], customer
relationship management [12], or product marketing [13–15]. Felix, Rauschnabel and
Hinsch [16] define social media marketing as an interdisciplinary and cross-functional
concept, which mainly (often in combination with other communication channels) uses
the platforms of the social web to achieve corporate goals by creating value for various
interest groups. SNS like Facebook, Instagram or Twitter have become particularly
important for companies since they accumulate a huge amount of potential customers
[17]. SNS allow companies to create an online presence to reach out to their target
audience at relatively low cost to provide them with information about their products
and to develop a strong relationship with their customers [7]. However, the possibilities
social media offer to create a strong brand are not only limited to companies or
organizations. On the contrary, it is now more than ever also possible for “regular”
individuals to seize all the opportunities social media offer in the same way.
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2.2 Personal Branding

The traditional notion of branding mainly focused on organizations and/or products
[18]. Contrary to this traditional view, Peters [2] introduced the idea of personal
branding. He describes a person’s personality as a ‘human brand’ that can be formed
and communicated to others [2]. Montoya and Vandehey [19] see personal values,
skills, and actions as the core of the personal brand. Similarly, Schwabel [6] under-
stands the goal of personal branding as the expansion of one’s own existing personality
into a brand rather than the change of one’s own personality to correspond to a desired
brand image. Rampersad [20] describes personal branding as the sum of personal
marketing activities to create a consistent external image with the ultimate goal of
creating publicity. Accordingly, Hood, Robles and Hopkins [21] define personal
branding as the dissemination and promotion of one’s own abilities and individual
strengths in the sense of a classic product using integrated marketing communication.

Even though the idea of product and personal branding may sound similar at first,
they differ in various respects. The biggest difference between corporate brands and
personal brands lies in their development process. Whereas product brands are
developed based on an existing demand and identified target group preferences, the
creation of a personal brand is predetermined by innate personal traits that lie within an
individual. Personal brands are therefore more likely to change over time than if they
were created from scratch [22]. Consequently, Leland [23] describes personal branding
as a continuous stream of small developments instead of a series of drastic
modifications.

And yet, the process of personal branding has a lot in common with traditional
product branding. A comprehensive self-reflection and self-evaluation of one’s own
strengths and particularities are regarded as the starting point for the creation of a strong
brand [24]. Subsequently, unique and valuable characteristics must be emphasized to
allow differentiation from the competition. At the same time, however, these charac-
teristics must also be relevant and important for a certain target group [25]. In sum-
mary, all successful branding activities include the core activities of analyzing and
communicating individual strengths as well as highlighting their uniqueness for a
specific target group [26].

A special category of personal brands are the so-called “celebrity brands”. The idea
of using the popularity of celebrities and tuning them into (human) trademarks is not
new and has a long tradition in theory and practice. Due to their special role as
individuals in the public eye, celebrities are admired by their fans and serve as
“landmarks” for their own way of living [27].

Although celebrities have already been the subject of various scientific studies
[e.g. 28–30], the concept of having a celebrity status, i.e. conceptualizing what exactly
the characteristics of a celebrity are, have surprisingly attracted less attention. In an
early study, McCracken [31] describes a celebrity as part of a social elite, which is
gaining popularity primarily through public relations in the form of press articles or TV
appearances. In the marketing literature, research mainly focused on the idea of using
celebrities as brand ambassadors for product brands [32, 33]. Thomson [34], however,
argues that public figures or celebrities represent brands themselves, since they (1) can
be professionally managed and (2) also have characteristics of traditional product
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brands. Similarly, Close et al. [18] as well as Rindova, Pollock and Hayward [35] do
not see any differences between celebrities and traditional brands as they also can be at
the center of planned marketing activities with the aim of attracting public attention.

More recently, studies have emphasized the importance of simultaneous self-
presentation on a variety of media channels as a central element in creating celebrity
brands [36]. Since the emergence of the Internet, communication possibilities for self-
portrayal have changed dramatically, certainly making it easier to be omnipresent on a
variety of different media formats. Thus, the number of people who are considered
“famous” is steadily growing [37], because social media and better access to a wider
range of communication channels in general have made it much easier to achieve
“celebrity status” these days [38].

2.3 Brand Identity

The creation of a unique and recognizable identity as well as its authentic communi-
cation are considered central success factors for a brand [39]. Through direct interac-
tion on social media, brands can build a strong identity and can therefore establish an
emotional bond that makes consumers feel strongly connected to them [40]. Thus, it is
worthwhile to investigate how individuals can leverage social media to create a strong
brand identity.

Aaker [41] defines the personality of a brand as the set of human characteristics
primarily associated with a brand. It was also Aaker, who, based on the Big Five
personality traits [see e.g. 42], developed the Brand Personality Scale (BPS) with five
core brand personality traits: sophistication, excitement, competence, sincerity, and
ruggedness (later also rudeness) [41]. The first dimension of the brand personality,
sophistication, refers strongly to the representation of outer beauty. A further expres-
sion of the brand identity is the category excitement, which generally describes the
presence of energy and activity. Competence is described, among other things, by the
characteristics successful, intelligent and trustworthy and, similar to sophistication and
excitement, is regarded as a personality trait with positive associations [43]. Sincerity is
characterized by the attributes down-to-earth and honest. Honesty has already been
identified in various studies as a central factor in building trust between a brand and the
consumer [44]. The last category, ruggedness, is described by the attributes outdoorsy
and tough and is considered as less important compared to the other attributes of the
brand identity [41].

As already mentioned, individuals can also have a distinct brand identity that can be
professionally marketed [34, 45]. Moreover, a strong brand identity is generally
regarded as an important factor in distinguishing oneself from the competition [46].
Based on the growing importance of social media for personal branding activities, two
questions arise: (1) How can individuals use SNS to communicate their own personal
brand identity, i.e. which characteristics of their brand identity are particularly high-
lighted; and (2) which of the shared content generates the greatest user interactivity?
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3 Methodology

We chose the popular photo-sharing SNS site Instagram (www.instagram.com) for our
study due to its increasing significance for modern marketing and its particular suit-
ability for personal branding activities [47, 48]. In order to answer the research
questions, we first analyzed the most popular Instagram profiles. The profiles were
selected based on the number of followers indicating the status and impact of an artist
on social media [49]. Our initial analysis revealed that ten out of the 25 most successful
Instagram profiles were female musicians. After excluding profiles that were not active
during our period of analysis or that showed unconventional communication patterns
(e.g. posting identical pictures multiple times) and in order to ensure a manageable and
homogenous sample, we based our analysis on five Instagram profiles of popular
female musicians: Demi Lovato, Jennifer Lopez, Katy Perry, Miley Cyrus, and
Tylor Swift.

All profile contents were collected, categorized, and coded over a period of three
months from January to March 2018. Overall, data collection resulted in 470 posts
across all analyzed profiles. From the 470 posts, 114 posts (24%) were contributed by
Demi Lovato, 148 posts (31%) by Jennifer Lopez, 73 posts (16%) by Katy Perry, 122
posts (26%) by Miley Cyrus, and 13 posts (3%) by Taylor Swift. For each post, we first
examined whether the post was an advertisement post (e.g. for a certain product or an
upcoming tour) or a regular Instagram post (e.g. picture without any reference to a
commercial product). We excluded that advertisements from our analysis and contin-
ued to explore the regular posts to further find out about the brand personality char-
acteristics of the artists. In a first step, we conducted free analysis based on a short
description of the shown picture. In a second step, we categorized the posts into the
deductively derived brand traits based on Aaker’s [41] brand personality scale:
sophistication, sincerity, competence, excitement, and rudeness.

4 Results

From our analyzed 470 posts, 132 posts (28%) clearly communicated an invitation to
buy or at least to use a commercial offering (for example the invitation to watch a TV
program that features the artist or the invitation for the upcoming world tour of the
artist). The remaining 338 posts (72%) contained cues related to the artists’ personal
brand identities and served as our final sample.

We found each of the five personality traits in communication activities of the
artists. However, the occurrence of them differs considerably. For an overview of the
different personality traits across the artists, please see Fig. 1.

In particular, our findings show that the most frequently communicated personality
trait is sophistication (50%). Accordingly, the category sophistication highlights the
physical appearance of the person. Figure 2 shows an example of a post that displays the
personality trait sophistication. Moreover, our findings show that within the brand trait
sophistication, the sub attributes beautiful and attractive are the most communicated
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ones (each 93%). Additionally, the artists also communicate the sub attributes sexy
(71%), stylish (63%), and glamorous (52%). However, the attribute cute is hardly
communicated by the artists (8%).

The second most communicated personality trait is excitement (45%). Findings
show that the most communicated sub categories of the excitement personality trait, are
dynamic (72%), exciting (83%), and good energy (93%).
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Fig. 1. Distribution of personality traits across the artists

Fig. 2. Example for sophistication personality trait [50]
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Moreover, results show that 33% of the posts communicate the personality trait
sincerity. The most conspicuous feature within the personality trait sincerity is the
accumulation of the subcategory can identify with (100%). All coded contributions
communicate this subcategory. This allows the conclusion that the representation of
everyday activities, but also universal values such as family and friendship constitutes
the most important component within this category. With 97%, the subcategory
compassionate, i.e. the showing of compassion and sympathy, is also represented with
above-average frequency. The attributes sincere and good listener can be found in 50%
of all contributions, while the characteristic trustworthy (34%) plays a rather subor-
dinate role. Figure 3 shows an example post of the personality trait sincerity.

The personality trait competence is communicated by 8% of the posts. Within this
personality trait, artists most often communicate the subcategories experienced (96%)
and successful (61%). The subcategory intelligent (43%) is also still presented very
frequently, while the subcategory interesting is only communicated in 32% of the posts
that communicate competence. Even though competence generally receives less
attention, the presentation of professional competence or experience in one’s own field
as well as achieved successes are important for personal brands. Only one post con-
tained the personality trait rudeness (0.3%).

To gain further insights which posts generated the greatest user interaction, we first
analyzed the three most successful posts (measured by the number of “likes”) for each
of the five artists. Findings show that a clear majority of the most successful posts (ten
of the 15) focus on “self-portrayal” (i.e. showing portraits or full-body photographs of
the artists). Other communicated key themes, such as “family and friends”, “backstage
insights” or information about the artist’s personal “interests and hobbies” have
attracted considerably less interest and therefore achieved far fewer likes. Regarding
containing brand personality traits, we find that 80% of the most successful posts
contain the personality trait sophistication and 33% reflect the category excitement.

Fig. 3. Example for sincerity personality trait [51]
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In addition, we analyzed the three most successful posts regarding their number of
comments of four of the five artists (one of the artists disabled to comment function).
Similar to our other findings, results show that 67% of the most commented posts fall
into the category “self-portrayal”. Moreover, 92% of the posts contained the person-
ality trait sophistication and 25% the personality trait excitement.

5 Discussion

5.1 General Discussion

The aim of this study was to identify how personality traits are communicated on social
media by successful personal brands. There exist only a few studies examining brand
identities of celebrities such as writers [52], athletes [53], or politicians [54]. Despite
the growing importance of digital communication activities, there is still a lack of
studies that deal with personal branding activities on social media. From a theoretical
perspective, we therefore contribute to the fields of personal branding and social media
by shedding light on how successful personal branding on social media takes place.

Our findings show that the analyzed artists mostly communicate the brand per-
sonality traits sophistication and excitement and that both characteristics lead to high
user interaction. In that context, visual appearance and a positive attitude seem to be
central factors in order to create a strong personal brand. These findings are consistent
with existing research in the field of personal branding. For example, Lunardo et al.
[55] see sophistication as the main characteristic of an attractive personal brand.
Moreover, Choi and Rifon [56] state that external attractiveness (sophistication) is the
primary determining factor for successful personal brands. Besides that, previous
studies identified the personality trait excitement as one of the most valued personality
traits of both product brands and personal brands (e.g. [57]). This study contributes to
the ongoing discussion by showing that the personality trait excitement is also an
important characteristic of successful personal brands on social media.

Moreover, we show that the personality trait sincerity can help to build a successful
personal brand on social media. The analyzed artists often present themselves as
compassionate, lovable, and approachable persons with whom the fans can identify.

Moreover, we find that the personality trait competence can be used to build strong
personal brands. Compared to the already mentioned brand identity traits we however
find that competence seems not so important for the social media personal brand
identity. One reason for the low representation of one’s own competence could be the
artists’ aim to be close to the target group instead of clearly distinguishing themselves
from them. Fans may find it more difficult to identify themselves with attributes such as
experience and intelligence, which is why they could play a minor role in the repre-
sentation of the analyzed brand personalities.

Finally and not surprisingly, our study shows that the personality trait rudeness is
not at all relevant for presenting artists’ brand personalities on social media.
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5.2 Practical Implications

Our study provides important insights for social media managers, artists, and every-
body who is interested in building a strong personal brand on social media.

First, to build a successful personal brand on social media, users should primarily
communicate the personality traits sophistication and excitement. Sophistication and
excitement proved to be major aspects of successful personal brand on social media,
which was also clearly shown in the high user interaction. Thus, in order to increase
their popularity and user interaction, social media managers and artists should primarily
focus on communicating sophistication and excitement. Through a high level of
interaction, followers can become even closer and more emotionally attached to an
individual (or his profile), thus contributing to the establishment of a long-term rela-
tionship with the personal brand.

Second, users on social media should avoid communicating the personality trait
rudeness when aiming to build a strong personal brand. Our study shows that rudeness
does not play a role in the representation of the artists’ brand personality. It can
therefore be assumed that this personality trait is largely connected with negative
associations and is therefore avoided. Social media managers should also regularly
review their clients’ posts for potentially negative content such as rudeness, and amend
them if necessary. Therefore, it can make sense to make a “brand personality map” for
their clients in order to plan the content that should be communicated in their social
media posts. Due to the fast pace of SNS’ like Instagram, consistency and a clear brand
identity strategy help to shape a personal brand in the long run.

Third, when developing a successful brand strategy and its communication within
social media, users must be aware of possible damage to the image due to lack of
authenticity. Authenticity is crucial for positive consumer and follower reaction and
can lead to significant and irreparable damage to brand identity if insufficient attention
is paid to it [58]. Thus, it is also important to constantly monitor the reaction of social
media followers. Qualitative approaches could help to find out how communication
activities are perceived by the audience. Solely focusing on likes and comments may
not be sufficient to find out more subtle aspects.

6 Limitations and Future Research

Our study has some limitations that, however, provide possibilities for future research.
First, we used a relatively small sample from a specific industry for our study. Thus,
our findings from the music industry cannot necessarily be generalized for other
industries or other settings. Future research should examine whether our findings can
also be confirmed for other industries or whether they are also relevant for private, non-
celebrity personal brands. Furthermore, as we analyzed only profiles of female artists,
further research should investigate whether and to what extent the brand identity on
social media differs between male and female individuals.

Second, we only considered the social media platform Instagram for our study. To
gain a more comprehensive understanding on how to build strong personal brands on
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social media, research should also consider other social media platforms (e.g. Facebook
or LinkedIn) for their analysis.

Third, we focused on visual content in our study and neglected images’ captions or
texts. Here, future research should clarify how different types of information may
influence the perception of brand identities.
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Abstract. It is through social media profiles that we can express loss, find
support, and create online memorials of those who have died. Online profiles
can be a powerful medium to both create a digital memorial and to also
“communicate” with the dead. It is the communication with the deceased that is
important to consider as we strive to understand how these tools can be used in
the context of bereavement. At the same time, there are many security issues
related to data and personal information of the deceased. The various profiles
and user data we leave behind after our death can be a cause for concern from a
security perspective. Complicating this issue is not knowing where data is
located or account details and not having accounts secured. It is also problematic
when it is not known when an account belongs to a deceased user, opening the
door for exploitation. This project follows previous research on our efforts to
automatically identify accounts through SADD - A Social Media Agent for the
Detection of the Deceased. This project focuses on digital legacy issues from a
security perspective and implications to consider for various digital platforms. In
addition, we examine how social media can be used to express grief and con-
tinue bonds with the deceased.

Keywords: Digital legacy security � Thanatechnology � SADD � Profiles �
Social networks � Grief

1 Introduction

Most online activities leave “digital footprints” behind or require creating and main-
taining some form of user profile where various types of information is stored. As an
increasing number of users interact with and use social media platforms, cloud services,
streaming media, online financial accounts and more, the number of separate accounts
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each person has continues to grow. Many people have several password-protected
accounts. Some of these accounts may not be known to friends or family members.
Social media data, including postings and profile interactions, contribute to our profile
and timeline which chronicles the many activities of our daily lives. We leave a trail of
data and information in our everyday interactions with technology. Sometimes this
“trail” becomes part of our digital legacy, often unintentionally.

Social media has also influenced how we grieve as individuals are increasingly
expressing themselves online. As a Web 2.0 technology, social media allows for
dynamic interaction with other people where users can post many types of information,
such as text, video, images, and more [1]. These pieces of information can also be
thought of as “narrative bits” that describe and represent a person and their interactions
over time, essentially building a digital narrative [2]. A great deal of personal infor-
mation is posted in online profiles each day describing our lives representing who we
are while serving as a communication tool. However, what happens to this online
narrative when we die? How does this affect those we are connected with online? An
increasing amount of people are living out parts of their lives through online social
media, and as an extension, these platforms are becoming vehicles for expressing grief
and for memorialization of the dead [3].

It is through these profiles that we can express loss, find support, and create online
memorials of those who have died. Online memorial sites and profiles can take many
forms and include an array of features and content. Some of this content may be
originally posted by the now deceased when they were using the account, while other
content may have been posted by the bereaved after the person had died. Online
profiles can be powerful a medium to both create a digital memorial and to also
“communicate” with the dead. It is the communication with the deceased that is
important to consider as we strive to understand how these tools can be used in the
context of bereavement. This paper, therefore, examines how social media can be used
to express grief and continue bonds with the deceased. Following, a discussion of how
social media accounts of deceased users can create security concerns.

2 Using Social Media to Express Grief

As social networking sites have become more integrated into our lives, it has become
an important technology that we use to communicate and express ourselves. Many
forms of social media allow users to create profiles and interact with others such as
Facebook, Twitter, Instagram, Snapchat, and many more. Each platform has different
features, and some are more popular within specific age groups. These profiles and
connections to others represent aspects of our lives, and at the same time, end up
representing us in death allowing other users to stay connected. This connection to
others (those alive and dead) afford new ways to express our grief. “In the coming
years, the opportunities available to integrate technology into the grieving process will
become more pronounced and nuanced” [4, p. 23]. How then do current models of
bereavement fit in with varying emerging technologies and different grieving styles?
When examining grief and loss through online social media, research suggests that the
dual process model (DPM) of coping with bereavement be considered [5, 6].
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With DPM, the management of coping with the loss oscillates between stressors (loss-
oriented and restoration-oriented) as the person attempts to reorient his or her self and
his or her life without the deceased [7]. In other words, people have both good and bad
moments as they adjust with such a life change. DPM combines several aspects of
bereavement in its description of coping which fit the polymorphic nature of Web
content. Social media offers the ability for the bereaved to interact with digital artifacts
in a way that allows for expressions (confronting the loss) and to seek support from
others while participating in everyday online activities (attending to life changes). At
the same time developing a new but continued bond with the deceased can occur
through their online presence. However, [5] notes that sometimes sites like Facebook
may present bereaved users interaction with the deceased person’s profile unexpectedly
when they are in a restoration “phase” which could lead to maladaptation. This occurs
when a social media platform is unaware that an account is of a deceased user and may
suggest the account as a connection to add as a “friend,” promote the account in one’s
timeline or list “remembrance” photos automatically. Receiving a “friendship request”
from someone that you know is deceased can be unsettling [8]. A brief discussion on
detecting these accounts to preserve the content will be presented later.

Preserving important content in a digital format has also become a changing practice
related to expressing grief through the digitization of pictures and other content [9].
Popular digital content often includes photographs, video, and text. Reminiscing
through photographs is a way to interact with memories about the deceased that evokes
emotions and can be seen as a ritual activity to help cope with the loss [10]. With digital
information, storage of the content will not degrade over time or take up physical space,
which is a problem with traditional photographs. These digital “memories” can be
shared with others along with comments expressing emotion through social media. The
technology not only allows for the sharing of content but affords the bereaved a unique
opportunity to express themselves in a variety of ways. Social media allows text-based
posting that can be commented on, reposted and shared in a multitude of ways and puts
grieving into public view, which is most often expressed privately.

In expressing grief publicly online, categorization of how social media was being
used by the bereaved was examined through feedback from 454 survey responses,
yielding categories for news dissemination, preservations (memorialization) and
community (connections, support, witness to grief) [5]. In terms of news dissemination,
it is becoming more commonplace to post information about someone’s death online.
This sometimes is to serve as a notification to those connected to the person’s profile
online or to serve as an online obituary containing contact information. In terms of
preservation, the deceased’s profile becomes a memorial of their life based on content
that they have previously posted in life, their friended connections and interactions.
Often these profiles were never intended to be turned into a memorial but were
inadvertently made so through the interaction of bereaved friends and family members.
Facebook, for instance, will memorialize an account if notified (with proof) so that a
profile can be preserved. Lastly, a community of grief can be observed within the set of
connected “friends.” In addition to expressing grief, there are several bereavement
support groups available within some social networking sites. Sites like Facebook,
“provide users with a return to communal mourning through its affordances of inter-
active, user-generated, and co-constructed expression of emotions” [11, p. 25]. Using
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technology, our expressions of grief can be viewed by others, used to request support,
or sent even sent to the deceased in the form of a message.

3 Continuing Bonds with the Deceased

There is a growing set of literature supporting a continuing bonds theory for the
bereaved to engage with memories of the deceased [12]. Social media is full of
memories in the form of interactive digital artifacts available any time of the day, as
long as the profile is still active or has been memorialized. The asynchronous nature of
social media, combined with the distorted sense of time, connection over long distances
(including death) and social barriers presents unique ways to stay connected with the
deceased [13]. Most often when we post content on another person’s profile, the user
on the other side is not active on their page at that moment, but we assume they will see
the post eventually. Extending this idea to the deceased, we may get a sense that they
are still listening. Kasket’s [16] research supports the theory that users in this context
have the perception that “the dead are listening.” Social media may give us a false
sense that nothing has changed, mainly if the loss is a friend or family member with
whom we seldom had interactions.

Brubaker et al. [13] argue that relationships with the deceased continue through the
creation of virtual bonds through online profiles. The technology itself allows a stable
connection with the deceased’s profile, allowing for continued and unchanged inter-
action (except for the interaction we would otherwise get back from the person). We
are still able to share the mundane interactions of everyday life, accomplishments,
news, and gossip. Posting this content on the profile itself would be publicly available
to other users in the network. Private messages to the deceased could also be sent as a
private instant message. However, if the account was designated with a caretaker, then
private messages could potentially be accessed by a living person to whom the message
was not intended. Memorialized accounts allow those connected to the deceased to still
stay connected, but new connections cannot be created. Within Facebook, this process
ensures that the content is preserved and prevents the profiles of deceased users from
showing up in search results and friend suggestions within the platform. Posthumous
interaction with the deceased through social media is an interesting phenomenon that
allows continued bonds long after a loss. Rossetto et al. [5] discuss that social media
enables users to continue connections or to reconnect with the dead, possibly leading to
more adaptive grief outcomes.

On a more extreme side of continuing bonds, there have been projects such as
Eter9, a program driven by artificial intelligence that algorithmically examines a per-
son’s posts and interaction to learn the behaviors of a person to serve as a replacement
in the event of death or absence. Their website states, “The Counterpart is your Virtual
Self that will stay in the system and interact with the world just like you would if you
were present” [14, p. 1]. Programs like Eter9 are applications that can control some-
one’s profile and post content, comments and other items as it was the original person.
However, interacting with a technology-based doppelganger of the deceased has not
been well studied as these technologies are still under development. These applications
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will still take many more years to become more realistic and natural but may warrant
much more research from the thanatology community.

Related to more traditional social media interaction, there have been studies
examining how users interact with profiles of deceased users. Facebook can be used to
honor the deceased, allowing one to visit postmortem profiles to share memories and
maintain connections [15]. In maintaining these connections, research suggests that
users found viewing pictures on a deceased person’s profile as being beneficial in the
coping process [13, 17]. Pictures can be viewed and commented on over time. In
observations from [18], while examining Myspace profiles of deceased individuals,
other users often posted comments on the deceased user’s page most frequently on the
day of their death until about day ten. They also noticed an increase in activity on these
pages on anniversaries and holidays. As social media has only been around for the past
several years, the long-term interaction with this content and its effect on bereavement
are yet unknown. A study of teenage Facebook users noted that it was atypical to de-
friend a deceased profile [17]. Doing so would be disconnecting the virtual bond
between themselves and the deceased. Instead of de-friending, users adjust their rela-
tionship with the deceased redefining their bonds [6]. Keeping the friendship allows the
deceased to remain part of a circle of friends and family online, just as they were in life.

Another way to continue bonds with the deceased using social media is through the
creation of official memorial pages. These pages are typically built with the purpose of
memorializing the deceased instead of using a page that was their actual profile. This
has the added benefit of filtering out specific perceived negative photos, comments or
other content. A family member or personal friend could be designated to create the
memorial after the death or could be created spontaneously as a group page from the
user’s network of friends. “Memorial websites and web cemeteries are designed to
commemorate and remember the deceased, and they provide site users an outlet for
emotional expression, reminiscing, disclosure, paying tribute continuing bods, sharing
grief, and establishing community following a loss” [5, p. 975]. These are more per-
manent sites that would be open to the public, but more in-depth than an online
obituary. Just like in a traditional cemetery where someone may leave a note or flowers,
in a similar fashion comments can be posted along with images to not only commu-
nicate to the deceased, but to other users that may be grieving.

4 Security Concerns

The data contained in profiles, databases, and accounts of the deceased can be of great
value. This value can be measured monetarily by a variety of factors or by its senti-
mental worth to family, friends and loved ones. Protecting this content can become a
source of concern for those engaged in protecting the memory and legacy of the
deceased. Therefore, protecting this data and the integrity of the contents is a crucial
area of concern. The increase in accounts owned by deceased users will inevitably
become a growing security concern. There is value in these accounts in terms of
possibilities of what can be done and in terms of the confidential information they
contain from a hacker’s perspective. If compromised, the inactive accounts of the
deceased can be used for malicious purposes. All this data is useful; however, the
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question emerges about what happens to it after one’s death? There is a growing need
for digital asset management in the context of death. Complicating the transference of
digital assets is the many legal issues tied to the terms of service agreements and other
contracts between users and the company that provides services or storage [19]. In
many cases, accounts and content cannot be transferred to other users.

4.1 Identity

Social media platforms that allow for the memorialization of accounts can be useful for
families and friends of the deceased in preserving content and memories. These online
memorials provide a way to express grief and to preserve content for remembrance. We
need to be mindful of these memorials as they open the door to a possible venue for
identity theft. A deceased user’s profile contains a narrative of the person’s life
including images and other content that could be used for malicious purposes. How
easy would it be to copy the content and create a new profile under a new name? Most
likely family and friends of the deceased would be unaware.

Hacked profiles of the deceased are problematic for several reasons. Most obvious
is the potential harm caused by upsetting those connected to the deceased that know
they are dead. Having the profile suddenly active again, posting content could be very
unsettling and harmful to the bereaved. These re-activated accounts could then be used
to “connect” with other users (previously not connected) in order to cause harm.
Unsuspecting users may visit these compromised pages, and viewing the activity of the
page, friended accounts and pictures, may believe the account is of a valid user.
Compromised pages could also allow a hacker access to other information, messages
and important information that can be used for additional harm. These accounts could
easily be used for phishing scams as they were once held by their legitimate owners but
are now being used illegally. We also need to be mindful and always on guard for
malicious web crawlers that scour online sources for information. These programs may
devour large amounts of content while the person is alive without their knowledge.
This information can be saved for long periods of time to be used later after the person
is deceased and their accounts are not being closely monitored. Therefore, it is
important to monitor traffic to protect web content from malicious web crawlers using a
variety of techniques [20–22]. The data of the deceased that was thought to be “safe,”
and protected could be deleted and misappropriated by hackers. Therefore, it is vital to
protect these accounts through some form of memorialization or deletion.

As data breaches are becoming common for many types of accounts and involve a
wealth of information, the deceased are still susceptible. As companies often notify
current users of compromised accounts, the deceased cannot act on these notifications.
Family and friends of the deceased most likely will not receive these notifications on
their behalf or even realize what accounts the deceased had active before their death.
What data then was compromised and what steps could be made to protect this
information? It is also possible that the data contained in the breach could impact the
living in unknown ways. These accounts are still technically active and compromised,
and the deceased user cannot monitor or take corrective security actions to repair the
issue. There may be other information that would be useful to hackers such as data
stored in the cloud, particularly in accounts that remain active and unmonitored.
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Similar to information that can be reconstructed from obtaining data printed on
documents through “dumpster diving,” discarded electronic devices of the deceased
should also be presumed to contain sensitive data. What data could be gained from
discarded wearable devices, cell phones, tablets, cameras and more? Family members
or those dealing with the person’s estate that are managing the items may not realize its
importance and discard potentially sensitive items that contain information of concern.
Were there passwords for sensitive accounts saved on a spreadsheet that was
discarded?

There is a growing importance of considering some type of death management as
part of computer services. Particularly useful would be a systematic “dead man’s
switch” that automatically flags and deactivates all accounts and profiles associated with
the deceased. This is a similar approach that some companies are taking to protect user
data in the event of a death, such as through Google’s Inactive Account Manager [23].
A user can set a period of inactivity before the account is considered inactive and steps
are taken to send a message to individual email accounts or phone numbers. A user has a
choice to send out messages to up to ten people that the account is no longer in use
(based on the time frame selected) as well as the option to delete the account. It is
essential to consider if someone should be notified or have access to an essential account
in the case of a death. Increasingly as part of a will, this information is being recorded in
case of an emergency. Although this too raises many questions, as sharing passwords are
generally not allowed as part of most terms of service agreements, can change many
times since the account was created, or seen by those in which it was not intended.
Additionally, the security of the saved account information must be maintained.

4.2 Transitional Weakness

Our previous work described four states of being related to death as viewed in
Fig. 1 [24]. Type A represents users who are physically alive and maintain an active
presence in an online platform or environment. Type B represents users who are alive,
but who do not have a presence in an online platform. Type C users are those who have
physically died but have an “active” virtual memorial or social networking site. This
includes the set of users who have died, and someone else created a memorial on their
behalf, hence still having an active online presence. Type D users represent those that
have died and have no online presence or memorial. The online persona of a type D user
could have been erased after their death.

There is a time period where the deceased’s data is more vulnerable. This temporal
transition period in the states of being can be problematic. Essentially this attack
window comprises the time period in which it is not known that the user is deceased,
opening several vulnerabilities. For instance, the accounts of the deceased are still
active with an expectation that there will still be activity. Therefore, unauthorized
access and use of the account might not be detected for some time. This attack window
also includes the time when family and friends know that the person is deceased,
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but due to their grief may not be actively monitoring certain account information.
Although for some, these accounts may be visited much more often during this time. It
may take a significant amount of time to identify what accounts and information the
now deceased stored online or kept in some digital format.

Consider the scenario where a distant friend might not know that their friend has
died. Perhaps their death was only a day or so ago (or even longer in some cases), and
news of the death is not well known. Perhaps the friend lives far away and has limited
contact with others that are close to the deceased. If the deceased’s profile becomes
compromised by an attacker, they could then send messages to everyone connected to
the user asking for information or financial “assistance” relying on the relationship
between the friend and the deceased. The friend may have no reason to question the
request. Until the death is known and the deceased’s profile transitions from Type A to
Type C for instance, there are vulnerabilities. More research is needed regarding these
transitions, timing and ways to protect content in these situations.

5 Conclusion and Future Work

The term thanatechnology, coined by [25] was a way to describe the multidisciplinary
intersection of computing technology and thanatology. In the field of human-computer
interaction, limited consideration is given to the content of deceased users when
designing applications or the protection of the content long-term. Our view is that as
more people use social media throughout their lives, we will inadvertently construct a

Fig. 1. Four states of Being [24]

Using Social Media to Express Grief While Considering Security Vulnerabilities 41



lifelong timeline through our profile which will most likely become our digital legacy
(and thus our memorial). However, most social media users do not think about this or
the long-term consequences of their actions in creating their legacy through social
media. This then led us to research college student’s perceptions of death and social
media to create a set of guidelines in posting content online, merely to make people
more aware. This also included examining the deceased person’s final wishes in pre-
serving (or not) digital content that they owned.

It is crucial to be mindful as the deceased individual would have no means of self-
cleansing, auditing, or policing any misinformation of the profile to remove content
themselves [26]. The idea was that education and awareness could make people more
alert at making their final wishes known and to protect their digital content in the
likelihood of their death [27]. Our work has significantly shifted since then as we have
taken a more proactive and systematic approach in trying to protect the content of
deceased users and to maintain the content to help the bereaved.

We have been working on a project named SADD, a Social Media Agent for the
Detection of the Deceased, which is an agent-based computer program designed to
automatically identify profiles of deceased users [28]. The goal was to find profiles of
the deceased that may have been forgotten or unknown to family members (mainly for
family members that do not use social media) in order to protect and preserve the
content. Imagine that most of a person’s photos and videos were only saved in
Facebook or Twitter, to have the account deleted after a time of inactivity. Another goal
of SADD was to flag these accounts to memorialize the pages so that other users could
continue their online relationship with the deceased.

Currently, SADD can search Twitter for users tweeting a designated hashtag, for
example, #RIP, then isolate the tweets for each user. Those tweets are then analyzed for
trends or emotional cues from word choice, otherwise known as sentiment analysis.
Individuals who have experienced a loss are identified and tracked for long term data
gathering. Selected user’s tweets are categorized as confronting or avoiding the tasks of
grieving, based on the dual process model of coping. The publicly available Twitter
data plus automated collection and analysis provide the ability for large scale collection
for large sample sizes to identify markers for negative emotional stress. Potential issues
with the methodology include verification and protection of user identity, sample
population selection, and screening user’s experiencing loss. Technical issues with the
data collection include rate limitations on queries by Twitter, storage of tweets as large
numbers of users are identified, and resource commitment for analysis.

Areas of further research would include networks of users and application of the
model for groups of users providing insight into the effects of social interaction on the
grief process. Identification of networks requires a rigorous definition of social net-
works within Twitter. The propagation of emotion through twitter networks can also be
explored. We intend to expand the technical application of SADD and continue to
explore social media in the context of death.
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Abstract. We explored the effectiveness of external observable behav-
iors in multi-party discussions to estimate an individual’s empathy skill
level. In our previous research, we estimated personal empathy skills from
the external observable behavior in multi-person dialogues. We demon-
strated that the gaze behavior towards the end of utterances and dia-
logue act (DA), i.e., verbal-behavior information indicating the inten-
sion of an utterance during turn-keeping/changing, are important for
estimating empathy level. We focused on Davis’ Interpersonal Reactiv-
ity Index (IRI), which measures empathy skill level and consists of four
dimensions of empathy, i.e., empathic concern (EC), perspective taking
(PT), personal distress (PD), and fantasy (FS), as the estimation tar-
get. We particularly focused on estimating an individual’s EC score. In
this research, we explored whether gaze behavior and DA during turn-
keeping/changing are useful regarding the other three dimensions, i.e.,
PT, PD, and FS by constructing and evaluating estimation models based
on these dimensions. We found that gaze behavior and DA are useful for
estimating the scores of these three dimensions. Therefore, gaze behav-
ior and DA during turn-changing/keeping are useful for estimating the
scores of all four Davis’ IRI dimensions.

Keywords: Interpersonal reactivity scores · Gaze behavior ·
Dialogue act · Empathy skill · Multiparty meeting

1 Introduction

Social communication skills are fundamental for successful communication in
globalized and multi-cultural societies as they are central to education, work, and
daily life. Although there is great interest in the notion of communication skills in
scientific and real-life applications, the concept is difficult to generally define due
c© Springer Nature Switzerland AG 2019
G. Meiselwitz (Ed.): HCII 2019, LNCS 11579, pp. 45–53, 2019.
https://doi.org/10.1007/978-3-030-21905-5_4

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-21905-5_4&domain=pdf
https://doi.org/10.1007/978-3-030-21905-5_4


46 R. Ishii et al.

to the complexity of communication, wide variety of related cognitive and social
abilities, and huge situational variability [7]. Techniques that involve nonverbal
behaviors to estimate communication skills have been receiving much attention.
For example, researchers have developed models for estimating public speaking
skills [29,32], persuasiveness [28], communication skills during job interviews [25]
and group work [26], and leadership [31].

We are working on constructing models for estimating “the empathy skill
level” in multi-party discussions. Empathy, which is the ability to understand
and share the feelings of others, is one of the most important social skills and
has long been studied in psychology [4,5]. Davis’ Interpersonal Reactivity Index
(IRI) [3] includes four dimensions of empathy: perspective taking (PT), i.e.,
the tendency to adopt another’s psychological perspective; fantasy (FS), i.e.,
the tendency to strongly identify with fictitious characters; empathic concern
(EC), i.e., the tendency to experience feelings of warmth, sympathy, and concern
toward others; and personal distress (PD), i.e., the tendency to have feelings of
discomfort and concern when witnessing others’ negative experiences. Davis’ IRI
has been translated into many languages [6] and used in a wide variety of fields
such as neuroscience [1] and genetics [30].

In our previous study, we developed an estimation model of an individual’s
EC score that uses the gaze behavior and dialogue act (DA) near the end of
utterances during turn-keeping/changing as feature values [17]. The model has a
higher estimation accuracy than one using the overall values of verbal/nonverbal
behaviors in an entire discussion such as the amount of utterances and physical
motion used in many previous studies on skill estimation [7,25,26,28,29,31,32].
This suggests that behavior during turn-keeping/turn-changing in a very short
time interval is useful for estimating individual empathy skill level. We demon-
strated that the gaze behavior towards the end of utterances and DA, i.e.,
verbal-behavior information indicating the intension of an utterance, during
turn-keeping/changing are important for estimating an individual’s EC score.

Since we focused on estimating only an individual’s EC score, it is necessary
to verify whether gaze behavior and DA are useful for estimating the scores of
the other three dimensions, i.e., PT, PD, and FS.

In this research, we explored whether gaze behavior and DA during turn-
keeping/changing are useful in estimating the scores of the remaining three
Davis’ IRI dimensions by constructing and evaluating estimation models based
on these dimensions. We found that gaze behavior and DA are useful for esti-
mating the scores of PT, PD, and FS. Therefore, gaze behavior and DA during
turn-changing/keeping are useful for estimating the scores of all four Davis’ IRI
dimensions.

2 Corpus Data

We previously created a face-to-face conversation corpus for developing our esti-
mation model of an individual’s empathy skill level using gaze behavior and DA
in multi-party discussions [13,17]. In this section, we give details of our cor-
pus. The corpus includes eight face-to-face four-person discussions held by four
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Fig. 1. Photograph of multi-party discussion.

groups of four different people (16 participants in total). In each group, the four
participants were Japanese women in their 20’s and 30’s who had never met
before. They sat facing each other (Fig. 1). We labeled the participants, from
left to right, P1, P2, P3, and P4. They argued and gave opinions in response to
highly divisive questions, such as “Is marriage the same as love?”, and needed
to reach a conclusion within ten minutes. All four four-person groups took part
in two discussions.

The participants’ voices were recorded with a pin microphone attached to
their chests, and the entire discussions were videoed. Upper body shots of each
participant (recorded at 30 Hz) were also taken. From the collected data for all
eight discussions (80 min in total) and from the recorded data, we constructed
a multimodal corpus consisting of the following verbal/nonverbal behaviors and
the participants’ empathy skill levels.

– Utterances and DAs: We built the utterance unit using the inter-pausal unit
(IPU) [23]. The utterance interval was extracted manually from the speech
wave. The portion of an utterance followed by 200 ms of silence was used as
the unit of one utterance. From the created IPU, backchannels were excluded,
and an utterance unit continued from the same person was considered as one
utterance turn. IPU pairs adjoined in time, and IPU groups during turn-
keeping/changing were created. The data for speech overlaps, i.e., when a
listener interrupted during a speaker’s utterance or two or more participants
spoke simultaneously at turn-changing, were excluded from the IPU pairs
for analysis. Eventually, there were 1227 IPUs during turn-keeping and 129
during turn-changing.

– Gaze objects: A skilled annotator manually annotated the gaze objects by
using bust/head and overhead views in each video frame. The gaze objects
were the four participants (labeled P1, P2, P3, and P4, as mentioned above)
and non-persons, i.e., the walls or floor. Three annotators annotated the gaze
behavior in our conversation dataset to verify the annotation quality. Con-
ger’s Kappa coefficient was 0.887. Based on the benchmarks of [8], the gaze
annotations were of excellent quality.
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– Empathy skill level: All participants were asked to answer a questionnaire
that was based on Davis’ IRI [3]. We collected the scores of the four Davis’
IRI dimensions to estimate the participants’ empathy skill levels.

All verbal and nonverbal behavior data were integrated at 30 Hz for visual
display using the NTT Multimodal Meeting Viewer [27]. This viewer enables
us to annotate the multimodal data frame-by-frame and observe the data intu-
itively.

3 Feature Values

We used the gaze behavior and DA during turn-changing/turn-keeping as feature
values for developing our estimation model of empathy skill level [13,17]. In this
section, we give details of these feature values.

We first introduce the feature values of gaze behavior. We focused on Gaze
Transition pattern (GTP) for analyzing gaze behavior, which are temporal tran-
sitions of participant’s gaze behavior near the end of utterances [10,15,18,19,21].
A GTP is expressed as an n-gram, which is defined as a sequence of gaze-direction
shifts. We demonstrated that the occurrence frequencies of GTPs differ signifi-
cantly for a speaker and listener during turn-keeping and a speaker, listener who
becomes the next speaker (hereafter called “next-speaker”), and listeners who do
not become the next speaker (hereafter called “listeners”) during turn-changing.
We also demonstrated that GTP is effective for estimating the next speaker in
multi-party discussions. Thus, we used GTPs as analysis gaze parameters. To
generate a GTP, we focused on the gazed object for 1200 ms: 1000 ms before
and 200 ms after the utterance since the GTP during 1200 ms is important for
turn-taking [10,15,18,19,21]. A GTP is composed of a person or object classified
as “speaker”, “listener”, or “non-person” and labeled. We considered whether
there was mutual gaze and classified gaze behavior using the following seven
gaze labels.

– S: Person looks at a speaker without mutual gaze (speaker does not look at
the listener.).

– SM : Person looks at the speaker with mutual gaze (speaker looks at a lis-
tener.).

– L1∼L3: Person looks at another listener without mutual gaze. Labels L1, L2,
and L3 indicate different people. The sitting position does not matter. For
example, if P1 who is speaking looks at P2 followed by P3 then P2 again, the
gaze transition pattern of P1 is L1-L2-L1.

– LM 1∼LM 3: Person looks at another listener with mutual gaze. Labels LM1,
LM2, and LM3 indicate different people.

– N : Person looks at the next speaker without mutual gaze only during turn-
changing.

– NM : Person looks at the next speaker with mutual gaze only during turn-
changing.

– X: Person looks at non-persons, such as the floor or ceiling, i.e., gaze aversion.
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Fig. 2. Example of generating GTPs in turn-changing situation

Figure 2 shows how GTPs are constructed: P1 finishes speaking, then P2
starts to speak. Person P1 gazes at P2 after she gazes at a non-person during the
analysis interval. When P1 looks at P2, P2 looks at P1; that is, there is mutual
gaze. Therefore, P1’s GTP is X-NM . Person P2 looks at P4 after making eye
contact with P1; thus, P2’s GTP is SM -L1. Person P3 looks at a non-person
after looking at P1; thus, P3’s GTP is S-X. Person P4 looks at P2 and P3 after
looking at a non-person; thus, P4’s GTP is X-N -L1.

A DA for each IPU was extracted using an estimation technique for Japanese
[9,24] for DA analysis. This technique can estimate a DA of a sentence from
among 33 DA categories using word n-grams, semantic categories (obtained from
a Japanese thesaurus Goi-Taikei), and character n-grams. The technique outputs
33 DA categories. We grouped them into the following five major categories.

– Provision: Utterance for providing information
– Self-discourse: Utterance for disclosing oneself
– Empathy: Utterance intending empathy
– Turn-yielding: Utterance intending a listener to speak next (ex. utterance of

question, suggestion, or confirmation)
– Others: Utterance not included in the above four categories
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About 90% of utterances included the DA categories of Provision, Self-
disclosure, Empathy, and Turn-yielding.

In our previous study, we demonstrated that the occurrence frequencies of
GTPs accompanying each DA category for the speaker and listeners during
turn-keeping; and the speaker, next-speaker, and listeners during turn-changing
in multi-party discussions is effective for estimating the participant’s EC score
[13,17]. We used them as feature values in this study in similar manner as we
did in our previous study.

4 Empathy-Skill-Estimation Models

The goal of this study was to demonstrate that the gaze behavior and DA dur-
ing turn-keeping/changing are useful for estimating individuals’ empathy skill
levels. We constructed a model for estimating the EC score using GTP and DA
information, one using utterance information such as duration of speaking and
number of speaking-turns and one using simple gaze information (which is the
duration of looking at a speaker or listener in a discussion) to compare the use-
fulness of GTP and DA information. We also constructed two estimation models
using GTP and DA and using GTP, DA, utterance information, and simple gaze
information to evaluate the effectiveness of multimodal fusion.

We constructed the estimation models using a SMOreg [22], which imple-
ments a support vector machine (SVM) for regression in Weka [2], and evaluated
the accuracy of the models and the effectiveness of each feature. The settings of
the SVM, i.e., the polynomial kernel, cost parameter (C), and hyper parameter
of the kernel (γ), were determined using a grid-search technique. The objective
variable is the EC score of each person.

The details of the five estimation models are as follows.

– Chance level: This model outputs the mean value of all participants.
– Utterance amount model: This model uses the ratio of utterances and turns

in the discussion.
– Gaze amount model: This model uses the duration a person was looking at

the speaker and listeners in the discussion.
– GTP+DA model: This model uses the occurrence frequencies of GTPs for

each DA category when the person is either the speaker or a listener dur-
ing turn-keeping and the speaker, next-speaker, or a listener during turn-
changing.

– All model: This model uses the ratio of utterances and turns, duration of
looking, and occurrence frequencies of GTPs for each DA category. In other
words, the features are integrated with an early-fusion method.

We used ten-fold cross validation with the data of the 16 participants. The
mean absolute error of each estimation model is shown in Fig. 3. The GTP+DA
model (0.081 for PT; 0.052 for EC, 0.076 for FS: 0.055 for PD) performed signif-
icantly better than the Utterance amount model (0.0840 for PT; 0.742 for EC,
0.530 for FS: 0.454 for PD) and Gaze amount model (0.529 for PT; 0.477 for
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Fig. 3. Mean absolute errors of estimation models based on Davis’ IRI dimensions
during turn-keeping/changing

EC, 0.322 for FS: 0.383 for PD) for all scores. Moreover, there was no differ-
ence in mean absolute error between the GTP+DA model and All model (0.081
for PT; 0.052 for EC, 0.076 for FS: 0.055 for PD). These results indicate that
the combination of GTP and DA information during turn-keeping/changing is a
good estimator of an individual’s empathy skill level even without using utter-
ance information or simple gaze information. Therefore, we demonstrated that
the gaze behavior and DA during turn-keeping/changing are useful in estimat-
ing the scores of PT, FS, PD as well as EC. In other words, they are useful for
estimating the scores of all four Davis’ IRI dimensions.

5 Conclusion

We explored whether gaze behavior and DA during turn-keeping/changing are
useful for estimating the scores of the three Davis’ IRI dimensions of PT, PD,
and FS. We constructed and evaluated five estimation models based on these
dimensions. We found that gaze behavior and DA are useful for estimating
the scores of PT, PD, and FS. Therefore, the gaze behavior and DA during
turn-changing/keeping are useful for estimating the scores of all four Davis’ IRI
dimensions.

In the future, we plan to verify how effective gaze behavior and DA are for
scores of other social-skill indices and personal traits. We will also explore how
the other behaviors such as head nods [11,14], respiration [16,20] and mouth
movement [12] during turn-taking is effective for estimating individual’s social
skill.
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Abstract. The proposed text discusses some major social changes taking place
in the modern society and transforming the nuclear family model. Along with
the various forms of family life including cohabitation relationships, living apart
together families, reconstituted families, rainbow families, migrant families, this
study defines “the virtual family” as a new family form. The aim is to outline the
nature of communication and relationships between its members.
Using a number of in-depth interviews (N = 50), the analysis of the responses

displays that the communication from a distance is essential for the preservation
and maintenance of the family relationships, structure and intimacy. The results
also show that the interviewees use more mobile phone than Viber, Skype or
Facebook, do not communicate with the same frequency, duration and quality
with all their relatives, the quantity and the quality of communication corre-
spond to the period of absence.

Keywords: Virtual family � Social changes � Family relationships �
Communication � HCI

1 Introduction

The family patterns in Europe have changed noticeably in the 1960s and 1970s [1] and
marked the end of the “Golden Age of the Family” [2, 3] which is characterized by
high birth and marriage rates at relatively young ages, low divorce levels and of non-
traditional family patterns. The idea of a traditional family household with a married
heterosexual couple and their biological children is replaced by variety of alternative
family patterns and lifestyles [4]. Although the extent of these transformations is not
the same throughout Europe, the variety of lone-parent families, stepfamilies, homo-
sexual “families of choice” defined by Weston [5] continued to increase rapidly.
Furthermore, new forms such as living apart together families, reconstituted families,
rainbow families, migrant families emerged.

These family transformations due to an influence of complex demographic factors
are theorized in early 1929 by Warren Thompson [6]. In the “First Demographic
Transition” theory, Thompson describes that the transition takes place in four stages.
High birth and mortality levels characterize the first stage. The second one begins with
a sharp drop in mortality, but with the same birth levels. As a result there is a rapid
increase of the population. In the third stage, the birth rate also decreases, thus, a low
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level balance is achieved. The latter stage occurs with low birth and mortality rates as
the population does not provide its simple reproduction.

Decades later, the “Second Demographic Transition” theory [7] is developed,
according to which European populations are undergoing into a new phase of demo-
graphic transition, mainly affecting the family. The most important elements are related
to: marriage reduction, increasing of non-native born children, distribution of cohab-
itation relationship (arrangement where non married couple live together), higher
divorce rates and reconstructed families (where children live with their mother’s or
father’s spouse), a decrease in birth rate below the simple reproduction level of the
population, appearance and spread of conscious childlessness (conscious abandonment
of parenthood), as well as an increasing share of migrants. The latter phenomenon is
analyzed in the theory of the “Third Demographic Transition” [8].

Many sociologists use the Second Demographic Transition concept in an attempt to
summarize the exciting and complex demographic changes of the mid-1960s, as well as
a valuable framework in designing their study. Contrary, different authors [9–13] claim
that this is a continuous process arguing the Second Demographic Transition univer-
sality and value. Nowadays, for many modern families the communication from a
distance characterize their daily relationships and lifestyle.

The development of Human-computer interaction (HCI) and free movement across
the National borders facilitate some virtual relationships to develop into long-distance
relationships [14]. In this sense, at macro level, the Oxford Dictionary uses the defi-
nition “virtual community” described as a “community of people sharing common
interests, ideas and feelings on the Internet”. Therefore, at micro level (family), the
term “virtual family” may be used. In an attempt to describe more precisely what the
virtual family is, the definition must be close to the virtual community, but also “tai-
lored” to the specificities of the new form of family life. It is also necessary to frame the
structure of the family as well as the blood or bloodless kinship relationships. On this
basis, the study proposes the following working definition:

The virtual family is an alternative family form composed of a married or
unmarried couple, a family with children (narrowly) and their ancestors (broadly)
where single, several or all members of the family unit do not live in the same
household. Usually they use HCI to share everyday challenges, to exchange ideas and
feelings from a distance.

The older population in Israel, for example, is extensively attending courses
devoted on computer literacy. The main goal, mostly for the elderly women, is to learn
to use social networks to communicate almost daily with their grandchildren, who live
in different countries around the world. The communication process includes not only
sharing of feelings or telling intergenerational stories. These grandmothers teach their
young heirs of Jewish culture, history, religion, which helps to maintain and preserve
the Jewish identity, roots and belonging.

Nowadays, more and more Bulgarians, like Jews, live separately from their close
relatives. A research, conducted by the non-governmental organization “Here and
there” [15] shows that almost every third person in Bulgaria has relatives or friends
who are living abroad.

The increasing number of people moving from global “peripheries” to “core”
countries in the North/West [16] is well-reflected in the large-scale post-communist
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(after 1989) Bulgarian migration to Western Europe and North America. The end of
2012 marked a period of gradually increasing migration, the direction of which,
however, has shifted from the previously preferred Southern European migration
destinations (such as Spain, Italy and Greece) towards the UK and Germany. The
waving of the transitional labour market restrictions for Bulgarian and Romanian cit-
izens at the beginning of 2014 led to another relative upsurge in the number of new-
comers to the UK [17].

These mobility and migrant processes brought several changes and challenges to
the Bulgarian families. HCI ease to maintain family relations and therefore create
mediatised or virtual ways of communication and living. The emergence of the Internet
has changed the balance between communication and spatial distance, promising to put
into action what Marshall McLuhan [18] predicted, and Manuel Castells [19] called the
“space of streams” (Castells 2000) where communication is a function regardless of the
place. The distance between persons could vary - within one village, city or different
countries. The space often corresponds to the frequency and quality of communication
between individuals, which the current study analyzes. In the family context, the
distance relationship could exist between both intimate partners in a marriage or non-
marital union (narrowly) as well as between other family members, as their children or
grandparents.

Along with the spatial distance, we should consider the time concept. In this regard,
the relatives have the possibility to meet (face to face) at different frequency and have
relatively free time devoted on communication. Thus, this correlates with the fre-
quency, the duration and in many cases reflects the quality of their communication.
Personal motivation and feelings of absence, loneliness, self-isolation are among the
major factors motivating the personal contact with the closest people. Although the
communication is not a universal substitute of the physical contact or “remedy”, it
could “mild” the negative feelings, but in some cases to intensify them, which corre-
sponds with Fortunati’s [20] statement that the ideal form of communication is the
personal interaction. Her statement is strengthened by the fact that the physical inti-
macy and care (including healthcare) could not be replaced. In order to be able to grasp
the complexity of the issue, the paper focuses on the virtual families in the Bulgarian
context, analyzing the communication between the family members.

2 Methodology

In-depth face-to-face and Skype interviews with 50 (N = 50) respondents are conducted.
The interviewees are between 18 and 55 years as all of them were separated from their
Bulgarian families when the interviews were conducted (in 2018). The selection of the
interviewees includes mediated and snowball sampling. The methodology follows the
theory of Duncombe and Marsden [21], according to which remote communication is
distinguished by the presence of many emotional aspects that are often obscure and
confused. This, according to the authors, requires qualitative research.
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3 Results and Discussion

3.1 Reasons for the Family Dispersion

The possibility to work or/and study in another place are among the main reasons for
the interviewees (82%) to move to another city in the country or abroad. Many of the
young people in Bulgaria, identified as “risk group”, are seeking for better life abroad
because: (1) the education does not correspond to the needs of the labor market;
(2) experience difficulties in finding proper first job; (3) lower payment, (4) desire to
migrate after graduation in search of a better realization [22]. These trends correspond
to the Bulgarian Statistical Institute data for 20181.

The complicated financial, social and political situation in Bulgaria sometimes
disperses the whole family. One of the interviewees shared:

My father works in The United States, my mother in Greece. I am making career in
Cyprus, while my brother studies in Bulgaria.

This revelation is not an isolated case within the current study. Exactly 50% of the
interviewees said that they are divided with two or more family members, including
their intimate partner.

For four of the interviewees who live in different households but within one city,
the hectic everyday life and the lack of personal time urge them to communicate mostly
from a distance. Divorce or parents’ separation also determines the structural change of
the family. As a result, the intimate partners often choose to live in separate house-
holds. Inevitably, children become a kind of “hostages” to the separation of their
parents and remain in the household of one of them. It is not a precedent for children to
live separately in mother and father’s households. In such complicated situation, the
traumatic consequences affect every member of the family. In some cases, the dis-
agreements and dissensions of parents during their marriage or intimate relationship
continue after their actual separation. The sincerity of a father and his daughter,
interviewed independently from one another, is indicative:

Daughter: After the divorce of my parents, it’s difficult to keep in touch with my
father.

Father:My ex-wife’s attitude towards me is extremely negative, which influences my
children as well. She imposes restrictions on my communication with them. That’s why
we don’t talk often, and even if we succeed to do so, it’s very short conversation.

The structural change of the family may be due to both separation between intimate
partners and reconstruction. It is necessary to specify that it can occur after the sepa-
ration of intimate partners, but also in the cases of death of one of the parents. Two
interviewees mentioned this reason:

1 National Statistical Institute (2018) http://www.nsi.bg/bg/content/3435/%D1%83%D1%87%D0%
B0%D1%89%D0%B8-%D0%B8-%D0%BD%D0%B0%D0%BF%D1%83%D1%81%D0%BD%
D0%B0%D0%BB%D0%B8-%D0%BF%D0%BE-%D0%BF%D1%80%D0%B8%D1%87%D0%
B8%D0%BD%D0%B8-%D0%B8-%D1%81%D1%82%D0%B5%D0%BF%D0%B5%D0%BD-%
D0%BD%D0%B0-%D0%BE%D0%B1%D1%80%D0%B0%D0%B7%D0%BE%D0%B2%D0%
B0%D0%BD%D0%B8%D0%B5.
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After my mother’s death, my father hurried up to marry again. As a result, I stayed
at my deceased mom’s home. I don’t see regularly my father and my little sister from
my father’s second marriage. They live in another household, although in the same city
(Sofia), and live their lives. After my mother’s death, my brother went to live with my
grandmother in Stara Zagora (city in Bulgaria). The distance is crucial and I’m not
able to meet them often.

Family reconstruction, the grief, the transformed pattern of life are capable of
radically altering past family relationships by replacing them with new relationships.
Separation turns out to be a tough but preferable choice, especially when grown-up
children have to get used to living with a stepparent. It looks like that the quest for
happiness and the quest to “mitigate” the negative effect of such a tragedy becomes a
value which every family member is likely to strive.

3.2 Dependencies Between Separation Period and Frequency
of Communication

In order to determine whether the duration of family separation affects the frequency of
the communication, we differentiated the following periods:

(1) Half a year and one year (40% of the interviewees).
(2) One and three years (18% of the interviewees).
(3) More than three years (50% of the interviewees).

The difference of 8% in the values, which exceed 100%, is due to the fact that 4 out
of 50 interviewees have two family members living in other countries that had left their
family household at different periods.

The aim of the next question was to measure the frequency of communication.
Thus, we differentiated the following variations:

(1) Communicate daily (40% of the interviewees).
(2) Communicate two, three times a week (30% of the interviewees).
(3) Communicate two, three times a month (24% of the interviewees).
(4) Communicate several times a year (10% of the interviewees).

The values above 100% are due to differences in the frequency of communication
between more than one of the separated members of the family unit.

Thus, on Fig. 1 we compared the period of separation between the family members
with the frequency of their communication.

The results showed that “Between half a year and a year” communicate mostly
“Daily” and less “2–3 times a week”. None of the interviewees indicated the other two
options on the scale. Five out of nine of the interviewees separated from their relatives
for “One to three years”, communicate with them “two, three times a week”. Three of
nine communicate “Daily” while one indicated “Two, three times a month” connection.
There are extreme variations in the frequency of communication in the last group
(“Over three years”). An equal number of the interviewees communicate with their
relatives “Daily” and “Two, three times a week” (7 of them). Six out of 25 were
communicating “Two, three times a month” while five out of 25 communicate “Several
times a year”.
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The first prolonged separation from the familiar family environment or the sepa-
ration between the intimate partners generates greater concerns. Undoubted is the
concern of the mothers who want to know what is happening to their children at any
time, even if they have reached the age of adulthood. The uncertainty about the future
of the beloved ones sometimes turns into mutual attacks and jealousy. Over time,
separation could be conceived as necessity or inevitability. It is part of the individual
choice or predetermined by a number of circumstances and consequences. Gradually,
relatives become accustomed to the separation as this has an impact on both the
communication frequency and quality.

3.3 The Time and Space Effect on Family Relationships

Separation sometimes rejuvenates feelings, but more often alienates. The distant
relationship could be inspiring at the beginning, but when the light is not visible in your
eyes and you have no physical contact the intimate communication with the closest
people become cool and essentially torn [23]. This is the emotional and the psycho-
logical problem of the separated lonely elderly parents or children, of the separated
partners, of the distant friends and relatives.

Regarding this, the interviewees were questioned whether they have the feeling that
had distanced them from their closest people. The response included dichotomous
answer options: “Yes, they have distanced us” and “They have strengthened the
relationship”. With the “No, I am not distanced” option the interviewees indicated their
feeling that the relationship is unchanged. Sometimes, the distance is able to confuse
the feelings and objectivity of the assessment. Thus, “I cannot judge” answer was
included.

Fig. 1. The family separation period compared to the frequency of communication
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According to the Russian researcher Sidorenko [24], family relations depend by
four major factors:

(1) Psychophysiological – relationships between biological relatives and sexual
satisfaction

(2) Psychological – involves openness, trust, care for each other, mutual moral and
emotional support

(3) Social relations – include distribution of roles, material dependence in the family,
and also status: authority, leadership, obedience, etc.

(4) Cultural – special type of family relations, determined by the traditions and
customs prevailing in the culture (national, religious, etc.) which the family
originates from and exists in.

If these factors maintain their unity and harmony despite the distance, it may be
considered that the feelings experienced by the closest people before separation are
more likely to remain unchanged, as most of the interviewees answered – 42%.

A relatively high percentage of the respondents (36%) said the lack of physical
contact had distanced them from their relatives. A 24-year-old woman shared about her
intimate relationship:

I feel we have gone apart because I don’t want to go to live with him in Germany.
I don’t like the way of life there and it will be hard to find a job. The real problem is
that he doesn’t want to return in Bulgaria regularly.

Another woman, who emigrated in England 10 years ago, lists the main reasons she
thought alienated her from her parents:

Generational differences, life in different countries, socio-economic crisis, lack of
time because I work hard and I have a number of commitments. When I think about it,
there is also a dose of apathy, mostly on my part.

The answer “I cannot judge” is indicated by 14% of the interviewees. The other 8%
said that separation had strengthened the relationship between the closest people. The
latter values could be attributed to the desire of the separated people to witness and
preserve their love. As a result, for example, intimate partners might begin to exchange
expensive gifts or gentle revelations, as they have never done when they were together.
Parental instinct (especially maternal) could be strengthened by expressing the urgent
desire to take more care at a distance – sending money, more frequent and long-lasting
communication, giving life guidance without being asked by the children.

3.4 Communication Quality

For 42% of the interviewees the communication has become “clumsy” and “me-
chanical”. A daughter shared one of the reasons for that:

My mother is sometimes annoying, especially when asking me questions that aren’t
very relevant and concern my personal life.

The various manifestations of dependence on children, the attempts to enter
someone’s private space interferes the communication smoothness, despite the prior
desire of both sides. At the same time, for 24% of the interviewees, “mechanics” and
“clumsiness” of their communication are constant and are due to generational differ-
ences, unequal socio-economic environment and dynamics of life, multifaceted
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perception and interpretation of reality, feelings of apathy. A 44-year-old father
revealed his own observations of communication with his children:

Communication with my children is extremely difficult. We jump very fast from one
topic to another without depleting each of them. Sometimes we have nothing to say. In
that case, I mechanically ask any questions.

The communication can be influenced by divorce of the intimate partners or family
reorganization. For the remaining 34% of the interviewees the quality of communi-
cation has not suffered despite the distance. For some of them the desire to share
moments with the closest people favors in finding new themes for conversation, while
this is an expression of trust. The sharing is a powerful psychological tool for relaxing
from everyday care and problems. It also represents expression of love and concern.
A 27-year-old man shared moments of his intimate relationship:

I talk everyday with my girlfriend, even several times a day. Our conversations
sometimes last more than an hour. She tells me about her university lectures, about her
experiences. I share my impressions of the day, about the people I met. Often we are
planning what we will do and where we’ll go next time when we see each other.

3.5 Daily Topics

Usually the conversations begin with a discussion of a daily life and everything related
directly or indirectly with the family members. Distance generates questions about
health, material and financial condition, work or education, career development. In
some cases, topics related to close relatives or family friends are also discussed. Some
of the interviewees pay attention on political and social events in the country where the
family members are located. The majority pointed out the importance of the weather as
a topic. As one of the interviewees admitted the weather is a “rescue shore” especially
when there are no topics left to be discussed.

Additionally the interviewees were questioned if there is a theme taboo for them.
A student, first grade, admitted:

I avoid mentioning details of my personal life, my health and financial condition, in
order not to disturb my parents if something is wrong. I worry that they, as well as me,
are silent about many things concerning their health and everyday problems.

The other topics that the closest people avoid to discuss with each other concern
family relations and family issues, mainly because these topics carry negative emo-
tions. In this sense, permanent divisions of property, misunderstandings between rel-
atives to divide the will of their ancestors, muddles and disputes for minor welfare are
part of the Bulgarian people-psychology. Probably, this stems from the public policy of
state restitution during the socialist period and the return of the property in private
hands after the fall of the regime in 1989. One of the interviewees shared:

I endeavor to talk about my job and the working process itself because these
conversations are stressful for me!

Policies can also act as a “dividing line” between some relatives:
I do not want to discuss political issues with my father because his beliefs are solid

and can’t be changed. Such a dispute makes no sense at all.
Some parents and children had built up taboo topics, for example, such as smoking,

alcohol or drugs. For 36% of the interviewees there are no topics such a taboo themes
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because they respect the freedom of thought in their family. A 55-year-old mother
admitted she does not avoid discussing any subject with her son. She believes this
approach could solve any problems well in advance.

3.6 Emotionality

It is noteworthy that the majority of the interviewees “become emotional” when talking
to their family members. The current study assumes that emotionality is supporting the
stability of the relationship between relatives and intimate partners. Because on one
hand, emotions are a pushing motivation to call someone who is missing, and on the
other hand, communicating and experiencing the emotional states show empathy.
Otherwise, the closest people can feel lonely and desolate. Furthermore, positive
emotions are involving a strong sense of self-esteem and people have the feeling that
they are loved. Communicating with the loved ones brings joy and is an immanent
characteristic of emotional acceptance [25].

In total 58% of the interviewees express their emotions. A 33-year-old married
woman who has two children said:

We always appreciate the expression of emotions in our family. They are important
condition for the emotional stability of the whole family.

Emotionality also depends on the current state of the persons. Initiating a long
emotional interaction can bring extra fatigue, especially after a long working day, it can
be psychologically burdening and disturbing the peace of mind. In some cases, a person
can cover up disturbing information in an attempt to rationalize the surrounding cir-
cumstances and in attempt not to worry his/her family. About 30% of the interviewees
express their emotions openly, which identify them with the first group of respondents,
who always share their emotions. One of the respondents shared:

Whether I will express my emotions depends mostly on what happened to me during
the day, on the specific situation and my mood, and on my desire to share with my
family.

The remaining 12% of the interviewees said they usually did not share their
emotions openly. Among the reasons for their answer were the apathetic relations
between family members before separation or they were trying not to worry their
family. A 28-year-old woman told about communicating with her intimate partner:

Distance drives us apart. There aren’t emotions when we talk. I feel we are
becoming no family as we were before.

3.7 Communication Between Several Separated Family Members

Half of the interviewees have two or more family members who are living apart. The
results show that 68% of them do not communicate equally with their relatives, while
the others (32%) have relatively equal frequency and duration of communication. In a
similar quantitative study, Lawton et al. [26] also notice that mothers communicate
more frequently with their children than fathers do. According to them women in the
family perceive their role as advocates of kinship. At the same time, in most cases, the
father is unlikely to have such an approach. Father-child based communication is
primarily on the benefits of the contact and when the children have financial difficulties.
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Further, the current study suggests that communication between intimate partners
differs from blood-kinship relations. Homans [27] assume that people have the
opportunity to end a relationship that does not bring them satisfaction, referring to
friendly relationships [28, 29]. This can refer to intimate partners with no live born
children as well. Unlike these two groups, the parents and their children have long-term
regulatory obligations. Consequently, blood relatives are more likely to communicate
with each other, although the relationship could bring them only stress and discomfort.

The communication between blood relatives correlates with a number of other
variables in the model. Established relationship between family members, possibility of
reconstruction or divorce of parents, different psychological or personal motives have
an influence to the quality and the quantity of their interaction from a distance. One of
the interviewees shared:

The relationship with my father broke up in early childhood. He lived with us, but I
never felt that he needed me. Obviously, I did not need him. I was afraid to talk to him
and we had communication barriers of a different nature. I always felt safe only when I
share things from my personal life with my mother. Now, when I’m abroad, I prefer to
talk more to her. I avoid doing that with my father.

3.8 Prerequisites for Choosing a Social Network for Communication

The key to choose means of communication, according to Miller and Madianou [30], is
the perception of each media as a structure of possibilities, such as the choice between
the letter and the recorded voice on the audio cassettes sent by mail in the past.
According to the authors, most people use a constellation of different media as an
integrated environment in which each medium finds its niche in relation to the others.
The polymedia use is inherent for the interviewees in the current study. One of the
interviewees shared:

I use Viber when I want to hear with my sister or other friend abroad at the
moment. I usually use Facebook when the message I want to leave is not so urgent and
does not require an instant response.

In addition, the results indicate that the most common communication media
among the interviewees is: (1) mobile phone followed by (2) Viber or Skype and
(3) Facebook. However, the use of the latter two media does not fully replace the use of
mobile phone because the social media applications are usually installed on it. We must
consider also the access and affordability to media technologies, as well as media
literacy, which are among the basic prerequisites for communication. Additionally,
some subjective preferences for choosing a proper media should be considered. One of
the interviewees shared his experiences:

My parents have Viber, but not Facebook – they refuse to participate in, as they
call it, “this place for gossips”. I respect their choice.

The use of social networks also depends on the individual attitudes, moods and
emotional states, as well as the different premises and circumstances. Another inter-
viewee said:

I always want to hear and see my parents on Skype. Sometimes, however, after a
long working day, I feel very tired and I feel sad that they are so far away. At these
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moments, I prefer just to hear with my family members. If I don’t have energy to talk at
all I’m typing SMS to my mother to know that I’m OK.

3.9 Interpretations and Perceptions of the Virtual Family

About 44% of the interviewees perceived that they represent the virtual family. Part of
them is a 32-year-old man for whom the prospect of lucrative work abroad and the
inability to realize professionally in his own country are among the main reasons to
emigrate in London, UK. He emigrated together with his girlfriend. In Bulgaria he left
his mother, father and sister along with his closest friends. According to him:

The virtual family is a phenomenon that has arisen from the lack of perspective in
our own country. It is sad but the term is a fact… in the virtual family other processes
are running, different in comparison with the live contact… This family is a puzzle with
missing pieces.

High levels of emigration in Bulgaria, economic, social and political crisis in the
years of transition urged many young people and highly qualified specialists to leave
the country. A 44-year-old woman, a cruise ship musician with three children, thought
that the virtual family is the present and the future, because more and more people
travel for work and they are far from their relatives.

Another interviewee, who also has to travel abroad frequently said:
Every family is going through a certain period of separation, which makes it

virtual.
Human-computer communication, claimed some of the interviewees, is precondi-

tion for the virtual family formation:
If one family spends more time online than being together it could be said its

virtual.
The other respondents (56%) do not perceive themselves as part of the virtual

family. One of the participants in the study, separated for more than 17 years with his
mother and father, argued:

The family structure is largely preserved, which determines that the family is not
virtual, although relations between family members have changed and have become
more sterile.

A nineteen-year-old student said that many young people go to study in another city
and the communication with their families inevitably becomes virtual. According to
this interviewee, 18-19 years of personal communication and living at her parents’
home were enough to build up strong relationship with all family members.

A 38-year-old woman, mother of two children believes that distant communication
is a prerequisite for maintaining family relationship, family existence and even its
survival. The interviewee is sure that a virtual family could appear only if the com-
munication stops and would exist as a term.

Brother and sister who live for more than seven years separated expressed an
interesting interpretation. The young woman, who shares a household in Bulgaria with
her mother and father, does not define her family as a virtual. Her brother however,
who studies and works in Denmark, is convinced that his family has been transformed
into this alternative virtual form. The different perceptions for the same family could
stem from the fact that the sister lives with her parents who are able to fill (but not
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completely) or partially replace the missing family member. At the same time, her
brother is detached from the whole family.

Some of the respondents completely rejected the proposed term “virtual family”.
Most of them argued briefly: “This term is incomprehensible to me. These are mutually
exclusive words”; “The virtual family does not exist. The family is only real”; “This
cannot be a family!”

4 Discussion and Conclusion

Based on the current research, the following conclusions can be drawn:

(1) Seeking for highly paid work, personal development and education in presti-
gious universities are among the main reasons for the Bulgarian family sepa-
ration. The young people are among the risk groups.

(2) The Human-computer interaction between the virtual family members preserve
the family relations, structure and intimate proximity.

(3) The different daily routine and lifestyle that family members have could alienate
them. The distance further intensifies this feeling. Everyday experiences, emo-
tions, problems and worries often exclude the involvement of the family.
Sharing and revelation (if any) are mediated and are often insufficient for a
person to sympathize, to be fully involved in the emotional states and affairs of
his or her closest people, especially when he is not a direct participant or is not
directly involved.

(4) Despite the relatively more stable, intimate relationship between mother and
children, their relationships are also dynamic. Mothers desire to patronize and
control often does not correlate with the wish of the growing up children for
more independence.

(5) Children avoid discussing with their parents topics often related to their personal
live, thus trying to prevent interference and to gain personal freedom.

(6) The communication between virtual family members is different in frequency,
duration and quality.

(7) Long absence of family members seriously reflects on the quantity and the
quality of communication. Conversations between relatives become increasingly
rare, the topics are limited to a few basic ones, and the communication process is
often “clumsy” and “mechanical”.

(8) The common channel of communication among the interviewees is the mobile
phone, followed by Viber/Skype, and Facebook.

(9) The use of social networks depends on the individual attitudes, moods and
emotional states, as well as the different premises and circumstances. Access and
affordability to media technologies, and media literacy also have influence on the
interviewees.

(10) Most of the separated relatives and intimate partners do not perceive themselves
as a virtual family. This phenomenon can be explained by the emerging “non-
existent family” association and with the negative connotations of the term
which the family members do not want to be associated with.
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Although virtual relationships and virtual family are extremely complex phenom-
ena, availability of relatively frequent and qualified communication often turns out to
be vital for the survival of the family structure and for preservation of the relationship
between intimate partners. The communication between family members from a dis-
tance is in dynamic dependence on the constant internal and external changes of the
environment – cultural, technological, corporate, which determines the need for further
in-depth research in this scientific field.
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Abstract. This study reports an analysis of the relationship between gaze and
floor apportionment in a triadic conversation, focusing on the gazes from and
toward the silent third participant, in other words, the participant who was not
involved in the speaker change. Based on the previous observations that mutual
gazes between the current and the next speaker do play an important role in
coordinating floor apportionment, we analyzed the relationship between gaze
and floor apportionment focusing on the silent third participant. The result
suggests that the mutual gazes between the next speaker and the silent third
participants had little relation to speech turn organization.

Keywords: Multimodal interaction � Multiparty conversation � Gaze �
Turn organization

1 Introduction

Multimodal interactions such as meetings, negotiations, and discussions are important
social activities in workplaces, classrooms, and community management, and support-
ing such interactions has been an important research topic in the field of human-
computer interaction (HCI) studies [1, 2]. In multimodal interactions, not only verbal
but also nonverbal information play an important role. The non-verbal elements have
been considered particularly important not only in the affectional and attitudinal aspect
of communication [3, 4], but also in coordination of communication [5, 6]. Among
nonverbal cues, gaze has attracted the strong interest of researchers. They have reported
on the important functions of gaze in communication, such as expressing emotional
states, exercising social control, highlighting the informational structure of speech, and
organizing speech turn [7–10], and it is expected to be an important cue in evaluating
communication characteristics and establishing the roles of the participants in human-
computer interactions.

One of the main topics communication study researchers have focused on is the
relation between gaze and speech-turn organization. Several earlier psychological studies
reported that gaze has a speech-turn organization function in dyadic conversations
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involving participants who speak the same language [7, 8, 10], although some were
skeptical about such findings [11, 12]. Some recent multiparty conversation studies in
psychology, cognitive science, and information science fields have confirmed the speech-
turn organization function of gaze [9, 13–20], and it is likely that the conditions under
which a conversation occurs affect the relative importance of the various functions of gaze
in communication [21].

The analyses of gaze and speech-turn organization mentioned above have mainly
focused on the interaction between the current speaker and the next speaker. The
participants constitute a ratified structure in a multi-party conversation [22], and
behaviors of the side participants, in other words, the silent participants who were not
involved in the speaker change, are also important cues for capturing the characteristics
of such conversations. Holler and Kendrick conducted temporal analyses of the
unaddressed participants’ gaze shift from the current to the next speaker, and showed
they can anticipate next speech turns [9]. However, the general tendency of the gazing
activities among the current speaker, the next speaker, and the silent third participants
has not been analyzed quantitatively. Analyzing the behavior of silent participants is
also important for capturing the characteristics of multimodal multiparty interactions,
and for developing systems that support smooth and active communication and
designing HCI interfaces.

This study reports a preliminary analysis of the gazing activities involving the silent
third participants in triadic conversations, focusing on mutual gaze and shared gaze
phenomena. As for mutual gaze, the results of the correlation analysis between the
current speaker and the silent third participant suggest that their mutual gaze plays a
negligible role as a speech-turn organization signal. As for shared gaze toward the
silent third participant, the results of the correlation analysis suggest that the silent third
participants might have been attracting less shared attention in utterances without a
speaker change when the conversational flow was more predictable. These results are
expected to contribute to the development of a future conversation support system and
interactive interface design.

2 Corpus

We analyzed a multimodal multi-party interaction corpus with eye-gaze data collected
during previous studies [15, 19]. The corpus consists of conversations in the mother
tongue of the participants and conversations in a second language involving the same
interlocutors (for details, refer to [15, 19]). The mother tongue conversations were the
focus of analysis in this study. A total of 60 subjects (23 females and 37 males: 20
groups) between the ages of 18 and 24 participated in the data collection, and each
conversational group consisted of three participants. All participants were native
speaker of Japanese.

Three participants were seated 1.5 m apart from each other in a triangular formation
around a table (see Figs. 1 and 2). The corpus covers two conversation types to
examine the effect of the conversation topics on their interaction behaviors. One is free-
flowing, natural chatting that ranges over various topics such as hobbies, weekend
plans, studies, and travels. The second type is goal-oriented, in which participants
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collaboratively decided what to take with them on trips to uninhabited islands or
mountains. All the participants in the goal-oriented conversations would be under
pressure to contribute to the conversation in order to reach an agreement, whereas there
would be far less pressure in free-flowing conversations. Conversational flow would be
more predictable in the goal-oriented conversations where the vocabulary was more
limited and the domain of the discourse was defined more narrowly by the task than in
the free-flowing conversations.

The order of the conversation types was arranged randomly to counterbalance any
order effect. The order of the languages used in the conversations was also arranged
randomly. Each group had six-minute conversations of the two types in both Japanese
and English. We collected multimodal data from 80 triadic conversations in L1
(Japanese) and in L2 (English) languages (20 free-flowing in Japanese, 20 free-flowing
in English, 20 goal-oriented in Japanese, and 20 goal-oriented in English). Twenty
groups engaged in all four conversation types. The average duration of individual
conversations was 6 min. All the participants except those in the first three groups
answered a questionnaire evaluating their conversation after each conversation con-
dition to be analyzed in other studies (see [20]).

Their eye gazes and voices were recorded via three sets of NAC EMR-9 head-
mounted eye trackers and headsets with microphones. The viewing angle of the EMR-9
was 62° and the sampling rate was 60 fps. We used the EUDICO Linguistic Annotator
(ELAN) developed by the Max Planck Institute as a tool for gaze and utterance
annotation [24] (see Fig. 3). Each utterance is segmented from speech at inserted
pauses of more than 500 ms, and the corpus was manually annotated in terms of the
time spans for utterances, backchannel, laughing, and eye movements.

Fig. 1. Experimental setup
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Studies have been conducted that observed cultural differences in gazing activities,
as introduced in [13]. Rosano et al. showed that gazing activities may vary across
cultures and may also be strongly related to the social actions the participants are
initiating [25]. The participants gaze 1.6-fold more while listening than while speaking

Fig. 2. Seating positions of the three participants.

Fig. 3. Example of annotation result by using ELAN.

Gaze from and Toward the Silent Third Participant in a Triadic Conversation 71



in L1 conversations in the corpus analyzed here [19]. This statistical result is highly
consistent with that of Vertegaal et al. [26] in multiparty conversations, regardless of
the differences in languages, cultural background, and conversation topics.

3 Analyses

We focused on the mutual gaze and the shared gaze phenomena that involve the silent
third participant. For the mutual gaze study, we conducted Spearman rank-order cor-
relation analyses of the gaze from the next speaker toward the silent third participant
and that from the silent third participant toward the next speaker. A previous study
showed that in native language conversations there were significant positive correla-
tions between gazes from the current to the next speaker and those from the next to the
current speaker only during utterances preceding the speaker change but not utterances
without a speaker change, suggesting that mutual gaze acted as a turn transition signal
[20]. We assumed that the same tendency would be observed between the current
speaker and the silent third participant, who is not involved in speaking at that time if
mutual gaze also acts as a turn transition signal between them.

We used the average of gazing ratios for the correlation analyses based on Ijuin
et al. [19]. The participant roles were classified into three types: current speaker (CS),
as the speaker of the utterance; next speaker (NS), as the participant who takes the floor
after the current speaker releases the floor; and the silent third participant (Silent 3rd).
The average of role-based gazing ratios is defined as

average role�based gazing ratio gazing ratioð Þ ¼ 1
n

Xn

i¼1

DGjk ið Þ

DSU ið Þ
� 100ð%Þ

where DSU(i) and DGjk(i) represent the duration of the i-th utterance and the duration
of participant j gazing at participant k during that utterance, respectively. A role-based
gazing ratio is calculated for each group. In the following sections, “gazing ratio” is
used as the shorthand notation for the average of role-based gazing ratios.

Spearman rank-order correlation analyses showed significant correlations both with
and without speaker changes and in both the free-flowing and goal-oriented conver-
sations (see Table 1), suggesting that there were mutual gazes between the current
speaker and the silent third participant regardless of speaker changes.

Table 1. Spearman rank-order correlation coefficients of the gaze from the current speaker
toward the silent third participant and that from the silent third toward the current speaker.
(*: p < .05; **: p < .01)

From CS to Silent-3rd , From
Silent 3rd to CS

Free-flowing: utterances before speaker change .522* (p = .018)
Free-flowing: utterances without speaker change .534* (p = .015)
Goal-oriented: utterances before speaker change .848** (p = .000)
Goal-oriented: utterances without speaker change .696** (p = .001)
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For the shared gaze study, we conducted correlation analyses of the gaze from the
current speaker toward the silent third participant and that from the next speaker toward
the silent third participant. We expected that the current speaker’s gazing activity
toward the silent third participant would invite the next speaker’s gazing activity
resulting in their shared gaze toward the silent third participant. The silent third par-
ticipants were expected to be less prominent in conversation, and another expectation
was that they might do something noteworthy that attracted the current and the next
speakers’ attention when they were gazed at. We assumed that a correlation would be
observed both with and without speaker changes and in both the free-flowing and goal-
oriented conversations.

The analyses showed a significant correlation both with and without speaker
change in free-flowing conversations, whereas they showed a significant correlation
only with a speaker change in goal-oriented conversations (see Table 2), suggesting
that there were shared gazes toward the silent third participants other than utterances
without speaker change in goal-oriented conversations.

4 Discussion

For the mutual gaze between the next speaker and the silent third participant, our
analysis revealed an interesting result: the correlation analysis of the gaze from the next
speaker toward the silent third participant and that from the silent third participant to-
ward the next speaker showed that their mutual gaze was not related to speech-turn
transition to the same extent as the mutual gaze between the current speaker and the
next speaker was. Together with the results of previous studies that showed the
duration of the current speaker’s gaze toward the next speaker was significantly longer
than that toward the silent participants in multiparty conversation [9, 13–17, 19], the
results of this study also suggest that their mutual gaze had little relation to speech-turn
organization and did not act as a speech-turn organization signal. There might have
been other reasons for their mutual gaze, and it would be an interesting future research
direction to examine the context of the interaction where their mutual gaze was
observed.

In terms of the shared gaze toward the silent third participant, correlation analysis
of gaze from the current speaker toward the silent third participant and that from the
next speaker toward the silent third participant also revealed an interesting result.

Table 2. Spearman rank-order correlation coefficients of the gaze from the current speaker
toward the silent third participant and that from the next speaker toward the silent third.

From CS to Silent-3rd , From
NS to Silent 3rd

Free-flowing: utterances before speaker change .752** (p = .000)
Free-flowing: utterances without speaker change .445* (p = .049)
Goal-oriented: utterances before speaker change .866** (p = .000)
Goal-oriented: utterances without speaker change .141 (p = .552)
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Contrary to our expectation, there was an exception: their shared gaze toward the silent
third participant was not observed for utterances without speaker change in goal-
oriented conversations.

The cause of this phenomenon is not clear, although the predictability of the goal-
oriented conversation might have been an important factor. It may be the case that the
silent third participants might have been attracting less shared attention during utter-
ances without a speaker change in goal-oriented conversation where the conversational
flow was less dynamic and the current and the next speaker might have felt less need to
observe the behavior of the silent third participant who was not actively involved in
their speech interaction. Detailed analyses of the differences among these interaction
conditions would also be an interesting future extension of this study.

5 Conclusion

We analyzed gazing activities of the current speaker, the next speaker, and the silent
third participant during utterances with/without speaker change, from the viewpoints of
mutual gaze and shared gaze phenomena that involve the silent third participant.

For mutual gaze between the current speaker and the silent third participant, the
analysis of gaze from the current speaker toward the silent third participant and that
from the silent third participant toward the current speaker showed significant corre-
lations under all utterance conditions, suggesting that their mutual gaze had little
relation to speech-turn organization, contrary to our initial expectation.

For shared gaze toward the silent third participant, the analysis of gaze from the
current speaker toward the silent third participant and that from the next speaker toward
the silent third participant showed a significant correlation both with and without
speaker change in free-flowing conversations, whereas they showed a significant cor-
relation only with a speaker change in goal-oriented conversations. These results sug-
gest that the silent third participants might have been attracting less shared attention for
utterances without a speaker change when the conversational flow was more predictable.

Although the causes of these phenomena are still not clear and require more de-
tailed studies in the future, these results show that the functions of gaze are affected by
the role of the participants in multimodal multiparty interaction, and are expected to
contribute to forming the basis of the development of a conversation support system
and interactive interface design.
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Abstract. Online questioning and answering (Q&A) sites have emerged as an
alternative source for serving individuals’ health information needs. Despite
studies on analyzing user-generated content in online Q&A sites, there is an
insufficient understanding of health consumers from the perspective of health-
consumer types, information needs and number of questions. Additionally,
empirical comparisons of different Q&A platforms are scarce. This research
investigates types of health consumers, information seeking needs, and number
of questions for asking questions across two types of online Q&A platforms.
Empirical analyses of 624 heath questions collected from Yahoo! Answers and
WebMD reveal several important differences. In comparison, there were more
questions about adverse drug reactions on WebMD, and more questions about
seeking similar experiences on Yahoo! Answers. The findings have design
implications for online Q&A sites to better support health information seeking.

Keywords: Information needs � Online health seeking � Online Q&A

1 Introduction

Health consumers are increasingly going online to access health information.
According to the 2014 Pew Internet and American Life Project survey, 72% of Internet
users reported using online resources to obtain health information in the past 12 months
[5]. Specifically, over 35% of respondents searched online for medical information to
determine what medical condition they or someone else might have. These online
resources ranged from general search engines to specific websites devoted to health
information. One of the many online resources that meet these information needs is
online Question and Answer (or Q&A) sites.

Online Q&A sites [21] allow health consumers to post questions with expectation
of getting answers from others. Accordingly, such sites represent the most direct way
for a person to seek information. Q&A sites also serve as an alternative source to search
engine after consumers fail to find information via the latter [9]. In Q&A research,
health has been identified as a major domain for observing user interactions [12]. There
are different types of online Q&A sites. Some sites such as Yahoo! Answers are
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organized as a directory with different sections focusing on different topics, whereas
some others like Quora do not provide pre-defined categories for questions. Online
Q&A sites also differ based on whether the posted answers are curated or not. In a
curated site such as WebMD Answers, experts are considered as an essential part of the
community. In contrast, health consumers are able to seek support from peers with
similar conditions in some other online Q&A platforms. However, none of the previous
studies have compared health consumers’ needs across different types of Q&A sites.

To fill the above literature gaps, this research compares curated and community
Q&A sites. Specially, it answers the following research questions: (1) How do the
health information needs differ between the two online Q&A sites, if any? (2) Are there
differences between different types of Q&A sites in terms of health-consumer types and
number of questions?

The study answers the above questions by analyzing heath questions collected from
two distinct online Q&A platforms: Yahoo! Answers and WebMD Answers.
According to the statistic of National Institute of Diabetes and Digestive and Kidney
Diseases, kidney disease can lead many complications, and the overall prevalence of
chronic kidney disease in general population estimated to be 14%. Thus, data are
collected pertaining to questions about the kidney disease from the two platforms in
this study.

2 Background and Literature Review

Online Q&A sites provide a venue generally for asking a question and posting answers.
While online Q&A usually refers to user-generated answers, there are examples of
systems that do automatic extractions of answers, such as Google or Bing, which are
also known as machine-driven Q&A. On the other hand, online Q&A has evolved
owing to the significant development of Web 2.0. It is an outlet for information seeking
where the health consumers’ needs are articulated by natural language questions and
posted to a community. Therefore, answers to the questions are answered by anyone
who share a topic of interest from the community. The answers can include, but are not
limited to, information, social, suggestions, advice, or opinions.

With the growing popularity of online Q&A services in recent years, many clas-
sification schemes have been proposed for such Q&A sites. Q&A platforms can be
focused on a specific topic or general topics. Examples of specific or specialized Q&A
include WebMD and Stack Overflow. There is an abundance of examples which fall
under the general-purpose Q&A category. These sites typically cover a broad range of
topics instead of being organized around just one single (broad) topic. Examples of
general focused Q&A include Yahoo! Answers and Quora. To make this classification
more precise, Q&A sites further differ based on whether the posted answers are curated
or not. In a curated site, experts are considered as an essential part of the community
such as WebMD Answers and Quora. Take WebMD as an example, answers posted by
experts are featured and ranked top on WebMD Answers, followed by answers posted
by other types of contributors. In contrast, health consumers are able to seek support
from peers as well in some other Q&A sites such as Yahoo! Answers and Quora and
the answers are featured based on the total number of community votes. Choi et al. [3]
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proposed a typology of online Q&A platforms consisting of four categories: commu-
nity-based (such as Yahoo! Answers) Q&A, collaborative Q&A (such as WikiAnswer),
expert-based Q&A or curated-based Q&A (such as WebMD Answers) and social Q&A
(such as Q&A hashtags on Twitter).

Online Q&A sites provide an alternative paradigm for seeking and sharing infor-
mation to search engines [21]. These type of sites not only avoid dealing with a large
number of search results before getting at the desired information, but also help directly
find related information in a short period of time based on the information given in
questions. Additionally, the answers are given by other users with knowledge or similar
experiences, which are likely to be useful and easy to understand to the information
consumers [10]. One promising application of online Q&A is in health, such as health-
related information seeking.

The extant studies on online Q&A in health-related topics have centered on two
issues: (1) content [15, 23] (e.g., questions and answers) and (2) community dynamics
[4] (e.g., information questioners, answerers, and the community in general). Infor-
mation needs and consumers’ behavior in online Q&A have been analyzed for various
medical conditions such as HIV/AIDS [14], cancer [16], STD [13], diabetes [22] and
H1N1 [7]. One major stream of research in the area of information seeking behavior is
comparing and contrasting different Q&A sites. A recent study explored how the health
information seeking behavior of lay persons differs from that of professionals across 5
different sites [18]. Based on an analysis of linguistic characteristics of consumers’
needs (such as lexical, syntactic, and semantic information), they found that patients
ask longer questions, provide background information, and ask for different types of
information compared to professionals. Another study aimed to understand health
consumers’ usage of medical concepts by evaluating the coverage of concepts and
semantic types of the Unified Medical Language System (UMLS) in two types of social
media: blogs and Q&A [17]. The findings reveal that UMLS concepts appeared more
frequently in social Q&A postings when compared to blog postings.

The review of related literature suggests that there is a lack of understanding of
possible differences concerning health questions between community and curated
online Q&A sites. In addition, they fail to understand the health consumers from the
perspective of health-consumer types, information needs and the number of questions.
This research aims to address the above limitations by comparing health questions
across two main online questioning and answering (Q&A) platforms: community and
curated Q&A sites. The comparison is performed along three main dimensions: health-
consumer types, health information seeking needs, and the number of questions.

3 Methods

3.1 Q&A Sites Selection

We selected Yahoo! Answers as a community-driven Q&A site for data collection
because health is one of the top-level categories in this platform. The platform was
released in December 2005, becoming the third most popular internet reference site in
the world and the most visited community Q&A site in the United States; 16.64% of
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Yahoo! users used Yahoo! Answers [24]. There is a diversity of topics in which health
consumers can participate in. For the purpose of our research, we collected 9 years’
worth of data (2006 – 2015) from the site.

We chose WebMD Answers as a Curated Q&A site. As one of the most influential
online health Q&A websites [2, 11], WebMD is served by professional health orga-
nizations, and American certified health experts in a broad range of specialty areas and
registered site users. The site covers over 900 health topics ranging from acne to weight
loss, and it also serves as a platform for people with similar health concerns and
wellness interests to meet and share experiences as well as interact with certified health
experts and specialists. We collected all posts starting at August 2008 from the site.

As explained in Introduction, we selected questions related to a specific disease
condition of the kidney in this study. The screening of related questions was based on
related search keywords or key-phrases such as kidney, kidney infection, kidney stone,
kidney cancer, kidney disease, chronic kidney disease, dialysis, kidney failure, renal
artery stenosis, and renal cell carcinoma. For the purpose of this study, we randomly
sampled 316 questions from Yahoo! Answers across various kidney related topics by
using the stratified sampling method. In addition, we randomly selected 308 questions
from WebMD.

We cleaned the datasets by removing noise such as advertisements, non-human
subjects (e.g., questions about the kidney problems of pets instead of humans), ques-
tions that were non-kidney related, questions related to a student’s projects, and posts
that did not actually state any questions. The final dataset consisted of 624 questions
from the two platforms.

3.2 Dataset Description

For each question post, we collected related information such as questions titles, and
descriptions, post-date, and answers. In addition, we collected some other information
about the questions such as the categories where the questions posted, total number of
answers and the number of votes for each answer. In this study, we only used question
titles and descriptions. The descriptive statistics of datasets are reported in Table 1.

Table 1. Descriptive statistics of the Yahoo! Answers and WebMD answers datasets

Yahoo! Answers WebMD
Category # Q %Q Category # Q %Q

Other diseases 218 69 Kidney 162 52.6
Diabetes 21 6.6 Kidney infection 28 9.1
Heart diseases 8 2.5 Kidney stone 72 23.8
Infectious diseases 10 3.2 Kidney cancer 10 3.24
Cancer 6 1.9 Kidney disease 24 7.8
Other health related topics 36 11.4 Renal cell carcinoma 2 0.60
General topics 17 5.8 Renal artery stenosis 10 3.24

82 A. Alasmari and L. Zhou



3.3 Analysis Method

Content analysis is one of the most widely used research methods for analyzing the
questions and answers in online Q&A platforms [12]. During the content analysis,
questions are coded into a set of categories and these categories and frequencies are
used to understand the dataset. More specifically, we used directed content analysis in
which we followed predefined categories from a previous study [23].

We developed an annotation system to facilitate the analysis of questions. Two
coders analyzed the questions independently. The questions are randomly assigned to
two coders at a ratio of 6:4. To check the validity of the coding results, we randomly
drew a sample of 20% of questions, which were then reanalyzed by a third coder
independently. The inter-coder agreement of the sample set was 87.9%. We then
discussed discrepancies with the coders to eliminate potential biases.

3.4 Analysis Categories

To answer the research questions, we focused on the following types of information in
content analysis.

Health-Consumer Types. A health consumer may post questions about him/herself or
on behalf of someone else. Accordingly, the questions were labeled as self and other,
respectively. In the latter case, the health information described in the question was
typically about the health consumers’ family member or friend. In addition, we used
non-identified as a third value to cover questions that did not have a clear indication of
the role of the health consumers.

Information Seeking Needs. Health consumers ask health-related questions online to
address their specific needs. The following is a list of common health information
needs in asking questions in online Q&A sites, introduced in a previous study [23].

• Symptom: to gain an understanding of symptoms of a kidney or any other related
disease.

• Diagnosis: to confirm the nature of certain disease.
• Causes: to figure out the causes of the disease.
• Prognoses: to inquire about the hypothetical effect of a disease.
• Treatment: to explore treatment alternatives of a kidney disease.
• Supplements and lifestyle: to explore lifestyle and diet in people with a kidney

disease as well as using different supplements.
• Information sources, medical profession, and related types of information: to look

for medical experts in the field and any kind of resources to fulfill health consumers’
needs.

• Drug interaction: to ask for more details about unfavorable and unexpected signs,
symptoms, or diseases associated with the use of a drug without any judgment about
the causality or relationship to the drug use.

• Similar experiences: to connect to patients with similar conditions.
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Number of Questions. The number of sub-questions per question, including the title
is calculated in this study. Some questions are asked in different formats; we can only
consider one question that shows the same information needs.

4 Results

To fully answer the research questions, we conducted independent sample t-test in
addition to reporting descriptive statistics.

4.1 Health-Consumer Types

Table 2 shows the distributions of health-consumer types of the two selected Q&A
sites. Overall, more than 60% of health consumers asked questions about themselves or
others across the websites. Nevertheless, more questions were posted by family
members or friends on behalf of patients on Yahoo! Answers (19.9%) than on WebMD
(9.7%). On the other hand, there is a significant percentage of health consumers whose
types were not identified, which accounted for 37.7% questions from Yahoo! Answer
and 41.2% from WebMD, respectively.

4.2 Information Seeking Needs

We identified 10 types of information needs of health consumers, including diagnose,
cause, treatments, supplements and lifestyle, prognoses, symptoms, information sour-
ces, drug interaction, similar experiences, and others. The descriptive statistics of the
different types of information needs (in terms of percentage) is summarized in Table 3.
In addition, we report the statistical test results of independent sample t-test in the last
column.

Table 2. Distribution of health-consumer types

Types Yahoo! Answers WebMD
Distribution Distribution

Self 42.4% 49%
Other 19.9% 9.7%
Non-identified 37.7% 41.2%
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The most common information need of using both Q&A sites was about diagnosis
of a health condition (21.2%) (e.g., “I have been researching Chronic Kidney Disease
on WedMd and I’ve had some of the [symptoms]. Such as lots of headaches, not feel
hungry, nauseated…..I’ve been to the doctors twice. Only one of them a urine sample
was taken. …Anyone know anything useful.”)

The next two common information needs are inquiring about causes (18.6%) and
treatment (17.9%). For example, “How does chronic kidney disease affect homeostatic
mechanisms? What is the cause and what is the effect on homeostatic mechanisms?”
“What is pentoxifylline? [Can] this can help for chronic kidney disease?”. Questions
in the supplements and lifestyle (diet and exercise) category often asked for recom-
mendations on diets or food should be taken to help stay healthy, or recover from a
disease. For example, “is there treatment to cure it? and also what foods to avoid.”

Prognoses is another common information need for questioning. For example,
someone asked a question about his father who was recently diagnosed with CKD and
had only 30% of his kidney functioning: “how much longer will he live? how much
longer till he needs dialysis//transplant?”

For questions focusing on symptoms (11.5%) are relatively general. For example,
“Does anyone know the signs of chronic kidney disease?” and “How can you tell if you
have chronic kidney disease[?]”

Some health consumers visited the Q&A sites for recommendations on information
sources (7.5%). Among the questions, 4.3% were motivated by understanding medica-
tion effects, such as learning about side effects (e.g., “is there a blood pressure medicine
that [I] can take that will not harm kidneys”), comparing and contrasting medications
(e.g., “Does Renal interact with any other medications?”), or seeking information on
available medications, such as whether non-prescription options are available or learning
more about medications and interaction between different medications.

Beyond these broad categories, health consumers also asked for advice and experi-
ences from those whowere experiencing similar conditions (3.7%). One example is that a

Table 3. Descriptive statistics and t-test results of information seeking goals

Information needs Yahoo!
Answers

WebMD p-value

Mean SD Mean SD

Diagnose 0.24 0.43 0.18 0.39 0.0725′
Cause 0.19 0.39 0.19 0.39 0.958
Treatment 0.21 0.4 0.15 0.36 0.0837′
Supplements and lifestyle 0.15 0.35 0.13 0.34 0.6539
Prognoses 0.18 0.38 0.09 0.29 0.0011**
Symptom 0.15 0.36 0.08 0.27 0.0036**
Information source 0.08 0.27 0.07 0.26 0.952
Drug interaction 0.02 0.14 0.07 0.25 0.0027**
Similar experiences 0.07 0.26 0 0 1.09E-06′
Other 0.18 0.38 0.09 0.29 0.0023**

Note: *: significant at .01, ′: significant at .1
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health consumer shared her story about some symptoms and was not sure if the hair loss
was related to kidney disease. At the end of the question, she asked, “Does anyone know
of anyone that has [experienced] hair loss [due] to a failed kidney or has experienced it
themselves?” In addition, another health consumer shared her husband’s case who had
recently been diagnosedwith CKD stage III and shewaswondering about the progression
to dialysis. She emphasized at the end of her post that “Just looking for someone with
personal experience.” Another patient who was in early 30s was diagnosed with CKD.
He stated,“The doctor is saying that I am developing chronic kidney disease. Has anyone
else been diagnosedwith this so young? If so, what lifestyle changes have you had to do to
help combat it?”

The results of T-tests revealed some significant differences in the health information
needs between the two platforms. For those needs that showed differences, most of
them are more common in Yahoo! than WebMD Answers, such as symptoms, prog-
noses, similar experience (p < .01), and diagnoses and treatment (p < .1). The only
exception was adverse drug reaction, which were more frequently asked in WebMD
(M = 0.07, SD = 0.25) than Yahoo!! Answer (M = 0.02, SD = 0.14) (p < .001).

4.3 Number of Questions

The distributions of number questions are reported in Table 4. The data shows that the
majority of questions (92.5%) posted on WebMD Answers contains only one question.
In contrast, more than 40% of questions on Yahoo! Answers include multiple questions.

5 Discussion

Q&A platforms generally provide a venue for asking a question and posting answers
[12]. Accordingly, such sites represent the most natural way for a person to seek
information by supporting the writing of questions fully and explicitly. This research
investigates and compares health-consumer types, health information needs and
number of questions across two types of online Q&A platforms. Empirical analyses of
624 heath questions collected from Yahoo! Answers and WebMD Answers reveal
several important differences.

First, more questions in general were posted by family members on Yahoo! Answers
than WebMD. The process of posting a question on the former platform is relatively
simpler than the latter. Yahoo! Answer only requires the email address of a health
consumer, whereasWebMD not only requires more information, but also encourages the
health consumer to create a profile and provide more details about his/her health status.

Table 4. Distribution of health-consumer types

# of questions Yahoo! Answers WebMD

1 57.9% 92.5%
2 31.1% 21.1%
3 7.2% 1.9%
>= 4 3.8% 0
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One main difference between the community-driven and curated online Q&A
platforms lies in the type of health information needs. There were more questions
concerning adverse drug reactions posted on WebMD than on Yahoo! Answers. A cu-
rated site carries authoritative expertise with it, and topics like adverse drug reactions
and drug-to-drug interactions are complicated, and responding to such questions
requires extensive domain expertise. Although WebMD allows other health consumers
to provide answers in addition to medical professionals, the responses from the latter
group were given more weights and top listed. This finding has implications for dis-
covering new adverse drug reactions from user-generated content online [1, 8, 20]. To
this end, WebMD can serve as a more appropriate source than Yahoo! Answers.

In contrast, a significant percentage of questions posted on Yahoo! Answers were
aimed to seek answers from peers with similar conditions, which were absent in
WebMD. Community Q&A is a social interaction platforms and built based on user-
generated content and the interaction among users. Yahoo! Answers is a large and
diverse Q&A platform, acting not only as a medium for sharing technical knowledge,
but as a place where one can seek advice, gather opinions, and satisfy health con-
sumers’ curiosity about a variety of topics [12]. They include sharing personal stories
and experiences, among others, which is confirmed in our study. By the same token,
the findings of this study reveal that health consumers were more likely to ask multiple
questions at Yahoo! Answers more than WebMD.

Design Implications
The themes emerging from our findings have implications for improving online Q&A
sites.

It is important for Q&A sites to support social interaction for effective communi-
cation of medical conditions. Our results reveal that family members were active in
seeking health information on behalf of patients on Yahoo! Answers. The literature has
shown that many people with chronic and unstable conditions co-manage or delegate
health management activities to others [19]. However, family members and close
friends are often not aware of patients’ specific health conditions, treatment recom-
mendations, or care goals, and consequently may not know how to best support life-
style and medication treatment regimen adherence or decision-making preferences [6].
Therefore, providing support for social interaction would help improve the accuracy
and completeness of information described in question posts on these Q&A sites. In
addition, extending online Q&A platforms to include family members and friends can
facilitate more proactive and impactful involvement of family members in patients’
healthcare self-management.

It is worth noting that many health consumers value peers’ personal experience and
specifically sought for people whom they can talk to. Online Q&A has emerged as a
popular and effective paradigm for meeting a wide range of information needs [12].
There is an enormous amount of knowledge and expertise shared in online Q&A sites.
As the number of questions posted about looking for similar patients in online Q&A
sites increases, routing these questions to anyone who share similar experiences is
another way of direction. This is expected to contribute to improved efficiency,
engagement, and survivability of online Q&A community. In addition, identifying
“authoritative” users and promoting their posts would help better meet the health
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information needs of other users. Further, online recommendation techniques can be
adapted to suggest other related questions and responses to a user’s question post in
online Q&A sites.

Future Directions
Like all other studies on online information seeking behavior, this study has some
limitations. First, we collected data from two online Q&A sites only, and thus the
findings may not be generalizable to other online health Q&A platforms. This study can
be extended by examining questions about different type of diseases and from other
types of platforms. Second, despite that the analysis of question content helped gain
insights into contextual characteristics of questions, other types of data from the online
Q&A sites such as user activities, profiles, comments, and ratings are also valuable. An
integration of data from the various dimensions will help gain a fuller understanding of
user behavior in online Q&A communities.

6 Conclusion

Through analyzing questions collected from community Q&A and curated Q&A sites,
this study identified both of their similarities and differences in term of health-consumer
type, information seeking needs and the number of questions. The findings have
implications for the design of online Q&A websites and for effective use of such
platforms to meet patients’ health information needs.
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Abstract. Many patients have a very high need for information about their
health conditions even after doctor consultation. As a result, more and more
patients are looking for reliable information on the Internet. But how qualitative
are health information found online?
This study examines the quality of 49 German websites on health conditions

in the field of otolaryngology. The results showed that there is certainly a need
for improvement in medical quality, especially with regard to the completeness
of the information. The correctness of the information, in general, can be judged
as good. However, many sites do not contain references and further information.
Consumer health portals scored particularly well while advertising sites per-
formed worst in almost all categories. The readability of the pages is at an
average level.

Keywords: Online health information � Quality indicators �
Information quality � Assessing health information

1 Introduction

The Internet is the largest source of health information for patients. Due to the simple
and fast handling more and more users turn to search engines to inform themselves
about diseases, their symptoms, treatment possibilities or risks. 77% of online health
seekers begin their search at a search engine such as Google [1] and in 2015 5% of all
Google searches were health-related [2].

There are different reasons why consumers would choose web search engines as a
source for health information: to prepare for a doctor’s appointment, to clarify open
questions afterward, to make a self-diagnosis or to learn about a health condition in
general [3].

This movement is expected to lead to better-informed patients, who have the ability
to make wiser treatment decisions. Nevertheless, there are concerns about the quality of
health information online [4]. This is mainly due to the huge amount of information
available and the fact that anyone can publish and edit information on the web. It is
feared that information from the web may be overwhelming and that users who are not
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medically trained will not be able to distinguish between correct and incorrect
information.

The aim of the present study is to give an overview of the quality of the websites
that users find through Google after a diagnosis has been made by a medical
professional.

1.1 Assessing Online Health Information

Since publishing information on the web is easy for anyone to do, it is essential to take
a close look at the quality of online health information. Many studies have been dealing
with this topic for years and some gave an overview of evaluation methods for health
information on- and offline (e.g., [4–6]). A strong focus here is on the identification and
investigation of appropriate quality criteria and indicators.

2002 Eysenbach et al. [4] divided the indicators from 79 different studies into five
categories: Accuracy, Completeness, Technical Criteria (e.g., authorship, currency, or
disclosure), Readability, and Design. Accuracy and completeness aim at the actual
content of the websites whereas technical criteria, readability and design are formal
criteria referring to the presentation or the metadata of the websites. Zhang, Sum and
Xie [5] also recognized various criteria and divided them into content and design.
Frequently, both the design and the content are evaluated using pre-defined lists of
criteria taken from medical guidelines or other scientific literature.

Various organizations are also concerned with how the quality of health informa-
tion can be tested. For this purpose, various quality seals have been developed in recent
years to enable users to find high-quality health information. They either rely on the
voluntary observance of a code of conduct (e.g., Health on the Net Foundation [7]) or
have the websites tested by experts (e.g., MedCertain [8]). For some initiatives, a fee
must be paid in order to achieve the seal after successful testing (e.g., Afgis [9],
Medisuch [10]).

Zhang et al. [5] identified a variety of tools that were used to assess the quality of
health information both on- and offline. In scientific practice, the JAMA benchmarks,
the HONcode, and the DISCERN Instrument are most frequently used [5].

The JAMA Benchmarks were created in 1997 by Silberg, Lundberg, and
Musacchio [11]. They developed four core standards to make the quality of health
information on the Internet assessable: Authorship, Attribution, Disclosure, and
Currency. The HONcode is a code of ethics that guides publishers and authors on how
to provide high-quality medical information [12]. These two instruments focus only on
formal criteria like currency or credibility. The DISCERN Instrument can additionally
be used to evaluate the content [13]. However, only the treatment choices are con-
sidered here.

It can be summarized that the literature search has shown that different authors
examine the quality with very different criteria, indicators and instruments. Zhang et al.
[5] also conclude that there is no common definition of quality in the field of health
information on the web.
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1.2 Aims and Research Questions

Although many patients are satisfied with the general health care, they are not always
satisfied with the quality of the communication with their doctor and due to the short
time available, questions remain unanswered [14]. Many patients want to know more
about their disease. An average doctoral consultation in Germany takes 7.6 min [15].
So it is not surprising that after such a conversation questions about the disease itself,
its symptoms, treatment options, etc. may remain open. For many patients, the quickest
and easiest way to meet this need for information is an Internet search. But do patients
really find qualitative information about a disease by performing a web search?

This study aims to answer five research questions (RQs):

– RQ1: What Google search results are users confronted with if they have already
been diagnosed with a disease?

– RQ2: How qualitative are these websites in terms of formal and medical criteria?
– RQ3: How readable are these websites?
– RQ4: Do formal criteria indicate the medical quality of the information?
– RQ5: What are the differences between the results of the various diseases and search

terms?

2 Method

A Google search was carried out to collect relevant websites. These results were
evaluated according to various criteria by an information scientist and an otolaryn-
gologist. The details of the website collection and the rating process and evaluation are
presented below. Since web pages and their content are published information, the
terms (web)page, (web)site and publication are used synonymously in the following.

2.1 Website Collection

Within the scope of the research questions, we were interested in whether different
diseases lead us to expect different outcomes. Therefore, we decided to randomly select
three health conditions from the field of otolaryngology, namely tonsillitis (inflam-
mation of the tonsils), tinnitus (ringing in the ears), and rhonchopathy (snoring).

We know that many patients still have unanswered questions after diagnosis [14],
so it is reasonable for many to turn to the Internet to find answers. These patients have
already come into contact with the medical terms, so we chose the official medical
name of the respective health condition as a search term. We also decided to use the
appropriate German translation as a search term.

Therefore, the search terms were the medical terms and the appropriate German
terms (see Table 1).
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We conducted the search with Google, as this is the most used search engine in
Germany [16]. It is very common among users of search engines to include only the
first page of the result list in their search before the search is aborted or the search is
restarted with other terms [17]. Therefore, we decided to consider only the first page of
the search results list for each search term. All search results except Google Ads were
taken into account when searching for web pages. After collecting the websites, all
duplicates were removed for the rating process. These pages will be taken into account
later during the interpretation concerning the different search terms.

The collection was conducted using the incognito mode of Google Chrome on
December 18, 2018.

2.2 Rating Process

Once the pages had been collected and identified, the evaluation was conducted
according to the rating catalog below. All links were made accessible in an Excel
spreadsheet along with the formal and medical criteria. The evaluation using the formal
indicators (e.g., disclosure of authorship, publication aims or additional support) was
taken over by the author. Dr. Marbod Kohns, an ENT resident, was responsible for
evaluation using the medical indicators with regard to completeness and accuracy.

The rating was performed between 27 December, 2018 and 10 January, 2019.

2.3 Evaluation Catalog

To enable the rating of the pages, an evaluation catalog was developed. This consists of
a non-medical and a medical part. The indicators of the non-medical part are used to
evaluate the form of the publication and its metadata. The indicators of the medical part
serve to evaluate the completeness and correctness of the medical information within
the publication. In the following, the non-medical and the medical criteria contained in
the evaluation catalog will be described.

Non-medical Criteria. The first part of the evaluation catalog consists of six indi-
cators which are intended to make the formal quality of the publication assessable. The
focus here is not on the (medical) content, but rather on the metadata and the external
form to assess the credibility and reliability of a publication. This division corresponds
to the “Technical Criteria” in Eysenbach et al. [4]. The indicators have been created
using various publications and quality assessment tools already mentioned in the
Introduction section, but mainly the three most used assessment instruments
DISCERN, HONCode and JAMA. The individual indicators are evaluated on a scale
from one (lowest rating) to five (highest rating).

Table 1. Search terms and corresponding ICD-10 classification

Medical term German term ICD-10 classification

Tonsillitis Mandelentzündung J03.0, J03.8, J03.9, J35.0
Tinnitus Ohrgeräusche H93.1
Rhonchopathy Schnarchen R06.5
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Disclosure of Authorship. Numerous sources mention the naming of the author as an
essential quality criterion for the evaluation of information (e.g., [11, 12, 18]). It is used
to evaluate the reliability of the site or the information. In the ideal case, the profession
and expertise of the author are also mentioned.

Disclosure of Currency. Evidence-based patient information should include the latest
developments in science and practice [18]. Therefore, this indicator should evaluate
whether the creation date and the date of the last revision are identifiable. It is also
found in the DISCERN instrument, in the HONcode as well as in the JAMA bench-
marks. It should be noted that this is only concerned with the existence of the date, the
freshness of the page itself is not evaluated here.

Publication Aims. A qualitative publication should clearly set out its objectives. It
should communicate what the publication is about, what areas it covers and to whom it
is addressed [13]. This information should be included both in the title and in an
introduction.

References and Sources. The medical information in a publication should correspond
to the current state of scientific knowledge. The sources on which the information is
based must be presented on the website. All DISCERN Instrument, HONCode and
JAMA benchmarks contain this indicator.

Balanced Content. To provide balanced and unbiased content is an essential indicator
for a qualitative publication. The DISCERN tool advises evaluators to consider whether
different treatment options are presented, different sources are used, or whether there is
evidence that the publication has been independently reviewed [19]. However, the
evaluator is also advised to rely on his feelings. Of course, this fact makes an objective
evaluation very difficult.

Additional Support. The provision of further sources of information on a topic enables
the reader to obtain more information depending on his or her information needs. These
additional sources include other websites, scientific literature as well as organizations
or support groups. The DISCERN instrument emphasizes that the information provided
must include details such as author, publisher, address or telephone number [19].

Medical Criteria. The second part of the catalog refers to the medical content. Here
different categories have been developed, which should be included in patient infor-
mation (definition of the disease, causes and infection, symptoms, diagnosis, treat-
ments, treatment-risks, and lack of evidence). These categories were taken from various
guidelines for patient information [18, 20, 21]. Each of these categories was evaluated
according to accuracy and completeness, also mentioned in Eysenbach et al. [4]. The
evaluation was carried out on a scale from one (lowest rating) to five (highest rating).

In order to make the individual categories more assessable, the evaluation criteria
for each disease were extracted from the respective medical guidelines (Tonsillitis:
[22], Rhonchopathy: [23], Tinnitus: [24]). This then resulted in a checklist for each
category within the diseases, which the evaluator could adhere to. This made consistent
evaluation possible.

94 L. Beutelspacher



Completeness. The completeness of a website or publication is also evaluated on the
basis of accepted medical guidelines. According to the study by Chen et al. [6] the
completeness is the most-used indicator to assess health information quality.

Accuracy. The accuracy represents the conformance with the current state of research
as contained in medical guidelines. The accuracy is only evaluated for the information
actually provided. Therefore, the accuracy can be evaluated with 5 (highest score), even
if the completeness is only 1 (lowest rating).

2.4 Readability

For each publication, the readability was determined using the Flesch Reading Ease
Score [25]. This metric assumes that short words and short sentences are easier for
readers to understand. Since the English and German languages differ in length and
number of words, we used the formula adapted by Amstad in 1978 [26]. The formula
calculates a value between 0 and 100, where a higher number means easier readability.
Texts with values between 0 and 40 are difficult or very difficult to read, whereas texts
with values between 60 and 100 are easy or very easy to read. Since whole sentences
are required for the calculation, titles, list items, and link texts were not taken into
account. The readability was tested using the website Schreiblabor [27].

Other characteristics such as the type of page, the intended target group or the
existence of quality seals were also noted during the evaluation.

The data resulting from the evaluation were analyzed with Microsoft Excel. The
author is aware that the arithmetic analysis of ordinal scales is controversial. However,
since the scale is regarded here as an interval scale with equal distances between the
points, it was decided to analyze the results with arithmetic methods [28]. This includes
the calculation of the mean, the standard deviation and in some cases the pearson
correlation.

3 Results

A total of 60 pages were found through the six search queries. After deleting all
duplicates, 49 pages remained (16 each for tonsillitis and tinnitus, 17 for rhonchopathy).

3.1 Page Types and Target Groups

The largest part of the web pages has as target group patients without medical
knowledge (43 of 49 pages). 17 of the examined pages are websites published by health
service providers (doctors, pharmacies or clinics) as shown in Fig. 1. Ten pages are so-
called consumer health portals (e.g., Onmeda.de, Netdoktor.de, or Gesundheitsinfor-
mation.de). These websites aim to make medical content understandable to users
without medical knowledge. Nine websites advertise medical products or services. Six
pages were written for medical professionals, e.g., encyclopedias for doctors or
learning platforms for medical students. During the investigation also five non-medical

Dr. Google, Please Help Me Understand! 95



pages were found. These are pages whose purpose is not the mediation of medical
contents like online encyclopedias or non-medical journals. Two pages could be
assigned to the category “disease-specific sites.” This includes one page especially
about snoring and sleep apnoea and one page published by a tinnitus self-help orga-
nization. It should be noted that among the 49 pages found, there are only two portals
that offer user-generated content (Wikipedia.org and Flexikon.com)

Medical quality seals could be identified on 13 of the 49 pages. 7 pages even had
two seals. Three different seals could be found: HONcode (eleven times), AFGIS (six
times) and Medisuch (three times).

29 of the 49 pages found contained an indication that the content was not intended
for self-diagnosis or self-treatment, but only to provide information. In the case of
tonsillitis websites, such information was contained on 12 pages (75%), in the case of
tinnitus websites on 10 pages (approx. 63%), and in the case of rhonchopathy websites
on 8 pages (approx. 41%).

3.2 Non-medical Criteria

On the scale from one to five, 16 pages in the rating of all non-medical indicators
received a mean score of 4 or higher. 13 pages had a rating between 3 and 3.9. 16 pages
received a rating between 2 and 2.9, and 4 pages received a rating of less than 2.

The average rating of all pages examined with regard to non-medical criteria was
3.24 (Standard Deviation SD = 1.52) as shown in Table 2.

With a mean value of 4.43 (SD = 0.88), the indicator “balanced content” was given
the highest rating. Here 32 of 49 pages reached a value of five. The indicator “refer-
ences and sources” was rated worst with a value of 2.55 (SD = 1.64). 21 out of 49
pages had no references at all (rating of 1).

17 

10 
9 

6 

5 2 
Health service providers

Consumer health portals

Medicines and healthcare
products

Sites for medical
professionals

Non-medical sites

Disease-specific sites

Fig. 1. Number of pages assigned to the different page types (n = 49)
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The ratings for indicator “disclosure of currency” is very mixed in the evaluation.
16 pages had no information about the timeliness of the publication or its information.
On the other hand, 20 pages had complete information, i.e. the date of creation and of
the last update.

For the majority of the pages (32), the rating in terms of “publication aims” is three
or less. However, no page was rated with a 1. This means that for all pages at least the
title indicates the content of the publication.

If looking at the ratings of the individual page types, consumer health portals have
the highest rating with a mean of 4.18 (SD = 1.16). The indicators “balanced content”
(5.0) and “additional support” (4.6) were particularly highly rated here. The lowest
rating with 1.92 (SD = 0.86) of five points for the non-medical indicators was the group
of disease-specific sites. However, it should be noted that only two pages are assigned
to this category.

The mean value of pages with a seal was 4.12 (SD = 1.12) and of pages without a
seal 2.93 (SD = 1.52).

3.3 Medical Criteria

Completeness. On the scale of 1 to 5, 10 pages in the rating of completeness received
a mean score of 4 or higher. 22 pages had a rating of between 3 and 3.9. 14 pages

Table 2. Mean ratings for non-medical indicators (scale: 1-lowest rating to 5-highest rating)

All
sites

Consumer
health
portals

Sites for
medical
professionals

Non-
medical
sites

Health
service
providers

Medicines
and
healthcare
products

Disease-
specific
sites

Number of
pages (n)

49 10 6 5 17 9 2

Disclosure of
authorship

2.96 3.70 3.17 3.20 3.06 1.89 2.00

Publication
aims

3.12 3.40 3.50 3.40 2.94 3.00 2.00

References
and sources

2.55 4.20 3.00 3.00 2.00 1.56 1.00

Disclosure of
currency

3.33 4.20 4.67 4.80 3.06 1.67 1.00

Balanced
content

4.43 5.00 4.67 4.40 4.65 3.56 3.00

Additional
support

3.06 4.60 3.17 3.20 2.53 2.33 2.50

All non-
medical
criteria

3.24 4.18 3.69 3.67 3.04 2.33 1.92
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received a rating of between 2 and 2.9, and 3 pages received a rating of less than 2.
Table 3 shows the average scores in terms of the completeness of medical information.
The overall score is 3.19 (SD = 1.53). The highest rating is found in consumer health
portals (3.54), the lowest in medicines and healthcare products (2.68). The most fre-
quently available information is on the definition of disease and symptoms (4.22).
32 out of 40 pages did not contain any information on the treatment risks. Also the
indication of areas for which no empirical information was available was completely
missing in 31 of 41 pages. In contrast, definition and symptoms were often stated
completely. In the criterion “definition” 28 pages, in the criterion “symptoms” 24 pages
were rated with a 5.

The overall rating of completeness for pageswith a quality seal is 3.49 (SD=1.36). For
pages without seal, the rating is 3.08 (SD = 1.58). For the diseases examined, the rating of
completeness is as follows: Tonsillitis: 3.14; Rhonchopathy: 3.24; Tinnitus: 3.19.

Accuracy. On the scale of 1 to 5, 37 out of 49 pages in the accuracy rating received a
mean score of 4 or higher. 12 pages had a rating between 3 and 3.9. No page received a
rating less than 3.

Table 4 shows the average scores of all pages in terms of accuracy. If a rating of 1
was assigned in terms of completeness, i.e. no information about the specified area was
contained, the correctness could not be evaluated and was not included in the calcu-
lation. The number of these pages for the respective indicator can be found in the last
column of the table. The most correct information can be found on medical profes-
sionals’ pages (4.55) and on disease-specific sites (4.50). Pages for medicines and
healthcare products had the lowest ratings (3.95).

Table 3. Mean ratings for completeness (scale: 1-lowest rating to 5-highest rating)

Completeness All
sites

Consumer
health
portals

Health
service
providers

Non-
medical
sites

Disease-
specific
sites

Sites for
medical
professionals

Medicines
and
healthcare
products

Number of
pages (n)

49 10 17 5 2 6 9

Definition 4.22 4.60 4.35 4.20 5.00 4.00 3.56
Causes and
infection

3.73 4.10 3.88 3.80 4.50 3.50 3.00

Symptoms 4.22 4.50 4.53 4.00 4.50 3.67 3.78
Diagnosis 2.98 3.70 3.47 2.20 1.50 3.33 1.78
Treatments 3.65 4.00 3.76 4.00 3.50 3.17 3.22
Treatment risks 1.78 1.90 1.53 2.60 1.50 1.50 1.89
Lack of
evidence

1.73 2.00 1.71 2.20 1.00 1.50 1.56

Completeness
according to all
medical criteria

3.19 3.54 3.32 3.29 3.07 2.95 2.68
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The mean accuracy score for quality seal pages is 4.47 (SD = 0.82). For pages
without the seal, the rating is 4.28 (SD = 0.93). The overall accuracy score for the
various diseases examined is as follows: Tonsillitis: 4.25; Rhonchopathy: 4.40;
Tinnitus: 4.37.

3.4 Readability

On the basis of the German version of the Flesch Reading Score [23] the pages were
examined for their readability. Overall, the average readability of all pages was 41.88
(SD = 8.41), which is just about “Average.” Two pages were rated as “easy” (see
Fig. 2). The majority of the pages (32) had average readability. 12 pages had a read-
ability value of “Demanding.” Three pages were classified as “Difficult” and “Very
Difficult.” The most difficult pages to read are those for medical professionals (33.67).
The most readable pages are those of medicines and healthcare products (45.56).

Table 4. Mean ratings for accuracy (scale: 1-lowest rating to 5-highest rating)

Accuracy All
sites

Sites for
medical
professionals

Disease-
specific
sites

Consumer
health
portals

Health
service
providers

Non-
medical
sites

Medicines
and
healthcare
products

# Pages
that do not
contain
these
information

Number of
pages (n)

49 6 2 10 15 5 9 /

Definition 4.39 4.50 5.00 4.50 4.41 4.00 4.22 0
Causes and
infection

4.50 4.83 4.50 4.70 4.38 4.80 4.11 1

Symptoms 4.90 4.80 5.00 4.90 4.94 4.80 4.89 1
Diagnosis 4.19 4.60 5.00 4.44 4.21 4.00 3.00 12
Treatments 3.58 4.00 3.00 3.70 3.75 3.80 2.88 4
Treatment
risks

4.71 5.00 5.00 5.00 4.80 4.67 4.00 32

Lack of
evidence

4.11 4.00 N/A 4.40 3.83 4.33 4.00 31

Accuracy
according to
all medical
criteria

4.34 4.55 4.50 4.48 4.34 4.33 3.95 /
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On average, the most readable pages were those on Rhonchopathy (46.88) followed
by those on Tinnitus (40.38) and Tonsillitis (38.06).

In addition, the readability of the pages found with German and medical search
terms was compared. In the case of medical terms, more pages were rated as “Chal-
lenging” (nine pages) than in the case of German terms (six pages). The mean value of
the readability of all medical pages is 39.93 and is therefore slightly more difficult to
read than the pages found with German search terms (43.90).

The average readability of pages with a medical quality seal (41.54) was approx-
imately the same as that of pages without such a seal (42.00).

3.5 Interdependencies

Table 5 shows that pages that have received a high rating within the non-medical
indicators (equal to or above the mean) have higher completeness. Accuracy is also
higher for these pages than for pages that are below the average. Formally highly rated
pages have a higher readability score than low-rated pages.
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Fig. 2. Readability levels for different page types (n = 49)

100 L. Beutelspacher



Figure 3 shows the average completeness rating for pages with high and low
ratings in the various non-medical indicators.

The largest differences can be seen in “references and sources”, “disclosure of
currency” and “additional support.” The Pearson correlation between the non-medical
indicators and completeness show values from -0.07 (disclosure of authorship) to 0.5
(additional support). In total, the Pearson correlation between all formal indicators and
completeness is about 0.41.

Figure 4 shows the average rating of accuracy for pages with high and low ratings
in the various non-medical indicators. Again, the biggest differences between low and
high scored sites are in the areas “references and sources”, and “additional support.”

The Pearson correlation between the non-medical indicators and the accuracy shows
values from –0.14 (Disclosure of Authorship) to 0.41 (References and sources). Overall,
the correlation coefficient between all formal indicators and accuracy is about 0.32.

Table 5. Medical quality and readability in relation to the ratings of non-medical indicators
(scale: 1-lowest rating to 5-highest rating)

Non-medical criteria Completeness Accuracy Readability

Sites above mean (>=3.19; n = 26) 3.39 4.43 43.85
Sites below mean (<3.19; n = 23) 2.96 4.19 39.65
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If looking at the pages with easy to average readability (Flesch Score >=40), the
mean value of completeness is 3.15. For pages where readability was evaluated as
challenging, difficult and very difficult (Flesch Score < 40), the mean value of com-
pleteness is 3.28. The mean value of accuracy is 4.26 for well readable pages and 4.45
for pages with lower readability.

4 Discussion

4.1 What Google Search Results Are Users Confronted with if They Have
Already Been Diagnosed with a Disease? (RQ1)

If users search for a specific health condition on Google, they are confronted with a
variety of different pages from different providers. The aim for the patient is now to
filter out correct, reliable and relevant information.

Most of the websites found have patients as their target group. But also pages for
medical professionals are displayed to the user if she/he wants to inform her- or himself
about a disease. On some of the pages, it is not immediately apparent that the infor-
mation is not intended for patients or medically uneducated individuals. This can easily
lead to confusion among users.

While some pages are specialized in the communication of health information (e.g.,
consumer health portals), the user is also confronted with a large number of advertising
pages. Approximately one-fifth of all pages have the purpose to advertise a certain
medical product. But advertising can also be identified on pages that do not directly
focus on a product. For example, pages from medical practices or pharmacies have
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been grouped under the category “health service providers.” Here it may be that these
providers want to advertise their medical services.

More than 30% of the pages found contained no indication that the content was
suitable only for information purposes but not for self-diagnosis. In particular, pages on
the subject of snoring often lacked this information. This can be due to the fact that also
many physicians with Rhonchopathie (if it does not accompany a sleep apnea) there is
no medical indication for treatment [23].

4.2 RQ 2: How Qualitative Are These Websites in Terms of Formal
and Medical Criteria? (RQ2)

The non-medical quality of the pages, based on indicators such as disclosure of
authorship or references and sources, can be described as mixed. While after calcu-
lating the average score of all formal indicators approx. 60% of the pages had a rating
of 3 or higher (scale 1 to 5), many deficits in formal quality can also be identified.

Overall, the high proportion of pages that do not mention any sources of their
information is particularly worrying. The user cannot obtain any further information
and can therefore not evaluate whether the information provided is correct and com-
plete. The objectivity of the publications was commonly rated as very high. However,
the results of this indicator should only be interpreted with caution, as objectivity could
only be assessed subjectively.

The completeness of the medical content also provides a mixed picture. Only about
one-fifth of the pages was (almost) complete (rating of 4 or higher). It is particularly
noticeable that especially the “treatment risks” are very rarely found on websites. 32 of
49 pages had no information about the risks of a treatment. Especially with treatments
that a patient could theoretically perform himself, such as taking medication or the like,
this may have serious health consequences.

Completeness as a quality criterion must, however, be relativized here. A single
website is only part of the information pool from which users can make use and they
usually browse different websites to meet their information needs [4].

The accuracy of the medical contents turns out to be quite positive. Approximately
75% of the pages were rated as very accurate (rating of 4 or higher). It should be noted,
however, that no evaluation on the accuracy was carried out for non-existing infor-
mation. Pages that contain little information could still have a very high accuracy value.
One area in which the accuracy rating was lowest were information on treatments. Here
also quite a lot of wrong information could be identified.

Consumer health portals have the highest formal quality. The ratings were very
high, especially with regard to objectivity and the disclosure of sources and further
information about a disease. The portals set themselves high quality standards and
cooperate with a large number of experts. This could explain the high formal quality.
The medical quality of these portals is also very high. Especially in the area of com-
pleteness, the ratings are higher than in other categories. While the formal quality of
disease-specific sites is very low, the evaluation of accuracy is relatively high. Only
pages for medical professionals were rated better here.
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It can be clearly seen that sites advertising medical products have low formal as
well as low medical quality. This observation was also made by some other studies
(e.g., [29, 30]).

4.3 How Readable Are These Websites? (RQ3)

According to Eysenbach [4], many studies come to the conclusion that the readability
of medical pages is much too high. This was only partially confirmed in the present
study. The majority of the pages showed intermediate readability. On average, pages
found using a medical search term were slightly more difficult to read than pages found
using German search terms. This could be due to the higher proportion of pages for
medical professionals, which has the most difficult readability. The evaluation of these
results is based on the premise that the competence level of the German Flesch Scores
is adapted to the actual readability of the population. But to the best of my knowledge,
there is currently no empirical study on this.

4.4 Do Formal Criteria Indicate the Medical Quality
of the Information? (RQ4)

Overall, it can be seen that sites that received a higher rating for non-medical indicators
perform better in both completeness and accuracy than sites that received a lower
formal rating. These observations lead to the conclusion that pages that are formally
better presented also have better medical content so that the non-medical quality can be
used as an indicator of content quality. In particular, those who provide sources for
their information and offer additional assistance and support perform better both in
terms of completeness and accuracy. However, this does not apply to all areas of non-
medical indicators. Thus, texts whose authorship was not fully disclosed were still
more complete and correct than texts in which the authors are named. As a conse-
quence, formal quality should not be the only indicator for determining the quality of
medical information.

In the present study, more readable pages received a somewhat lower rating in the
completeness and accuracy of medical information. On the basis of these results, it can
be concluded that texts that are more difficult to read contain more complete and correct
information.

The existence of a quality seal, based on the pages examined here, only allows us to
draw conclusions about the quality of a page to a limited extent. It should be noted that
pages with a quality seal have a higher formal quality. Medical quality is also higher for
pages with a seal, but only to a small degree. When evaluating these results, it should
also be noted that these seals often require a fee for testing and evaluating the pages and
awarding a seal and are therefore not easily accessible, especially for non-profit
associations or private individuals.
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4.5 What Are the Differences Between the Results of the Various Diseases
and Search Terms? (RQ5)

No major differences could be identified between the various diseases in the assessment
of the non-medical and medical indicators. If looking at the readability, it becomes
clear that pages on the subject of rhonchopathy are on average easier to read than for
the other two diseases. Also, pages found by medical search terms are on average more
difficult to read than the pages found by German search terms.

4.6 Limitations

Some limitations of the study can be identified. The first limitation is the fact that the
websites were only evaluated by one person. This is due to the high effort involved in
the assessment. More evaluators would be desirable for further studies.

Although indicators for design and navigation were deliberately omitted from the
evaluation catalog, these would also be interesting criteria for the quality of online
health information in further studies.

Unfortunately, due to the limited number of search results, no user-generated
content (like in discussion boards or social networks) could be examined.

The search terms in this paper were created by the researcher. In further studies,
actual search queries from users should be included. It would also be interesting to
evaluate the perception of the users in comparison to the presented results.

5 Conclusion

When users search Google for a health condition, they are confronted with a wide
variety of pages. These include sites that specialize in the mediation of medical content
to patients, as well as medical practice sites, pharmacy sites, medical professional sites,
and sites whose primary objective is the marketing of medical products.

As the study has shown, the question of whether these results are of high quality
cannot be answered with a simple yes or no. While the accuracy is quite high on all
pages, many pages lack important information.

On the basis of the results, users could be recommended to inform themselves on a
multitude of pages. Consumer health portals are particularly suitable here since both the
formal and the medical quality is very high. Users should be cautious with sites that sell
a medical product, as the medical information is much more incomplete and sometimes
even incorrect.

The formal quality of pages may provide information about their medical quality.
For example, users should ensure that the publication offers evidence for given
information or other resources. Seals of quality can also provide information about the
quality of a page. The readability of the pages can generally be described as average,
even if there are major differences between the pages.

In summary, it can be said that the Google search, even it does not substitute a visit
to the doctor, is quite useful for further information on a disease. However, the user has
to take a critical look at the medical content.
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Abstract. Online community has become a new approach for suicide pre-
vention with the rise of the Internet technology for the past decade. However,
due to the various and dynamic ecosystem of online community, its effects on
suicide prevention remain unknown. We selected SuicideWatch, a forum on
reddit as our research context and investigated users’ response bias and the
effects of online response to suicide posters by linguistic analysis. Our findings
indicate two important phenomena: (1) users’ responses could be biased by
linguistic cues in title and (2) online response has positive effects on suicide
posters. We believe the findings and approach proposed in this study can offer
insights for suicide prevention.

Keywords: Mental health � Social media � Computational linguistics

1 Introduction

Suicide has been a severe public health issue in the worldwide. According to the World
Health Organization [50], suicide is the fifteenth leading cause of death and is the
second leading cause of death among young people (15-29). More than 800,000 people
are the victim of suicide and many people who have suicide attempt every day.
Although national efforts have been made for reducing suicide risk, the evidence for
effective suicide intervention is still limited in both clinical and school context [38].
A comprehensive strategy for suicide prevention is urgently needed.

However, the rapid growth of Internet technology makes suicide issue even more
complicated. The increasing use of the Internet may have either positive or negative
influences on users, especially for vulnerable individuals [10]. Several studies indicated
that online users could search for information for suicide methods [1, 9, 15, 16, 32],
look for suicide pacts [52], or broadcast their suicide [5]. On the other hand, online
communities function as support groups and bring the positive effect to individuals
with suicidal thoughts or attempts [3, 17–19, 24, 49]. Moreover, the anonymity
afforded by online forums makes suicidal individuals more open to disclose personal
feelings and experiences [10, 49]. Online forum becomes a new venue for suicide
prevention.

While previous studies addressed a range of benefits for using an online forum as a
tool for suicide intervention, its effect on users remains unknown. The variety and
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anonymity of online forum make it even more difficult to assess the influence of online
responses on individuals, such as the level of distress alleviation and emotional state
[10, 38]. In addition, unlike the traditional telephonic communication provides
immediate conversation, an online forum is usually asynchronous discussion. Then,
will individuals receive different levels of attention when posting to the online forum?

In this study, we focus on a forum on Reddit called “SuicideWatch” as our research
context. SuicideWatch (SW) is described as an online version of telephone crisis
hotlines [23], which is also the biggest community (40,419 subscribers) among suicide-
related forums on Reddit. Users on SuicideWatch may post their suicidal thoughts or
scroll through others’ posts and comments and either “upvote” or “downvote” them. In
the light of text-based content of the forum, we employ linguistic analysis as a research
approach, which has been broadly adopted in suicide-related research [12, 34, 35].

The first aim of this study is to investigate whether users have response bias by the
language used in posts. We examined the association between linguistic cues and the
number of upvotes and comments. Then, based on previous studies, we proposed four
indicators: affective distress, cognitive thinking, social awareness, and interpersonal
focus to assess the effect of online responses on posters by comparing their posts before
and after receiving others’ comments. Our research questions are addressed as follows:

• RQ1: What type of linguistic cues of the original post may influence users’ response
to the post?

• RQ2: What is the effect of online response on posters?

The rest of this paper is organized as follows: in Related Work, we review the
relevant literature pertaining to suicide, online community and linguistic analysis. In
Methodology, we present our research procedure and measurements. We then present
our results for two research questions and discuss our findings and its implications and
limitations. We conclude and summarize the contributions of this study.

2 Related Work

2.1 Suicide Prevention and Community in Online Forum

Online forums are a type of community where users participate via personal narratives
and collective discussions [10]. For individuals with suicidal ideations, an online forum
is a space to develop connections with others, seek empathy and support, and share
feelings and experiences with people similar problems without being judged [3, 19, 41,
45, 49]. However, there was no consensus on whether supports from online forums
enhance suicide preventions or not [26].

Several studies have found that participation in the online forum increase positive
behaviors, such as seeing medical professionals for help, reciprocal helping among
users, and alleviate psychological distress [2, 19, 31, 45]. However, other studies found
that online forums become a source for sharing suicide method, finding suicidal
companies and increasing hopelessness that may result in suicide contagion [4, 11, 13,
27, 52].
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Even though the influence of online forum on suicide prevention remains unclear,
researchers found that the majority of online responses to suicidal posts show caring,
empathy or called for help [14]. Gilat, Tobin, and Shahar [17, 18] further found that
trained volunteers and lay individuals exhibited different strategies to offer supports.
Volunteers used more technique and responded with more strategies of empowerment,
interpretation and cognitive change, which were rarely used by lay individuals. On the
other hand, lay individuals used more emotional supports by disclosing personal
experiences in their responses.

These studies provide different insights into suicide prevention and online forum,
including its positive and negative effects, and language strategies adopted by users.
However, online forum, unlike traditional telephone crisis line, provides immediate
responses, mainly operates in an asynchronous way. Then, is there any potential bias
that may exist to influence users’ responses to suicidal posters? Our first question is to
investigate what type of linguistic cues shown in a suicidal post may influence users’
behaviors, including voting and comment.

2.2 Suicide and Linguistic Cues

Previous studies have investigated the association between linguistic styles and suicide.
Because of the difficulties of obtaining information from suicidal individuals, most
previous research uses poetry or publicly available suicide notes as the source of
content for analysis [28, 42]. Stirman and Pennebaker [46] employed a popular and
validated psycholinguistic lexicon LIWC to analyze the different linguistic constructs
expressed in poems by suicidal poets. They found that the suicidal poets exhibited
more self-reference, more death-oriented and sexual words in their writing when
compared to non-suicidal poets. Other studies also found that suicidal poems showed
more expressive writing [43], cognitive discordance [47] and less positive emotions
and the reference to the self and others over time [29]. In the suicide note, an early
work found the language used in the note tends to be short, simple and more repetitious
[33]. Later research further found that the emotion exhibited in the suicide notes
becomes more positive over time [35]. The suicide notes from completed suicides used
more future tense verbs, social references to others, and showed more positive emo-
tions than attempted suicides [20].

Our second question is to assess if the online response has positive impacts on
individuals with suicidal thought. However, linguistic cue of suicide is dynamic and
various by contexts. There is no absolute standard to evaluate the language use of
suicidal individuals. The most relevant work to ours is by Kumar et al. [28]. They
examined the Werther effect of a celebrity-suicide event on Reddit’s forum Sui-
cideWatch by measuring four attributes: affective, cognitive, linguistic style and social
attribute. They found that suicidal posts on Reddit became more inward focused, less
social concerns and more negative emotions after a celebrity-suicide event. Inspired by
their study, we adopt their four concepts but define and measure in different ways based
on the literature of psychology.

Literature in psychology indicates that mental disorders, cognitive vulnerability,
family conflict, social isolation, and hopelessness are risk factors of suicide [6, 8, 25,
36, 44]. According to Interpersonal Theory [48], suicide is a consequence of thwarted
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belongingness and perceived burdensome. Thwarted belongingness results from the
lake of reciprocal care and loneliness; perceived burdensome comes from self-hate and
liability. Interpersonal Theory suggests suicide prevention to decrease thwarted
belongingness and perceived burdensome by maintaining social connections of indi-
viduals with suicidal ideation. Based on this theory, we consider online response as a
way of providing connections and support of individuals who are going through suicide
crisis. Then, their thwarted belongingness and perceived burdensome will decrease
after supports. We assess these two psychological aspects by four linguistic indicators
adopted from Kumar et al. [38], including affective distress (perceived burdensome),
cognitive thinking (perceived burdensome), social awareness (thwarted belongingness)
and interpersonal focus (thwarted belongingness).

Affective Distress. Affective distress has been considered as a risk factor for suicide
evaluation especially for young people [7, 51]. Affective distress includes anger,
anxiety, hopelessness, loneliness and so forth [21, 40, 48]. The intensity of affective
distress is a signal of suicide crisis for depressed individuals [22, 30]. We hypothesize
that individuals’ affective distress decreases after receiving supports.

H1: Linguistic cues of affective distress decrease in original posters’ comments.

Cognitive Thinking. Suicidal behavior is the manifestation of a cognitive evaluation
that the pain of choosing suicide is bearable [48]. The cognitive vulnerability makes
individuals difficult to redirect their thoughts and be trapped in a ruminative cycle of
negative perception [44]. We assume that individuals’ cognitive thinking will increase
when having others’ supports. Meanwhile, we expect the thought of death and self-
denials will decrease as well. Therefore, there are positive and negative cognitive
thinking. We hypothesize that positive cognitive thinking increases, and negative
thinking decreases.

H2a: Linguistic cues of positive cognitive thinking increases in original posters’
comments
H2b: Linguistic cues of negative cognitive thinking decreases in original posters’
comments

Social Awareness. Social isolation and family conflict have critical effects on indi-
viduals’ suicidal ideation and behavior [8, 25, 48]. We expect that individuals’
awareness of social isolation and family conflict will decrease after having supports.
Thus, we hypothesize that individuals express more agreement and focus less on
family-related issues.

H3a: Linguistic cues of agreement increase in original posters’ comments.
H3b: Linguistic cues of family-related concepts decrease in original posters’
comments.

Interpersonal Focus. Previous studies point out that the frequent use of first-person
pronouns by suicidal individuals indicates a higher self-focus tendency and lower
social integration of suicidal individuals [35, 39]. When interacting with online
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responders, individuals’ focus may be shifted from the self to others, which facilitate
their sense of reciprocal care. We hypothesize that their self-focus decreases and
interpersonal focus increases.

H4a: Linguistic cues of self-reference (1st personal singular pronouns) decrease in
original posters’ comments.
H4b: Linguistic cues of social references increase in original posters’ comments.

3 Methodology

3.1 Data Collection and Procedure

We use Reddit’s official API to collect posts, comments and relevant metadata from the
subreddit “SuicideWatch”. The crawl of this subreddit in this study is employed from
November 22 to 23 in 2015. The procedure of data collection includes three aspects:
the original post, comment, and users. For the original post, we collect the title and
content of post, username, posting date, number of comment and number of upvote and
downvote. For each post, we record if original posters leave comments to their posts
and document the first comment arrival time. For comment, we collected the content of
comments, username, date, number of upvote and downvote. We further distinguish
whether the comment was from the original poster and whether a comment was the first
response to the original post. We then divide users into two categories: the poster who
post initially and supporter who left comments to the poster. After completing data
collection, the researcher scrutinized the data and deleted two posts generated by the
board manager and its relevant comments. The details of data are exhibited in Table 1.

3.2 Measurement

We use psycholinguistic lexicon LIWC, including 90 variables, to examine the lan-
guage used in the posts and comments. According to the purpose of research questions,
we adopt different measurements for each of them. Our first question is to explore what
type of language cue could influence readers’ responses. We select word count, four
summary language variables (analytical thinking, clout, authenticity, emotional tone),
eight standard linguistic dimensions, 41-word categories of psychological processes, 6
personal concern categories, and 5 informal language markers as our measurements.
Total 65 variables are examined in this study.

According to the aforementioned literature, we propose four indicators to measure
the effect of online response on posters. These indicators are (1) affective distress,
(2) cognitive thinking, (3) social awareness and (4) interpersonal focus. Affective
distress consists of four measures: sad, anger, anxiety and swear words. Cognitive
thinking includes six measures: insight, causation, certainty, health, death, and nega-
tions. Social awareness has five measures: affiliation, assent, family, friend, and home.
Interpersonal focus includes five measures: first person singular, first person plural,
second person, third person singular, and third person plural pronouns. These mea-
surements are computed by LIWC.
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4 Results

4.1 Influence of Linguistic Cue on Supporters’ Response Behavior

We conducted correlational analysis to explore which type of language used in titles
and comments has influences on supporters’ upvoting and comment behaviors.
Downvote behavior is excluded because no posts received downvote.

Influence of Post Title on Supporters’ Behavior of Upvote and Comment.
According to Table 2, we found 15 variables are significantly correlated with the
number of upvote. All variables have a positive correlation with the number of upvote,
except emotional tone, positive emotion, and cognitive process. This means that titles
displaying a more positive tone, positive emotion, and cognitive process have fewer
upvotes. Additionally, the results show that the number of comments has a significant
positive correlation with five types of linguistic cues, including word count, anger,
relativity, time, home and assent. In another word, the title with more words and
exhibiting more relevance to anger, relativity, time, home and assent, received more
comments.

Table 1. General information about /r/SuicideWatch dataset

Timeframe of post November 04–22, 2015

Total post 977
Post with posters’ comment(s) 523 (53.5%)
Post without posters’ comment(s) 454 (46.5%)
Total comment 4990
First comment by original poster 20 (0.4%)
Not first comment by original poster 1633 (32.7%)
First comment by supporter 902 (18.1%)
Not first comment by supporter 2485 (48.8%)
Unique users 1647
Poster 893
Supporter 754
Average daily original post 51.42
Average comment 7.47 (SD = 5.36)
Average upvote 4.89 (SD = 6.57)
Average downvote 0
First comment arrival interval 1.94 h (SD = 4.63)
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Influence of Content on Behavior of Upvote and Comment. Compared to the title,
only two linguistic variables of content significantly correlate with the number of
upvote. The results show that cognitive process has a negative correlation and con-
versely home as personal concern has a positive correlation with upvote. Also, we
found that perceptual processes, feel and time have a significant negative correlation
with comments. On the other hand, the reward has a positive correlation with com-
ments. The correlational analysis indicates that the linguistic cue in the title of the post
has more significant influences on supporters’ upvote and comments than the content.

Furthermore, we also want to know if the linguistic cues in the title have predictable
influences on upvoting and comment behaviors by conducting multiple regression
analysis. To determine the best predictive model, we use a backward elimination
approach, which starts with all variables in the model and eliminates the variable with
the largest p-value of F-test greater than the criterion of 0.10. Then the model is refitted
and repeats the process until all remaining variables have p-value smaller than the
criterion.

Table 2. Correlational analysis of linguistic cues. P-value is included if it is smaller than .05.

Title (N = 977) Content (N = 977)

Number of upvote Number of
comment

Number of upvote Number of
comment

Word count .065, p = .043 .073, p = .022 –.031 –.042
Emotional tone –.095, p = .003 .043 .044 .042

Personal pronouns .075, p = .019 .020 .013 –.014
She/He .117, p = .000 –.018 .061 –.055
Positive emotion –.076, p = .018 –.006 .016 .021

Negative emotion .072, p = .024 –.023 –.036 –.027
Anger .137, p = .000 .072, p = .024 .002 –.005

Family .108, p = .001 –.003 .017 .009
Male .169, p = .000 .037 .059 –.015
Cognitive processes –.076, p = .018 –.028 –.064, p = .045 –.034

Perceptual processes –.026 –.038 –.022 –.078, p = .015
Feel –.033 –.052 –.031 –.066, p = .041

Body .063, p = .048 .007 –.021 –.002
Sexual .063, p = .048 .022 .013 .012
Reward –.038 .024 –.003 .085, p = .008

Relativity .048 .071, p = .027 .012 –.059
Time .097, p = .002 .085, p = .008 –.008 –.064, p = .044

Home .001 .139, p = .000 .076, p = .018 .028
Death .091, p = .004 .036 –.011 –.016
Swear word .063, p = .048 .037 .038 .006

Assent .012 .086, p = .007 –.001 .014
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The regression model for the behavior of upvote suggests that 11 predictors
explained 9.1% of the variance (R2 = .091, F(11,965) = 8.734, p < .000). As exhibited
in Table 3, the language of shehe, anger, family, body, space, time and death have
positive regression weight, indicating that the title using more words pertain to these
linguistic cues would have more upvote. Interestingly, the title using more words with
female references and relativity (e.g., area, bend, exit) would have less upvote. The cue
of time is the most influential predictor on upvote followed by shehe and female
references.

The regression model for commenting behaviors has 11 predictors explaining 5.9%
of the variance (R2 = .059, F(11,965) = 5.473, p < .000). The results found that social
processes, time, home and assent have significant positive regression weights, implying
that the title with more these linguistic cues would have more comments. The affiliation
(e.g., ally, friend, social) has significant negative regression weights, meaning that the
title with more affiliation cue would receive fewer comments. Also, the linguistic cue of
‘home’ has the most important prediction on comment followed by social processes
and affiliation.

Table 3. Multiple regression model of linguistic cues in title of suicidal posts on reddit.

Variable Standardized Beta p-value (sig. <.05)

Dependent variable: number of upvote
Shehe .216 .000
Anger .124 .000
Family .089 .025
Female references –.174 .001
Male references .079 .057
Body .074 .017
Relativity –.147 .046
Space .107 .043
Time .219 .000
Money .060 .051
Death .070 .027
Dependent variable: number of comment
WC .055 .085
Analytic .063 .066
Clout –.082 .064
Social processes .156 .004
Family –.072 .061
Male .066 .079
Affiliation –.117 .009
Time .087 .006
Home .157 .000
Money .060 .056
Assent .084 .007
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4.2 Effects of Supporters’ Response on Posters with Suicidal Thoughts

Our second question is to investigate the effects of online response on posters by
examining language use in their comments and posts. We selected posts with posters’
comments and conduct Welch t-test to compare their language use in the content of
post and comments. Considering the purpose of this question is to know the effect of
others’ supports, we exclude the first comments left by posters because these comments
were not influenced by other comments.

Affective Distress. Affective distress has been addressed as an important antecedent
for suicide [37, 42, 51]. Our first hypothesis is that posters’ affective distress will
reduce after receiving others’ comments. As shown in Table 4, the results show that the
use of anxiety, anger, sadness and swear words in comments is less than posts,
implying that posters’ affective distress decrease after receiving others’ comments. The
first hypothesis is supported.

Table 4. Comparison of linguistic cues in comment and content of post by original posters.

Indicator Comment Post (Content) t-test p-value (sig. <.05)

Affective
Anxiety 0.41 0.65 –3.84 <.000
Anger 0.83 1.25 –5.50 <.000
Sad 0.96 1.35 –4.46 <.000
Swear words 0.41 0.53 –2.36 .018
Cognitive thinking
Insight 3.29 3.04 1.89 .082
Causation 1.70 1.74 –0.33 .739
Certainty 1.73 2.10 –3.48 .001
Health 1.28 1.74 –3.77 <.000
Death 0.46 0.87 –4.36 <.000
Negations 4.10 3.38 3.71 <.000
Social awareness
Affiliation 1.65 1.77 –0.98 .323
Assent 0.84 0.16 4.43 <.000
Family 0.38 0.61 –4.51 <.000
Home 0.29 0.43 –3.36 <.000
Interpersonal focus
1st person singular (I) 10.95 12.40 –5.87 <.000
1st person plural (We) 0.21 0.20 0.22 .825
2nd person singular (You) 2.52 0.42 12.46 <.000
3rd person singular (She/He) 0.88 1.08 –1.76 .079
3rd person plural (They) 0.64 0.52 1.96 .051
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Cognitive Thinking. We hypothesize that online responses increase posters’ positive
cognitive thinking and decrease negative thinking. For positive cognitive thinking, we
found no difference for the use of insight and causation. The uses of certainty and
health are significantly lower in the comments, which rejects our hypothesis of positive
thinking. For negative cognitive thinking, the use of death significantly decreases.
Conversely, the word of negations increases in comments.

Social Awareness. Social isolation and family conflict are two main factors of suicide
[48]. The online response may decrease the sense of social isolation and family conflict.
We assume that posters’ awareness of affiliation and assent will increase after receiving
comments from others. On the other hand, their use of family-relevant words will
decrease because the awareness of family conflict is shifted.

We found that posters show no difference on the use of affiliation words, but the use
of assent word significantly increases in the comment. The use of family and home
words significantly decrease in comments, which supports our hypothesis.

Interpersonal Focus. Our assumption for interpersonal focus is that posters would
decrease their use of ‘I’ word and increase the use of other pronouns, including ‘we’,
‘you’, ‘she/he’ and ‘they’ after receiving others’ comments. The results demonstrate
that the use of ‘I’ word is significantly lower and the use of ‘you’ word is higher in
comments. The use of ‘she/he’ and ‘they’ word has no difference between comments
and posts. The increasing use of ‘you’ word by posters may suggest their interaction
with supporters.

5 Discussion

This study investigated the response bias and effects of response on posters on a Reddit
forum, SuicideWatch, by examining linguistic cues in original posts and comments.
According to the findings, certain types of linguistic cue could bias users upvoting and
commenting behaviors to the post. For the effects of online responses on suicide
posters, we proposed four indicators to assess including affective distress, cognitive
thinking, social awareness, and interpersonal focus. The results show that online
supporters; responses have certain positive effects on posters with suicidal thoughts.
We discuss these results in the following paragraph.

5.1 Response Bias by Linguistic Cues in Title

The results reveal that more linguistic cues in title show significant correlation with the
number of upvotes and comments than cues in content, which indirectly suggests that
title, as the first “impression,” will influence users’ responses more than the content.
Linguistic cues in the title can be classified into five categories: length, threat, emotion,
relationship, and rationality (see Table 5).

For length, the longer the title is, the more supporters upvote and comment.
A possible explanation is that the longer title provides more information to supporters,
so they have more understandings about the situation of the poster. With the confidence
of understandings, supporters are more willing to respond. Considering the context of
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suicide, online supporters are also more aware of the title with threat signals, such as
body (e.g., wrists, head, throat), sexual (e.g., pregnant, rape), and time (e.g., end,
birthday, forever). Threat signals inform users that posters may be suffering from
suicide thought with immediate danger, which urges them to respond.

Supporters also tend to respond to the title with more negative and anger emotions,
suggesting that emotion is an essential signal for users to decide whether the poster
needs help. This also indicates that emotions may represent the impulsive action to
users that strong negative emotions signal a high risk of suicide [48]. In addition, social
isolation and family conflict also signal the danger of individuals’ suicidal ideation and
behavior [8, 25, 48]. Our findings show that more supporters respond to the title with
relational cues, such as family (e.g., parents, brother), home (e.g., apartment, home),
and male references (e.g., husband, boyfriend). Since the relationship is a common
topic, users may feel more familiar with relationship issues and have more empathy.

The linguistic cues of the cognitive process exhibit rational thinking of an indi-
vidual. With a comparison of emotions, users have fewer responses to the title with
more rationality, implying that users may have a stereotype that a more rational
individual also act more rationally. The rationality displaying in title sends a signal that
the poster is not in the danger. According to multiple regression analysis, we want to
particularly point out that the cues of time and home in the title are two important
signals that can predict users’ responses to the post.

5.2 Effects of Supporters’ Response on Posters with Suicidal Thoughts

Since the influences of online community on suicide prevention are unclear, this study
investigated the effect of users’ response on posters by comparing four indicators of
linguistic cues in their original posts and comments, including affective distress, cog-
nitive thinking, social awareness, and interpersonal focus. Table 6 exhibit the overview
of results and differences in posts and comments respectively.

Affective Distress. The findings show that posters’ linguistic cues of affective distress
decrease in their comments, indicating that posters’ affective distress may be alleviated
by others’ responses.

Table 5. Category of linguistic cues in title

Category of signal Cue

Length Word Count (+)
Threat Body (+), Sexual words (+), Time (+)
Emotion Emotional tone (–), Positive emotions (–), Negative emotions (+),

Anger (+), Swear word (+)
Relationship Personal pronouns (+), She/He (+), Family (+), Home (+),

Male references (+), Relativity (+)
Rationality Cognitive process (–)
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Cognitive Thinking. For cognitive thinking, positive cues do not increase but
decrease significantly, such as certainty and health. However, there is no sufficient
information to evaluate if supporters’ responses have positive or negative impacts on
posters due to the ambiguous meaning of cognitive cues. For example, we did not
know what posters have lower certainty about. If they have negative thoughts in their
posts, then they may have less certainty about their negative thoughts in their posts,
which is a positive sign. This may suggest that certainty is a counter signal that requires
more investigation.

Moreover, the cues of death decrease, implying that posters’ suicide thoughts may
decrease after having others’ responses. Yet, it is worth noting that the use of negations
increases in their comments, demonstrating a denial thinking process still happens
while replying to other responses.

Social Awareness. Based on the Interpersonal Theory [48], we assume that suicide
posters will increase their agreements as interacting with others. Our findings show that
the linguistic cues of assent did increase in their replying comments; yet, the affiliation
cue did not significantly increase. These findings further suggest that posters may show
agreement with others’ responses but not necessarily increase their sense of social
connections. Due to that family conflict is a critical factor of suicide [8], the decreasing
use of family-related cues in comments can be a benign signal for reducing posters’
rumination of family conflict. The findings show that family-related cues indeed decline
in posters’ comments. In another word, an online response may shift posters’ focus
from family conflict to other issues, which also helps them reduce the recursive cycle of
negative thoughts about family conflict [44].

Interpersonal Focus. Prior research found that suicidal individuals showed the
inclination of self-focus and used more 1st singular pronouns in their suicide notes
[35, 46, 49]. Then, if posters lower their use of self-references and increase references
to others, this may offer the evidence of positive effect on posters. We did find the use
of self-reference declining and for social references, only 2nd singular personal pro-
nouns “You” increases significantly. We believe this is a good signal representing that
posters interacted and had a dialogue with other users. This further suggests that online
response increases posters’ social interaction with others.

Table 6. Overview of findings of hypothesis

Hypothesis Findings

H1: Affective distress decreases in original posters’ comments Support
H2a: Positive cognitive thinking increases in original posters’ comments Reject
H2b: Negative cognitive thinking decreases in original posters’ comments Partial support
H3a: Agreement increase in original posters’ comments Partial support
H3b: Family-related concepts decrease in original posters’ comments Support
H4a: Self-reference (1st personal singular pronouns) decrease in original
posters’ comments

Support

H4b: Social references increase in original posters’ comments Partial support
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5.3 Implications of Findings

There are several implications of this work. The online forum /r/SuicdeWatch may
detect the potential response bias through linguistic cues presented in title. Then, for
those ignored posts, SW can further detect which posts may needs urgent response by
its content and adjust its ranking. In this way, SW can increase the exposure and
response rate of ignored posts. Furthermore, SW can apply our four indicators to
evaluate condition of suicide posters. If the psychological state of a poster remains the
same or even exacerbate, SW may inform moderators/trained volunteers to provide
professional responses and assistances.

5.4 Limitation and Future Direction

There are several implications of this work. The SW may detect the potential response
bias through linguistic cues presented in the title. Then, for those ignored posts, SW
can further detect which posts may need an urgent response by its content and adjust its
ranking. In this way, SW can increase the exposure and response rate of ignored posts.
Furthermore, SW can apply our four indicators to evaluate the condition of suicide
posters. If the psychological state of a poster remains the same or even exacerbate, SW
may inform moderators/trained volunteers to provide professional responses and
assistance.

6 Conclusion

Online community has changed the scope of suicide prevention in the past decade.
However, its effects on suicide prevention remain unclear. To fill this gap of knowl-
edge, this study investigated users’ response bias and the effects of response on suicide
posters. We found that title is a critical signal for users’ responses and identify five
types of linguistic cues that influence. Moreover, in order to assess the effects of
responses, we proposed four types of indicators based on the literature of psychology.
The findings show positive effects of online community on suicide posters of SW. The
contribution of this study is to provide different approaches to assessing potential bias
and the effects of an online community for suicide prevention. We hope this study can
deliver insights for developing an innovative and practical approach to suicide
prevention.
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Abstract. As being fit and physically more active has become more important
in today’s society many people start to use fitness trackers to achieve this goal.
To find out if fitness trackers and their gamification elements (here, challenges
and achievements) motivate users to be more physically active, a survey was
conducted. The survey builds on the Uses and Gratifications Theory, the Self-
Determination Theory, and on information gathered during interviews with
users of fitness trackers. The investigation contains 689 adequately filled-out
online surveys. The participants are looking for information and were intrinsi-
cally as well as extrinsically motivated. 61% of all 689 participants take part in
competitions and 89% of them recognize achievements. The results show that
users apply fitness trackers to get information. The investigation shows that the
integrated gamification elements do not only support people to be more phys-
ically active but are rewarding them as well.

Keywords: Gamification � Activity tracking technology �
Self-Determination Theory � Uses and Gratifications Theory � Motivation

1 Introduction

Today, being fit and active is a goal many people want to reach. Especially, since
according to the World Health Organization (WHO) [1], the obesity of people has
reached epidemic proportions. People who are obese or overweight have a major risk of
getting chronic diseases like type 2 diabetes, a stroke or cardiovascular disease. More
and more people are trying to live a healthier way of life by doing regular sports and
exercises. The internet as well as social media is helping the being-fit movement, be it
through users who share their daily run in Facebook groups or getting the best yoga
shots with many likes on Instagram. Fitness trackers give visual feedback through
corresponding applications and are equipped with gamification elements to motivate
the users to achieve their goal.

Ilhan and Fietkiewicz investigated ten activity tracking technology brands con-
sidering the integrated game mechanics (e.g., challenges, points, leaderboards, badges,
and so on). The investigation linked to different theories, Flow-Theory, Goal
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Orientation Theory, and the Self-Determination Theory to understand the effectiveness
and usefulness of different game mechanics [2].

Buchem et al. [3] investigated how gamification elements will help and support
elderly people to improve their physical activity. They implemented a project called
fMOOC (fitness Massive Online Learning Course) equipped with the use of fitness
trackers and integrated gamification elements. Participants enjoyed the gamification
elements and as a result, it supported them to be more physically active.

Considering the fact that gamification should motivate users to reach a desired
behavior or change a behavior, could people be dependent on gamification elements
integrated into activity tracking technologies? Do users lose motivation if those ele-
ments would not exist anymore? The results of one research showed that the motivation
for physical activity decreased in situations where the fitness tracker was not available,
especially for users who were highly extrinsically motivated [4].

Fitness tracker applications are equipped with behavior change techniques. Mid-
delweerd et al. [5] found out that most apps had at last five behavior change techniques.
The most common were self-surveillance, setting goals, and getting feedback.

Apart from investigations on activity tracking technologies considering gamifica-
tion and motivation, research about activity tracking technologies, for example,
accuracy [e.g., 7, 8], acceptance, perceived service quality, usage, and impact [e.g., 6,
9, 10], sprouted.

But to our knowledge, research concentrating on activity tracking technology and
using the Self-Determination Theory (SDT), Uses and Gratifications Theory (U&GT),
and consideration of challenges and achievements to investigate users’ motivation and
their impact is not investigated yet. To offer new and further insights in this research
area, first semi-structured interviews with users of fitness trackers were made to find out
why people use fitness trackers. The SDT and the U&GT is applied to understand the
needs of users and their motivation. The U&GT is known as the theory to understand
why people use a specific medium. Here, it is used to understand first, why people use
activity tracking technologies, and second, what gratifications they are searching for
and obtaining. The SDT is used to be able to understand if the use of those technologies
is caused through intrinsic or extrinsic motivation. Further, apart from these two the-
ories, the reaction-based device functionalities, such as the daily goal or the feedback
function are considered as well. At latest, the gamification elements challenges and
achievements are part of this research as well.

First of all, the paper will give an overview of the applied theories. Subsequently,
methods, including interviews, construction and distribution of the survey, data
preparation, and used measurement are presented. The research questions are answered
in the result section, followed by a discussion.

2 Theoretical Background

2.1 Gamification

According to Deterding et al. [11], Gamification describes the use of game elements in
a non-game context. Gamification has not ultimately one definition. For example,
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Huotari and Hamari [12, p. 19] mentioned that gamification refers “to a process of
enhancing a service with affordances for gameful experiences.” Further, they explain
that gamification aims to improve motivation and the engagement. Seaborn and Fels
[13, p. 14] describe gamification as a possibility to “motivate and engage end-users
through the use of game elements and mechanics.” Further, gamification is not only
used to motivate users to engage in desired behavior, but also to help to change a
behavior or even increase the loyalty to a brand [14, 15].

Furthermore, Huotari and Hamari [12, p. 19] explain that there does not exist one
“clearly defined set of game elements.” But, the use of game design elements is
beneficial as it motivates users [11]. Game elements are here, as the name suggests,
elements that are commonly used in games (e.g., achievements, points, leaderboards,
and so on). Hunicke et al. [16] explain with their MDA framework (mechanics,
dynamics and aesthetics) that mechanics can trigger different dynamics. Mechanics like
challenges trigger dynamics like competitions where users want to beat others, compare
themselves and want to win. Blohm and Leimeister [17] confirm as well that game
mechanics trigger game dynamics and show their correlations, for example, rankings
create a game dynamic of competition.

Activity tracking technologies are usually equipped with some of those game
elements. Ilhan and Fietkiewicz [2] found out considering the 12 investigated activity
tracking applications that, documentation, avatars, time pressure, clear goals, badges,
and community features where integrated at less to 50% [2]. Their investigations
include, besides those game elements (mechanics) that achievements (here, badges) can
be shared with other users and that challenges could be included to compete against
others or oneself. Challenges come with a leaderboard, showing the users how many
steps they took but also how many steps other users took. Challenges could be char-
acterized as a five-day step challenge (Fitbit) or as a monthly challenge (Samsung
Health) to rank users according to their counted steps. It depends on the activity
tracking application. Time constraints are also integrated in activity tracking technol-
ogy. The user can set their own daily step goal which has to be completed during a day.
Some fitness trackers also include levels and points that can be gained by fulfilling
various tasks such as reaching your daily step goal for 3 days [2].

All those gamification elements (here, mechanics) are made to motivate the user to
engage with the activity tracking technologies and not only to support the engagement
with using a service but as well to support the reach of a desired behavior, here to be
physically more active. Those gamification mechanics can be motivating. But apart
from concretely integrated game mechanics, here challenges and achievements, there
are reaction-device based motivation aspects, which belongs here to the gamification
elements, as well. These include the daily step goal and the feedback to be more active.
Considering the aim of using gamification elements, to motivate users of services, here
to be more physically active, the following research questions arises:

RQ1a: Do the reaction-based device functionalities motivate users to be physically
active?
RQ1b: Do the gamification elements (challenges and achievements) motivate users
to be physically active?
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But apart from concretely integrated game elements, people might be intrinsically
or extrinsically motivated while doing something in their everyday life (including,
school, work, leisure time, and so on).

2.2 Self-Determination Theory (SDT)

The SDT, developed by Richard M. Ryan and Edward L. Deci and starting in the
1970s, is based on human motivation. It evolved from studies that researched effects of
extrinsic rewards on intrinsic motivation [18].

Intrinsic motivation occurs regardless of extrinsic rewards or external reasons (e.g.,
friends, family members, work environment). Doing something for fun is defined as
being intrinsically motivated [19]. The intrinsic motivation is the person’s own moti-
vation, the task-orientated motivation. There are different reasons to be intrinsically
motivated: the fun of the task itself, to try something new, curiosity, and to accomplish
something [20].

The extrinsic motivation is divided into four categories from the least autonomous
to very autonomous [20]. The four extrinsic sub-forms of regulations are “external
regulation,” “introjection,” “identification,” and “integration.” Considering the external
regulation, people would use the fitness tracker in order to get rewards. Introjected
regulation means here the use of a fitness tracker to show others how much physically
active they were during the day. Apart from that, identified regulation means users who
identify the importance of the task. For example, a user identifies with the importance
of being fit and, therefore, uses the fitness tracker to achieve this goal. Lastly, integrated
regulation is reflected in cases where a user has completely accepted the fitness tracker
and its value [20].

Apart from intrinsic and extrinsic motivation, there is amotivation [20]. Amotiva-
tion is defined as being not motivated at all to act and do something [20]. It happens,
when there is no value in the activity or task [21], the feeling of not being competent
enough to fulfil the activity or task [22] as well as the expectation that doing the task
will not yield the desired outcome [23].

Therefore, with using the SDT, it is possible not only to understand why specific
decision or behaviors are triggered, but also to explain their background. This led to the
second research question:

RQ2: Are users intrinsically or extrinsically motivated to use a fitness tracker?

Apart from researching the motivational nature and the impact of gamification,
users might have other reasons as to why they are using their activity tracking tech-
nologies as well.

2.3 Uses and Gratifications Theory (U&GT)

The U&GT is an approach to understand why people use a specific medium, what
gratifications attract them, if they obtained them, and what kind of content satisfies their
social and psychological needs [24]. It is distinguished not only between gratification
sought and gratification obtained, but also their correlation. The sought gratification
might be completely different from the obtained gratification [25]. If a user joins a
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Facebook group for gathering information as a gratification, the user might obtain
social interaction as a gratification as well [26]. Ilhan [27] found out that users of
activity tracker or fitness-related Facebook groups seek mainly information and obtain
information while using them, but they also tend to have fun while using those
Facebook groups. Considering the U&GT, there are four basic gratifications noticeable:
information, socialization, self-presentation (self-status seeking) and entertainment [26,
28–31].

The four basic gratifications are used to analyze the motivation as to why users use
activity tracking technologies. For example, an activity tracker offers a lot of infor-
mation: How many steps a user took, how many active minutes the user had during a
day, how many calories were burned, and so on. To learn this information can cause the
use of activity trackers. Using a fitness tracker to socialize, can work either through the
integrated functionalities (e.g., groups, challenges) or through doing sports together
supported through the use of fitness trackers. Through the fitness application of the
activity trackers, people can share their achievements, experience, and even join
challenges against each other. Using a fitness tracker might evoke fun and might
therefore be used for entertainment. Eventually, the use of fitness tracker for self-status
seeking (self-presentation) is caused by the motivation to share and show others how
many steps a user has been taking during a day or to use an expensive fitness tracker as
a status symbol. Therefore, the paper will answer the last research question:

RQ3: Which gratifications do the users seek and obtain while using a fitness
tracker?

3 Methods

3.1 Interviews

First, six semi-structured interviews [32] with friends as well as members of the
Department of Information Science at the Heinrich Heine University of Düsseldorf,
Germany were conducted which took place in October and November 2017. An
interview took about 30 minutes. All six interviewees were using fitness trackers. This
preliminary study not only enabled gaining more insight into the use and motivation of
fitness trackers but helped with setting up the survey as well. The participants were
asked questions about their fitness tracker, their behavior, as well as the impact (mo-
tivation) to be more physically active. The interviews were not recorded, instead notes
were taken.

3.2 Survey

The survey was first pretested by colleagues at the Department of Information Science
at the Heinrich Heine University of Düsseldorf, Germany. The survey was spread to
and through colleagues/friends and through social media platforms like fitness forums,
Facebook, Twitter, Reddit, and Xing. The sampling of the survey was non-probabilistic
and the survey was available in English. The survey was anonymous and no contest or
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prize money were offered to the participants. The survey is characterized through two
main parts.

The survey starts with questions about the sociodemographic data. The participant
answers questions about gender, age (nonobligatory), country and which fitness tracker
is used.

After the first part, the first four statements asked for the gratifications sought,
followed by further four statements for gratifications obtained. The next part of the
survey contained statements about the SDT. The first three statements asked about the
intrinsic motivation, followed by four questions about the sub-forms of the extrinsic
motivation. The reaction-based device motivation has eight statements in total. Those
statements are based on the outcomes of the conducted interviews. The gamification
elements challenges and achievements had each their own statements. The gamification
element challenge contains nine statements, and achievements by four. Before partic-
ipants had the possibility to evaluate those statements, conditional questions, here “Do
you recognize achievements?” and “Do you take part in challenges?” precede. Espe-
cially for the case that participants do not take part in challenges, three statements based
on the amotivation of SDT were included as well. Based on the interviews, it was
obvious that users either recognize achievements or do not notice at all that they exist.
All these statements, except the “yes/no” questions, are equipped with a seven-point
Likert scale from 1 “Strongly Disagree” to 7 “Strongly Agree.” Participants have the
possibility to choose the option ‘prefer not to answer’ as well.

3.3 Data Preparation and Analysis

The data included 942 filled out (non-completed and completed) surveys. After
cleaning the data, 253 surveys were removed. Those cases were participants who did
not fill out the survey to the end (N = 229). Further, as this study concentrates on
activity tracking technology users, participants who mentioned not to use fitness
trackers were removed as well (N = 8). Another participant was removed due to the low
age of 7 and 16 participants, who do not specify their age (N = 15). All in all, there
were 689 adequate responses. The data is not normally distributed. The statements
equipped with a Likert scale were not interval scaled. Therefore the data will be
considered as ordinal. Instead of the mean, the median had to be used while analyzing
the data. From the 689 participants, 73.9% were female, 25.4% were male and 0.7%
preferred not to say. Most participants of the survey came from the USA (40.5%) and
Germany (30.5%). The three most-used fitness trackers were Fitbit (39%), Garmin
(27.3%) and Apple Watch (10.9%). The age ranges from 9 to 72 years.

4 Results

4.1 Do the Reaction-Based Device Functionalities Motivate Users to Be
Physically Active? (RQ1a)

Figure 1 shows the results of the reaction-based device motivation. With the first
statement, if users are motivated when the fitness tracker tells them to be active, the
users somewhat agreed (median: 5).
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The participants of the survey neither agree nor disagree with the statement that it
annoys them when the fitness tracker tells them to be active (median: 4). Although
users are motivated when the fitness tracker tells them to be more physically active,
they neither agree nor disagree to moving (median: 4). It is important to reach the daily
goal (median: 6), but if the goal is not reached, users do not lose motivation to use the
fitness tracker (median: 2) or the app (median: 2). Users are not getting more or less
motivated to use the fitness tracker when they did not reach their daily goal (median: 4)
and the app (median: 4).

4.2 Do the Gamification Elements (Challenges and Achievements)
Motivate Users to Be Physically Active? (RQ1b)

61% of all participants do take part in challenges while 39% of them do not. Figure 2
shows the impact of challenges while using activity tracking technologies. Users agree
to being more physically active (median: 6) when taking part in a challenge and to
enjoying it (median: 6). Participants are neutral (neither agree nor disagree) about
feeling pressured when taking part in a challenge (median: 4) but they somewhat agree
to directing their behavior towards winning a challenge (median: 5). Participants do not
lose motivation to use the fitness tracker (median: 1) or to take part in the next
challenge (median: 1) after losing a challenge. The users strongly agreed to not losing
interest in taking part in the next challenge after they won the last one (median: 1).
Interestingly, after winning a challenge, users are much more certain to take part in the
next challenge for sure (median: 6) than after losing (median: 5).

Fig. 1. Reaction-based device motivation (N = 673; excluded cases listwise).
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89% of the participants did recognize achievements and answered the statements
about achievements. Figure 3 shows that users feel rewarded when they get achieve-
ments (median: 6) and enjoy it (median: 6). The participants of the survey also agreed
to changing their behavior towards obtaining achievements (median: 5). Lastly, users
do not compare each other based on achievements (median: 3).

4.3 Are Users Intrinsically or Extrinsically Motivated to Use a Fitness
Tracker? (RQ2)

The motivation to use fitness trackers can be extrinsic or intrinsic (Fig. 4). Users are
intrinsically motivated to use fitness trackers, because they use them for fun (median:
6), to accomplish something (median: 6) and to learn something new (median: 5). The

Fig. 2. Impact of challenges/competitions (N = 413; excluded cases listwise).

Fig. 3. Impact of achievements (N = 602; excluded cases listwise).
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next four statements represent the extrinsic motivation. Many users agreed with the
statement “I use the fitness tracker because it is coherent with my own values and
needs” (integrated regulation, median: 5). The median for identification, “I use the
fitness tracker because my environment conveys the feeling that it is important and
healthy to use it”, is neutral (median: 4). Many users disagreed to using the fitness
tracker to get approval by others (introjected regulation, median: 2). Interestingly,
although users are highly intrinsically motivated, they are also highly extrinsically
motivated. The participants of the survey agreed with external regulation, “I use the
fitness tracker because I feel rewarded” (median: 6).

4.4 Which Gratifications Do the Users Seek and Obtain While Using
a Fitness Tracker? (RQ3)

The results represented in Fig. 5 show that users are seeking information (median: 7).
Most users were not looking for social contacts (socialization) and entertainment,
because they disagreed with those statements (median: 2). They somewhat disagree that
they use the fitness tracker because they want to present themselves (median: 3). Users
are not only seeking but also obtaining information (median: 7). Social contacts are
both not sought and not obtained (median: 2). Entertainment and self-presentation are,
as mentioned above, not sought much but still, users obtain some of it on a low level
(median: 3).

Fig. 4. Self-determination (N = 675; excluded cases listwise).
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5 Discussion

The purpose of this investigation was to understand whether or not gamification ele-
ments on fitness trackers foster use, if users are intrinsically or extrinsically motivated,
and what gratifications the users of fitness trackers are looking for and which they are
obtaining.

The investigation confirms that it is important to reach the daily goal. Especially,
users feel motivated when the fitness tracker reminds them to be active, but this does
not mean that they move when the fitness tracker tells them to. From the interviews that
were made before the survey, the participants told that when the fitness tracker tells
them to be active, they only move when it is appropriate. For example, they do not get
up and start moving around when they are in a meeting, but they mostly do so when
this happens during their break. The participants agreed that, although achieving the
daily goal is important, they did not lose motivation to try it again the next day when
they did not manage it. From the interview, when the daily goal is close to being
reached, the user needs less than 500 steps to reach the goal, most users still get up in
the evening and do the last steps to finish the goal. In the case where, for example, still
2,000 and more steps are needed to reach the daily goal the user usually just relaxes in
the evening.

This study concentrated on two gamification elements. The gamification mechanics
achievements and challenges were looked at separated from the reaction-based device
motivation. Users notice challenges, make use of them, and enjoy them. This can help
with being and staying motivated to be more physically active. Therefore, competitions
do foster motivation and the use of activity trackers. The users agree that they will take
part in the next challenge no matter whether they won or lost the last one, although they
are a little more motivated to join the next challenge if they won. Users who are joining
a challenge could be as a result more physically active because they might feel
motivated to walk more to beat other users who are on the first ranks. The motivation to
join a challenge is the same as to reach the daily goal. Users do more sports and are

Fig. 5. Gratifications sought and obtained (N = 674; excluded cases listwise).
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more physically active when they are challenging others. Users notice that other users
might have more steps and they might try to compete with that person and catch up. In
the interviews, some participants mentioned they do the same and nearly all partici-
pants in the interviews who do challenges agreed that being the last is the worst. It can
be assumed that many people are more physically active because nobody wants to be
the last on the leaderboard. This can also lead to feeling pressured.

The SDT was used to find out what motivates users to use the fitness tracker and if
the behavior is caused by extrinsic or intrinsic motivation. As shown in the results,
users of fitness trackers are both intrinsically and extrinsically motivated. For users, it is
important to accomplish something and to have fun, which are both intrinsic motiva-
tions. Apart from that, users like to receive rewards, which is a highly extrinsic
motivation. Rewards are, for example, reaching a daily goal or getting an achievement.
When users get an achievement, they feel motivated and rewarded.

This research focuses on which gratifications (socialization, entertainment, self-
presentation, and information) users are looking for and which they are obtaining. The
results show that users of fitness trackers are looking mainly for information. This can
explain why people bought a fitness tracker. They are looking for information which
supports the goal to be more physically active. Information is not only sought but also
obtained by the users. Fitness trackers show amongst other things how many steps a
user takes during a day. This helps to walk more or to develop an awareness of one’s
physical activity level.

Lastly, achievements motivate users as well. Users enjoy getting achievements and
directing their behavior towards getting them. Users like to receive rewards and enjoy
the feeling of getting the rewards based on achievements but they do not compare
themselves to others based on achievements. This means users see achievements as
something personal that is for themselves, as a personal reward.

The study showed that the motivation of users to use fitness trackers is both
extrinsic and intrinsic. Users are seeking and obtaining information as a gratification.
They want to know how many steps they take and how physically active they are.
Competitions, achievements and the reaction-based device functionalities do foster use
of activity trackers and their applications. The users stated that they enjoyed these
elements and they helped them to be more active.

Our study did a successful step in the research of the motivation for the use of
fitness trackers. The study has of course the limitation that the results only show a
selection from all users of fitness trackers.

Future work should investigate if the motivation of users from fitness trackers starts
to decrease over time. Do different fitness trackers motivate differently? Further, are
there differences in the use of the fitness trackers and the gamification elements con-
sidering different generations and genders? Last but not least, it can also be researched
if there are differences between users from different countries.
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Abstract. Exercise is demonstrated to be beneficial to both physical and mental
wellbeing. The challenge of how to persuade individuals to maintain regular
exercise has received attention from multiple disciplines. With the rise of online
social networks, a number of studies found positive correlations between online
social support and active lifestyle. In this paper, we report findings from a 52
weeks study under the methods of phynomenography to analyze the roles played
by friends in social networks and the support in exercise behavior changes
related to these relationships. The results show that besides the individual effect
from message tailoring and intervention strategies, the interaction ecosystem
based on appropriate role playing by leaders, peers and followers can enhance
persuasion power. Effective social support for encouraging physical activities
should consider the roles played by the target individuals in the environment and
provide comfortable role support.

Keywords: Physical active � Persuasion � Transtheoretical model �
Online social support � Role playing

1 Introduction

Exercise is demonstrated to be beneficial and necessary to both physical and mental
wellbeing [1]. Though the benefits of exercise are well known, physical inactivity is
still a worldwide problem [2]. The research problem of how to persuade individuals to
maintain regular exercise has attracted attention from multiple disciplines. With the rise
of social networks, a number of studies found positive correlations between online
social support and more active lifestyles [3–7]. However, there is a lack of study
focusing on the role played by social network followers or friends during this kind of
interactions. Without understanding the effect of this kind of relationships, we cannot
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fully exploit online social support in effecting exercise behavior changes to guide
persuasive designs.

Based on the review of 71 previous studies, Marshall and Biddle identified three
widely accepted categories for “regular exercise or Physical Active (PA)” [8]: (a) un-
specified intensity level of exercise for 15 to 30 min each time, three times per week,
(b) moderate-to-vigorous level of exercise for 15 to 20 min each time, three times per
week, and (c) moderate-to-vigorous level of exercise for 30 min each time, four to
seven times per week. In this paper, we followed this standard with considerations for
differences in age, gender, and exercise purposes by participants, and define a partic-
ipant as “performing actively” or “taking regular exercise” by taking “moderate-to-
vigorous level of exercise for at least 30 min each time, at least three times per week”.

We report findings from a 52 weeks study under the methods of phynomenography
to analyze the roles played by friends in social networks and the support in exercise
behavior changes related to these relationships. The results show that besides the
individual effect from message tailoring and intervention strategies, the interaction
ecosystem based on appropriate role playing by leaders, peers and followers can
enhance persuasion power. Effective social support for encouraging physical activities
should consider the roles played by the target individuals in the environment and
provide comfortable role support.

2 Related Work

A number of studies around the world in all age groups have demonstrated the positive
effects of intervention in persuading the individuals to adopt and maintain a physically
active lifestyle. Researchers have summarized several effective intervention methods.
According to Kahn [9], interventions in encouraging PA can be accomplished by
providing knowledge and information, teaching behavioral management technologies,
building social support and policies. Furthermore, previous studies found that tailored
interventions based on the targeted subjects’ behavioral change strategies to be
effective.

TTM provides a dynamic perspective for understanding the processes of change
rather than regarding it as an “all or nothing” phenomenon. As an intervention strategy,
it provides a framework for understanding the stages of changes (SOC) in behaviors for
each individual. TTM defined five main stages of change to adopt a healthy behavior
pattern including: pre-contemplation, contemplation, preparation, action, and
maintenance.

Stage 1: Pre-contemplation: people at this stage are not ready to adopt a healthier
lifestyle. They do not have the awareness to gather knowledge or think about
changes. They will not start to change in the near future (within 6 months). To
persuade them, we need to wake their mind by encouraging him/her to think with
more conscious about the multiple benefits of changing behaviors.
Stage 2: Contemplation: people at this stage tend to change their behavior by
reevaluating the cons and pros of changing their behaviors. They may take action
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within 6 months. We encourage the subject in the stage of contemplation by helping
them to reduce the potential cons of behavior changing.
Stage 3: Preparation: people at this stage are ready to change their behaviors in both
beliefs and abilities. They take small steps as gathering information or making a
plan. They always start to take actions within 1 month. To persuade them to move
on, we can provide knowledge, strategies and help them to make plans.
Stage 4: Action: at this stage, people finally start to act. They adopt new behaviors
and work hard to maintain it. When people start to take actions, they need supports
like techniques or incentives. We can also persuade them to maintain the behavior
by help them to avoid tempts.
Stage 5: Maintenance: at this stage, people have kept the healthy behavior for at
least 6 months. In the maintain stage, people tend to spend time with people with
similar beliefs. They need to seek support from those who believe and take healthy
lifestyle. We need to maintain their habit of relying healthy activities to cope stress.

The first 3 stages are categorized as the inactive stage, while action and mainte-
nance are grouped with the name of active stages. During the stages of change, people
use both covert and overt strategies and techniques to influence cognitive, emotional
and behavioral activities to process through the stages [10, 11]. Prochaska defined 10
distinct processes of change (POCs) to interpret how the behavior changes happen
through the stages moves:

1. Consciousness Raising: showing increasing awareness in gathering facts, infor-
mation and knowledge about healthy behaviors.

2. Dramatic Relief: feeling fear or worry about the unhealthy behaviors. Feel inspi-
ration to others’ experiences of behavior change.

3. Environmental Re-evaluation: noticing that he/she can affect others through his/her
behaviors; realizing the positive social impact of healthy behaviors and vice versa.

4. Social Liberation: realizing that the society including both the public and the close
social relations is supportive of the healthy behaviors.

5. Self-reevaluation: creating a new self-image with the healthy behaviors as one
important signature and be ready to act following this new self-image.

6. Self-liberation: believing that he/she has the ability to conquer the temptations and
change the behaviors positively and make commitments to act in this way.

7. Counter Conditioning: learning and adopting healthy behaviors instead of con-
tinuing with the old ways.

8. Helping Relationship: seeking support for their change; finding building and
maintaining this kind of supportive social relationship proactively.

9. Stimulus Control: managing the environment to support the behavior change like
setting goals, and planning to encourage exercise or using check-in APPs to
stimulate healthy behavior maintenance.

10. Reinforcement Management: setting reward mechanism to encourage healthy
behaviors while punish the negative ones.
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The relationship between SOC and POCs is displayed in Fig. 1.

The description of the POCs has been demonstrated to be effective in guiding the
design and implementation of interventions.

Some of the discriminations between the stages are vague. For example, people in
the preparation and maintenance stages all tend to seek support, but the support must be
different in practice. Can we go further to supplement these persuasive strategies?
Furthermore, both the POCs and the persuasive strategies mentioned social support but
there is little studies talk about the sources of the social support. When the same
support is provided by different social relations, will the effectiveness be influenced?

To address these questions, we proposed the following study.

3 Methods

We use phenomenography, a qualitative method, to analyze the participants’ exercise
behavior changes. Phenomenography is “a research method for mapping the qualita-
tively different ways in which people experience, conceptualize, perceive, and under-
stand various aspects of, and phenomena in, the world around them” [12]. It is a
methodology with the aim of seeking and describing the variation in ways people
experience. It groups the participants by their performance. Then the researcher will

Fig. 1. The distribution of POCs along SOC
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observe and analyze the experiential differences between the active group and the
inactive one. Based on the coding of the qualitative data collected during the obser-
vation, the research will categorize and define the different experiential and behavioral
patterns. The descriptions as results are called phenomenographic essence which is
assumed to be the key reason leading the experiential differences between the two
groups. To test this hypothesis, the researcher will do iterative comparisons by training
the inactive group by the phenomenongraphic essence. If the performance of the
inactive group improves after adopting the new methods, the phenomenongraphic
essence is demonstrated to be effective.

In this study, we would like to understand how online social support affects the
individuals’ physical actives. Therefore, we choose a chatting group with the tag of
fitness randomly as the target of this study. It is supported by the QQ application
provided by Tencent, China. This group has 309 members. The participants are all
Chinese females aging from 18 to 42 (mean = 26.0, SD = 6.5) in acceptable health
conditions for regular exercising. We designed a 52 weeks long study to analyze online
social support behaviors among the members in a chatting group as a social support
platform. Since the participants joined the chatting group aiming to keep fitness ini-
tiatively before the experiment, we assume that they have all passed the first stage of
pre-contemplation. Therefore, this study will focus on the last four SOCs: contem-
plation, preparation, action, and maintenance.

3.1 Experiment 1

In the first 4 weeks, we observed and recorded each group member’s self-reported
exercise session every day. The communication context among the members is also
recorded automatically by the application. At the end of the 4th week, we grouped the
participants according to their performances for further analysis: Group A covers all the
participants who took regular exercises during this period, while Group B contains the
subjects who failed to maintain regular exercises. Based on this grouping, we compared
the communication pattern differences between the active Group A and the inactive
Group B. Following the process of Phenomenography method, we analyzed the daily
chatting contexts by members of Group A on each SOC using Axial coding.

The results show that:

1. The persuasive argumentations in Group A always show a signature of “comple-
tion”. The right person appears at the right time. We found 2 argumentations with
similar beginning but leading to different consequences as an example to show the
differences between effective persuasion and ineffective ones. In this scenario, when
the individual describes temptation, a “leader” provides her practical solutions to
conquer the temptation, while in the other case a “follower” appears to comfort her
with excuses. The feedback from the online social support directs the subject’s
follow-up behaviors. The logistic analysis is shown in Table 1:
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2. The decisive argumentations look like a mini theatrical with the members sup-
porting by playing their own roles. We can borrow the definition of Role to assist
this study. Role is a symbol for individuals in a society to communicate with each
other [13]. Role playing contains a set of expected behavior patterns from one
individual to another [14]. In this study, the concept of role is defined by its
functions.
In addition to the processes of individual behavior changes, the participants showed
diversity and complexity in their interaction actions. They undertook different
functions in the system. By Axial coding, we category their chatting record as
following (Table 2):

Table 1. Example of effective argumentation vs ineffective argumentation

An effective argumentation example An ineffective argumentation example
Communication
function

Dialogue Communication
function

Dialogue

Describe
temptation

A. I fall in love with a
TV show. It occupies all
my leisure time

Describe
temptation

A. I was not a sofa
potato, but when I think
about exercise, I cannot
lift myself

Propose
solutions

B. Try to stand to watch
TV instead of sitting
and lift dumbbell
during your watching

Comfort others B. Why do you torture
yourself? Just do what
you want. At least that
makes you happy

Make excuses A. That’s a good idea!
But my room is too
small to do this

Make
commitment

A. I made a promise to
take exercise every
evening

Provide
knowledge and
share experience

C. See the link below
and copy the postures.
I’ve tried this in my
Harry Potter’s room

Make excuses B. It doesn’t matter to
miss one day. You can
always find a time to
offset

Agree A. Wow! You saved me! Agree A. That makes sense…
…

Table 2. Coding Results

Axial
Coding

Open Coding Examples

Follower
demands

Ask questions “How can I break up with my soft belly?”
“I am not good at any sport, what should I do to keep
active?”

Require supervision “I am not sure how long I can persevere. Is there anyone
who would like to inspect me?”

Follower
supports

Join in active
groups

“I like your training plan, may I copy it? We can encourage
each other.”

Worship “Hope I could keep active as long time as you did.”

(continued)
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Table 2. (continued)

Axial
Coding

Open Coding Examples

Leader
demands

Call for
participation

“I’m going to take fitness courses, is there anyone like to
join me?”
“It’s Spring! Let’s fight for hot pants in the coming
summer!”

Leader
supports

Provide knowledge “If you want to build lines on your stomach, you can try the
following actions…”
“Exercise is not only about keeping fit. It contributes to a
healthier, happier and balanced life.”

Propose solutions “If you cannot find time to exercise, try to tighten your belly
for 5 min every hour when you are sitting in a chair.”

Dispel negative
feelings

“Of course you can say goodbye to the fat. You’ve just
started. Let’s see the results after one month.”

Correct wrong
behaviors

“Having KFC after exercise is not a good idea.”

Supervise
commitments

“Have you finished your daily training plan?”

Introduce a role
model

“I have to show you these compare photos, girls. My friend
lost 12 kilos by physical exercise in one semester!”

Rewards “Wow, that’s really something! I’ll put a sticker on your
avatar as a reward.”

Peer
demands

Set up a goal “I bought a pair of jeans in the size of 25. I will stuff myself
into it by July”

Make a plan to
achieve the goal

“I will jog for 30 min every day.”

Describe
temptations

“There are so many interesting things to do beside PA in
my limited after work time.”

Make excuses “It is too cold to work out today.”
“I do not want to take an extra shower after the exercise.”

Conquer temptation “I was too tired to work out today but I crawled to the
gym.”

Display
achievement

“Check-in! Finished 1 h training today!”
“Now, I can run 10 km without a stop.”

Peer states Describe feelings “I took the elevator even when I just need to go up one
floor. I’m afraid I will lose the ability to go upstairs by my
feet forever.”

Make self-
reevaluation

“I was too lazy.”
“I hate to look like this.”

Share beliefs “I won’t take running since it will make my muscles look
like stones.”

Share experience “I used to take exercise every week, but lost 0 kilo.”
Refute or doubt
others

“Are you serious? I’ve never heard about this exercise
program.”

(continued)
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3. Based on the categories generated from coding, we define the roles in this study as
leaders, peers, and followers in the online social support system. These roles
communicate with each other with the purpose of changing behaviors. They are
taking different functions in different SOCs. A Leader always acts initiatively and
takes responsibility to others. They usually have more related knowledge and would
like to share with others. In this small online society, they are taking the roles as PA
coaches or supervisors. They feel satisfaction from the others’ following. A fol-
lower behaves in the opposite way. They tend to ask questions or request help from
the environment. They contribute to the online society by providing feedbacks as
praise or behavioral changes. Besides these two classic roles, peers are more
complex to define. They need social support as the followers but with more ini-
tiative. They share knowledge as the leaders but without much purpose to affect
others. They also “state” something which is more personal with less sociality. This
category is not stable in practice. A group member may play different roles in
different scenarios. However, from a long-term perception, the role playing of a
member can be defined by others’ expectation towards him/her and his/her self-
awareness of his/her social functions. Table 3 lists down the appropriate role
interactions we observed during this experiment at each SOC.

4. The effectiveness of specific persuasive strategy changes not only along the stages
of change of the individual but also the role she is playing in the group. The most
powerful strategy in this case is playing the appropriate role in the communications.
Role playing is a two-way process. The feedback from the other party affects the
subject’s behavior. For example, a Leader cannot play her role if there is no Fol-
lower appreciating her shared information or exercise plan. This phenomenon leads
to relapse of the Leaders. When a Leader in the maintenance stage affecting others
by persuasion, she is also be persuaded to maintain this behavior pattern because of
the cognition of responsibility and the enjoyment of leading.

5. When the individual’s SOC moves, her role playing switches with it gradually. For
example, after a period of preparation, a Peer may make a committee to take
actions. During her preparation, she gathered a lot of knowledge and techniques to
support her further actions. When she enters the action stage, she may be eager to
share her knowledge and experiences to help others. This behavior change makes
her a new leader.

Table 2. (continued)

Axial
Coding

Open Coding Examples

Peer
supports

Encourage “Come on! You can make it! You are doing so well till
now.”

Agree to others’
opinion

“That’s true. You cannot keep fitness by discarding
breakfast.”

Comfort others “That’s all right. You’ve already tried.”
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Based on the coding results, we can hardly make a conclusion about which cate-
gory of the social support works most effectively in persuading the members to take
more exercise. The phenomena showed that the persuasive effectiveness of one strategy
depends on both the stage of change of the individual and also her role playing during
the interactions.

Table 3. Overview of the role playing strategies

Role Interaction
behaviors

SOC The proposed
appropriate following
actions

The possible actions lead
to this feedbackC P A M

Follower Ask
questions

p p
Provide knowledge and
propose solutions

Require
supervision

p p
Supervise commitments
and rewards

Join in active
groups

p
Supervise commitments Call for participation

Worship
p p p p

Agree to others’
opinion

Introduce a role model,
display achievement

Leader Call for
participation

p p p
Join in active groups,
set up a goal, make a
plan

Provide
knowledge

p p p p
Agree to others’
opinion, state self-
belief and Share
experience

Ask questions

Propose
solutions

p p
Set up a goal, and agree
to others’ opinion

Make excuses

Dispel
negative
feelings

p p p p
Describe feelings

Correct
wrong
behaviors

p p
(behavior changes) Make a plan to achieve the

goal and share experience

Supervise
commitments

p p
(behavior changes) Require supervision, set up

a goal, make a plan and
conquer temptation

Introduce a
role model

p p
Worship, set up a goal Share experience

Rewards
p p

(behavior changes) Require supervision,
display achievement

(continued)
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3.2 Experiment 2

To demonstrate our findings, we designed an intervention experiment and recruited
participants in Group B. 185 of the group members joined the experiment. We use
several controlled IDs to join Group B (n = 185) as persuasive agents. We separated
Group B into Group B Experiment1 (n = 62), Group B Experiment2 (n = 62) and

Table 3. (continued)

Role Interaction
behaviors

SOC The proposed
appropriate following
actions

The possible actions lead
to this feedbackC P A M

Peer Set up a goal
p

Propose solutions and
supervise commitments

Call for participation

Make a plan
to achieve
the goal

p
Supervise commitments Call for participation

Describe
temptations

p p p p
Propose solutions

Make
excuses

p p p p
Propose solutions

Conquer
temptation

p p
Worship, rewards

Display
achievement

p p
Worship, rewards

Describe
feelings

p p p p
Share beliefs…

Make self-
reevaluation

p
Share beliefs,
encourage, comfort
others

Share beliefs
p p p p

Encourage and comfort
others

Share
experience

p p
Share belief, worship,
and correct wrong
behaviors

Refute or
doubt others

p
Provide knowledge,
share experience

Provide knowledge, share
belief, share experience

Encourage
p p p p

Share experience, set up a
goal, make a plan

Agree to
others’
opinion

p p p p
(share more) Provide knowledge, share

experience, set up a goal,
make a plan

Comfort
others

Share experience, share
belief, describe feelings
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Group B Control (n = 61) almost equally in SOCs. In Group B Experiment1 (BE1), the
agents played the roles following the pattern we observed in Group A. For example, the
controlled IDs played the roles of L to communicate with the Fs in the preparation
stage by helping them to make a work out plan or proposing solutions to solve their
practical problems.

In Group B Experiment2 (BE2), the agents are playing opposite roles compared
with Group BE1. We go continue to use the example in BE1, when a Follower in the
preparation stage is demanding a plan, we send a follower instead of a leader to
help. We do not reject the traditional strategies demonstrated to be effective by the
previous researchers, but we deliver the same messages by a different “role” comparing
with Group BE1. From the subject’s perception, this “person” is less expertise on the
related area based on their previous communications. The experiment results will show
us whether the role of the members is a critical factor in affecting the persuasion.

In Group B Control (BC), there is no agent. But it does not mean there is no social
support in this group. The participants in this group are also doing interventions to others
and themselves. They also tend to change their behaviors towards a healthier way.

The agents speak in the groups every day in the following 48 weeks. The com-
munication context and self-reported exercise sessions per week are recorded. We also
recorded the weekly physical active frequency of each participant before the experi-
ment as Week 0 to be a benchmark. The results are analyzed after each 12 week period.
An ANOVA test at the end of 48 weeks after the intervention, demonstrated significant
differences between Group BE1, BE2, and BC (F = 9.59, P < 0.005). The Table 4
shows the results in each group. The members in Group BE1 take average 3.6 exercise
session per week at the end of this study. This number rises from 1.4 at week 0.
Comparing with the little numerical fluctuation in the other two groups, we can see a
significant ascent in physical active.

Figure 2 visualized the differences between the experimental groups (BE1 and
BE2) and the control group (BC). Participants supported by the appropriate role
playing were more active comparing with the other two groups. Though the drop in
Week 24 shows a classic problem of short term effectiveness in persuasion interven-
tion, the participants’ performance got better after the valley. The mean exercise ses-
sion reported by treatment group BE1 increased in the last 12 weeks which
significantly differs from the other 2 groups. This trend shows a positive potentiality of
our proposed role playing theory in long term online social support.

Table 4. Mean exercise session per week based on self-report

Week 0 Week 12 Week 24 Week 36 Week 48

BE1 1.4 3.9 3.2 3.3 3.6
BE2 1 2.1 1.7 2.3 1.4
BC 1.1 0.8 1.8 1.6 1
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To analyze the long term relationships of role playing and behavior changes, we
calculated the percentages of the participants who take behavior changes in each
experimental group. In Group BE1, 30% of the participants (n = 62) changed their
behavior positively from inactive (contemplation and preparation) to active stages
(action and maintenance) and maintain the active behavior for at least 1 month. 45% of
the participants processed from inactive stages to active ones for a short term but
relapse within 1 month. 25% of the participants in this group did not change their
behaviors. Table 4 displayed the results of Group BE2 and Group BC.

At the end of Week 48, 7 of the participants from Group BE1 were still maintaining
regular exercises. At the same time, none of the participants from the other two groups
were able to keep up.

4 Discussion

• In the maintenance stage, the consideration of “who” is more critical. Our proposed
theory shows significant effectiveness in the last three months by comparing the per
capita weekly active days between Group BE1 and BE2. At the same time, the

Fig. 2. Mean self-reported exercise sessions of the 3 groups along the 48 weeks

Table 5. Percentages of participants in SOC

Percentage of participant
process from IA to A for at
least 4 weeks

Percentage of participants
process from IA to A for a
short term

Percentage of
participants adopt no
behavior change

Group BE1 30% 45% 25%
Group BE2 15.1% 39.4% 45.5%
Group BC 21% 37% 42%
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participants who maintain the physical active lifestyles at the end of the study were
all under the intervention of our proposed theory in Group BE1. People who are
trying to maintain a habit consider more about feelings and social relations than
practical issues.

• Based on our proposed theory and experiment results, we conclude that appropriate
role playing is an important component of online social support in persuading the
individuals to adopt a physical active lifestyle. These roles can be played by not
only human beings but also artificially intelligent agents. Our proposed theory can
inspire AI designs.

• What factors lead to the role adapted by each group member? From this study, we
found in the stages of change of a specific individual affect the role he/she is playing
in the online group because of his/her cognition and ability. However, we can also
see that people at the same stage choose multiple roles naturally. Some of the role
adoptions come from the first impression, for example, if a member answered a
question by coincidence at the first time when he/she enters the group and gets
broad support, he/she will face a great chance to be followed. What follows is a
subtle leader role adoption. In addition to this, the personality of each individual
may also affect the role adoption during their interaction though this kind of role
playing may not be successful for other members’ unpredictable reactions.

5 Conclusions

How does social support persuade the individuals to adopt a physical activate life style?
In additional to the separated personalized message tailoring and intervention strate-
gies, the interaction among the social members can empower the persuasive strength at
the same time. This ecosystem runs in a healthy way based on the appropriate role
playing of the leaders, peers and followers. An effective social support in encouraging
physical actives should consider the role playing by the targeted individual and provide
the comfortable role support.

Developing persuasion techniques to support behavior changes for users is a critical
challenge in human computer interaction study. This study can help us to understand
the appropriate roles an intervention agent needs to play. It will provide useful
guidelines to support the designs of persuasive artificial intelligence agents and
applications to support the adoption of healthy styles.
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Abstract. The use of e-learning for educational purposes has been the focus of
researchers for a long time, because of the difficulty to determine if a tool based
on this concept is able to instruct the educational content that a professor can
easily teach on a classroom. In this document the available tools and teaching
methods to deliver Adaptive Learning to each user are investigated. Through the
development of this paper, the adaptive techniques to be implemented to the
Educational Tool are proposed; how and which contents will be presented to the
students and which adaptation model will be applied to that content. Thanks to
the investigations on the topic, and the analysis of the performance of the
students on the Object Orientation course, from the Pontificia Universidad
Católica de Valparaíso (PUCV), preliminary models for the Educational and
Adaptive Tool have been defined, with promising results.

Keywords: E-learning � Adaptive learning system � Educational tool �
Adaptive Hypermedia System � Object-Oriented Programming � Java language

1 Introduction

Nowadays, the action of teaching tends to be related, in the first instance, to a class-
room where a teacher instructs in a general and personalized way students who are
interested in learning. But this process can not only be carried out depending solely on
a teacher in a physical environment such as the classroom, we can also get teachings
through, for example, computational online platforms.

In this work it is sought to demonstrate that the educational and adaptive tools are a
plus in the classroom and that they support the study of students, improving their
performance, offering more personalized content, including adaptation mechanisms.
The research described in this document are done by students from the Pontificia
Universidad Católica de Valparaíso (PUCV); the analyses were done to students who
have taken an Object Oriented Programming course based on JAVA programming
language, taught under an Informatics Engineering Bachelor Program.

This document is divided in sections; Sect. 2 the related and theoretical works are
explained. In the third section the architecture of the adaptive tool used is explained.
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In Sect. 4 a historical analysis of the students is done. In Sect. 5 the evaluation of the
tool and the content to be used for testing. The tests done by the students are in Sect. 6.
Finally, the conclusions can be found in Sect. 7.

2 Related Work

2.1 Educational and Adaptive E-learning Tools

Adaptive learning is creating a new approach to teaching action, where teachers must
adapt existing methodologies in order to teach and students are changing their way of
learning. Some of the educational and adaptive e-learning tools that are related to this
work are the following:

• Ask-Elle: tutoring system used to teach Haskell programming language, by Gerdes
et al., for the University of Utrecht in Norway [2]. The mechanism used in this work
consists of verifying the correctness of incomplete programs and providing sug-
gestions. The system makes it possible to deliver solutions with feedback messages.

• AtoL: is an intelligent tutoring system that dynamically adapts to the needs of each
student and provides the student with immediate feedback. Realized by Yoo et al. [3].

• The JavaTutor System: It is a LE for Java with multimodal affection recognition. It
takes into account the cognitive and affective aspects of students who use different
hardware tools to recognize their affective state [15].

• CTutor: a problem-solving environment that diagnoses students’ level of knowl-
edge, but also provides feedback and advice to help them understand the course
topic, overcome misconceptions, and reinforce concepts learned [12].

• JITS: Java Intelligent Tutoring System (JITS) involves the development of a pro-
gramming tutor designed for students in their first Java programming course at
university level. An overview of architectural design, artificial intelligence tech-
niques, and the user interface is presented [13].

• J-LATTE: intelligent, constraint-based tutoring system that teaches a subset of the
Java programming language. J-LATTE supports two modes: conceptual mode, in
which the student designs the program without having to specify the content of the
instructions, and coding mode, in which the student completes the code [14].

The mentioned systems have been made to support the teaching, most of these use
artificial intelligence techniques, such as Intelligent Tutor Systems, to create student
profiles and provide feedback to students.

However, some of the works listed above are aimed at teaching a programming
language other than JAVA (as in Ask-Elle, CTutor and AtoL). Studies related to JAVA
(such as in The JavaTutor System, JITS and J-LATTE) use adaptive mechanisms based
on the student’s learning styles, while in this work rules of adaptation are generated
from profiles created from historical data extracted from students.

Besides, in these works the way of teaching is through the resolution of code
problems giving feedback if a problem was solved in an inappropriate way; in the
present work for each subject the theoretical contents are taught in a sequential way and
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in addition coding examples are presented. In addition, feedback is given to the stu-
dents when they carry out the final tests of each module. Finally, there are few studies
in the literature oriented to Latin America and university students, such as in the
present work.

2.2 E-learning

The definition of e-learning, from the work done by Bowles [1], is explained as a novel
approach to provide well-designed, student-centered, interactive learning environments
that are available anytime, anywhere. The author of this book classifies the aspects of e-
learning into the following:

• Pedagogical: referring to educational technology as a discipline of educational
sciences associated to technological means, educational psychology and didactics.

• Technological: referring to information and communication technology, through the
selection, design, customization, implementation, hosting and maintaining of
solutions where proprietary open source technologies are integrated.

2.3 Adaptive Learning

Adaptability to a learner’s personal interests, characteristics and objectives is a key
challenge in e-learning. Adaptability is the ability to shape to the situation in which a
given object is being subjected; in this case, adaptability means that learners are provided
with a learning design that is adapted to their personal traits, interests and goals [4].

Personalization includes not only objectifying the student’s styles, but monitoring
the system’s usage to adapt to the student’s way of learning. Such systems can help
students stay focused through patterns that adapt to changes [5, 6]. The system should
perform, as far as possible, both the teacher’s role and the construction of robust
student models for each user, allowing:

• Adaptation in the study program of each user.
• Help in the navigation through the course activities.
• Support in the accomplishment of tasks, exercises and problem solving.
• Support resources at any time needed.

In Mathoff’s work [16] a series of requirements are proposed which an educational
system should have in order to manipulate the adaptive process, such as interactivity,
adaptable instruction, robustness, direct control of the learning process, empirical
evaluation; and to be friendly in use.

2.4 Intelligent Tutoring System

For Ovalle and Jiménez [8], Intelligent Tutoring Systems (ITS) aim to emulate the
behavior of a human tutor. They are called “intelligent” to contrast them with tradi-
tional computer-assisted instruction systems, being its distinction the use of IT tech-
niques such as Artificial Intelligence.
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ITS can provide individualized education by adapting to each student’s level of
knowledge, learning abilities, and individual needs. These systems separate by modules
the necessary components to form an ITS architecture:

• Domain Module: represents the knowledge that will be taught and pedagogically
organized to ease the tasks of the tutor module.

• Tutor Module: is in charge of guiding the teaching-learning process.
• Student Module: represents the student’s level of knowledge for the system.
• Educational Module: is responsible of the management of the interactions between

the system and the users through the communication of the modules and the client.

2.5 Adaptive Hypermedia System

For the authors who carried out the research work presented in [7, 9], the Adaptive
Hypermedia System (AHS) is capable of constructing a mock-up of the objectives,
preferences and knowledge of each user, in order to use it dynamically through what is
called a user model and a domain model. With this mock-up it is possible to adapt the
content, navigation and interface to the user needs.

The overall architecture of an AHS must have three essential parts according to the
works of Benyon [10] and De Bra [11] explained below:

• User model: describes the information, knowledge and preferences of the student.
• Domain model: provides a structure for the representation of user-dominated

knowledge. This model stores the user’s estimated level of knowledge for each
concept defined in the course content.

• Interaction Model: represents and defines the interaction between the user and the
application.

3 MAGLE Adaptive Tool Architecture

3.1 MAGLE Authoring Tool

For the presentation of contents, the MAGLE authoring tool was used, which allows to
visualize the contents created in a web page, where each module and activity is rep-
resented. The acronym for the authoring tool used comes from Modular Adaptive and
Gamified Learning Environment.

MAGLE is a learning management system for creating learning environments
based on adaptation and gamification. It allows you to create e-learning content (les-
sons), organize courses, deliver content, register users in courses, and finally monitor
and evaluate their performance. Generally speaking, we can say that it is:

• An online learning management software package.
• A virtual learning space aimed at facilitating the experience of distance training,

both for educational institutions and companies, in mixed or semi-present form, and
only virtual.
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MAGLE allows you to create modules, clusters, and activities; each module can
contain clusters and activities, and each cluster is a set of activities. The activities
represent what a web page would look like. The tool allows you to enter layout, text, a
series of types of exercises (such as alternative, multiple response and binary), and
multimedia content, such as images or videos.

3.2 Teaching Material for the Adaptive Tool

For the tests, the tool covered the contents described in Table 1. These topics were
chosen from the opinions of the same students carried out in the classroom, studies on
the partial academic performance of the course and about the academic performance of
the first formal evaluation.

In the object orientation course, the first part of the content is described in the
following Table 2.

Table 1. Contents covered by the tool.

Topics covered by the platform

Topic 1 Classes
Topic 2 Objects, get and set methods, visibility modifiers
Topic 3 Overload
Topic 4 Collections

Table 2. Contents covered for the first formal evaluation.

Content of the first part of the course
Main topic Sub-topic

Introduction Origins
Principles
Languages
Installation and compilation

Classes Declaration
Access
Attributes
Constructors
Destructors
Methods
Control structures
Data structures

GUI interfaces Windows
Events
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3.3 Tool Content Architecture

The content architecture in the authoring tool is divided into topics, where each topic
covers a specific content of the subject. The topics in turn have explanatory intro-
ductions, explanatory exercises and evaluative exercises; the evaluations that are car-
ried out are Pre-test and Post-test. The module divisions and tool evaluations are
explained below:

• Explanatory introduction: consists of an introduction to the content, which explains
the theoretical concepts of the subject being studied, through plain text or images.

• Explanatory exercises: it consists of the realization of explanatory examples sup-
porting the introduction of the topic.

• Evaluation exercises: it consists of a brief evaluation test where the contents pre-
sented in the module will be evaluated.

• Reinforcement: consists of a more detailed explanation and more examples of a
particular subject.

• Pre-Test: consists of an evaluation of the student to know how much he handles the
subject being studied.

• Post-Test: consists of an evaluation with the same questions as the pre-test but
modified to compare how much the student learned with the tool.

Before starting with the explanation of the subject, and for study purposes, the
students carry out a pre-test evaluation. After this, the students visualize the explana-
tion of the topic, where it contains the exercises, and explanatory introductions. Once
the student has gone through all the explanation of the subject of a specific topic or
reinforcement a post-test is done. In this way, meaningful data will be obtained to
compare student performance with the tool.

3.4 Tool Adaptation Model

Complementary explanations of sub-topics of each item were used for the adaptation
model, leaving content visible for one user profile or another. Two user profiles were
used, taken from the analysis made of the students; the adaptive explanatory contents
are classified into two levels:

• Low: This grade is oriented to students who perform poorly, therefore the expla-
nations consist of more examples and explanation slides.

• High: this grade is oriented to students who have good academic performance; the
amount of explanation and examples is briefer than in the other case.

Using the MAGLE authoring tool, an adaptation is made as the student progresses
through the course. This consists of, for each sub-topic of the main topic, evaluating the
subject with a key question. If the student answers this question incorrectly, then for
this student a deeper explanation will be shown with another type of exercise, so that he
can understand why he made a mistake. If the student responds well to this question
then the content will follow its normal path.
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Below a flowchart to better explain how the adaptation mechanism works is pre-
sented in Fig. 1.

4 Stage 1: Historical Analysis of University Students
to Obtain Adaptation Profiles

The analysis of the students was made with the objective of creating profiles and
finding factors that influence the performance of the students who have taken the
Object Orientation course, and that make them fail or pass the course. For this analysis,
107 university students from the PUCV who have already taken the Object-Orientation
course between 2015 and 2016 were studied. Also, the studied variables were extracted
from the academic web system used in the university (called Navegador Académico),
where the students’ grades are registered, in addition to the PSU scores.

4.1 Analysis of Academic Variables

Through the access to the Navegador Académico it has been possible to extract certain
characteristics that at first sight have been intuited as possible factors in the approval or
reprobation of the course. A total of eleven variables were initially considered (See
Table 3).

Fig. 1. Flowchart of adaptive model.
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4.2 Results of the Analysis

Two variables were discarded, PSU-PROM and PSU-POND, due to their homoge-
neous behavior regarding the mean of the data (see Table 5), where the PSU-PROM
variable has a mean of l = 629 pts. and a standard deviation of r = 40 pts; the PSU-
POND variable has a mean of l = 627 pts. and a standard deviation of r = 37 pts.

Having a standard deviation in both variables very below the mean, it can be
concluded that PSU variables are not very influential in generating student profiles,
such that they fail or pass the Object Orientation course.

To verify the expressed conclusion with PSU variables, an analysis of all variables
was performed with the Naive Bayes Multinomial algorithm, which is an algorithm
used to predict independence between predictor variables. This algorithm is used to
search each variable’s weights and discover which factor is most significant for the
failure or approval of the course of each student. The algorithm is applied with vari-
ables of the same type of measure, since it is possible to study the weight of the
variables over others. They were grouped as follows:

• Percentage Variables: Such as the percentage of assed courses and the SRI.
• PSU Variables: Such as the weighted PSU and the average PSU.

Note that scale variables from 1.0 to 7.0: Such as those that are the student’s final or
average grade. Exit classifications are named as:

• “CLASS 1”: represents the course’s failure.
• “CLASS 2”: represents the course’s approval.

Table 3. Variables extracted from the Navegador Académico.

Variable Description

PG-S2 2nd semester average grade
PG-S3 3rd semester average grade
PG-S4 4th semester average grade
PG3-SA Average grade of 3 semesters before target course
FG-ICI2240 Final grade in Data Structures course, pre-requirement of target course
FG-ICI1142 Final grade in Programming Fundamentals course, pre-requirement of the

course Data Structure
PG-ICI2240-
ICI1142

Average grade between Data Structure and Programming Fundamentals
courses

%SR Percentage of passed courses in the program until reaching the target
course

SRI Internal University Index that describes how risky is the student while
staying in the career. The closer to 1, the riskier

PSU-PROM Average PSU score when pre-enrolling in the career
PSU-POND Weighed PSU score when pre-enrolling in the career
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In the next table the PSU variables are analyzed (see Table 5), being able to notice
that they do not influence much one variable over the other in approving or failing the
course.

Finally, with the variables in the grading scale, it was noted that the grades of the
course ICI2240, ICI1142 and the average of both have more weight over the other
variables analyzed. It was also noted that in the semester that the course ICI2240 was
dictated, it also has more weight than the other variables in the approval or failure of
the course (see Table 6).

The first variables analyzed were the percentual ones, as it can be seen in the
following Table (see Table 4), the variable of %SR influences much more in the
approval of the course than the variable of SRI, while for the course failure %SR also
has more weight than the SRI.

To develop a predicting algorithm the most significant variables were chosen (PG-
ICI2240, FG-ICI1142, PG-ICI2240-ICI1142, %SR and SRI). The resulting model
obtained a 81% successful classification, but in this case, the most important thing is to
find out if the algorithm successfully classifies the students in failed profile rather than
approval. For this profile, the algorithm only achieved 65% success in the ranking.
Table 7 describes the error percentage of the algorithm (See Table 7).

Table 4. Weights of the percentual variables

Variables Class 1 Class 2

%SR 0.55 0.89
SRI 0.44 0.1

Table 5. Weights of the PSU variables

Variables Class 1 Class 2

PSU-POND 0.5 0.5
PSU-PROM 0.49 0.49

Table 6. Weights of the note variables

Variables Class 1 Class 2

PG3-SA 0.137 0.138
FG-ICI2240 0.16 0.16
FG-ICI1142 0.14 0.142
PG-ICI2240-ICI1142 0.153 0.155
PG-S2 0.134 0.125
PG-S3 0.137 0.141
PG-S4 0.136 0.135
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Given these results, we can conclude that there is a relationship between students
who, during the course of the career, have had low grades in general and in the
prerequisite courses of the Objects Orientation course. That is to say, it is much more
likely that this profile of students will fail the course, compared to the profile of
students with good grades.

5 Stage 2: Test for the Tool and Content Evaluation

Prior to testing the adaptive tool with students, a survey was conducted to randomly
selected students to evaluate the design of the contents that was presented to students
and the proper functioning of the MAGLE authoring tool.

5.1 Content Evaluation by the Students

For these tests, students from the School of Computer Engineering at the PUCV
participated, with a total of 13 people. The assessments of the students for the
explanation of the content were not good, of a total of 5 questions made with the Likert
scale, which evaluated the presentation of the content, 4 of them were rated as deficient.
Given these results, the presented content was changed, more examples were added and
the way of explaining the theory was reformulated, so that it would be more didactic
and simpler for the students. The changes made were validated with the course pro-
fessors. The following Table 8 shows the results of the evaluation done by the students,
separated by item.

Table 7. Percentage of error and classification

% of error

Error 19%
Class 2 classification 35%
Class 1 classification 0%

Table 8. Students’ assessment regarding the content

Variables Strongly
disagree

Disagree Neutral Agree Strongly
agree

Total

The content
explanation was clear

0 1 8 1 3 13

I agree with the amount
of examples taught in
the tool

0 4 8 1 0 13

I agree with the level of
deepness of the content

0 3 9 1 0 13

(continued)
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5.2 Evaluation by Students of the MAGLE Tool

In general, the ratings regarding the tool were very good, the navigation in it was
measured, its performance and user-friendly interface. The students evaluated the
following items regarding the tool (see Table 9).

Table 8. (continued)

Variables Strongly
disagree

Disagree Neutral Agree Strongly
agree

Total

The content shown in
the tool proved to be
didactic

0 10 2 1 0 13

The content
presentation motivated
me to continue
studying it

2 3 7 1 0 13

Total 2 21 34 5 3

Table 9. Evaluation of students regarding the tool MAGLE

Variables Strongly
disagree

Disagree Neutral Agree Strongly
agree

Total

The tool follows a
normal flow, without
connection errors,
throughout the process

0 0 0 2 11 13

It did not take me long
to get to the target
when I was navigating
through the tool

0 0 0 8 5 13

User registration of the
tool is quick and
simple

0 0 0 0 13 13

The tool contains easy-
to-access buttons and
instruction for the user

0 0 1 2 10 13

I was able to complete
my task without visual
problems

0 0 4 5 4 13

Total 0 0 5 17 43
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6 Stage 3: Student Tests with the Tool

For the following tests, students were selected from a Database course of the career in
IT Engineer (“Ingeniería en Ejecución en Informática”), because these students have
already passed a Data Structure course and have not had an Object-Oriented Pro-
gramming course yet, therefore the first contents will be better evaluated than with
students who had already done the course. For reasons of better explanation of con-
tents, the following topics were selected:

• Topic 1: Classes and their components.
• Topic 2: Visibility Modifiers and Methods.

6.1 Content Testing Topics 1 and 2, with the Tool Without Adaptation

For these tests, the students were given a pre-test and post-test to evaluate how much
help the educational tool provided to the students. The results were as follows (See
Table 10).

We concentrated on topic 2, specifically because the students answered all of the
test questions. As seen in Table 10, students have a considerable improvement of at
least 25% when they study the content with the tool.

For analysis purposes, two biases were performed in the pre-test row of topic 2,
when students were not yet passing through the tool explanations; the first bias was
taken with the measurement of the mean of 4 good questions; the second bias was
taken with the measurement of the mean of 3 good questions. With the objective of
comparing the performance of the students who had lower grades, with the students
who did the pre-test without problems; thus obtaining 4 groups:

• Bias from minor to 4 good questions.
• Bias from greater than 4 good questions.
• Bias from minor to 3 good questions.
• Bias from greater than 3 good questions.

The following table (see Table 11) shows the results of this bias, calculating the
mean and standard deviation in the groups.

Table 10. Results table for 1st and 2nd topics using tool without adaptation

Student Pre
test
1st

topic

Post
test
1st

topic

Pre
test
2st

topic

Post
test
2st

topic

PG3 %
SR

Grade: Prog.
fundamentals

Grade:
Data
structures

Course
average

Pretest and
posttest
delta value

Improvement
percentage

1 6 6 2 6 4,1 69 5,1 3,9 4,5 4 50

2 5 6 3 6 5,1 75 6 1,5 3,8 3 37,5

3 7 7 3 6 5,3 100 4,8 4,5 4,7 3 37,5

4 5 5 3 8 5 98 5,1 4,2 4,7 5 62,5

5 5 7 4 8 3,8 64 4,2 4,9 4,6 4 50

6 6 8 4 6 5,1 100 5,7 4,7 5,2 2 25

(continued)
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With these results we can conclude: that the students who have lower grades in the
pre-test and pass through the explanation of the tool, improve considerably their results
and have a higher delta of improvement than the students who have more knowledge
and pass through the tool. With this we can affirm that the students who have lower
grades can reach the students who have higher grades; minimizing the performance
difference among the students.

Table 11. Analysis of biases of topic 1 and 2 with the tool without adaptation

Bias Measure Pre-
test
topic
4

Post-
test
topic
4

PG3 %
SR

Grade:
Programming
fundamentals

Grade
“Estructura”

Course
average

Pre and
post test
delta

Bias minor to
4 good
questions

Mean 3,4 6,7 4,8 83 5 4,4 4,7 3
Standard
deviation

0,7 0,9 0,5 16 0,7 1,3 0,6 1

Bias greater
than 4 good
questions

Mean 5,5 7,5 5,3 91 5,6 5,7 5,6 2
Standard
deviation

0,6 1 0,9 16 0,7 0,8 0,7 0,8

Bias minor to
3 good
questions

Mean 2,8 6,5 4,9 86 5,3 3,5 4,4 4
Standard
deviation

0,5 1 5,3 16 0,5 1,4 0,4 1

Bias greater
than 3 good
questions

Mean 4,7 7,2 5 86 5,1 5,3 5,2 3
Standard
deviation

0,9 1 0,8 16 0,9 0,8 0,7 1

Table 10. (continued)

Student Pre
test
1st

topic

Post
test
1st

topic

Pre
test
2st

topic

Post
test
2st

topic

PG3 %
SR

Grade: Prog.
fundamentals

Grade:
Data
structures

Course
average

Pretest and
posttest
delta value

Improvement
percentage

7 6 6 4 7 4,7 70 4,1 4,1 4,1 3 37,5

8 6 4 6 4,6 75 4,2 6 5,1 2 25

9 8 7 4 8 5,5 100 5,9 5,8 5,9 4 50

10 8 5 5 8 5,4 100 5,1 6,1 5,6 3 37,5

11 6 7 5 6 4,3 67 5,2 4,8 5 1 12,5

12 7 6 6 8 6,5 100 2 25

13 6 6 8 5,1 98 6,4 6,2 6,3 2 25

Mean 6,1 6,2 3,7 6,9 4,9 83,1 5,0 4,1 4,9 2,5

Standard
deviation

1,1 0,9 1,2 1,0 0,7 15,5 0,8 1,3 0,7 1,1
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6.2 Content Testing Topic 1 and 2, with the Tool Including
the Adaptation Mechanism

The test that was carried out with the adaptation mechanism had a total number of 16
questions; there were also 12 reinforcement questions that were in charge of the
adaptation mechanism. The results of these tests with the tool and the adaptation
mechanism can be seen in Table 12.

As in previous tests, for reasons of analysis, two biases focused on the row of
number of reinforcement used by the student were carried out. Obtaining four groups in
this way:

• Bias of 6 or more reinforcement questions.
• Bias less than 6 reinforcement questions.
• Bias of 7 or more reinforcement questions.
• Bias less than 7 reinforcement questions.

These biases have the purpose of compare between students who required more
reinforcement to understand the subject and the ones who did not require reinforce-
ment. The results can be seen in the following Table 13.

Table 12. Results table for 1st and 2nd topics using tool with adaptation

Student Time:
Content

Time:
Final
test

Reinforcement Good
answers

%
SR

PG-
3S

Grade: “Data
structure”

Grade: “Informatics
introduction”

% Good
answers

1 22 8 1 12 100 6,1 – – 75

2 16 8 1 14 100 6,1 6,9 6,6 87,5

3 22 8 1 14 86 5,1 5,8 6 87,5

4 14 8 1 16 100 6,1 6,7 6,4 100

5 10 8 2 12 100 5,5 5,8 5,9 75

6 22 10 2 14 62 4,9 5,8 4,7 87,5

7 20 8 2 16 98 5,1 6,2 6,4 100

8 16 8 4 10 100 5,5 5,5 5 62,5

9 18 12 4 14 80 4,6 4,3 5,3 87,5

10 22 10 4 14 100 5,3 4,6 5,6 87,5

11 20 8 4 16 100 5,3 4,5 4,8 100

12 14 8 4 16 98 5,5 4,7 6,5 100

13 16 8 6 8 69 4,3 4,1 4 50

14 16 12 6 12 100 5,1 4,7 5,7 75

15 20 12 7 12 48 3,6 4,1 3,9 75

16 20 8 7 14 98 5.3 5,5 6,3 87,5

17 20 8 7 14 76 4,2 4,3 5 87,5

18 24 12 9 14 100 5,5 4,6 5,6 87,5

19 20 10 9 14 71 4 3,3 3,6 87,5

20 20 12 10 12 69 4,1 3,9 5,1 75

Mean 19 9 5 13 88 5,1 5,1 5,4

Standard
deviation

4 2 3 2 16 0,7 1 0,9

166 N. González et al.



We can conclude that students who score lower on pre-test tests and see the
explanation of the tool considerably improve their scores and have a much higher delta
than students who already have the knowledge and go through the tool. With this we
can affirm that the students who have bad grades can reach the students who have good
grades; minimizing the gap between groups of students.

6.3 Analysis of Results

If we rank students according to the average grade of the prerequisites courses such as
Data Structure and Programming Fundamentals we can draw the following conclusions
from the tests performed:

• The percentage of courses approved by the students during the university career is
related to the performance of the students in these tests.

• Students with grade averages lower than 5.0 in the prerequisite courses had to go
through more reinforcement content than students with grades higher than 5.0.

• The time spent on the test by students with grade averages below 5.0 is greater than
those with grade point averages above 5.0.

• The percentage of improvement for the two tests increases considerably when
studying the contents through the educational tool.

• In both tests, the amount of good answers in both biases does not have much
variation, when students already pass through the tool.

• The reinforcement used in the content turned out to be satisfactory, since the
students who had to go through a reinforcement were leveled with the students who
didn’t have to go through a reinforcement.

Table 13. Analysis of biases of topic 1 and 2 using the tool with adaptation

Bias Measure Reinforcements Good
answers

%
SRI

PG3 Grade
“Data
structure”

Grade
“Informatics
introduction”

Bias of 6 or more
reinforcement
questions

Mean 6,2 13 85 4,8 4,5 5,1

Standard
deviation

2,2 2,3 17 0,7 0,6 0,8

Bias less than 6
reinforcement
questions

Mean 1,4 14 92 5,6 6,2 6

Standard
deviation

0,5 1,6 14 5,4 0,5 0,7

Bias of 7 or more
reinforcement
questions

Mean 7,6 13 78 4,5 4,3 4,9

Standard
deviation

1,5 2,1 19 0,7 0,7 1

Bias less than 7
reinforcement
questions

Mean 2,5 14 94 5,4 5,5 5,8

Standard
deviation

1,4 1,9 11 0,5 1 0,7
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7 Conclusion

An adaptive e-learning system was developed and novel adaptation mechanism was
implemented based in the profiling of students based on its academic performance in
previous courses. Based on our previous studies of the educational topic [6, 17–19]
together with the opportunity to work directly in the classroom, gave a plus in being
able to leverage a solution capable of adaptively teaching and reinforcing topics on
students.

The preliminary study of the factors that influence the approval or disapproval of
the course has been able to reflect certain variables of great weight for the students, and
provides information necessary to focus the tool on those students with the highest risk
of failing the course.

In this document, the good acceptance of e-learning tools in students has been made
known and a positive impact on the learning process is reflected, together with an
adaptation mechanism that supports and generates a ‘leveling factor’ in the knowledge
of the participating students of this experiment. With the tests carried out in this work
we left open the possibility of further research and experiments on university students,
either in the same course or with other courses and topics since the MAGLE tool allows
to modify the contents and the mechanisms of adaptation.
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Abstract. Today’s students are immersed in an environment where technology
predominates and they expect learning to be as fast, simple and entertaining as
possible, integrating digital information and the internet in the realization of
activities and development of the courses. However, the reality differs from the
expectations of the students; Despite the large number of tools available for
carrying out activities in classes, they do not manage to effectively support the
teaching and learning process.
It is in this context the incorporation of games in the classroom is presented as

an important factor for the reinforcement of knowledge, development of skills
such as problem solving, teamwork and communication, among others. In this
sense, gamification, defined as “The use of game elements and game design
techniques in non-game contexts”, enhances the way of motivating and encour-
aging students to develop desired behaviors.
In this study we design and evaluate a gamification strategy and a web appli-

cation, which are focused on measuring the progress of student’s competences
through game elements integrated in the activities carried out in classes.

Keywords: Gamification � Motivation � Computer Science (CS) students �
Information and communication technologies (ICT) � Teaching-Learning process

1 Introduction

Currently, students who enter educational establishments have very high expectations
regarding the use of technology in the classes, as support for teaching and learning
methodologies, which leads in a certain way to innovate in the classroom, to motivate
and engage the students. Thus, the objective of this study is to compare the results of
the application of activities based on gamification techniques, in two groups of students
of the course “Software Engineering Workshop” of the Pontificia Universidad Católica
de Valparaíso.

This study details the process of designing a the web application based on the 6D’s
proposed by Hunter and Werbach [1], in order to evaluate the effectiveness of ‘Gama
CET’ (Gamified Competences Evaluation Tool), a web application which allows to
develop and evaluate the expected competences in students, through the integration of
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games elements in the activities carried out in classes, such as the recognition of
achievements through points, badges, prizes, or leaderboards, among others.

Finally, to evaluate the motivation and effectiveness of the use of the tool, a data
collection instrument was designed to know the perception of the students about this
experience.

2 Definitions and General Aspects of Gamification

The gamification, was born as a concept in 2003, and it was masified in 2010 through
the work of multiple professionals. It is formally defined as ‘The use of game elements
and game design techniques in non-game contexts’ [1]. In other words, it’s about
finding fun in everyday things. The game elements define the small pieces that make up
a complete game as a whole experience, which can be inserted into activities that are
not games in themselves, such as education; the design techniques allow to decide
which game elements to use and how to improve the gamified experience; and the non-
game contexts refer to any real context that does not belong to the fiction of the games.

In this way, the gamification allows to encourage the development of expected
behaviors, as is the case of the development of the competences of each subject,
through motivation and feedback.

• Competencies

Competencies show a person’s ability to cope with situations, putting psychosocial
resources into operation, including skills and attitudes in a specific context [2].Through
studies, students acquire knowledge and develop skills, which correspond to general
education, as well as other skills of a professional nature [3]. In this sense, The Pontificia
Universidad Católica de Valparaíso promotes the ‘Competency Based Learning’ for
their careers, with the purpose of directing the efforts to improve the teaching of the
university [4]. According to these guidelines, the graduation profiles of Computer
Science Programs [5] have been defined under three groups of competences related to
the areas: disciplinary (CD), professional (CP) and fundamental formation (CF).

In this way, each course of the curricular plan of the Computer Science Programs,
includes a set of competences to be considered in these.

• Motivation

Motivation is one of the most important elements for gamification, since its main
objective is to encourage the motivation of people to achieve an objective or develop an
expected behavior. The word comes from the Latin ‘motivus’ (movement) and the
suffix ‘tion’ (action and effect), so ‘being motivated’ refers to being in motion to do or
achieve something. There are two types of motivation, extrinsic and intrinsic.

There are different factors that influence the motivation positively and negatively,
as the followings:

– Intrinsic motivation: It is based on the theory of self-determination [6] and indicates
that people are inherently pro-active, with a desire to improve.
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– Performance-inhibiting anxiety: the elements of this factor refer to the existence of
anxiety that negatively affects the person’s motivation and performance.

– Absence of effort: this factor indicates that the person tends to have a lack of will to
do and finish things.

– Motivation for learning: is oriented towards personal goals that can be developed by
own choice, and therefore these goals are related to the search of knowledge, get
new skills and improve these.

– Motivation for fear of failure: it is a factor related to avoiding negative evaluations
and, in general, of failure. People tend to be more concerned about not losing than
wanting to win, so their performance is reduced.

• Feedback

The constant interaction of the games is based fundamentally on the feedback which
allows to know the progress towards an objective or as a response to an action that has
weight in the context that is used. Players like to receive information about their
progress towards a goal, how many steps they have completed to receive a prize.

Players can regulate their behavior towards the metrics that are presented to them in
the feedback. In addition, feedback with unexpected information helps autonomy and
intrinsic motivation. Feedback is important for the called activity cycle, which indicates
howmotivation is capable of generating an action, it receives immediate feedback through
points or rewards, which motivates the person to perform more actions [1] (Fig. 1).

3 Implementation Proposal for Gamification

The work methodology considered for the realization of this study was based on the
design process for the gamification proposed by Hunter and Werbach [1], in which the
steps to design and implement the gamification are described in an effective and
specific way for the context to achieve specific business objectives. This design process

Fig. 1. The games and the activity cycle [1]
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for the gamification is based on six steps, or ‘Six Steps to Gamification’ according to its
initials:

– Define Business Objectives
– Delineate Target Behaviors
– Describe Your Players
– Devise Activity Cycles
– Don’t Forget The Fun!
– Deploy the Appropriate Tools

To integrate the concept of the gamification within the educational context, with the
6 steps mentioned, a strategy is posed in a gradual way, which considers the aspects
mentioned above. The following Fig. 2 represents the aspects considered in this
implementation proposal.

As a final result of the application of the previous elements we have designed a
gamification strategy, and implemented game elements as progression, leaderboards,
and social fun through a prototype of a web application to support the methodology and
manage the activities in the course, at the same time it allows to automatically measure
the competences developed through these.

In this gamification strategy we considered a “gamification factor”, which repre-
sents a percentage value between 0 and 100% and indicates the amount of points
obtained by a student with respect to the highest score obtained in the course. This
factor is then used to calculate a reward in the form of a bonus of n tenths to the final

Fig. 2. General scheme of implementation
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mark of the subject, with n defined by the teacher, in order to encourage the extrinsic
motivation of the participants, based on the following formulas:

GF ¼
X

ðSAÞ=MS
� �

� n ð1Þ

FMG ¼ FMþGF ð2Þ

GF: Gamification Factor
SA: Score Achieve
MS: Maximum Score
FMG: Final Mark Gamificated
FM: Final Mark of the course
n: Number of tenth(s) rewarded

Where the student with the highest score will obtain 100% of the gamification
factor and, therefore, a reward of n tenths for the final mark of the subject, unlike a
student whose score is, for example, one third of the maximum, which will obtain a
third of the tenths defined as a reward. Therefore, competition is encouraged without
harming those who have a lower performance, since they will still get a prize, even if it
is smaller in scale.

To determine the points that students will obtain in the activities developed, an
analytical evaluation guide has been defined for the evaluation of competences. This
guide allows measuring separately the percentage of achievement of each expected
competence in an specific activity and obtaining a weighted score for the student, this is
performed automatically through the web application ‘Gama CET’ in the experimental
group, and through guidelines on paper and spreadsheets in the case of the control
group.

As mentioned above, the web application ‘Gama CET’ has been developed to
support the designed gamification strategy. This is a responsive web application
developed by the authors to motivate students and evaluate the competences developed
through the implementation of activities in the application. The application consists
mainly of a dashboard in which the students can see and do the available activities in
the course, integrating game elements such as points, progression and socialization in
these. The main utility of the application lies in the automation of the calculation of
points, as well as their respective weighting in the competences developed, in order to
generate real-time feedback on the progress of the competences, while centralizing the
information of the subject for teacher’s comfort.

4 The Experiment

For the development of this study, as mentioned before, two groups of students of the
same course and of the same level of curricular advancement within their curriculum
are considered. In both groups, the gamification methodology described in the previous
point was applied, but only one of the groups used the game tool developed to support

174 P. Hermosilla et al.



the methodology. Both groups of students attend “Software Engineering Workshop”
course (INF 4540 and ICI 4540) considering the same game elements, however, one of
these courses (INF 4540) used the gamification through the prototypes of the appli-
cation ‘Gama CET’, called Experimental Group, and the other who did not use it, was
called the Control Group.

In this way, the students were given a set of tasks to complete, which included
different competences: disciplinary (CD), professional (CP) and fundamental formation
(CF), and each one indicates the following:

– CD1: Apply mathematical, scientific and engineering principles to design solutions
to problems in the area.

– CD2: Participate in work teams for the execution of engineering projects.
– CD3: Develop solutions to engineering problems, in the field of their specialty,

using critical thinking and analytical skills.
– CP1: Develop computer applications, efficient and of quality.
– CP2: Participate in computer projects using the available ICT appropriately.
– CP3: Select components that make up the technological base in the implementation

of computer applications.
– CP7: Communicate orally and in writing in the English language in specific con-

texts and situations specific to their profession.
– CF2: Orient the work performance with values principles, tolerance and profes-

sional ethics.
– CF3: Manage your learning independently to update and deepen your knowledge.
– CF4: Demonstrate creativity, initiative and proactivity in the performance of their

activities.
– CF5: Communicate effectively orally, written and graphically in their mother

tongue.

In order to evaluate the achievement for the task, a data collection instrument was
designed, which would allow to compare both groups of students, in order to compare
the results between them. The groups that participated in the study correspond to
18 students (Experimental Group), and 35 students (Control Group), remembering that
both groups are from the same course or are in the same year of study.

The instrument used considered 12 questions, grouped into three categories:
motivation, gamification and application, which together allowed investigating the
subject. The evaluation scale used considers:

• Likert Scale: A measurement tool allows measuring attitudes and knowing the
degree of compliance of the respondent. In this sense, the response categories will
serve to capture the intensity of the respondent to certain statements. For this case
scale with 5 degrees of compliance is used.

• Dichotomous questions: with yes/no answer (Boolean).
• Selection of Options: identification of possible alternatives for a certain evaluated

aspect.

The followings Tables 1, 2 and 3 present the questions according to the categories,
dimensions and evaluation scales considered to this study.
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Table 1. Motivation category questions

Dimension Questions Scale type

D1. Apreciation Q1. Intrinsic motivation (+)
Q2. Inhibitory performance (−)
Q3. Absence of effort (−)

Likert scale levels:
SA. Strongly Agree
A. Agree
NAD: Neither agree nor disagree
D. Disagree
SD. Strongly Disagree

D2. Tendency Q4. For learning (+)
Q5. For fear of failure (+)

Likert scale levels:
SA. Strongly Agree
A. Agree
NAD: Neither agree nor disagree
D. Disagree
SD. Strongly Disagree

Table 2. Gamification category questions

Dimension Questions Scale type

D3. Knowledge Q6. ¿Do You know about the
concept of “Gamification”?

Yes/No

D4. Perception Q7. Regarding the complexity of the
gamification strategy

Options selection:
D4.1 Simple but incomplete
D4.2 Simple and easy to
understand
D4.3 It is understood at a general
level but its dynamics are
complicated
D4.4 Very complex strategy and
complicates the normal
development of the course

D5. Importance Q8. According to your point of view,
do you think that incorporating
challenges with rewards
(independent of points) such as
medals, would increase your
motivation in the subject?

Yes/No

D6. Preference Q9. How well do you agree with the
Point System used? (optional and
obligatory activities)

Likert scale levels:
SA. Strongly Agree
A. Agree
NAD: Neither agree nor disagree
D. Disagree
SD. Strongly Disagree
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5 Results and Discussion

The main results of the instrument used in this study are shown below. It will be
determined “Experimental Group” to those students who used the gamification tool
and “Control Group” to those who do not.

The analysis of the results will be carried out for each of the identified categories,
and the dimensions evaluated in them, comparing both groups of the study (Table 4).

• Motivation Category Questions

In the case of Motivation Category, it can be seen that in Apreciation associated
with D1.1 question, students of Experimental Group reaches a greater acceptance of

Table 3. Application category questions

Dimension Questions Scale type

D7. Experience
(pg. 100)

Q10. Do you have experience with systems/tools
that use gamification?

Yes/No

D8. Evaluation
101,103)

Q11. In general, how would you describe your level
of motivation with respect to the subjects that you
have studied at the university
Q12. Do You think that the use and integration of
technology in the subjects studied is adequate?

Likert scale
levels:
SA. Strongly
Agree
A. Agree
NAD: Neither
agree nor disagree
D. Disagree
SD. Strongly
Disagree

Table 4. Percentage scores for dimensions (D1, D2)

D1.Apreciation (NAD) D2. Tendencies
(SA) (A) (D) (SD)

Experimental Group
(18 participants)

D1.1 25.6 33.3 0 41.0 0
D1.2 28.2 28.2 0 20.5 23.1
D1.3 25.6 25.6 0 28.2 20.5
D2.1 23.1 33.3 0 15.4 28.2
D2.2 28.2 28.2 0 20.5 23.1

Control Group
(35 participants)

D1.1 19.2 30.8 0 15.4 34.6
D1.2 32.7 21.2 0 13.5 32.7
D1.3 32.7 36.5 0 28.8 19.2
D2.1 34.6 13.5 0 19.2 32.7
D2.2 32.7 21.2 0 13.5 32.7

Using a Gamification Tool to Support the Teaching-Learning Process 177



motivation intrinsic than de Control Group (25.6%, 19, 2%), meanwhile in D1.2 and
D1.3 this same group shows lower rate (28.2%, 25.6%), that means, motivation slows
them down less than de Control Group (32.7%, 32.7%), because D1.2 and D1.3
represent factor to influence negatively on the motivation of the students.

In relation to the D2.1, of Tendency dimension, Experimental Group shows 56.3%
considered options of agreement (SA, A) meanwhile Control Group reach 48.1%.
Similar situation can be appreciated to the question D2.2, with 56.4% and 53.9% to
Experimental Group and Control Group respectively (Table 5).

• Gamification Category Questions

Regarding the knowledge and importance of gamification concept (D3,D5), it is
possible to appreciate that Experimental Group, reaches greater marks in both
dimensions (44.4% and 88.9%) if you compare with Control Group (40% and 80%),
that shows they know more about the concept, and give it more relevance. In addition
to this, the Perception is also better for the Experimental Group (66.7%), related to
D4.2 affirmation which indicates that strategy of gamification seems to be simply and
easy understand (Table 6).

The analysis of this dimension was associated with the point bonus system,
and even when both groups present similar results, the Experimental Group shows a
slight inclination to the acceptance of point system with 44.4% respect of the Control
Group with 40%, but it is observed that there is no clear difference between them
(Table 7).

Table 5. Percentage for dimensions (D3, D4, D5)

D3. Knowledge D4. Perception D5. Importance

Yes No D4.1 D4.2 D4.3 D4.4 Yes No

Experimental Group
(18 participants)

44.4 55.6 0 66.7 33.3 0 88.9 11.1

Control Group
(35 participants)

40 60 11.4 62.9 25.7 0 80 20

Table 6. Percentage for dimension (D6)

D6. Preference
Dimension (SA) (A) (NAD) (D) (SD)

Experimental Group (18 participants) D6.1 44.4 22.2 5.6 16.7 11.7
Control Group (35 participants) D6.1 40.0 25.7 2.9 25.7 5.7
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• Use of Tool to support Gamification (Gama CET)

For the last dimensions of this study, it is possible to see that even Experimental
Group recognized has less experience (16.7%) and feel less motivated (88.9%), than
the Control Group (28.6%, 80% respectively), this first group had 50% of “strongly
agree (SA)” in the affirmation related to integrate adequately ICT in the development of
the courses, and on the other hand Control Group only reached a 11.4%.

Additionally, to understand last results of this study, it is necessary to show the
achievement of competences to the activities considered and the gamification factor in
each study group.

This is the comparative progress of the competences, calculated as percentages
from the points obtained, as detailed in the implementation proposal, regarding the total
sum of points given in the activities of the subject, which represents the 100%
(Table 8).

The results presented in the previous table, indicate that Experimental Group shows
higher percentages on the Professional and Fundamental competences with 6.23% and
12.30% on average respectively, meanwhile Control Group had 5.10% and 7.25% in
the same areas evaluated, and this last group, only had higher average (16.87%) in
Disciplinary Competences compared with Experimental Group (8.62%).

Finally, related to the Gamification Factor (GF) and the marks of students, refer-
enced in (1) and (2), the following table presents the Gamification Factor Rewards
obtained expressed in tenths, considering from 1 to 5, and the min, max and mark
average of both groups (Table 9).

Table 7. Percentage for dimensions (D7, D8)

D7. Experience D8. Evaluation
Yes No (SA) (A) (NAD) (D) (SD)

Experimental Group (18 participants) 16.7 83.3 D8.1 0 66.7 33.3 0 88.9
D8.2 50 16.7 16.7 16.7 0

Control Group (35 participants) 28.6 71.4 D8.1 11.4 62.9 25.7 0 80
D8.2 11.4 40 28.6 20 0

Table 8. Percentage for achievement of competences (CD, CP, CF)

Competences
disciplinary

Competences
professional

Competences
fundamental

CD.1 CD.2 CD.3 CP.1 CP.2 CP.3 CP.7 CF.2 CF.3 CF.4 CF.5

Experimental
Group (18
participants)

3.56 18.49 3.83 3.40 9.63 4.49 7.41 8.80 19.87 8.45 12.07

Control Group
(35 participants)

16.69 14.77 19.14 6.10 8.13 0 6.16 5.33 4.87 5.79 13.02
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The last results shown in Table 9, evidences that Experimental Group had 19% of
the maximum reward possible (5) and only 2% in the Control Group. In addition to this
Experimental Group had better mark than Control Group, including minimum, max-
imus and average mark.

6 Conclusions

The use of gamification represents a great opportunity to motivate students and inte-
grate technology and innovation within the courses. The multiple success cases studied
they indicate that the gamification, in spite of being a relatively new concept, is a good
way to continue to achieve these objectives, while allowing students to enjoy the
dynamics presented, and consequently, of the course taken.

For this study the dimensions (D1, D2) evaluated within the motivation category,
shown better results to the Experimental Group considering the positive and negative
factors that influence motivation, in the student’s process learning. Regarding the
gamification category (D3, D4, D5, D6) despite Experimental Group knows less about
gamification concept, they had better perception and give more importance than de
Control Group.

In the dimensions D7 and D8 in the application category questions, Experimental
Group shown had less experience with gamification tools, they recognized feel a little
motivated in other curses of their career, and they strongly agree with the use of
technology in the development of the gamified course, unlike the control group.

Related to achievement of competences (Table 8), it can be seen that it is indeed
viable to quantitatively measure the progress of competences in a subject, through its
evaluation in the activities. Thanks to the metrics studied, it is possible to observe in a
simple way the comparative progress of all the competences worked through the
activities. In this way, it is also possible to adjust the development of the expected
competences whose progress is less, since we can include new activities that consider a
greater weighting on those. Additionally, the marks in the Experimental Group showed
an improvement compared to the Control Group.

With the results obtained in this sample, it is possible to demonstrate that incor-
porate gamification activities, it is a way that CS students could improve their moti-
vation and marks using a gamification tool, and it seems to be easy and entertaining for
students related to Information Technology Careers.

Table 9. Percentage gamification factor and marks

Factor
gamification (1
to 5)

Mark (10 to 70)

1 2 3 4 5 Min. Max. Average

Experimental Group (18 participants) 0 0 15 66 19 42 66 58
Control Group (35 participants) 2 4 8 84 2 29 62 57
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As future work, it would be interesting to focus on those aspects that did not present
a significant difference and that may require more detail for their study, as well as
trying to repeat the experience with others groups and continue with the development
of the web application so that can be used in different educational contexts, and thus
facilitate the evaluation of competences and encourage the active learning of students.

Acknowledgments. We thank all the students involved in this case of study. They provided
useful opinions that allowed us to prepare this article and could be the beginning of other related
studies.
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Abstract. The number of courses and full degrees offered online, raises a
considerable interest in concerns and problems associated with online education,
particularly as it relates to the quality of online instruction. Quality Assurance
(QA) has become a very important issue for both, educational institutions and
institutional accrediting agencies. This is a progressive process and institutions
go through different stages until they implement QA effectively in their insti-
tution. This paper will start by presenting different QA approaches using dif-
ferent rubrics; then it will describe the three different stages that the Community
College of Baltimore County (CCBC) had experienced in this path to design
high-quality courses: (a) training, (b) process, and (c) formalizing the process. In
the last step, a very detail process for designing online courses will be presented.
In the next section, the types of QA reviews that are done at CCBC will be
depicted. Finally, the paper will end with some topics that the Online Learning
office is working in this continuing process of designing and implementing
high-quality courses.

Keywords: Quality Assurance � Online learning � Quality Matters �
High-quality courses � QM rubric

1 Introduction

The number of courses and full degrees offered online, raises a considerable interest in
concerns and problems associated with online education, particularly as it relates to the
quality of online instruction [1]. In the case of the Community College of Baltimore
County (CCBC), they started offering online courses around Fall of the year 2000, and
launched CCBC Online during Fall 2018, offering not only full degrees but also
certifications completely online. As of today, CCBC offers more than 20° online and
certificate options, in addition to thousands of online classes, rolling admissions, and
multiple starts-dates.

In this context, Quality Assurance (QA) has become a very important issue for both,
educational institutions and institutional accrediting agencies. According to Universitas
21 Global approach, this QA process relates to five main areas: course content,
courseware development, adjunct faculty recruitment, pedagogy and delivery [2]. The
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main focus of this paper is about course content, development and delivery; recruitment
and pedagogy are out of the scope of the present work. In order to improve course
quality, several rubrics have been developed by different institutions. These rubrics can
also work well as guide when developing a course, similar to a roadmap to success.

This paper is organized as follow: Sect. 2 discusses some of quality course rubrics,
Sect. 3 presents the Quality Assurance process performed at CCBC, Sect. 4 depicts the
types of Quality Assurance reviews, while Sect. 5 considers some future work and
provides some conclusions for this article.

2 Quality Control Rubrics

Because of the exponential growth in the offering of online education, and the aim of
quality by those institutions that are offering those courses and degrees, several com-
panies and institutions developed different rubrics to help developers in achieving good
quality courses. The first institution that is going to be presented is the Online Learning
Consortium (OLC) who supports higher education institutions seeking best practices
for advanced quality. OLC offers a robust suite of quality scored cards providing
educational institutions with the necessary criteria and benchmarking tools to ensure
online learning excellence for the entire institution. The current scorecards include
Administration of Online Programs, Blended Learning Programs, Quality Course
Teaching and Instructional Practice, Digital Courseware Instructional Practice and the
Open SUNY Course Quality Review (OSCQR) from Open SUNY. These scorecards
can be used to demonstrate several quality elements not only within a particular pro-
gram but also as an overall level of quality, that can be presented to the higher
education accreditation institutions [3].

From all the scorecards provided by OLC, the one that focuses on the quality of the
course will be discussed. OSCQR is not only a rubric, but a collaborative process to
improve instructional design and accessibility of an online and blended course. The
main focus of the process is continuous improvement and it is not a curse or instructor
evaluation tool. Each course is reviewed using the OSCQR rubric by three different
perspectives: faculty perspective (the author of the course), instructional design per-
spective, and an external reviewer perspective (a librarian, or another faculty member
that is not familiar with the course). The team reviews the course asynchronously and
provides suggestions for improvement. Those improvements are discussed, and a
refresh plan is developed; once the course has been updated to the new version, then the
team meet again, review the accomplishment and plan future enhancements. The rubric
contains 50 quality and accessibility standards and have been categorized as ‘essential’
or ‘important’ based on research-based effective online practices. This rubric might be
particularized by the higher-education institution by adding other standards [4]. It is very
important to understand that OSCQR is an approach to review, refresh, and continue
improve online courses, but it doesn’t help when you need to decide if the course under
review has good QA to be offered online.

The next course quality rubric to be presented is the Quality Online Learning and
Teaching (QOLT) Rubric developed by California State University at Chico. The
rubric can be used in three different ways: as a self-evaluation tool, so a faculty member
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will evaluate his/her course, as a guide for developing a new online/blended course, so
the rubric can be used as a roadmap, and finally as a recognition tool for exemplary
online instruction [5]. The rubric is composed of six domains, and each domain is
presented with different criteria. Each criterion provides rankings with clear explana-
tions so the reviewer can see how the course meets each one of the criteria: ‘baseline’,
‘effective’, or ‘exemplary’. There are no explanations about what the requirements for a
course are to be considered a good quality course. Does all the criteria for all the
domains be ranked at ‘exemplary’, or only some of them?

Blackboard provides the Exemplary Course Program which recognized instructors
and designers that demonstrate the applicability of best practices in the following areas:
course design, interaction and collaboration, assessment, and learner support. Courses
are evaluated by Blackboard clients using a common rubric. The Exemplary Course
Program Rubric uses weighting values and numerical scores. A weighting value from
0.5 to 3 has been assigned to a category in each one of the areas, to indicate the relative
importance of the category. Also, each category is described according to the level of
mastery and assigned a numerical score: Exemplary (5–6), Accomplished (3–4),
Promising (2), Incomplete (1), and Not Evident (0). Reviewers assign a numeric value
to each category in each area [6]. The program does not specify a minimum numeric
value needed by a course to indicate the quality of the course.

North America Council for Online Learning (NACOL) released the National
Standards for Quality Online Courses (iNACOL) which provides guidelines for online
course content, design, technology, assessment, and course management. These stan-
dards are available to states, districts, online programs, or other educational organi-
zations, and are primarily geared towards K-12 online learning. Several standards are
organized into five different sections: content, instructional design (how the course has
been designed: learning activities and communication), student assessment, technology
(tools and accessibility to those tools), and course evaluation and support. Each stan-
dard contains some considerations for the reviewers, and the corresponding rating: 0:
Absent (the component is missing), 1: Unsatisfactory (needs significant improvement),
2: Somewhat satisfactory (needs targeted improvements), 3: Satisfactory (discretionary
improvement needed), and 4: Very Satisfactory (no improvement needed) [7]. The
rubric does not provide any suggestion on how to work with this rating to determine if
a course can be considered a quality course.

Quality Matters (QM) is a nonprofit organization that supports and maintains quality
assurance in online learning. The principal characteristic of the QM rubric is the concept
of Alignment, which occurs when the learning objectives, assessments, instructional
materials, learning activities and interactions, and course technology work together to
ensure students achieve desired learning outcomes. There are a total of eight general
standards: course overview and introduction, learning objectives (competencies),
assessment and measurement, instructional materials, learning activities and learning
interaction, course technology, learner support, and accessibility and usability [8]. These
general standards are further breaking down into specific review standards, giving a total
of 42. Standards are assigned different points depending on their relative importance: 3:
Essential, 2: Very important, and 1: Important. The rubric also provides a series of
annotations with examples to help the reviewer decide if the standard is met. For the
standard to be met, the reviewer asks this question: does the course meet the standard at
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an 85% or better level? If the answer is yes, then the standard receives the corresponding
value according to its importance. Whether or not the standard is met, the reviewer
provides constructive feedback for continued improvement. Each course is reviewed by
a three QM-Certified Peer Reviewers using the QM Rubric, one of them must be of the
same discipline as the course being reviewed (subject matter expert), and one of them is
the team chair, who is QM-Certified Master Reviewer. The team chair combined all
three reviewers scoring and decide if a standard is met or not, based on the majority rule:
at least two reviewers agreed on the same decision. The course can meet Quality Matter
Review Expectations if all 3-points standards are met, and the review resulted in a total
overall score of 85 or higher out of 100 points. There are many other rubrics available
for higher-education institutions, that are not going to be presented in this work.

3 Quality Assurance Process: The Beginning

After analyzing several QA rubrics and approaches, CCBC decided to adopt Quality
Matters and the decision was made because their suggested process is centered on
continuous improvement. This process is designed to help institutions achieve the QA
goals for online learning as they grow to address all aspects of the Online Learning
Quality Pie [9] (see Fig. 1).

Even though quality matters focuses on course design, institutions can use the same
rubric to scale the model and apply it to all the aspects of online learning specified in
the previous figure. This is a progressive process and institutions go through different
stages until they implement QA effectively in their institution.

Course
Design

Course Delivery

Course
Content

Institutional
Infrastructure

LMS

Faculty
Readiness

Student
Readiness

Fig. 1. Online Learning Quality Pie
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3.1 Stage 1: Training

In the particular case of CCBC, some faculty and staff already have online training and
have been teaching online for quite some time. Faculty were required to complete a
formal training in order to be ready to teach online and to design their courses. The
format and name of training has changed through the years, from Virtual Academy to
Online Training Institute and Online Course Design Institution. If faculty or staff
already had online training obtained at other institutions, a waiver could be obtained via
a very informal process.

Based on several comments received from the Accreditation Institution in one of
their reviews, CCBC decided to adopt QM as quality control in their courses. To start
with this process, an Instructional Design and Online Learning (IDOL) office was
created, and instructional designers were hired. Faculty that were already trained were
the first ones invited to participate in the Apply the Quality Matter Rubric workshops.
This was the beginning of the QM implementation. Faculty stated to be trained, courses
started to be self-reviewed, and after the final review from the IDOL office, they were
submitted for external certification.

Table 1 shows the number of courses by department that were externally reviewed,
and the year of certification.

Without considering the ACDV course, a total of 16 courses were QM certified in
two years, an average of 8 courses per year. This was a great start for this initiative.

3.2 Stage 2: Process

Because the rubric was successfully adopted for faculty and staff, the IDOL office
decided that a formal structure was needed for the online learning initiative. CCBC is
formed by seven schools: (1) Business, Education, Justice and Law (SBEJL), (2) Con-
tinuing Education (CE), (3) Health Professions (SOHP), (4) Liberal Arts (SOLA),
(5) Mathematics and Science (SOMS), (6) Technology, Art, and Design (STAD), and
(7) Wellness, Behavioral, and Social Science (WEBSS); so, each school selected a
member to be design as an Online Coordinator for their school. This team meet once a
month with the IDOL office to discuss all the aspect related to online learning.

Table 1. List of QM certified courses.

Number of courses Department Year of certification

1 ACDV (Academic Development) 2012
4 Computer Science 2013
1 Networking 2013
1 Art 2013
4 Computer Science 2014
2 Biology 2014
1 Art 2014
1 Mathematical Science 2014
2 English 2014
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At the same time, a new board was created: Distance Learning Advisory Board
(DLAB) and was composed by a representative from different offices such as schools,
IDOL office, the Deans of the schools, the Blackboard Department, the IT department.
The mission for this board was to define distance education policies for the college.
Those policies were then sent to the College Senate for approval and implementation.
Among those policies are: Faculty Usage of CCBC Learning Management System
Policy, Policy on Ensuring Quality in Distant Learning Courses, Learning Management
System Course Menu Best Practices.

The number of courses seeking formal certification was growing as well as the cost
of having those courses certified externally by Quality Matters. This forced the Online
office to look for a different way to do this formal certification: Internal Certification.
This new initiative required to train faculty as Peer-Reviewers, and formally organize
the QA process. Several informal policies were established:

• Courses that were Externally Certified by QM, become now Master Courses
• Faculty teaching online was suggested to use the Master Courses
• If faculty did not want to use the Master Course, then his/her course must go under

Internal QM Review
• Highly-enrolled courses should continue to be certified externally by QM

Table 2 depicts the courses that were Internally QM Certified, while Table 3 shows
the courses that were Externally QM Certified.

As it can be appreciated through those tables, a total of 72 courses were internally
QM certified, while 23 courses were externally certified, giving a final total of 95
courses.

Table 2 is not showing any courses for the year 2018, because the certification
process last two semesters: during the fall semester, courses are self-reviewed by their
authors, and they are submitted for review at the end of the semester. During the spring
semester, the review teams are formed, the review is performed, and for those courses
that do not meet the certification, a report of improvement is provided, and faculty
implement the suggestions, so their courses can achieve the level needed to be certified.

Table 2. List of internally QM certified courses.

School Number of
certified courses
2015 2016 2017

Business, Education, Justice, and Law 6 7 7
Help Professions 2 3
Liberal Arts 9 2 3
Mathematics and Science 6
Technology, Art, and Design 3 7 1
Wellness, Behavioral, and Social Science 7 4 5
Total 33 20 19
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This process can be repeated only twice, and at the end of the third time, the decision is
final, and the course Met or Not Met the qualifications needed to be QM certified. At
the moment of writing of this paper, the 2018 Internal Review courses are being
reviewed by the 3 peer-reviewer teams.

3.3 Stage 3: Formalizing the Process

Until August of 2018, online course development has been faculty-driven with little
intervention or help from instructional designers, aside from specific course develop-
ment training. As the number of online and blended courses starts to increase, a more
systematic approach must be developed where faculty will continue to be the devel-
opers of the courses, with the assistance needed from the instructional designers. With
this official Policy, courses will be developed with the proper online learning peda-
gogy, built in a timely manner, and designed following QM standards from the
beginning.

Because of the launch of CCBC Online, an Online Learning office was added to
control and supervise all the aspects related to online learning with its Assistant Dean
and coordinate these activities with the IDOL office. CCBC identifies two categories of
professional development in instructional design and online learning: course facilitation
and course development.

Course Facilitation
Teaching an online or blended course requires a specific set of skills. There must be
proficiency at using Blackboard as well as an understanding of pedagogy required to
engage online students. Because of that, faculty that want to teach online at CCBC
must complete the following training: Teaching Online Course (TOC). This course is
offered usually twice a year, it is completely online, and teaches faculty how to engage
with students and facilitate an already constructed course. There are no prerequisites for
this training, but there is an assumption of prior knowledge of Blackboard. This
training also assumes that the faculty members have a course that has already been built
for them to teach.

Faculty who have expertise and prior experience teaching online from other
institutions must demonstrate competency in Blackboard, online skills including

Table 3. List of externally QM certified courses.

School Number of certified
courses
2015 2016 2017 2018

Business, Education, Justice, and Law 2 1
Help Professions 1
Liberal Arts 1 1 2
Mathematics and Science 3 4 3 3
Technology, Art, and Design 1
Wellness, Behavioral, and Social Science 1
Total 3 7 6 7
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facilitation, and assessment measurement & learner engagements prior to teaching
online courses. Proper documentation must be sent to the Instructional Design and
Online Learning office.

Figure 2 depicts this process graphically for a clear understanding of this process.

Course Development
Each academic School as well as Continuing Education, have an Online Learning
Coordinator (OLC) who should create a production schedule for the courses to be
developed. This production schedule is approved by the Dean of the School and share
with the Assistant Dean of Online Learning and the Director of IDOL. If a faculty
member wants to develop a course that is not on the schedule, written authorization by
the Dean and the Department Chair/Director must be presented prior to production.
When a course is added into the production schedule, faculty members developing the
course are also identified and an application is completed. This application is signed by
the faculty member(s), OLC, and Academic Dean.

Once the application is signed, the OLC schedule a meeting with the Director of
IDOL to determine the professional development needs of the faculty involved and
determine the appropriate course development process.

If the faculty member has been already trained at CCBC in the past (by taking
Virtual Academy (VA), Online Teaching Institute (OTI), Online Course Design
Institute (OCDI)) a DOCS (Designing Online Courses) process is assigned to the
course. If a faculty member already has this training from other institutions, formal

Fig. 2. Teaching Online Course (TOC) procedure

Quality Assurance in Online Education 189



documentation must be submitted to the IDOL office prior to developing a course. If it
is approved, then also a DOCS process is assigned to the course.

In a DOCS process, there are some professional development requirements prior or
during course development: updated APPQMR and specific Blackboard training
modules. In this process, the responsibilities are divided between the faculty member
and the Instructional Designer with the help of the OLC as follow:

1. Faculty member is able to:
a. Write rough drafts of module level objectives;
b. Outline the design of the course;
c. Create Assignments/Assessments;
d. Create content/identify instructional materials;
e. Align content, make changes to course design;
f. Create rubrics within Blackboard;
g. Design overall structure.

2. The Instructional Designer with the help of the OLC will:
a. Review the first module before subsequent modules are built;
b. Monitor faculty course development process according to the plan developed in

the DOCS meeting;
c. View the course at designated points to assist overall course alignment;
d. Assist faculty member with construction of parts of the course if the faculty

member requests it;
e. Conduct a Quality Matters review at the end of the development.

The DOCS process begins with a one or more than one meeting with all the parties
involved in the process: Faculty member developing the course, OLC, Director or
IDOL, Instructional Designer (ID), and Library Representative (if using OER). During
this meeting the group will determine the tasks needed to build the course and assign
those tasks to members of the committee. Also, the timeline for completion is set and
the professional development needs of the faculty member is determined based on the
tasks assigned. To ensure the quality of the course, the ID will review the first module
before subsequent modules are built.

If the faculty member has not taken TOC, then the first step is to follow the procedure
described above and take the course. Then, complete the following training Blackboard
Rubrics, and Test Student courses; and APPQMR. According to the time constraint, two
different processes can be assigned to the course: CRIRP (Course Redesign Institute
Regular Program) or CRISP (Course Redesign Institute Summer Program).

This is a more extensive training and incorporates online learning pedagogy while
developing an online course. The Regular Program involves two consecutive seme-
sters: during the fall semester, online learning pedagogy is instructed, and best practices
are applied to create one module for a course. At the end of this first semester, a
showcase of the module is presented, and certificate is awarded. During the second
semester, faculty replicates the structure of the module to the rest of the modules of the
course and finalized the process by doing a QM self-review. In the case of the Summer
Program, everything is compressed during the summer months of June, July, and
August. At the end of this process, the course is also reviewed by an ID from the IDOL
office. Figure 3 shows this process graphically.
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Independently of the process followed to developing a course, once it is finished, it
will go under a Quality Assurance Review. The type of QA review that the course is
going to undertake will depend on the type of course, and the professional development
of the faculty member. See next section for details on these types of QA.

4 Types of Quality Assurance Reviews

The Online Learning office provides 4 different types of QA Reviews: (a) Eyes Review,
(b) Second Generation Review, (c) CCBC Internal Quality Assurance Review, and
(d) Quality Matters (External) Review.

In addition to these 4 types, courses that have been built using the DOCS process
will undergo an Essentials Review prior going live, and then they under Internal
Review.

Let start describing each one of those types.

Fig. 3. Course development procedure
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4.1 Essentials Review

This review uses all the Essential Standards from the QM Rubric and some of the Very
Important Standard, a total of 35 Standards plus 4 additional CCBC standards. This
review is performed by a Subject Matter Expert and an ID or QM Certified Peer
Reviewer. This process is a quick review where reviewers just mark on the form if the
standards are met or not met, by checking the corresponding checkbox. No written
feedback is provided in this type of review.

The output of this review could be as follow: (a) the course met the QM Essential
Standards, (b) the course needs minor revisions, or (c) the course needs major
revisions.

If the course needs minor revision, meaning just few changes need to be made, the
faculty member is given two weeks to complete them. If a significant number of
revisions need to be made and/or Standard 2 or any standard involved with alignment
(2.1, 2.2, 3.1, 4.1, 5.1, 6.1) need to be revised, faculty will meet with an ID or the OLC
to assist them with their revisions. Deadline for completion of the revisions will be
determined at a meeting, with a maximum time of 8 weeks for completion.

4.2 Eyes Review

For this type of review, the same rubric as the Essential Review, the only difference is
that this review is performed just by an ID or a Certified QM Peer Reviewer. This
review is the quickest where the reviewer just marks whether the standard is met or not
met by checking the respective checkbox. No written feedback is provided in this type
of review.

The output of this review is the same as the previous one, and faculty should follow
the procedure described above too.

This type of review is used when a course needs to be evaluated quickly, because it
can be done in hours since it is reviewed by only one QM Peer Reviewer or ID.

4.3 Second Generation Review

This type of review uses the same rubric as the Essential Review, and the review is
performed by the same team of reviewers. The output is exactly the same, the only
difference is when this type of review is used.

If a faculty member already has a course that have been through QM (external)
Review or CCBC Internal QA Review, then an assumption can be made about the other
courses developed by the same faculty: they follow the same design principles and
therefore the QM standards. Because CCBC wants all the courses to go under QA, this
process is used to certify those courses in a quick manner and using the minimum of
resources.

4.4 CCBC Internal Quality Assurance Review

If the course to be certified is the first for the faculty member, and the course is not
considered to be a high-enrolled course for CCBC, then this is the QA process to
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follow. The only condition for a course to be reviewed using this process is that the
course has been taught online at least twice before undergoing this review. The process
resembles the official process that QM uses to certify courses, but it is performed totally
in-house. The process starts by the faculty member doing a self-review of their course,
making sure that it follows all the QM standards specify in the QM rubric.

Later, the faculty member submits some documentation of the course such as:
Module objectives, objective worksheet, alignment worksheet and other information
about the course. Then the Online Learning office forms a team to review the course by
selecting a Subject Matter Expert, a Certified QM Peer Reviewer, and a Team Chair.
The team review the course individually, and then a Final Report is generated indi-
cating if the course met QM Standards or not. In order to be certified, all 3 points
(essentials) standards must be met, and the total points must be equal or greater than 85
(out of 100). In addition, all CCBC specific standards must be met.

In this process, reviewers provide feedback on improvement of each one of the
standards so faculty can perform those modifications to meet the standard. Faculty is
provided with the feedback from each one of the reviewers.

If the course does not meet QM standards, the faculty have three weeks to perform
the changes suggested, and the Chair of the team re-evaluates the standards marked as
‘no met’ and mark whether the changes made in the course makes the standard to be
‘met’. This process can be done twice, and after that the final decision is made: the
course is QM Certified or not.

This internal process is performed once a year, usually during the fall semester,
faculty perform the self-review and during spring the team is formed, and the evalu-
ation is done. The certification is valid for five years, and CCBC provides a logo that
can be added to the course.

4.5 QM (External) Review

This is the last type of review and only for high-enrolled courses, and courses that are
considered Institutional Courses (used by all the faculty teaching the class as is)
undergo this type of review. Before sending the course directly to Quality Matters,
faculty also performed a self-review, and finally the course is reviewed by an ID from
the IDOL office.

When the course is ready, then it is sent to the QM for certification. This process is
entirely done by QM and CCBC have to pay a fee for the process. Because of that, just
a small number of courses are sent for certification.

This certification is also valid for 5 years, and QM provides a logo that can be
added to the course too.

5 Future Work and Conclusion

There is always something to improve when we are talking about QA. At this moment,
the Online Learning office is working on a re-certification process, so it can also be
performed in-house instead of sending the courses to QM for external re-certification.
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On the other hand, OLC are reviewing all the courses that are offered online in their
school and have never undergo a QA process, to determine the type of QA process for
the course. This review is a long process and will take for sure several months to be
completed; courses would need to be scheduled according to the resources available to
perform each type of review.

Another path that the Online Learning office is researching right now, is the QA for
a complete program or degree. Of course, the first step will be reading and learning
how QM does the Program Review and see if that model fits CCBC or needs to be
adapted to our needs.

As a conclusion, and as shown in this process, to ensure the quality of the design
and development of a course, the qualification of the instructor needs to be considered
first. If the instructor does not have those qualifications, training should be provided.

Second, the institution should provide a clear and very detail formal process for
course design and implementation. On that way, faculty can realize that the school
administrators want to ensure quality in the online instruction.

Successful online instruction is a collaborative process among instructors, admin-
istrators, staff, students, and the community at large. Courseware development indus-
tries should maintain the faculty informed about their new updates and provide them
with training and technical support.
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Abstract. One of the most acute problems in the higher education in Mexico is
the high rate of dropouts in college education. Particularly during the last decade
we have witnessed troubling signs in the first stages of the career of our students,
where the incentives for abandoning their studies seem to be appearing every
day with a bigger intensity. To ease their adaptation in the demands that pro-
fessional education asks of them several institutional programs have been in
place, with varying degrees of success. However, we are convinced that in order
for those programs to be successful they have to rely more in information
technologies so that help can be available for the students in every possible way.
Our main objective is to curb the increasing rates of students that dropout from
their careers by providing a support network based on computer-supported tools.

Keywords: Mentoring � Social networks � Computer supported collaborative work

1 Introduction

Mentoring is a fundamental piece in the educational process in every single stage, and
this becomes particularly fundamental during early college years. Transitioning from
High School to College brings challenges to every student such as a new living spaces
and social groups, lax parental supervision and support, and a demanding curriculum.
In this setting, students require additional support which can be provided by person-to-
person and computer-supported mentoring designed to address every possible cir-
cumstance that might prevent them from succeeding in their college experience.

Our university, Universidad Michoacana de San Nicolás de Hidalgo (UMSNH),
founded in 1917, is one of the biggest public higher education institutions in Mexico.
With more than 50,000 students (Table 1) and 3000 professors it provides high school,
undergraduate and graduate accredited programs (95% of them in 2018) in the state of
Michoacán and its surrounding areas. It has 48 undergraduate programs, and 75
graduate programs (including Master, PhD and specializations).

However, amongst the many challenges that the institution has, one of the most
urgent to attend is the high dropout rate in most of its programs one of the most
important ones. Currently, the university has a dropout rate of over 50% of its first year
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in its undergraduate programs and in order to curb this trend we have implemented a
mentoring strategy based on computer-supported tools that have shown promise in
helping students to better cope with this demanding time in their lives.

Mentorship was established in the mid 90s as a federal funded program with a focus
in person-to-person interaction, but has since then become obsolete to a certain extent.
Ever since its inception as a whole has not had any major updates, and the use of
technology has been completely ignored.

Computer-supported tools, which include several well-established social networks,
provide several advantages (beginning with a familiarity of use to the students and
mentors alike) over traditional mentoring methods used in our institution and do offer a
greater rate of success in keeping track of the overall well-being of our students.

1.1 Higher Education in Mexico

We deem important in this paper to illustrate the state of our higher education system.
In Mexico in 2016–2017, the country had a total of 3, 762, 679 students in any of the
undergraduate and graduate programs, as described in Table 1.

In the state of Michoacán, according to the State Secretary of Education, the
number of students enrolled in a Higher education program are shown in Table 2.

Table 1. Scope of higher education in Mexico in 2016–2017 (Secretary of Education/DGPPyE,
2018)

Type Students
Total Women Men

Higher education 3,762,679 1,864,102 1,898,577
Normal school 94,241 69,532 24,709
Undergraduate 3,429,566 1,669,009 1,760,557
Graduate 238,872 125,561 113,311
Public 2,655,711 1,263,018 1,392,693
Private 1,106,968 601,084 505,884

Table 2. Scope of higher education in Michoacan, Mexico in 2016–2017 (Secretary of
Education/DGPPyE, 2018)

Type Students
Total Women Men

Higher education 106,055 52,337 53,718
Normal school 5,726 3,536 2,190
Undergraduate 95,706 46,486 49,420
Graduate 4,263 2,315 2,308
Public 84,218 39,931 44,287
Private 21,837 12,406 9,431
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The UMSNH has a share of 51% of the total of students in a higher education
program in the State as of this year.

1.2 Characteristics of Our Student Population

In the first half of 2018 a survey was conducted to explore the characteristics of the
students in our university. We have a approximately the same number of male and female
students, and they are mostly in the 19–24 age range (62%), 20% are in the 15–18 age
range (belonging to our high-school sub-system). Those two groups belong to our
undergraduate and high-school programs and form the core population of our study. The
vast majority were born in Michoacán state (where our University is located).

Our survey indicates that over 96% [2] of them have a Smartphone, mostly running
on some version of Android (82%), with the rest using iOS. Practically all the students
use a social network on their devices being the most popular WhatsApp, Facebook and
YouTube. The preferred way of using their smartphones is in a prepaid manner (60%),
and the rest with a monthly plan. 85% of the students own a computer, and have
internet access at home (91%).

All this data is consistent with the most recent country wide surveys conducted by
the federal government.

2 Mentoring Program in the UMSNH

As in many higher education institutions in our country, our university has a high
dropout rate, especially in the first months of their careers. In recent years the rate of
dropouts has increased significantly, and the motivations for this vary from economic
problems, weak academic abilities, relocation issues, adverse social dynamics, etc. In
this context, the support needed by the students is vital for their survival in the uni-
versity. Our students have access to institutional programs that are designed to bring
additional support for their careers, from an integral point of view.

Mentorship, as one of the services that the student body has access in our uni-
versity, was established in 2005. This was a federal funded program replicated on a
national level in which a group of academic workers (professors and other members of
academia) were trained in a set of five courses that aimed to train them in the mentoring
process. The main objective of the mentoring program is to provide students with an
integral support especially in the beginning of their transition into college.

Registered mentors in the University have to take a five-part course in which
professors are trained to better help students. Professors learn about different mentoring
techniques, university legislation, time management, and other administrative matters.
However, one issue that is not dealt in the mentoring training program is how tech-
nology can be fundamental in providing our students of a better mentoring experience.

There is a department part of the Academics Secretariat of the University in charge
of managing the program, named Coordinación de Responsabilidad Social y Formación
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Docente (Coordination of Social Responsibility and Teaching Training). Mentoring
training is not a compulsory program for professors, but are encouraged to get a cer-
tification in order to advance in their own career in the institution.

At the beginning of each semester a mentor is assigned a group of students to
mentor, either individually or in groups. At the end of the semester, the mentor has to
send a detailed report to the Coordination.

However, we are convinced that the mentoring program can be greatly benefited
from a greater reliance in information technologies. Ever since its inception has not had
any major updates, and the use of technology has been completely ignored.

3 Our Proposal

In our professional experience since becoming registered mentors in our University, it
has been evident how difficult is to keep track of the students assigned to us in the
program. Especially as the semester carries on, the commitment of the students with the
program begins to loosen up and many of them eventually abandon it. Time man-
agement is usually the main culprit for dropping off from the program.

As the program is set, there is a scheduled weekly meeting between the student and
the mentor that lasts between half an hour to a full hour. During this appointment, the
student will recount what happened during the week at the university and the mentor
will coach him or her in order to improve their academic performance.

However, as the class semester advances it becomes more and more difficult to set a
time where both parties can meet. Due to this observance, we decided to change our
strategy in order to retain the students in the program. We designed our strategy as
follows (Table 3).

Face to face meetings were done in a traditional manner: both parties would agree
in a particular time to get together in a school facility (could be in the mentor’s office or
a designated space for mentoring). As mentioned before, the length of the meeting
would vary from half an hour to a full hour. The mentor is encouraged to take notes to
keep track of the session.

For the remote mentoring, we decided to use free tools that were widely available
and particularly that did not have a steep learning curve. As it will be described ahead,
the current student body has a whole permanent access to the internet and at least one

Table 3. Time planning with activities

Period Activity

First month Half-hour face to face meetings
Second month Twice a month face to face meetings, and remote mentoring
Rest of the semester Once a month or video conferencing meeting, and remote mentoring
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device of their own (most frequently an Android-powered smartphone). We decided to
use as our main Learning Management Systems (LMS) Moodle and Google Class-
room. And for messaging applications Slack and WhatsApp. These tools were selected
based upon their wide support for different platforms and scalability. We also decided
to use Facebook to some extent, since it is extensively used in both the student and
mentor communities.

3.1 Methodology

During 2018 we established four groups of internet-based set of tools: synchronous and
asynchronous. These tools had to be free (at least on their most used functionalities),
available in Spanish, and suitable to be used in a Smartphone.

As such, the synchronous tools were: WhatsApp, Slack, Facebook Messenger and
Facebook. The asynchronous were: Google Classroom and Moodle.

We started our study with 3 groups and 1 control group. On each experimental
group we implemented some internet-based strategies as we resume on Table 4.

Each group had different skills using the internet-based strategies proposed, as
described in Table 5.

• Group 1.
In this case, we followed the traditional strategy (without synchronous internet-
based tools). The group (as we expected) did not improved significantly on their
academic progress, and eventually dropped out of the mentoring program.

Table 4. Group settings and tools

Groups Messaging tools Asynchronous tools

Group 1 Email
Group 2 WhatsApp, Facebook, Facebook Messenger
Group 3 Slack Google classroom
Group 4 WhatsApp, Slack Moodle

Table 5. Group settings and student skills

Group Student skills

Group 1 In this group we use the traditional mentoring program. This is our control group
Group 2 Students with skills to use synchronous tools
Group 3 Students with almost null skills on Slack and Google Classroom platform
Group 4 Students with almost null skills on Slack and Moodle
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• Group 2.
In this group, we used the Moodle which was mostly used for sharing information
about lessons or interesting news for the students (Fig. 1). We have few interactions
with students in this group. They were without supervisor, but they tried to support
each other Our students mentioned that they felt more closely monitored by us
during the semester compared to the experience they had in previous mentoring
sessions without using an internet-based tool.

• Group 3.
For this group, we used two synchronous internet-based tools WhatsApp and Slack.
They participated actively in the apps, however students preferred Slack over

Fig. 1. Google Classroom for Group 2.
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WhatsApp (their interactions were richer and they had chances to share more than
only text and images). As mentors, we were more active in there too. Our students
were interacting between them, we limited our participating. Usually they were
sharing their achievements, tools that they found for their lessons. We also provided
students with a Google Classroom group, which was mostly employed for keeping
track of their performance with specific courses, more than their overall academic
experience. There their interaction and openness were more limited (Fig. 2).

• Group 4.
In this group, we used only Slack. Students learned to use Slack very fast, and they
participated frequently sharing with their mentor the different challenges that they
encountered during their semester, in real time. Because of the immediacy of the
feedback that they got, it was very rewarding for the students. They expressed that
they felt taken care of by their mentors more so than in any of the other control
groups that we had (Fig. 3).

Fig. 2. Google Classroom for Group 3.
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4 Conclusions and Future Work

Although this study is in its very first stages, the first results have been promising. To
begin with, we have proven how a wider support network does convey a bigger
commitment from the students with their daily activities, and their own career
accountability increases substantially.

Also, from the mentor’s perspective, the interaction with their students is in many
ways richer and better to keep track of them. The use of widely available Internet tools
for collaboration have been received extremely well, despite the unfamiliarity of most
of them with the chosen programs (like Slack or Moodle, for example); the fact that
younger generations are mostly digital natives makes new tech adoption quite easy.

For future work, we are continuing the deployment and monitoring with more
students and mentors, within our School and other departments of our University. We
expect to have conclusive results by the end of the first semester of 2019.

This work is being funded by the Scientific Research Council (Coordinación de la
Investigación Científica, CIC) of the Universidad Michoacana de San Nicolás de
Hidalgo under the 2018–2020 program.

Fig. 3. Slack channel for a student that was part of Group 4.
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Abstract. The acquisition of phonological awareness (Phonological aware-
ness: the ability to segment, recognize and decompose the phonemes that make
up a word.) allows us to recognize, segment and decompose the phonemes
(sounds) that make up a word, facilitating the learning of skills such as reading
and writing. This is a difficult process for a blind child, for this reason, the
objective of this project is to implement an interactive system that serves as a
support tool for the development of phonological awareness of blind children
between five to seven years old who are studying early grades.
Pistacho offers blind children a non-traditional experience for learning the

vowels, this has two components: software and hardware. The first consists of an
application developed for the phonoaudiologist and the teachers of the institute
in charge of the pre-garden and garden grades. The hardware component con-
sists of a character called Pistacho, who suggests children do a set of activities to
reinforce topics seen in class, that help the development of consciousness
phonological.
As part of the process to obtain the proposed system, first of all, users were

approached through interviews and observation in the environment, which
resulted in the detection of a series of needs and difficulties presented by the
students at the time of developing phonological awareness. The specification of
the requirements was made from the information collected and analyzed, to
subsequently design and implement the components, software, and hardware.
Finally, the system was evaluated with the users, to make the respective
adjustments.

Keywords: Interactive system � Blind children � Phonological awareness

1 Introduction

Writing and reading are important skills to obtain knowledge, to get these capabilities a
different process is required for each of them. One of them is the development of
phonological awareness [1], in the case of blind children, this one is a crucial one as
one of the more developed senses is the audition [2]. In Spanish, a language in which
the formation of words is more connoted for the vowels is a hard task for blind people
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to create phonological awareness, especially in kids. It is really hard for them to
identify phonemes in every word [3].

The present project implements an interactive system, which is intended to improve
the development of the phonological awareness of blind children. This system provides
no traditional methods to display information, interaction, and integration of senses,
with the objective that the children train the phonological awareness through four
interactive activities with emphasis in vowels since this is the fundamental base to
obtain the reading skills.

It’s fundamental to stand out that the needs of the children are extremely important
in this project and the center of the development of the interactive system are them
since finally they are the ones who use the system to strengthen their competence.

2 Problem

The process of language acquisition in blind children has a fundamental role in the
development of their lives because it is one of the main sources of learning and
communication. According to the Spanish National Organization for Blind People
(ONCE), “reading and writing is a secondary process of speech, derived from the oral
language” [4]. Also, it should be considered that reading and writing are intellectual
processes that include aspects beyond the translation of graphemes or the interpretation of
phonemes. In order to achieve these competencies, the process begins at different levels,
where children acquire different activities that allow them to reach this goal later [4].
Among these levels is the obtaining of phonological awareness.

To develop the phonological awareness in a child must be a pass for the different
subprocess, which according to Emilia Ferreiro, are [5]: the syllabic hypothesis and the
syllabic-alphabetic hypothesis. Besides, is important to mention that for blind chil-
dren’s it is a bigger challenge, since it is not easy for them to associate the graphemes
with phonemes as a child would commonly do, when they use of their visual and
auditory senses [6], because of this the blind children’s have difficulties in the stage
syllabic-alphabetic. In this phase, the child must understand that the sound similarity
implies similarity of letters and that the sonorous difference supposes different letters,
and to associate in a clear way a phoneme for each letter. This is a hard process for a
blind child, who can not associate visually the things that they hear. In that way, the
blind children present complications in the differentiation between the consonants and
vowels, because in the Spanish the vowels are more frequent. This causes children to
become confused in their differentiation and to lengthen the learning processes.

3 Methodology

For the development of the interactive system, we follow the methodology Engineering
Process Model for usability and accessibility (MPlu+a), proposed by the Griho research
group of the University of Lleida (Spain) [7]. MPlu+a adopts user-centered design
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principles. This model offers a guide for the construction of usable and accessible
interactive systems.

MPlu+a breaks down into three basic pillars: Software Engineering, prototyping,
and evaluation, but it does not establish a specific method to follow for its development
as such. Therefore, it is flexible to the quantity, the type of prototypes and evaluations
to be used. It should be noted that the stages of prototyping and evaluation are iterative
throughout the development of the interactive system.

4 Preliminary Results

4.1 Users

The students that participated in the project were in pre-garden and garden grades at the
Institute of blind and deaf of Valle del Cauca, located in the city Cali, Colombia.
Actually, the pre-garden grade is formed by ten children (four girls and six boys),
among them, there are two blind girls, one inclusion child (child without disability) and
seven children with low vision. In garden grade, there are eight children (four boys and
four girls), three blind children, two of inclusion and three with low vision. Moreover,
when we approached this last course, it was possible to identify that one of the children,
in addition to suffering from blindness, has attention deficit and dyslalia1.

Furthermore, the project counted on the participation of the professors and the
speech therapist of the institute, who assumes the role of the counselor and use the
system to select the activities that the students will carry out according to their needs.

4.2 Study of the User’s Context

The investigation was made in the installations of “Instituto de Niños Ciegos y Sordos
del Valle del Cauca”, specifically in the classroom of pre-garden and garden grades.
The user’s context was studied through the technique of direct observation. This
research was initiated by visiting the institute to observe the language class and
interview people who were in charge and in constant contact with the children, in order
to interact with those involved and identify the needs of the users.

Both pre-garden and garden grades, children begin to develop phonological
awareness focused on vowels, working with rhymes, tongue twisters, songs, a com-
bination of words and semantic categories. Also applies the invariant method, which
has been adopted by the Institute for blind children, the method consists in through
pieces (green and square: consonants, red and circle: vowels), the child is able to
replace the phonemes of the word according to its classification. For some activities,
physical representations of a word (objects) are used, in such a way that the child
relates the concept and the word.

1 Dyslalia: Is the inability to articulate comprehensible speech, especially when associated with the
use of private words or sounds.
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4.3 Users Needs

Once the information collected through the observation techniques and interviews
carried out with those involved in the context study stage was analyzed, the following
needs of the users were detected:

• Information perception: The blind children’s need a mechanism that allows them to
optimize the interpretation of the information obtained through the auditory and
tactile sense, unlike the sighted people who perceive 80% of the information
through the sense of sight, the blind children perceive it to through your other
senses, the stimulus received through hearing, touching and smelling should be
clear and frequent.

• Skill development: The blind children face a process more complex at the moment
to learn new concepts, as are the vowels in this particular case since they need to
develop and strengthen phonological awareness. This is a fundamental factor in
their education because it allows the child to access reading and writing skills,
which are significant when thinking about inclusive education.

• Generation of interest regarding the activity in development: For blind children
participation in activities that motivate the use of different communication channels,
plays a vital role to motivate their participation in the classes, that is necessary to
perform activities like sing, rhymes, stories, and repetition, where children, apart
from stimulating their other senses, approach language.

• Reward during the activity: It is necessary to include the gamification in the
classroom and the interactive system to propose, with the objective that blind
children can have stimulation in their learning process.

Activities for the Development of Phonological Awareness
Once the analysis of the information obtained in the first phase was done, it was found
that the child must acquire the ability to decompose, segment and differentiate the
phonemes, skills that can be developed through activities that involve the auditory
sense. Therefore it was chosen four activities that were implemented in the interactive
system, which were selected taking into account activities that are currently carried out
in the institute and other activities that were determined from the investigation of the
context and the state of the art, considered influential for the development of phono-
logical awareness.

The activities for the development of phonological awareness that were included in
the system, are:

1. By which vowel the word begins [8]: this activity consists in that the students must
identify which is the first phoneme of the word that Pistacho has said and introduce
the vowel piece corresponding to the first phoneme in the mouth of Pistachio.

2. By which vowel the word finish [8]: this activity consists in that the students must
identify which is the last phoneme of the word that Pistacho has said and introduce
the vowel piece corresponding to the first phoneme in the mouth of Pistachio.

3. Classification of words according to the vowel [9]: Pistacho will say a set of
words that belong to the group of a vowel, depending on their first phoneme, for
example, if all the words begin with the A belongs to the group of the vowel A. The
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child after hearing all the words, they must decide which group it belongs, and put
the corresponding vowel piece in the mouth of Pistachio.

4. The vowels sound [12]: Pistacho reproduce the sound of the vowel and the child
has to identify the sound and insert the vowel piece correspondent.

The activities mentioned are both pre-garden and garden grade, nonetheless, the activities
of pre-garden grade have a level of difficulty more than ones of pre-garden.

5 Design and Developing of the System

5.1 Description of the Interactive System

Based on the identified problem, as a solution, it was proposed the design of a mul-
timodal interactive system called Pistacho, which has two components: software and
hardware. The software consists of an application developed for the speech therapist
and the teachers of the institute, in charge of the pre-garden and garden grades. The
application performs three main functions: (a) control of the activities that the hardware
component will execute, (b) registration of children’s information in the database, and
finally, (c) allows teachers to know the children answer in each activity.

The component hardware allows interaction between the child and the system in the
classroom. The hardware consists of a character from another planet called Pistacho
(which gives the name to the interactive system) and suggests to the children the
realization of a set of activities for improving topics seen in class. With Pistacho we
seek to motivate the child to participate actively in the learning process. Pistacho
presents attributes that try to capture the child’s attention, such as their voice, shape,
size, and texture in their body. Besides the software and hardware, the child has pieces
to interact with Pistacho, these pieces represent each vowel.

Pistacho, explains the children a set of activities to enhance the development of
phonological awareness. The activities were identified after realized the analysis of the
information obtained in the context study, with which, we discovered that the activities
for the development of phonological awareness should implicate the auditory sense.

It is important to clarify that with the implementation of the interactive system in
the classroom, it has a purpose to offer support in the development of phonological
awareness specifically in the vowels, nevertheless, we are not trying to replace the role
of the teacher.

Storyboard
The storyboard explains how is the interaction between the users and the system (see
Figs. 1 and 2), the information in the images are in Spanish, but it is planned to include
another language such as English. In first instance the teacher select the activity (A) it
will send to Pistacho which will explain to the children’s the activity (B), to which the
child must answer with one of the vowels that they have to their disposition (C) and
Pistacho indicate if it is the right or not (D).
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5.2 Design and Implementation of Hardware

The design of Pistacho was proposed in the way that has a friendly appearance and
attractive for the children, its structure was made in wood “mdf” of 5.5 mm of
thickness and it has one meter of height, due to this child doesn’t do a big physical
effort and/or cognitive to look the mouth of Pistacho, and 70 cm of width to his easy

Fig. 1. Storyboard of the user experience part 1 (Color figure online)

Fig. 2. Storyboard of the user experience part 2 (Color figure online)
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perception in the place. His mouth is always open, for that the child can deposit the
objects; its horns, its tongue, its texture, and its anatomy make Pistacho a tool that will
call the attention of the children (see Fig. 3).

In order to create a hardware system with different communication channels, Pis-
tacho has a layer with furry plush fabric, providing a tactile experience, thus allowing
to the children create a mental image of how Pistacho is.

Hardware Electronic Components
For the development of the component hardware, it was used the tool of open code
Arduino, through this software we programmed two microcontrollers of the system: the
nodeMcu and the Arduino Mega. The Arduino mega is in charge of the controller the
decoder plaque of audio Shield Mp3, which is connected to a speaker. This connection
is made with the objective of can play the audios that Pistacho reproduce.

The nodeMcu is the one who does the connection to the database which is hosted in
the cloud, and it is consulting permanently the status of the same, through requests
HTTP. This node has the function of sending to the Arduino the code of audio that is
required for the activity that is in progress at the moment, at the same time this plaque
must controller the RFID1 and the RFID2, the first one read the tag of the bracelet of
the child and the second one read the tag of the vowel that the children deposited in the
mouth of Pistacho. After all, the information collected is sent to the database, for later
this was consulted for the teacher.

Figure 4 presents a general scheme of the connection and the location of every
component inside of the structure. As you can see the RFID1 is ubicated strategically in
the mouth of Pistacho, for reading the bracelet of a child at the moment that the
children deposited the vowel, and the RFID2 as mentioned earlier is ubicated at the end
of conduit with the purpose to read the vowel after that the child the deposited to
Pistacho.

Fig. 3. Pistacho.
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5.3 Vowel Pieces

The five vowel pieces that the child has to interact with Pistacho, represent each of the
vowels (see Fig. 5), thinking about taking advantage of the prominent development of
tactile sense that has the blind child, the pieces were made with different geometric
figures and textures. Also, each piece count with two sides, one side face A has a
special texture to differentiate itself from the others, and the face B, it is written the
vowel in braille and in Spanish.

Fig. 4. Location of the components inside Pistacho.

Fig. 5. Vowel pieces.
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5.4 Identification Bracelet

With the purpose of keeping a record of the answers of the users, each child must use a
unique bracelet of recognition (see Fig. 6). Each bracelet has an identification tag, that
be read by the RFID at the moment in that the child introduces the hand for deposited
the vowel to the mouth of Pistacho. The RFID recognizes the unique code of the
bracelet which is associated with the child in the moment of the register, and this way
will save all the answers of the child in the database.

6 Tests

With the purpose of obtaining the ideal interactive system that fulfills with the
objectives set. Along the process of development different evaluations were made to
each component of the system. The developers of the interactive system made a test of
the functions of the system, another test with a usability expert and different tests with
the final users, with the feedback of these tests let make improvements to Pistachio in
the visual appearance and functionality.

6.1 Functionalities Test

The objective of this test is to verify that the interactive system entire set working
correctly, for this the test was carried out by the developers of the system. A total of
Nine functionalities was evaluated. It should be noted that this test was made previous
to the test with the final users. The result of this test was successful, the nine func-
tionalities tested works correctly to the requirements of the evaluators.

6.2 Usability Test of Software Component

The method used to evaluate the software component was formals experiments, this
consists in a controlled experiment and measurable with the user of the test, in this case,
the ones who try the system were the teachers of the institute. This method of usability
test was made with the objective to prove that the users could complete the task in the
software application, in a reasonable time and check that the teachers understood how
the system works. In this method, the users made the task in the system while the
evaluators saw the interaction and functionality of the system.

Fig. 6. Bracelet of identification.
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The results show that the teachers made satisfactory the tasks, with the exception of
two tasks, since it took them more time than the maximum proposed to the start, that
shows us that the application has usabilities problems, that we can fix before the final
test.

6.3 User Experience Test of Pistacho

This evaluation was made with the group of 12 blind children the “Instituto de niños
ciegos y sordos del Valle del Cauca”, and also counted with the participation of three
teachers and the phonoaudiologist of the Institute (see Fig. 7), in order to contribute
objectively to the improvements of the system from your professional point of view.
It’s important to mention that due to time the test was carried out with one child at a
time, this is highlighted since in the context the system can work both as a group and
individually.

Since the tests were performed with children who are in a situation of disability, the
evaluation was required to be made in a dynamic and pleasant manner, for that,
different strategies and elements were used for this case, once the child used Pistacho,
five stars were given to the child on paper, with which they qualified eight questions
that inquire about their experience with Pistachio.

Table 1 presents the percentage with stars obtained for each question, being five
stars the maximum score and one star the lowest score that the child could assign.
Among these questions, the child is questioned about the understanding of the activ-
ities, the affinity with Pistacho and the interest and understanding he had about the
cards.

From the results obtained, one of the things that were evident in the children’s at the
time of asking the questions, is that by having at their hands the five stars to qualify the
experience of using Pistacho, most of them gave the meaning of one (1) star as a NO,

Fig. 7. Teacher and kids using Pistacho
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three (3) stars as a DO NOT KNOW and five (5) stars as a YES. Therefore, it is
concluded that in questions like No. 4 a big percentage of children gave a rating of one
(1) star, in this case, although the question obtained the lowest rating does not imply
that this is a bad grade, due to the way the children interpreted giving a star, as
mentioned above. On the other hand, in questions such as No. 2, 3, 5, 6 and 7, most
children gave a rating of five (5) stars. In Questions No. 1 and 8 there was a greater
oscillation in the answers because, being a more open question, some children decided
to give four (4) stars or two (2) and complement their answer with a verbal explanation.

7 Conclusions

Through this work, it was possible to obtain an interactive system called Pistacho,
composed by a software component and a hardware component. The software com-
ponent, develop for the use of the teachers, consists of an application that allows the
handling of the hardware component. The hardware component, oriented to the blind
children, consists of a wooden structure that represents a being from another planet,
with electronic components that allow the user (child) to interact naturally with the
system. Pistacho aims to support the development of phonological awareness in blind
children.

The development of phonological awareness is a necessary step in the process of
acquisition of reading and writing, which plays a fundamental role in the education of
children. For this, four activities were implemented that improve factors such as the
recognition and segmentation of words in phonemes, in this particular case focusing on
the vowels, because they are the beginning of the literacy process.

The creation of an interactive system under the principles of Usability and
Accessibility Engineering, as was done by implementing the MPIu+a model, which
provided a guide for developers during the project research and execution process, to
detect the real needs of the target audience, and reach the development of a product that
satisfies them.

Table 1. Qualification assigned by children

Questions Percentage of start (%)
1 2 3 4 5

1. Are all the vowel pieces different for you? 0 0 0 41.6 58.3
2. Do you like the vowel pieces? 0 0 8.3 0 91.6
3. Did you understand the activity you had to do? 8.3 0 0 0 91.6
4. Do you find it difficult to do the activity? 91.7 0 0 0 8.3
5. Did you have fun playing with Pistacho? 8.3 0 0 0 91.6
6. How much do you like Pistacho? 0 8.3 0 0 91.6
7. Did you understand what Pistacho tells you? 8.3 0 0 0 91.6
8. Do you know what activities Pistacho is asking for? 8.3 0 8.3 58.3 25
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The implementation of Pistacho also looks to the benefit of the teachers in the
institute, providing them with an additional resource that they can use as a complement
to their class, which look up to promote the development of phonological awareness of
the children’s. In addition, the implementation of Pistacho not only has the objective of
consolidating knowledge in a non-traditional way, making use of technologies that
allow interaction through different senses, but also to reach better motivation and
interest on the part of children, and thus to reduce the gap existing between technology
and blind children.

The implementation of Pistacho also searches for benefit of the teachers of the
institute, providing them with an additional resource that they can use as a complement
to their class, which seeks to promote the development of phonological awareness of
the members. In addition, the implementation of Pistacho not only aims to consolidate
knowledge in a non-traditional way, making use of technologies that allow interaction
through different senses, but also to achieve greater motivation and interest on the part
of children, and thus to reduce the gap existing between technology and blind
children’s.

One of the challenges in the design of Pistacho was to catch the interest and
motivation of the children’s at the time to do the activities, and to reach this, was
necessary the use of some game mechanics, the implementation of activities that
generate a challenge in the students to finally receive a good feedback, just as it is
sought with the proposed activities impose challenges for users to overcome each
interaction, with the aim of strengthening phonological awareness in a different way,
using activities that are currently implemented by teachers in the classroom, but gen-
erating a different dynamic for the acquisition of such knowledge.

In the analysis, it was perceived that children’s with visual disabilities need
mechanisms in their environment that allow them to optimize the information obtained
through the senses of hearing and touch. For this reason, Pistacho considered the use of
different textures, both in the vowel pieces and the structure of Pistachio, in order to
provide the child with mechanisms that allow him to recreate in his mind the image of
the elements with which he interacts. In the same way, the personification of the
Pistachio voice considers different intonations so that the child perceives it not only as a
monster but as a friendly, good and sociable character.

In the analysis, the stage was possible to collect information of great value, for the
selection and correct design of the components of the interactive system, resultant in
the implementation of Pistacho with low-cost technological instruments and optimal
functioning, which would allow compliance of the purpose for which it was developed.

Because the MPIu+a model proposes an iterative process, throughout the process of
development of Pistacho, different evaluation techniques were implemented that
allowed to demonstrate usability problems, the navigation in the application, ergo-
nomics and the feedback of the users, which were corrected at the appropriate time,
allowing to achieve a final product that meets the functional and non-functional
requirements.
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Abstract. In light of the continued dearth of an online Community of
Practice for the collaborative development and distribution of educational
materials for Human Computer Interaction, we propose EduGit. EduGit
is a web application that serves as a platform for publishing, adopting,
and collaboratively authoring educational resources. The system facili-
tates and incentivizes publishing and adoption of course materials through
interactions with existing learning management systems and estimates
impact through aggregate material adoption and usage statistics.

Keywords: Education · Sharing · Online community ·
Open educational resources · Community of practice

1 Introduction

There has been a sustained interest in electronically sharing educational mate-
rials since there have been electronic means to do so (e.g. [19]). Across var-
ious disciplines there have been periodic efforts addressing the need to share
resources. This sustained interest is due to the lack of a satisfactory approach.
Currently, authors of course content have little support for systematic publish-
ing and updating of their materials. Instead these authors develop their material
and then often share it with their current students via their institution’s adopted
Learning Management System (see: Fig. 1). When a contact wishes to use their
materials, they communicate via some backchannel such as email and distribute
the materials (e.g. [13]). This form of sharing is problematic for several reasons:

1. The sharing instructor may accidentally share more (e.g. student grades or
identifying information).

2. The sharing instructor may accidentally omit content they intended to share.
3. The sharing instructor would have to manually record those people who are

potentially adopting their materials.
4. The adopting instructor may forget to give proper attribution for the

adopted materials.
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5. The sharing and adopting instructors may not have established a protocol
for the adopter to offer critique or other feedback to the sharer.

6. The adopting instructor may incorrectly assume they have permission to
share the resources with other instructors.

7. Instructors who receive the materials from someone other than the author
may make incorrect attribution for the resources.

8. Would-be adopters may be unable to access the materials due to a lack of
sufficient technical skills.

9. Would-be adopters may be unable to access the materials due to limitations
on accessing the publishing platform.

10. Materials being published in many different places that different institutions
may not support equally could result in an information indexing/retrieval
problem.

Fig. 1. Currently, authors share their curricular materials with students via an LMS,
and then separately send files to other instructors.

In the Human Computer Interaction (HCI) community alone, there have
been numerous efforts to define, share, and critique curricula and to build a
community of practice for HCI Education [4–6,12,22]. These efforts have tackled
various of the enumerated issues, and others beyond this list as well.
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1.1 Design Space for Sharing Educational Materials

Through our on-going literature review, we will contribute a taxonomy that can
help interested researchers see at a high-level the approaches that have been
taken previously, and which parts of the sharing problem have been previously
studied. So far we have identified several dimensions of the design space:

1. target audience
(a) academic level
(b) academic discipline

2. granularity of sharing: syllabi, large assignments (projects), quizzes, exams,
in-class activities (e.g. slides), entire courses

3. ease of use for publisher
4. ease of use for adopter
5. license of published content
6. support for attribution
7. incentives

In the Discussion (Sect. 3.3), we will discuss where our approach falls in these
dimensions.

We observe that in the field of software development there seem to be suc-
cessful communities of practice engaged in sharing and reuse of software arti-
facts (e.g. [10]). Through (1) tracking the provenance of the source code, (2)
nudging developers toward open licenses, and (3) facilitating the incorporation
of improvements from third-parties into the original code bases, GitHub has
fostered a vibrant community of collaborative software development. Following
our participation in [22], we are developing EduGit [23] to support the shar-
ing (publishing and adoption) of course materials, with lessons gleaned from
GitHub and past education resource sharing efforts (e.g. those above as well as
[2,3,8,9,20,21].

2 EduGit

EduGit is first a catalogued repository of educational materials. Interested
authors of educational materials can easily publish their materials to the cata-
log. Interested educators can easily adopt those published materials for use in
their own course. However, EduGit is more than a simple catalog of published
educational materials.

2.1 EduGit Goals

EduGit aims to help educators establish a consequential practice of citing
sources. The system tracks the adoptions of published materials to provide evi-
dence of use. Similar to citation counts or the “h-index” for estimating researcher
impact, statistics about actual adoption of an author’s educational materials by
other educators can help establish their educational impact. HCI educators may
have differential need for such measures depending on their professional role [16].
EduGit has two primary Goals:
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1. Facilitate
– publication of educational resources.
– adoption of educational resources.

2. Incentivize
– publication of educational resources.
– collaboration on educational resources.

In addition to the primary goals related to sharing educational resources,
we are carefully designing EduGit to create a space for specific people to have
specific interactions [11] that we believe are not well supported otherwise. We are
designing EduGit to facilitate and incentivize critique of educational resources
and pedagogical approaches.

2.2 System

EduGit is in the Proof-of-Concept development phase. The system is being
developed as a web application (see: Fig. 2). It will consist of a relatively thick
web client implemented as a ReactJS web application. The web application will

Fig. 2. Instructors at multiple institutions can authorize EduGit to access their Learn-
ing Management System to publish their courses, or to import published courses from
EduGit for adoption.



EduGit: Toward a Platform for Publishing and Adopting Course Content 221

communicate via RESTful API with the Django server. The server in turn,
will communicate with (1) users’ existing Learning Management Systems, (2)
EduGit’s own database, and (3) git repositories on the EduGit server that will
facilitate versioning of the published materials.

2.3 Features

In the first version of EduGit, educational resources will only be able to be shared
in units of a course (i.e. all content for a whole term of a course). While this design
decision conveniently scopes the problem, it also reduces the administrative and
cognitive efforts of publication and adoption because the syllabus, assignments,
and other resources are all packaged together. This results in an adopter having
more context than they might have through piecemeal sharing of individual
resources.

A second simplification of the problem space that we employ in the first ver-
sion of EduGit is limiting publication and adoption of courses to those available
or to be offered in the Canvas Learning Management System (LMS) [14].

Publishing. An educator wishing to publish their course to the EduGit catalog
will simply click a “Publish my course(s)” button, which will prompt them to
sign in to their institution’s Canvas instance. Having authenticated and granted
EduGit access to their institutional Canvas account, the educator will see a
detailed presentation of all the courses they have taught, each with a “Publish”
button. Adding their course to the EduGit catalog simply requires clicking the
corresponding “Publish” button.

Adopting. Similarly, an educator who finds a course they wish to adopt in the
EduGit catalog can simply click the course’s corresponding “Adopt” button. This
will redirect the educator to their institution’s Canvas authentication process.
Having successfully authenticated and authorized EduGit to access their Canvas
account, EduGit will present the adopting educator with a detailed list of their
courses. Simply clicking one of these courses’ corresponding “Select” button will
import the published Canvas course contents into the adopter’s course.

Collaboration and Updates. EduGit requires access to educators’ existing
institutional Canvas accounts to function. This access enables EduGit to support
the educators in tracking changes to courses they have published or adopted (see:
Fig. 3).

When an educator makes a change to a course that has been adopted by
others, the educator can be prompted to indicate whether the changes might
be beneficial (downstream) to the adopters. Likewise when an adopter makes
changes to a Canvas course that they have adopted from another educator,
EduGit can prompt the adopter to indicate whether it would be appropriate
to propose the change (upstream) to the course from which they adopted the
content.
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Fig. 3. Authors publish- and track the adoption of- their curricular materials through
EduGit’s access to their institution’s adopted Learning Management System.

In choosing whether to share these updates up- or downstream, educators
may wish to describe the changes and perhaps their rationale. Like git’s commit
messages, and GitHub’s pull requests, these discussions of rationale for changes
create a space for contextualized, detailed discussion of pedagogical choices that
currently lack a designated arena.

2.4 User Experience

EduGit should be simple to use. Educators of any academic level and from any
discipline should be able to publish and adopt courses with ease. Despite the
“git” [24] suffix, publishers and adopters of content should have a simple graph-
ical user interface in the EduGit web application for publishing and adopting
content. Given the simplifications in the first version (see: Sect. 2.3), the process
of publishing and adopting materials is simplified to publishing and adopting
courses. This reduction in scope results in a simpler user experience for both
(1) the actions of publishing and adopting, and (2) the pedagogical practice of
comprehending and incorporating another educator’s resources.



EduGit: Toward a Platform for Publishing and Adopting Course Content 223

It is worth discussing why we mention restricting our problem scope to the
Canvas LMS. The same features mentioned previously are available in Github
and similar applications, and there even exist movements to re-purpose these
applications for education without the need for any new tooling [7]. Initiatives
of this nature provide standards for modeling course materials in these version
control applications such that they can be viewed, shared, and tracked easily.
The issue lies not with the initiative in any mechanical sense, but with the
target audience. Interfacing with any current version control system is frankly
not accessible to the broader population of educators. Git’s primary interface is
on a command line, and even the graphical interfaces are designed with code in
mind. EduGit aims to wrap all of Git’s features into a friendlier package that is
easily accessible to a lay audience.

Other motivations for developing a new application have to do with insti-
tutional policies and practices. Universities cannot license LMS applications
based solely on feature set. They must also proactively protect user privacy
as mandated by law (e.g. FERPA in the United States). This limits the set of
applications available to an educator. Current LMS applications only lack the
sharing and provenance features; it would be unreasonable for a new application
to re-implement all of the existing features. EduGit has two key advantages by
integrating with existing LMS applications (initially only Canvas):

1. Standard features such as course and student management can still be handled
by the LMS. This means EduGit will have a dramatically reduced develop-
ment work load.

2. Sensitive data about students such as demographics and grades are not needed
for our target features. This means institutional privacy policies won’t block
educators from using EduGit.

3 Discussion

EduGit will contribute to rich discussions about the development of online com-
munities of practice for educational resources [15,17,18,25]. In addition to ques-
tions of the establishment and maintenance of the online community of prac-
tice, interesting questions of user experience and pedagogical practice confront
EduGit.

3.1 Attribution

Currently, there is little meaningful citation of another educator’s materials.
While many of us include acknowledgements in our syllabi or even in specific
project or assignment specifications, these citations are not indexed or tabulated.
Perhaps this lack of tracking promotes less consistent attribution of authorship.
Educators often participate in a “free-information” style of sharing course mate-
rials that encourages others to be more relaxed about citing sources, or asking
for permission. EduGit at its core does not want to change this model. In fact
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it wants to formalize this ideology by automating the tedious task of attribu-
tion. As a result of automatic, accurate, and persistent attribution, educators
are incentivized to offer their course materials. Furthermore, contributions “up
stream” from adopters to original authors are also attributed automatically.
This incentivizes educators to share what has worked for them when they pilot
a newly adopted course on their own students.

As EduGit aims to support attribution, there may be an issue in soliciting
original content. That is, having lacked a meaningful outcome of attributing
educational resources to the original authors, experienced educators may have
a significant amount of unattributed content in “their” courses. These educa-
tors may feel uncomfortable publishing “their” course materials as they recog-
nize their inability to properly cite their sources so long after they originally
adopted them. An important research question as we develop EduGit will be
how to help establish the new practice of more consistent attribution and how
to transition from the status quo of less careful citing. Perhaps a statement
on published courses that authors are sharing the courses as they teach them,
but do not guarantee the content is theirs alone would help ease the concerns
of publishing courses. Alternatively, similar to the “take-down” model on other
user-contributed content web sites, EduGit could provide a feature to report
content as belonging to the reporter. Initially, EduGit could rely on the pub-
lisher to agree that the reporter is the original source for the materials so that
proper attribution can be made.

3.2 New Patterns of Collaboration

There is currently little professional space for developing and sharing quality
educational materials. While some conferences (e.g. SIGCSE [1]) do have Expe-
rience Reports, there remain too few opportunities for educators to seek criticism
of and collaboration on their educational materials. In EduGit, we can provide
the ability to attribute to the contributor the change a publisher incorporates
into their course. We expect this to help improve the (likelihood and) quality of
the collaboration.

3.3 Locating EduGit

We have so far identified seven dimensions that help characterize the Design
Space for Sharing Educational Materials (Sect. 1.1). EduGit aims to support
instructors in any discipline. EduGit will not assume any specific academic level.
EduGit will limit the granularity of sharing to the unit of a whole course (syl-
labus, assignments, exams, slides and other in-class content). EduGit will have
extreme ease of use for the publisher and adopter alike, publishing or adopting
the course in a just a few clicks. EduGit will initially support only open licenses
(such as Creative Commons’s share-a-like licenses). EduGit will automatically
record attribution records when one instructor adopts a course from another,
but EduGit will also support the ability of someone to indicate that an attribu-
tion may have been accidentally omitted to help establish new practices around
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proper attribution in the educational communities. EduGit will thereby incen-
tivize sharing and even critical feedback by offering evidence-based reports of
users’ contributions to published courses.

4 Future Work

In future versions of EduGit, we will eliminate the version 1 simplifications. We
will support other learning management systems (beyond Canvas). We will sup-
port the ability to adopt portions of a course. We will support cross-LMS adop-
tion. As the first implementation of tracking provenance will be implemented
using git [24], and will internally model the relationships between courses as
“forks” of repositories (e.g. on GitHub), the first version of EduGit will not
provide the ability to compose multiple published courses into a single adopted
course. We will remove this limitation in future versions to support a richer
relationship between existing and newly adopted courses.

References

1. ACM. SIGCSE Technical Symposium 2019 (2019)
2. Akbar, M., et al.: How educators find educational resources online. In: Proceedings

of the 16th Annual Joint Conference on Innovation and Technology in Computer
Science Education, ITiCSE 2011, New York, NY, USA, p. 367. ACM (2011)

3. Akbar, M., et al.: Digital library 2.0 for educational resources. In: Gradmann, S.,
Borri, F., Meghini, C., Schuldt, H. (eds.) TPDL 2011. LNCS, vol. 6966, pp. 89–100.
Springer, Heidelberg (2011). https://doi.org/10.1007/978-3-642-24469-8 11

4. Churchill, E., Preece, J., Bowser, A.: Developing a living HCI curriculum to support
a global community. In: Proceedings of the Extended Abstracts of the 32nd Annual
ACM Conference on Human Factors in Computing Systems - CHI EA 2014, New
York, New York, USA, pp. 135–138. ACM Press (2014)

5. Churchill, E.F., Bowser, A., Preece, J.: Teaching and learning human-computer
interaction. Interactions 20(2), 44 (2013)

6. Churchill, E.F., Bowser, A., Preece, J.: The future of HCI education. Interactions
23(2), 70–73 (2016)

7. Conrad, P., Kharitonova, Y.: UCSB CS Course Repos (2017)
8. Fouh, E., Sun, M., Shaffer, C.: OpenDSA: a creative commons active-ebook

(abstract only). In: Proceedings of the 43rd ACM Technical Symposium on Com-
puter Science Education, SIGCSE 2012, New York, NY, USA, p. 721. ACM (2012)

9. Fox, E.A., et al.: Ensemble PDP-8: eight principles for distributed portals. In:
Proceedings of the 10th Annual Joint Conference on Digital Libraries, JCDL 2010,
New York, NY, USA, pp. 341–344. ACM (2010)

10. GitHub. GitHub (2019)
11. Harrison, S., Tatar, D.: Places: people, events, loci-the relation of semantic frames

in the construction of place. Comput. Support. Coop. Work (CSCW) 17(2–3),
97–133 (2008)

12. Hewett, T.T., et al.: ACM SIGCHI Curricula for Human-Computer Interaction.
ACM, New York (1992)

13. Hu, H.H.: CS 1 POGIL Activities (2017)

https://doi.org/10.1007/978-3-642-24469-8_11


226 M. C. Stewart et al.

14. Instructure. Canvas Learning Management System
15. Lampe, C., Wash, R., Velasquez, A., Ozkaya, E.: Motivations to participate in

online communities. In: Proceedings of the 28th International Conference on
Human Factors in Computing Systems - CHI 2010, New York, New York, USA, p.
1927. ACM Press (2010)

16. Peck, E.M., Smith, M.E., Stewart, M.C.: HCI for PUI: human-computer interaction
for primarily-undergraduate institutions. In: WORKSHOP: Developing a Commu-
nity of Practice to Support Global HCI Education of the 2018 CHI Conference on
Human Factors in Computing Systems, vol. 2018 (2018)

17. Pitt, R.: Mainstreaming open textbooks: educator perspectives on the impact of
OpenStax college open textbooks. Int. Rev. Res. Open Distrib. Learn. 16(4) (2015)

18. Preece, J.: Online Communities: Designing Usability and Supporting Socialbilty.
Wiley, New York (2000)

19. Rubincam, D.P.: Electronic book (1977)
20. Shaffer, C.A., Akbar, M., Alon, A.J.D., Stewart, M., Edwards, S.H.: Getting algo-

rithm visualizations into the classroom. In: Proceedings of the 42nd ACM Techni-
cal Symposium on Computer Science Education, SIGCSE 2011 (accpetance rate:
34%), New York, NY, USA, pp. 129–134. ACM (2011)

21. Shaffer, C.A., et al.: Algorithm visualization: the state of the field. Trans. Comput.
Educ. 10(3), 9:1–9:22 (2010)

22. St-Cyr, O., MacDonald, C.M., Churchill, E.F., Preece, J.J., Bowser, A.: Developing
a community of practice to support global HCI education. In: Extended Abstracts
of the 2018 CHI Conference on Human Factors in Computing Systems - CHI 2018,
New York, New York, USA, pp. 1–7. ACM Press (2018)

23. Stewart, M.C., Nasrawt, Z.O.: EduGit (2018)
24. Torvalds, L.: GIT
25. Wenger, E., McDermott, R.A., Snyder, W.: Cultivating Communities of Practice:

A Guide to Managing Knowledge. Harvard Business Press, Boston (2002)



Enhancing Database Courses Through
the EDNA Project: A Preliminary Framework

for the Extraction of Diverse Datasets
and Analysis

Sandra Tavegia1(&), James Braman1(&), Giovanni Vincenti2(&),
and Barbara Yancy1(&)

1 Computer Science/Information Technology,
Community College of Baltimore County, Rosedale, MD 21237, USA

{stavegia,jbraman,byancy}@ccbcmd.edu
2 Division of Science, Information Arts and Technologies,

University of Baltimore, Baltimore, MD 21201, USA
gvincenti@ubalt.edu

Abstract. To enhance and grow the database certificate program and enhance
database courses offered by the Computer Science/Information Technology
department (CSIT) at the Community College of Baltimore County (CCBC), we
are in the process of developing the EDNAProject. The EDNAProject- Extraction
of Diverse Datasets and Analysis will be an educational database and project set
encompassing several large real-world datasets that will be accessible to students
in the database courses. This project was created out of the need formore elaborate
examples and hands-on experience with database concepts. This repository will
help serve to teach database concepts, data analytics, and lead to topics related to
big data to students in these courses and certificates programs. In addition, this
paper describes collaboration with the University of Baltimore and the beginnings
of Project RED. This paper discusses our current work in developing this project.

Keywords: EDNA � RED � Database curriculum � Collaboration �
Project infusion � Diverse Datasets

1 Introduction

Teaching fundamental database concepts is essential for many technology-related
degree programs. Within the Computer Science/Information Technology department at
the Community College of Baltimore County (CCBC) several database courses are
offered each semester. These courses are offered as part of the Associates Degree in
Information Technology and a database credit certificate. Specific course sequences are
required depending on a student’s declared major or certificate program, but any stu-
dent can take these courses if they have met the prerequisites. The focus of these
required core database courses is to develop basic skills and understanding of database
concepts to be relevant and applicable for those entering the workforce or transferring
to a bachelor’s degree program.
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The Community College of Baltimore County (CCBC) located in Maryland, is an
integral part of Baltimore County, collaborating with government, business and local
organizations to enrich the community. CCBC provides an accessible, affordable and
high-quality education that prepares students for transfer and career success. In fiscal
year 2017, the college educated 61,191 students, including 29,115 credit students and
33,247 non-credit students [1]. CCBC awarded 2,131 Associate degrees and 1,410
Certificates in 2017. There were 6,687 student transfers to other institutions [2]. CCBC
offers 280 associate degree, credit certificate, and non-credit workforce training certi-
fication programs including 20 online degree and certificate options [3]. CCBC has the
distinct honor of being the number one provider of workforce development in the
Baltimore Metropolitan area. Ninety-two percent of the college’s graduates continue to
live and work in the Greater Baltimore region. With three main campuses and three
extension centers, CCBC serves a diverse population of Maryland residents.

The Computer Science/Information Technology (CSIT) department offers associate
degrees in Information Technology, Computer Science, and Computer Science with a
concentration in Information Systems Management as well as five credit-based cer-
tificates (Database, Information Management, Mobile Development, Programming, and
Office Specialist). The database certificate requires taking 22 to 23 credits. Required
courses include (1) Introduction to MIS, (2) Database Concepts, (3) Introduction to
SQL using Oracle, (4) Emerging Database Design and the addition of two other
Computer Science/Information Technology related electives. The CSIT department
offers a total of five database courses, three of which are required for the database
certificate (See Table 1). The other two classes are offered as elective options for
students meeting the prerequisites but encouraged for those in the program (See
Table 2).

The additional database related electives as noted in Table 2 are not the only option
for students but are the only elective database focused courses. CSIT 256 is the second
course in a two-course sequence and required as part of the Database option. Non-
database courses that can be taken include Introduction to Information Assurance,
Visual Basic programming, Introduction to Data Communications or Introduction to
Linux/Unix. Each of database courses will be using the EDNA database as part of the
ETL process (Extract, Transform and Load). The order of priority of the courses listed
for the EDNA project are as follows: CSIT 154, CSIT 134, CSIT 156, CSIT 254 and
CSIT 256. These will be discussed in more detail in the following sections. In the initial
testing phase of the project CSIT 154 is the main course being explored to be used with
EDNA. Additional components will be introduced into the other classes in subsequent
semesters.

The certificate option is often a good choice for students that already have another
degree or for those that need to enhance their knowledge for employment purposes. As
noted by the CSIT department “The Database Certificate will prepare students for
employment as entry-level database programmers and designers or provide current
professionals with essential database programming and design skills” [4]. In the next
section enhancements to the database curriculum through the EDNA project is
discussed.
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Table 1. Required database courses

Course
Number

Course name Course description Prerequisites

CSIT
154

Database
concepts

Database concepts provides in-
depth coverage of the content of
database management systems
(DBMS) and their capabilities and
limitations, and it covers both
physical and logical data structure
with an emphasis on meaningful
data relationships, the role of the
database administrator, and the data
dictionary

English 101 and CSIT
101: Technology and
Information Systems

CSIT
156

Introduction
to SQL
Using
Oracle

Provides an introduction to the
Oracle relational database,
structured query language and
database concepts. Students will
create tables, establish
relationships, enforce integrity
constraints and manipulate data.
Additional database objects,
database security, transaction
control and user creation and
management will also be
introduced

CSIT 101: Technology
& Information Systems

CSIT
254

Emerging
Database
Design

Utilizes relational database design
principles, techniques and emerging
technologies to design and develop
relational databases using
contemporary database
management software. Students
will identify business information
requirements; transforming them
into relational databases

CSIT 154: Database
concepts OR
CSIT 156: Introduction to
SQL Using Oracle

Table 2. Database related electives

Course
number

Course name Course description Prerequisites

CSIT
134

Comprehensive
databases

Provides an introduction to databases and
database management systems (DBMS)
and an opportunity to design, create, and
modify a database using Microsoft
Access; discusses retrieval of information
by creating queries, reports, and forms.3
lecture hours. This course is delivered in a
combination lecture and hands-on format

CSIT 101 –

Technology and
Information Systems

(continued)
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2 Developing the EDNA Project

To enhance and grow CCBC’s database certificate program and enhance database
courses offered by the computer science/information technology department we are in
the process of developing the EDNA Project. The EDNA Project-Extraction of Diverse
Datasets and Analysis will be a student-centric educational database of large real-world
datasets that will be accessible to students in the database courses. This project was
created out of the need for more elaborate examples and hands-on experience with
database concepts. This repository will help serve to teach database concepts, data
analytics, and lead to topics related to big data to students in these courses and cer-
tificates programs. EDNA allows students to not only interact with these datasets for
learning but provide the infrastructure for database configuration and data manipulation
in a more substantial way than was currently available in the program. The datasets
through EDNA will allow students to find relevant trends and explore the impacts of
technology on society. Having this system in place will allow for an improved database
program through real-world problems, increase collaboration, and enhance retention
and completion rates. As part of the program, the Computer Science and Information
Technology Department (CSIT) of the School of Technology, Art and Design (STAD)
will develop this system and maintain the datasets, database, and server. This project as
a resource will serve as a significant tool to improve the database certificate program,
and all database courses offered through the Department.

Strategies for teaching database concepts are often employed using teaching
strategies that are similar to teaching other technical courses where students remain as
passive listeners [5]. While there are many factors to student success, there are many
pedagogical approaches to make learning more meaningful and engaging where con-
tent is retained by students [6]. In the context of teaching database concepts, Connolly,
Stansfield, and McLellan (2006), discuss the difficulty students have when there is not a
“single, simple or well-known or correct solution” [7, p. 104]. Students also display
difficulty when dealing with vagueness and complex database analysis [7]. We need
these database projects as encompassing issues of vagueness and can be used to teach
students strategies to work through these difficulties. To combat this issue and as a

Table 2. (continued)

Course
number

Course name Course description Prerequisites

CSIT
256

Advanced
Oracle

Discusses PL/SQL in application
development, program constructs,
application schemas, functions,
subprograms, packages, triggers,
dependencies, large object types, supplied
packages and advanced security concepts

CSIT 156 –

Introduction to SQL
Using Oracle
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student engagement technique, EDNA infused projects will be collaborative in nature.
From this preliminary implementation of EDNA, the following research questions will
need to be addressed as the curriculum is designed and improved:

R1: What datasets will students find engaging yet beneficial to their understanding
of core database concepts?
R2: What pedagogical approach is best for teaching using the EDNA framework?
R3: Does EDNA provide an improvement to the database curriculum?

Given the exploratory nature of this project, a pilot study will be conducted during
the next academic year to examine these research questions in the context of the project
framework. Currently, the EDNA server uses the Oracle Linux 6.0 Platform. Students
will use the Oracle Business Intelligence Suite 2.820 in the initial phase of the project.

Major components to the overall design of EDNA:

1. Student Dataset Resources
a. Datasets maintained on Server for use in database courses.
b. Projects for database courses aligned to datasets and configuration.

2. Database
a. Small Database configured on required Server (PowerEdge T630) to hold stu-

dent class resources.
b. Provide means for students to learn introductory data analytics and database

configuration and tools.

3 Enhancing the Curriculum

The Overall objectives of the EDNA project are to enhance the database courses by
improving curriculum materials and providing students access to real-world problems
and projects. Providing students with real-world projects that include real or large
datasets can be advantageous as they explore more complex topics related to databases
including understanding the complexities of big data. To address the current gap in
skills in preparing students to work with big data, educators should make learning real
and relevant [8]. As a preliminary step to this project, several modules will be intro-
duced into the database courses to both expand and align the curriculum in preparation
of working with additional datasets. Students will work collaboratively in groups
throughout the semester on several projects. Each project will be designed to highlight
a particular database topic using the provided datasets. These projects will be in
addition to the standard curriculum. Each module will have three major components: 1.
Extract raw data, 2. Load relevant data into a database and 3. Examine the data using
Business Intelligence tools for analysis (see Fig. 1).
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Component 1 would require students to examine the listing of available datasets
and choose the appropriate data for the assignment or project. However, before pro-
ceeding to Component 2, students need to carefully examine aspects of the data
(Process A). What does the data represent? How should the data be organized? What
are the attributes? Are there any preprocessing or cleansing steps needed? After this
examination step for process A, students would need to prepare the data to be stored in
their own database. This would include planning, analyzing the structure and creating
various diagrams to illustrate and describe the data and its organization. Students would
have then completed Component 2 (Load and Organize). Next, for Process B, students
would practice a set of manipulations, queries, and tests on the database they have
created. This is to both practice their skills and deepen their knowledge of the dataset.
In Component 3, students would then spend time analyzing the data. This process will
introduce students to necessary analysis tools, techniques, and terminology. Students
can discover new trends about the data.

The list below illustrates some sample projects under development as part of the
project:

• Project 1
– Students will be given access to a raw data dump of simulated or donated

telephone records. They will need to ascertain which information is relevant for
a given scenario and consider how additional information can be derived.

• Project 2
– Students will use graphic files to demonstrate how information can be requested

by characteristics other than file name or structure. Students can learn other
categorization techniques.

• Project 3
– Students can utilize social media imports from public posts to examine con-

nections between accounts and other attributes.

In addition to examining different types of data, students can be introduced to basic
data collection methodologies, ethics, security, data management, and content rights.
Although the scope and level of the course may limit the depth of coverage, students
can be introduced to general concepts at this level through various projects. The intent
of the projects are to be both relevant and exciting to the students while developing
particular skillsets.

Process 
1 

Extract  
Data 

Process 
2 

Load and 
Organize 

Process 
3 Examine 

Fig. 1. Three components processes
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3.1 EDNA Major Components

In the efforts to enhance the curriculum, several components are underway for the pilot.
Based on feedback gained during the initial phases, we intend to make improvements
and add to the projects and datasets available. The following steps are being imple-
mented for the preliminary EDNA project:

• Courses identified for EDNA project trial
• Initial design of several project modules for the course
• Develop training for students to connecting to server and datasets
• Design of dataset exploration component
• Design a data cleaning component
• Design or project specification report for student assignments
• Student performance and assessment criteria
• Implementation of a short survey to collect student feedback

4 Datasets

There are a growing number of available resources and open datasets that students can
use for various analyses. Currently, we are working with several available sources,
including the creation of our own large collection. To list a few sample datasets under
exploration, include: The Stanford Dog Dataset [9], SMS Spam Collection [10], Social
Structure of Facebook Networks Data Scrape [11], 2012 data from the Global
Ensemble Forecast System [12], 1996 through 2017 College Scorecard Data [13] and
several more. The aim is to have an array of diverse data. Each type of dataset can yield
interesting project assignments and interpretations. For example, the images stored in
the Stanford Dog Dataset could be used to examine metadata, storage issues for images
versus text, or used to explore topics of image classification. These datasets can be fully
downloaded. In addition, there are public datasets from government sources also can
provide a rich set of content that can be revised for course content. Some are provided
by web-based portals like Open Baltimore where there are numerous reports and data
available including web-based filters and basic visualization tools [14]. Example
datasets include information related to crime, health care, taxation, parking, cultural
interests, and much more. Learning and knowledge analytic research by [15] describe
several dataset properties and resources.

There are also several concurrent projects underway where students can capture
data to create large datasets to become part of the EDNA project. One example is
through a group project in an introductory Python programming course, where students
have been working on creating a small sensor network to collect temperature, air
pressure, and air quality data. This data is being measured over various time increments
and recorded to an external server. This data can be changed and enhanced through
scripts and stored as part of the EDNA database with ever-increasing amounts of and
granularity of data. Currently, this data is being used by students to test a machine
learning algorithm and a web-based affective computing-based display. This project is
just one example of a student-driven project. In the future, we intend to increasingly
use student created content for datasets as they can contribute towards the project.
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Another example is data extracted from faculty-driven projects using public social
media and search engine data to contribute to the datasets. For text analysis purposes
students can make use data collected from the web crawling component of PAsSIVE
(Personalized Assisted Search in a Virtual Environment) as it crawls web content for a
fixed depth based on a set of starting seed links [16]. As elements used in PAsSIVE,
[17] describe several text features that can be obtained from crawled pages as part of
the indexing strategy: page content, page descriptions, hyperlink structure, hyperlink
text, keywords or meta tags, page title, text with different font, and the first sentence.
Additional diverse content can also be obtained through public social media posts
through SADD (Social Media Agent for the Detection of the Deceased) where large
text content, with link structure and time stamps, can be evaluated [18]. Content
generated by SADD has generally been complex providing a real dataset and problem
for students. This data will be particularly useful for students wanting to learn and work
with sentiment analysis.

5 Collaborations - Project RED

Recent agreements between CCBC and the University of Baltimore (UB) have made it
possible for students working on Associates Degrees in Computer Science or Infor-
mation Technology to complete their 2-year degree at the community college, and then
continue to earn their Bachelor’s in Applied Information Technology at UB. Such a
pathway is essential not only to ensure that students complete their undergraduate
studies in a timely manner but also to give them options in terms of 4-year degree-
granting institutions in the area.

The collaboration goes beyond an administrative agreement alone, as students
should get some continuity in terms of educational resources and expectations. In
particular, the EDNA Project dovetails into a new initiative at UB, where faculty
members are collecting databases and datasets particularly suited for educational
purposes, creating RED, the Repository of Educational Datasets. The primary intent of
this project is to enable students to easily access resources that may not necessarily be
designed to be used in a database course, such as datasets made available by open
access data initiatives.

Table 3. Example dataset

Dataset Attribute Sample data

MBE/WBE Location1 4519 Fairfax Road Baltimore Md 21216-
(39.31841103000045°, −76.69144016099966°)

RPT PropertyAddress 2037 W NORTH AVE
Location (39.30942111°, −76.65094166°)
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Typically, datasets are single-entity schemas that contain significant information
about a certain topic. Although this is extremely important in terms of transparency to
the public from governmental institutions, for example, these individual datasets are
generally not very useful in a SQL-based course. A dataset such as the “Minority and
Women’s Business Enterprises Certifications” (MBE/WBE) contains a single table
with 25 attributes and 1,835 records [19]. This limits the usefulness of this dataset to
queries that utilize a single table.

When we then wish to utilize another dataset from the same repository, such as the
“Real Property Tax” dataset (RPT), which also contains a single table with 16 attributes
and over 239,000 records, we run into different types of issues in terms of data
compatibility [20]. For example, the address in the first dataset is reported as a single
field, whereas the second dataset contains information stored with a different format
and in two fields, as reported in Table 3.

Although the data is conceptually the same, the two datasets cannot easily be
integrated into a larger schema that can then allow students to perform queries using
multiple tables. For this reason, we intend to utilize RED in multiple courses in order to
integrate different datasets into schemas that are usable in projects and assignments.
The classes that we will target are reported in Table 4 above.

Table 4. Related course listing

Course
code

Course title Notes

COSC
151

Computer
programming I

The course teaches Python

COSC
356

Database systems The course uses MySQL and teaches SQL

COSC
3XX

Advanced scripting The course is under development, but will focus on Python

COSC
456

Advanced database
systems

The course focuses on advanced database scripting and non-
relational technologies

Fig. 2. RED course model
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The courses will contribute to RED using the model shown in Fig. 2. This approach
will allow projects from all courses to contribute to the dataset repository while letting
the students develop multiple skills. Similarly, to the EDNA Project, students in
scripting courses will learn how to download data from online resources of sensors,
adding to the repository. Students in database course can utilize the datasets for queries,
as well as to create documentation describing them. Projects in advanced courses can
then focus on the integration of datasets either through the direct manipulation of
current datasets already in the repository (for example, ETL techniques and tools for
advanced database courses), or reach out to external sources and augment any missing
data (for example, using freely available API services in advanced scripting courses).

6 Conclusion and Future Work

There are numerous aspects of this project that need additional investigation and
continued improvement. After the initial EDNA pilot, several semesters of enhance-
ments are planned. It will take some time to gather and test multiple datasets to build a
large assortment of projects that can be used in different ways each semester. We also
intend to examine other data analytic tools and investigate what strategies are most
helpful at an introductory level.

To measure the impact of EDNA, we plan to assess the course by comparing to a
control group by using the online version of database courses. Also, several student
surveys will be administered to collect feedback on course design, dataset interest, and
perceived helpfulness. This would be in addition to grade assessment and feedback
from our external advisory board. With increased collaboration with the University of
Baltimore, there are numerous opportunities to examine best practices in teaching
database topics, designing new projects and creating fascinating datasets. In the future,
we intend to connect together several projects to enhance and augment several of the
data sources. Students may also develop an interest to pursue a more advanced degree
in these related fields.

In an effort to increase visibility at CCBC, we intend to host several small hands-on
workshop activities or demonstrations at the College’s Pathway events. There are six
Pathways where students are grouped by their declared major in an effort to target
advertisement of resources, student assistance, collaborations, and to foster student-
faculty interaction. It is our goal to advertise the usefulness and influence of data in the
real world to students to gain interest in the program. There are several semester events
that could provide increased visibility for the database courses and various technology
majors through these EDNA workshops.

Hands-on learning using interesting and real-world problems can be used as a
powerful tool to teach database concepts. As data is continuing to play a large role in
our daily lives and our decision-making techniques, students need these essential
technical skills. It is through projects like EDNA and RED that we can create diverse
problems to engage students and encourage faculty to collaborate and work together to
solve today’s data problems.
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Abstract. Institutional websites are available for a large amount of data hin-
dering the access of scholars to information relevant to their academic journey.
As the university is also a space of opportunities, it is necessary that the student is
aware of all the possibilities that can support his professional and human growth,
such as, monitoring, projects of scientific initiation, cultural activities, among
others. So, considering the massive use of smartphones by students, this paper
proposes a mobile application that provides the information of interest to aca-
demics in a more simplified way, using the resources of gamification. In order to
investigate the most interesting contents of the students of the State University of
the North of Paraná (UENP), a questionnaire containing questions related to
university contents was applied a 220 students. The investigation allowed to
verify that the students have a high level of difficulty to access the contents of
their interest, pointing out as main reason the organization and the great amount
of information available. The most interesting contents of the students were their
scores, class schedule and the availability of the teachers. For the application,
only the most interesting subjects pointed out by the students. All these subjects
usually have a long way to their access, due to the structuring of the university
website and the large amount of information already mentioned.

Keywords: Gamification � Mobile application � Access to information �
Education

1 Introduction

One factor that stands out in the information age is the emergence of a new generation
of young people, called by Machado and Matsuura (2018) of the “all at the same time
now” generation, which has access to much information immediately and
instantaneously.

Within the university it is possible to perceive the reflexes of this new generation.
Reading lengthy documents, such as regiments, statutes and manuals, is no longer a
practice of most students, since they are used to receive information in a more succinct
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and dynamic way and have difficulty waiting and concentrating. This brings a lot of
misinformation, often harming the academic, which fails to meet deadlines or unaware
of their duties and even their rights in the educational institution.

Students use institutional information for the development of their activities, such
as class schedule, support scholarship announcements, student assistance, legislation,
among others. The problem is that institutional websites provide a large amount of
information from various interest groups. Thus, most students do not feel motivated to
seek such information, mainly because of the difficulty in finding it, due to the diversity
and quantity of information available.

This new generation is also visibly more interested in games than previous gen-
erations, which has an impact on education and how they interact with other people (Da
Silva et al. 2014). The concept of gamification can be a motivational factor for this
scenario. The use of game strategies and bonus application for reading important
documents can increase the knowledge of this generation of university students.
Nguyen et al. (2018) report that’s “gamification has increasingly become a hot topic
over the past few years”.

The gamification is the application of game elements in different environments and
activities not related to games to motivate and engage users. The act of playing brings
benefits such as pleasure, development of thinking and cognition skills, and stimulation
of attention and memory (Da Silva et al. 2014).

Thus, considering the difficulty of accessing information on institutional websites,
the great interest in games and the increasing use of mobile devices, this research
proposes an application that offers relevant information to students in a more simplified
and dynamic way, using the resources of gamification.

In order to achieve the objectives of this research, the following methodological
steps were necessary: (i) Study on gamification, its characteristics and forms of
application; (ii) Diagnosis together university students the information that is most
useful to their academic life; (iii) Application prototype development for mobile
devices; (iv) Validation of the prototype through its application to the target audience.

2 Gamification

The Gamification is the application of game elements in various environments and non-
game related activities to motivate and engage users. The act of playing brings benefits
such as pleasure, development of thinking skills and cognition, and stimulation of
attention and memory (Da Silva et al. 2014).

The term gamification means the application of elements used in the creation of
electronic games, such as mechanics and dynamics (Borges et al. 2013). The mecha-
nisms that can be found in games have an important role to motivate and engage their
players. Engagement is defined by the “time period in which the individual has a large
amount of connections to another person or environment.”
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It can be said that the level of engagement is influenced by the person’s dedication
to assigned tasks and that is the main aspect for the success of gamification. In terms of
motivation it is necessary to highlight two types:

• Intrinsic motivation: it comes from within the person and is not based on the
external world. The player engages of his own volition because the activities arouse
interest and pleasure.

• Extrinsic motivation: it comes from the external world and has as its starting point
the desire to obtain an external reward, such as material goods.

According to Fadel et al. (2014) the challenge of creating a gamification envi-
ronment is to stimulate the two types of motivation and to maintain the motivation of
the users it is necessary to provide incentives of high quality and in different formats.
To strengthen individuals’ motivation, the environment/activity must have clear
objectives, feedback and guidance, rewards, among others.

Some of the game mechanics that were used in the application to motivate students
to acquire needed knowledge through edicts, documents, and regiments are presented
in Table 1.

Table 1. Some mechanics of gamification.

Name of
mechanic/author

Description Why use?

SCORING/Fadel et al.
(2014)

It allows the accompaniment of
the players during the interaction
as the environment and
motivates them to make the right
decision

To improve the motivation and
engagement of users so much as
to generate a spirit of
competition

LEVELS/Zichermann
and Cunningham (2011)

It is a summary of scoring,
allows the story involved in the
environment to be presented in
parts - chapters

To students have control of their
progress

RANKING/Martins
et al. (2014)

Demonstrates players’
punctuation and should serve not
only to give transparency, but as
a motivating element

To give users insight into the
progress of other participants

RESTRICTION/Vianna
et al. (2013)

Implementing the rules helps to
motivate people and shows what
they should and should not do

To help the students follow the
right way to use the application

(REWARDS/Li et al.
2012)

It works as a motivational factor,
the participants gain something
in exchange for participation

To reward and motivate student
effort

FEEDBACK/Vianna
et al. (2013)

Information element where the
user can get the information
needed in a shorter time

To answer students questions in
a reasonable time, with it the
chance to use the application is
greater
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The main focus of gamification is to involve the user emotionally with the tasks
performed by him. For this, it is possible to use several game mechanics that are
perceived by the participants as elements that bring pleasure and challenge, favoring
the creation of an environment conducive to engagement. The mechanics of a game
system consists of several tools that have the ability to produce significant aesthetic
responses to the players (Fadel et al. 2014).

The gamification therefore can be applied not only in the learning process, but also
in activities that involve the seeking of information and activities that encourage the
individual’s behavior.

3 Access to Information by University Students

The Higher Education Institutions (IES), with the purpose of dynamizing and
expanding their actions, have been active in the areas of teaching, research and
extension, which demands integrated information systems and easy usability for access
to large amount of content available.

The IES, for Maccari and Rodrigues (2003), while “having in knowledge its main
product, has its processes compartmentalized in specialized blocks of knowledge,
usually limited by its structure”, which hinders access to information.

For Bianchi et al. (2010), numerous Information Technologies have been used to
support the sharing of information and knowledge, such as: internet, intranet, extranet,
moodle, workflow, groupware, electronic document management, knowledge maps,
data mining, data warehousing, among others.

In the HEIs, institutional websites have been the main way to disseminate and share
information. However, in institutional sites, university students often find it difficult to
find information that is relevant to them, because they add a large amount of content,
seeking to meet the diverse interests of teachers, undergraduate and graduate students,
university agents and the external community.

Each student faces his university entrance in a different way, but there is a common
challenge for all, which is to understand the functioning of an HEI, with all its duties
and rights. The academicals should adapt to a series of routines and activities, turning
their efforts to meet the norms and demands of the higher course. There are so many
obligations with deadlines and fees to pay, such as rematch, second call for evidence,
request of documents, among others.

The university is also a space of opportunities that go beyond the classroom,
encompassing academic activities as well as monitoring, extracurricular activities,
scientific initiation, extension actions and cultural and leisure activities. In order for the
student to develop in its fullness, it is necessary to have access to opportunities for
participation in projects that the institution and the course offer, whether voluntary
projects or with scholarship assistance and also to the pedagogical project of the course,
always with fast, dynamic and real-time access.

Fenerick (2017) states that “integration between people and the intensive tech-
nologies of using information and communication technologies (ICTs), represented by
the transformations caused in social relations by the use of smartphone.” A survey
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released by CanalTech1 shows the high rate of access to the internet by Brazilian
university students through cell phones, corresponding to approximately 95%, which
indicates that only 5% of students do not have a smartphone. Given this scenario,
organizations have increasingly made available applications to disseminate information
with greater convenience and speed, meeting the needs of this new generation always
connected via mobile phones.

Diagnosis together university students the information that is most useful to their
academic life.

Aiming to identify the difficulties presented in the access to information and which
information present in the institutional site are of greater importance to the academics, a
research was carried out with the students of different courses and graduation periods of
the State University of Norte do Paraná (UENP) - Campus Luiz Meneghel (CLM).

A questionnaire containing 19 questions regarding access to the contents of the
website, difficulty of access and suggestions of contents important for students to be
made available. 220 students participated in the study, with the highest participation
being students of first years of formation, totaling 73.1 students in the 1st and 2nd
years, 24.2 students in other years (3rd, 4th and 5th) and 2.7 did not report the
graduation period.

The vast majority of participants reported a significant level of difficulty in finding
relevant content and information. 23.6% of the students who demonstrated difficulty 5,
on a scale between 1 and 10, were enrolled in the first years of the courses, which may
mean that at the beginning of the graduation, when they do not have so much access to
the various resources, students already find the difficulty.

The results higher than 5, for the degree of difficulty, were pointed out by the
students of all the years and courses so it can not be affirmed that the course or time of
study improves or worsens the difficulty of access.

One of the reasons most pointed to the difficulty of finding information was the
organization of the information (59.5% of the answers). It is also important to note that
a large number of participants pointed to the large amount of information on the
institutional website and that search engines are not efficient. With this you can
understand that students can not find what they need easily.

As already mentioned, the institutional website connects all the information about
the institution and not only those of interest to the academics, which may be one of
reasons for this result.

From the results it is possible to assume that students enrolled have little knowledge
of the Regiment. Those who read the regiment mentioned that it was the first year, the
vast majority. This may mean that when entering to university, students seek to learn
about academic norms, but over time they will fail to access this information, which
may change occasionally.

The main way of obtaining information pointed out by academics is “the institu-
tional website” (40.5) followed by “for guidance from other students” (36.8%). Thus,
students obtain information about enrollment, transfer, curriculum and approval

1 https://canaltech.com.br/smartphone/Quase-95-dos-universitarios-possuem-smartphones-aponta-
estudo/.
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system, mainly through the institution’s website, other students, course teachers, aca-
demic secretary, among others.

An important point also in the research is that students have more interest to the
events and college news, followed by information on the entrance exam, the academic
calendar and notices and documents related to graduation.

On extension and culture, most do not access this information, the ones that access,
usually look for event certificates. Information about Distance Education, Interna-
tionalization and Publications are poorly accessed by students, perhaps because of the
lack of knowledge and applicability of these subjects.

Another point of prominence in the research demonstrates the priorities of interest
of the students on the information that should be available in the institutional website,
which are, respectively, from the highest priority to the lowest priority: notes of the
lessons; class schedule; schedule of availability of teachers; and frequency in lessons.

On this subject, scholars also pointed out that most of these contents are not
available on the institutional website, such as class schedule, which are always fixed on
physical panels somewhere in the university, which makes it difficult to access from
home, for example.

On investigation about Gamification, most students (81.8%) do not know the
concept and those who know it are usually matriculate in technological courses. After
guidance on the concept and application of gamification, students also indicated some
rewards they would like to receive, which are, respectively, the highest priority to
lowest: partial grades in subjects; discounts in the cafeteria; discount on events; various
awards; discounts on Xerox; others.

4 Application Prototype Development for Mobile Devices

From the research carried out, an application was developed to assist students in
undergraduate courses in the field of information relevant to their academic develop-
ment. Some mechanics of the gamification were used in the development of the
application in order to promote the motivation for access to information and academic
interaction.

4.1 Application Development

The application prototype was developed with the support of the PhoneGap framework.
This framework makes it possible to use HyperText Markup Language (HTML), CSS
(Cascading Style Sheets) and Javascript interpreted programming language to send and
receive requests to a system developed with the programming language of PHP (PHP:
Hypertext Preprocessor).

In order to store the application data, we used an open source relational database
manager, MySQL (Structured Query Language). In this version, the application is
available for mobile devices using the Android operating system.

In addition to PhoneGap, other open source frameworks and libraries were used to
develop the application and PHP system, all based on the languages mentioned above,
in order to achieve faster and more secure development. For the stylization of the
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application, in addition to the pure CSS, the Bootstrap framework in its version 3.3.7
was used, since it contemplates styles and components ready for use, friendly and
responsive. To control the actions in the application, some functions of the jQuery
library in version 3.3.1 were used, together with pure JavaScript, as Document Object
Model (DOM) manipulations and Asynchronous JavaScript And XML (AJAX)
requests for the PHP system.

The PHP system is being built to function as an API (Application Programming
Interface), so it is possible to use other interfaces integrated in the system in the future,
without having to re-code the back-end routines. For the development of the API, the
Laravel framework in version 5.7, based on PHP is being used as it offers an archi-
tecture in MVC (Model View Controller) has routines prepared to function as an API in
addition to following the design pattern ORM (Object-relational mapping), which
makes it easier to work with relational database data.

4.2 Application Features

Students are currently not used to reading documents and edicts with numerous pages
and information. Thus, considering these difficulties, the application relies on the pro-
vision of excerpts that refer to the essential academic norms to the life of the academic.
The gamification feature has been applied in accessing these standards in order to
stimulate their use. The main screen has the contents of greater access or greater interest
of the students, as verified in the diagnosis made. In Fig. 1 (left side), you can see the
application’s functionalities, which are: News, Events, Academic Calendar, Schedules,
Certificates, Edits and Documents, Score, Moodle, Regiment and Contacts.

Fig. 1. The main screen and screen of regiment
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The application development involved in this first stage the creation of a functional
prototype of the final application and, to facilitate the development, some sections of
the institutional website of the university were used. The Events, Certificates and
Documents buttons have been programmed to redirect the user to the university’s
institutional website. One of the advantages in this redirection is that by the institutional
website the student has to go a long way to arrive at this information, and by the
application the access is direct.

Schedules and score content is not available on the institutional website, but has
been chosen by students as more important to be made available in the application. The
news button, remembering that the institutional website is accessed not only by stu-
dents, but also by teachers, employees and external community, redirects to news tab,
bringing only those that are of interest to the students. The Academic Calendar and
class schedules are usually made available in PDF format, so it was made available in
image form, making access simpler, avoiding having to download it again and again.

Students’ scores are usually physically available; in the application they may be
presented in the form of images, separated into folders by course and period, to
facilitate student access. Moodle button redirects the user to the Moodle page that is
widely used for monitoring of some lessons.

The concept of gamification has been applied in the content called Academic
Procedures, in which we can find all the necessary information concerning the regis-
tration, enrollment renewals, second call of the tests, transfer, among others. In order to
access these contents the user must log in to the application (if the student is not
registered yet, it is necessary to do it first), then you can access the content of interest,
participate in the quiz with questions related to the content read, observe the progress of
the other players and compete with them.

Thus, the user can access the academic norms, choosing the topic of their interest,
as shown in Fig. 1 (right side). The user will be directed to the passages of the
academic regiment referring to the chosen theme (approval system, transfer, second call
of exams, among others), as shown in Fig. 2 (left side). When it is necessary to obtain
further information he will always have the option of reading the entire regiment.

After reading the selected theme, the application user can access the questions
related to the text read (Fig. 2 – right side). On this screen the user can see, besides the
questions regarding the read section, your current score and may also be directed to the
full regiment. Feedback on hit happens immediately after the answer. In the case of the
correct answer, the marking turns green and the user earns points in his score.

The rewards according to the score can be given in different ways (partial grades in
subjects; discounts in the cafeteria, discounts on events, among others), as suggested by
academics in the diagnosis performed. Rewards have not yet been treated in the app in
this first release.
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The idea of the application of gamification is to use the game of thought and the
mechanics of games to motivate students to know the academic norms of the institution
and to create a culture of reading these documents. Gamification does not imply
creating a game that addresses the real world problem in the virtual world, but rather
uses the same strategies, methods and thoughts to solve problems in the real world.

5 Final Considerations

The university students needs to be informed on a daily basis about academic issues
and also to have access to the opportunities that can contribute to its development. To
do this, you need to have access to this information facilitated. Institutional websites
make it difficult for students to quickly access content that is of interest to them, usually
because of the large amount of information they add. Like this, in order to investigate
the most interesting contents of the students, a questionnaire containing questions
related to university contents was applied a 220 students.

The investigation allowed to verify that the students have a high level of difficulty
to access the contents of their interest, pointing out as main reason the organization and
the great amount of information available. The most interesting contents of the students
were their scores, class schedule and the availability of the teachers.

Fig. 2. Screen of a part of academic regiment and screen of a question.
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The application prototype was developed for Android operating system, containing
only the most interesting subjects pointed out by the students, such as, News, Events,
Certificates, Documents and the Environment of Distance Learning (Moodle). All these
subjects usually have a long way to their access, due to the structuring of the university
website and the large amount of information already mentioned.

Another point worth mentioning is that most of the students do not have any or
have little knowledge about the rules and academic procedures of the UENP that are
included in its Regiment. In this way, the application presents the contents of funda-
mental interest of them. To engage the student and motivate access to these contents,
the gamification technique was applied and some mechanics were used to motivate the
users: Scoring, Levels, Ranking, Rewards and Feedback.

The next step of this research is the verification of the applicability of the “Student-
Guide” application together with a group of students of the different courses and areas
of knowledge. There are so many tasks that a student must deal with within the
university that it becomes almost impossible to deal with all at once. Thus, the
application is expected to facilitate and, through the use of gamification, bring greater
motivation for access to academic information.
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volvimento Científico e Tecnológico do Estado do Paraná” for the support given for the research.
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Abstract. Influencer marketing is considered one of the most promising mar-
keting strategies in the age of digital transformation of media. The social plat-
form Instagram offers a huge opportunity for companies to market their products
and services through influencers, without it being directly recognized as an
advertisement. The purpose of this examination is to investigate, which and how
many products are promoted via influencer marketing and which hashtag, tag
and mention categories are used. Throughout six months, product placements of
German micro and macro influencers were evaluated. 234 contributions on
Instagram containing product placements were analyzed, with a total of 1122
hashtags, 506 tags and 289 mentions. The results indicate that the fashion
(30,51%), accessory (19,07%) and beauty (18,64%) industries are among the
sectors most commonly marketed by influencer types. On average, macro
influencers use 4 hashtags per product placement and micro influencers use 6
hashtags per product placement. Hashtags of the content categories Slogan,
Product, Fitness and Brand are the most commonly used. In addition, hashtags
of the categories Lifestyle, Description, Company, Sentiment, Technology and
Environment are among the 10 most common hashtag categories for advertising
products. Tags of the categories Company, Distributor, Company location,
Company’s product feed and Company specification are utilized. Mentions of
the categories Company and Company location are in use most frequently. The
research reveals that despite the product placement labelling policy, a high level
of influencer marketing is still executed on Instagram and the use of hashtags,
tags and mentions is still popular.

Keywords: Influencer marketing � Macro influencer � Micro influencer �
Product placements � Hashtags � Mentions � Instagram � Tagging behavior

1 Introduction

In the age of digitalization, it is becoming more and more common to promote the rapid
development of information technologies and the use of social media is encouraged,
what leads to new forms of information processing and communication in the infor-
mation and knowledge society. Apart from the connection with other people in social
networks, social media enables users to search, to create and to exchange information [1].
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Social Media is a revolution in media development. Companies that are present on
social media have the chance to communicate directly with their target group and to
establish the communities as further channels for promotion of their products and
services [2].

Influencer marketing is a marketing strategy on social media, where influencers
share product placements on social networks. In Germany, cooperating with influencers
is becoming increasingly relevant, which is why the effect of influencer marketing on
Instagram users is an important aspect of further development.

The social platform Instagram offers a huge opportunity for companies to market
their products and services through influencers, without it being directly recognized as
an advertisement. Thereby influencers differ in size, concerning the number of their
followers and the type of influence [3, 4]. Surprisingly, there is little to no scientific
research on product placements by influencers on Instagram. In order to make clear in
which manner products and particularly marked contributions from micro and macro
influencers are advertised on Instagram, scientific analysis was carried out to observe
the selection of hashtags, tags and mentions.

2 Theoretical Framework

Consumers are becoming increasingly insecure with usual forms of advertising. They
are more inclined to follow recommendations from friends, acquaintances or inde-
pendent experts, which have a buoyant effect on the development of influencer mar-
keting [5]. The following chapter provides a closer look at the research topic,
presenting the fundamentals of influencer marketing, introducing Instagram as a
marketing channel, describing the current state of influencer marketing research on
Instagram and listing the research questions relevant to the study.

2.1 Fundamentals of Influencer Marketing

Influencers are persons who influence the customer’s purchasing decision. Preferably
influencers are bloggers and stars, whereby a high social status is not always essential
[6]. It is more important to what extent an individual can pass on an advertising
message to a more significant number of people and influence the decision-making
process [4]. Due to the high influence on the purchase decision of potential customers
through recommendations, reviews and ratings of the products and services of a
company or a brand are very important for the marketing mix [7].

According to their range, influencers are divided into nano, micro, macro and mega
influencers [3]. Nano influencers have a limited reach, but a high level of authority, a
high level of commitment in his social group and a maximum follower number of 1,000.
Any digitally networked consumer, respectively social media user can be assigned to
this group of influencers. Particular forms in this category are indeed the product fans or
brand advocates who stand out as “persuaders” regarding particular opinion on a product
in a social group.Micro influencers are topic experts with follower numbers in the four-
or five-digit range. They are characterized by credibility, relevance and great social
media engagement, interacting with the followers. Parasocial relationships, which are
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one-sided relationships in which one person expands emotional energy, interest as well
as time and the other party, the persona, is completely unaware of the existence of the
other, is established and familiarity with the influencer is built [8].Macro influencers are
influencers with followers in the six- and seven-digit rage. In this area, the commitment
rate drops to only 5 to 25%. A high frequency of postings characterizes this group of
influencers, to create an artificial connection about updates. In contrast to the three above
mentioned types of influencers, mega influencers are influencers with follower numbers
from seven- digit range and a minimal commitment rate of 1 to 5%, including celebrities
and stars who have already worked in the classic testimonial business and also manifest
their prominence in the social media [3].

Influencer marketing is described as “an approach that identifies and targets
influencers in a market,” which requires a considered selection of influencers, to
guarantee authentic and unremarkable advertisement to the user or the potential cus-
tomer [6]. The user, as a potential customer is the focus of influencer marketing.
Influencers are to be seen as role models and people with whom the user can identify.
With regard to the increasing importance of social media and due to the postponement
of information procurement, influencers are becoming increasingly important for
companies and the information process [10].

The strategic approach of influencer marketing aims to profit from the influence and
the range of the important opinion makers and the multipliers, while the opinion
makers spread an advertising message for a company on social networks and the social
web [10]. Main goals are the positioning of the brand via product placement, brand
awareness and customer acquisition with a priority goal of generating revenues.
Thereby, it is not social media itself that influence the potential costumers, it is the
content and the content creators, namely the influencers that influence users [6].

2.2 Instagram

The online platform Instagram enables influencers to distribute content individually and
has been named as one of the most influential social platforms in the world in 2016 [11].
The complimentary mobile and internet-based photo and video-sharing application
allow users to share pictures and videos publicly or in private. Those postings can be
edited with digital filters as well as geotags and hashtags, which help to find an image or
video directly and faster [12]. The basic concept is based on an existing user account,
which can be connected to other social media profiles [5]. Meanwhile, over 1,000 million
people worldwide use Instagram, with a rising tendency [13]. Among other things, the
business model of influencers on this platform is to market their own Instagram channel
as advertising space. After companies become aware of appropriate opinion leaders, they
often pay for them to mention and present their products and brands in contributions [5].
This examination will analyze how as well as which products will be placed by different
types of influencers on Instagram as an advertisement.
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2.3 State of Research of Influencer Marketing on Instagram

As influencer marketing on Instagram is a relatively new marketing tool, there are only
a few studies on this advertising method, the social platform Instagram and the tagging
behavior of Instagram users, which are summarized in the following paragraph.

The paper of Parth, Kraft, and Raif concerning influencer marketing of fashion
brands on Instagram showed that tags in the image were included in nearly half of
product placements. Furthermore, it was found that hashtags had hardly any relation to
the advertised products. The study also indicated that the evaluated influencers rather
avoid making specific product recommendations. Additionally, the paper exposed that
profiles of brands are only being followed if the users are genuinely interested in the
products and want to be informed about new products. On the other hand, the Insta-
gram users follow blogger accounts because they are fascinated by their lifestyle [14].

Gräve and Greff focused on measuring the success of influencer marketing.
Quantitative key performance indicators (for example, the number of likes or the
number of followers), which are easily available via the insights on Instagram, are
mostly used by influencers themselves and companies. The study analyzed what value
these metrics actually have for influencer marketing and whether they are a suitable
proxy for content quality. Using an online survey of marketing professionals, combined
with secondary data on Instagram’s influencer marketing campaigns, it turns out that
professionals generally consider an influencer’s reach and the number of interactions to
be the key performance indicators. In contrast, when professionals are faced with a
compromise between multiple metrics, they rely largely on the mood of user com-
ments. A regression analysis was then conducted, showing that only mood metrics
were positively associated with professional content evaluation [15].

Wnent examined the impact of the advertising style of a weight loss and fitness
product on the credibility of the message, product placement and purchase intent. In an
online survey with 256 participants, no significant effects of the type of advertising on
message credibility, product placement and purchase intent were found. It turned out
that the attractiveness that is the wording of the text influenced the product attitude and
purchase intent. For rational text calls, participants showed higher interest and positive
product attitude and a higher purchase intent compared to emotional text calls. The
Instagram investment had a significant impact on the purchase intent. The higher the
usage of Instagram users, the higher the purchase intent. Regarding text applications, it
shows that a rational textual stimulus affects product stewardship and purchase intent
more effectively than an emotional appeal [16].

Dorsch analyzed how Instagram users tag their images with respect to different
types of image and hashtag categories. A comparison was made between the content
categories Food, Pets, Selfies, Friends, Activity, Art, Fashion, Quotes (captions),
Landscape and Architecture as well as Content-relatedness (ofness, aboutness and
iconology), Emotiveness, Isness, Performativeness, Fakeness, “Insta”-Tags and Sen-
tences. It was found that on average 15 hashtags are used per image. The categories
Selfie and Friends received the lowest average values and the categories Pet, Fashion
and Landscape the highest. In addition, 60.20% of all hashtags were categorized
as content related. Categories Emotionality and Sentences were used less frequently.
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A v2 test of independence showed that there was a statistically significant correlation
between hashtag categories and image categories on Instagram [17].

Vassallo, Kelly, Zhang, Wang, Young and Freeman examined the frequency of
images and videos published on Instagram by the most popular, energy-intensive, low-
nutrient food and beverage brands, as well as the marketing strategies used in these
images, including all health claims. It turned out that each brand used 6 to 11 different
marketing strategies in their Instagram account, but often focused on a common theme
such as athletics or related consumers. There was a high level of brand-building,
although not necessarily product information on all accounts, but very little health
claims. It was found that brands use social media platforms such as Instagram to market
their products to a growing number of consumers by using a high frequency of targeted
and curated posts that manipulate consumer emotions. The researchers criticized the
public health institutions, which should collaborate with new media platforms and
develop convincing social countermeasures [18].

The study by Evans, Phua, Lim, and Ju examined the impact of the disclosure
language (control/no disclosure, “SP”, “sponsored” and “paid ad”) of product place-
ment by influencers on ad detection, branding, purchase intent and sharing intent a
sample of 237 students. It turned out that the “paid ad” mark positively influenced ad
recognition. Results also showed that the presence of a declaration, regardless of the
variation in language, produced more advertising compared to no disclosure. It was
significant that users of Instagram postings with disclosure, underlie a negative impact
on the intention of dissemination. The study confirmed that disclosures using clear
language have a positive impact on advertising recognition and disclosure memory,
which in turn can negatively impact attitudes and behavioral intention [19].

Uzunoğlu and Kip explored the role of bloggers in brand communication and how
brands interact with bloggers from the perspective of two-stage flow theory. The results
indicated that the blogger is the key to transmitting a message to a specific audience in
the digital form of two-step flow theory, but readers and followers are at least as
important as they have the ability to relay messages on their own network, what
promotes word-of-mouth propaganda, which influencer marketing refers to [20].

Lee and Watkins investigated how video blogs (vlogs) affect consumer perception
of luxury brands. The study found that the perception of luxury brands was signifi-
cantly increased after Vlog’s reputation and increases in parasocial interaction with
vloggers were moderated. It emerged that the perceptions and purchase intentions of
luxury brands were higher than those for experimental groups that saw vlogs reviewing
luxury products Control group who had not seen those vlogs [21].

2.4 Research Questions

As related researches have shown, research in influencer marketing and tagging
behavior on Instagram is quite advanced. However, research into product placement of
micro and macro influencers has not yet been done, but it is an essential aspect of
influencer marketing on Instagram. This study is now aimed at closing this research
gap. The purpose of this examination is to investigate, which products are promoted via
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influencer marketing and how these products are promoted. It also wants to analyze
how influencer marketing is done using different types of influencers. For this purpose,
product placements of micro influencers and macro influencers were considered. The
main research questions are:

RQ1: Which industries promote their products through influencer marketing?
RQ2: How much product placement takes place in the comparison of micro and
macro influencers?
RQ3: Which hashtag categories are used to promote products?
RQ4: Which tag and mention categories are used for product placement?

The following Sect. 3 explains the methodology of the applied qualitative content
analysis. Therefore, it focuses on the selected macro and micro influencers, the study
period, the subject of the evaluation and the explanation of the codebook. Section 4
presents the results of the content analysis related to the research questions. Section 5
discusses the results, explains limitations and gives an outlook with further possible
research on influencer marketing on Instagram.

3 Methods

For this investigation, product placements of German micro and macro influences on
Instagram were examined with the help of content analysis [22]. The analysis included
the tagging behavior of Instagram users, as well as the used hashtags, tags and men-
tions of product placements.

In order to investigate enough hashtags and several holiday periods at the same
time, a period of 6 months was defined. The exact period was therefore set from 1
November 2017 to 31 April 2018.

3.1 Selection of Influencers

Solely micro and macro influencers in Germany were considered, as nano influencers
usually have a small range and thereby hardly advertise any products. On the other
hand, mega influencers were disregarded, since they were already working in the
classic testimonial and thus already dispose to a particular influence on people, which
they do not have to develop through high commitment [3].

To select suitable influencers, a website was consulted that tracks different types of
influencers. The website indahash.com1 was chosen, as it filters actual German influ-
encers with different ranges and engagement rates. On 27 June 2018, the five biggest
and most successful German micro and macro influencers were selected for investi-
gation. The selected influencers are presented in Table 1.

1 www.indahash.com.
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3.2 The Subject of the Investigation

The performed content analysis collected data along with categories in image, title and
description level and recorded in a master sheet. The investigation’s key subjects were
contributions of macro and micro influencers with product placements in the form of
pictures and videos. Figure 1 shows the investigation levels using an example, which
will be explained in the following.

Table 1. The selected influencers.

Influencer Influencer type Follower number Niche

Artgallery.ab Micro influencer 99.8 thousand [23] Lifestyle
Byashrafb Micro influencer 99.7 thousand [24] Photography
Aladiia Micro influencer 99.1 thousand [25] Photography
Kuhrmarvin Micro influencer 98.7 thousand [26] Photography
Llynnllaura Micro influencer 98.3 thousand [27] Lifestyle, beauty & fashion
Alvarosolermusic Macro influencer 989 thousand [28] Lifestyle & music
Enyadres Macro influencer 974 thousand [29] Lifestyle
Debiflue Macro influencer 968 thousand [30] Lifestyle, beauty & fashion
Bettytaube Macro influencer 951 thousand [31] Lifestyle & fashion
Culturewithcoco Macro influencer 922 thousand [32] Lifestyle, beauty & fashion

Fig. 1. An exemplary representation of the investigation levels [33]. (Color figure online)
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The title coding (green frame) and description level (black frame) was intended to
ignore contributions that are not subject of research interest due to their irrelevance.
Reference was made to contributions with the hashtags #advertisement, #advertise,
#ad, #werbung (#advertisement), #sponsored or the title-labelling “Bezahlte Partner-
schaft mit xxx” (“Paid affiliation with xxx”) or the word Werbung (advertisement).
Contributions from January 2018 that only contained #anzeige (#advertising), or the
word Anzeige (Advertising) were not considered as since the case of Vreni Frost, many
influencers use #anzeige (#advertising) or Anzeige (advertising) in postings with brand
recognition, brand linkage or profile linking of self-acquired products. Vreni Frost was
convicted of secret advertising for omission. She posted a picture of self-generated
products and tagged the company in the picture [34].

At the description level, in addition to the advertised product and the resulting
industry, data from the mentions (1) were also collected. It was analyzed which profiles
are linked in case of a mention and which kind of profiles they represent (for example,
distributor or photographer). On which content categories were formed. Besides, data
from the hashtags (2)was obtained at the description level. The hashtagswere added to the
master sheet, the total number of hashtags was noted, followed by the creation of content
categories. At the image level (blue frame), the tags respectively image markers (3) to
which other profiles in the image are linked were analyzed. All visible tags were added to
the master sheet and the tags were used to create categories that reflect the content.

3.3 Codebook

Based on the illustrated schema in Sect. 3.2, a codebook was created with a total of 31
content hashtags, ten content tags, as well as six content mention categories and 14
industries, containing all the detailed definitions of the categories, all coding instruc-
tions and examples. The creation and structure of the codebook is based on Brosius,
Koschel and Haas [35].

To verify the reliability and validity of the codebook, a second encoder was used
that encoded a sample according to the instructions of the codebook. During the
defined period, the sample included contributions from the micro influencers art-
gallery.ab and llynnllaura as well as the macro-influencers debiflue and culturewith-
coco. The intercoder reliability was measured to ensure consistency between the
codings. The Reliability Coefficient was 0.87. Therefore the measurement instrument
used can be considered as reliable [35]. In assessing validity, the factors selectivity,
one-dimensionality, completeness and frequency of categories as well as variables in a
conversation with the coding partner were examined, discussed and adjusted if nec-
essary. The integrity and redundancy led to marginal changes as well as to definitions
and understandability adjustments. Several categories have been summarized, simpli-
fying coding. To extend and visualize the coding instruction, some sample contribu-
tions have been added. The evaluation was performed manually with the help of
Microsoft Excel. The following Sect. 4 presents the results based on the codebook-
instructed master sheet.
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4 Results

During this study, a total of 1,086 contributions are examined. As a result, 234 con-
tributions contain product placement. The total advertising share accounts for 22%
(n = 1086). The following paragraph presents the outcome of this study following the
four research questions.

RQ1: Which industries promote their products through influencer marketing?
The accessories, fitness, beauty and clothing industries are among the most widely
marketed influencer types. Surprisingly, banks, telecommunications companies, tech-
nology companies and tourism companies also use influencer marketing to advertise
their products and services. The advertised industries are listed in Table 2.

Table 2. The various industries promoted by micro and macro influencers.

Industry Description Product
example

Accessory Industries that market jewelry and fashion accessories Watch
bag
sunglasses

Automobile Industries that market automobile vehicles Car
motorcycle

Bank Industries that market credits, credit cards and bank
accounts

Mastercard
Biro bank
account

Beauty Industries that market beauty and cosmetic products Lip injection
Liquid lip
colour

Fashion Industries that market fashion clothes Lace top
Hoodie

Fitness Industries that market weight loss, fitness and sport
products

Whey
protein
Waist
cincher

Food Industries that market food-processing Tea
Beer

Health Industries that market medicaments, nutritional
supplements and medical accessories

Healing
ointment
Braces

Interior Industries that market products around the house and
interior design

Scented
candles
Pillowcase

Layette Industries that markets baby and toddler care products Stroller
Technology Industries that market techno gadgets Camera

Power bank

(continued)
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Out of the products promoted by the micro influencers, 20% belong to the cos-
metics and beauty industry. 18 fitness products account for 18% of the promoted
products and 17 products for the accessories industry.

The highest number of products advertised by macro influencers during the survey
period are 51 placements out of the fashion industry, accounting for 38% of the
advertised products. Followed by the accessory industry with 28 products (18%) and
beauty industry with 24 products and thus 21% of the advertised products. In contrast
to micro influencers, no fitness and interior products are marketed by macro influencers
as shown in Fig. 2.

Table 2. (continued)

Industry Description Product
example

Telecommunication Industries that market products for telecommunication Mobile
contract
Social pass

Leisure Industries that offer different attractions for leisure time Amusement
park
Shopping
mall

Tourism Industries that market travel destinations, resorts and
hotels

Resort &
Spa
Desertsafari
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Fig. 2. Percentages of product placements per industry (n = 236).
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RQ2: How much product placement takes place in the comparison of micro and
macro influencers?
During this investigation, macro influencers share an average of 27 postings with
product placements and micro influencers an average of 20. More products are pro-
moted by macro influencers (135) than by micro influencers (101). The fashion
industry, which includes both high-end and low-budget companies from domestic and
foreign countries, tends to use macro influencers with their high number of ranges to
advertise 71% of the investigated fashion products.

RQ3: Which hashtag categories are used to promote the products?
A total of 1,122 hashtags are examined during the study period and assigned to 31
content categories on the base of the data collected. For a more concise presentation,
the ten most frequently used hashtag categories are consulted, illustrated in Error!
Reference source not found.

Out of the 784 top 10 hashtags used, 150 hashtags belong to the Slogan category,
which is by far the most used category. Followed by the categories Fashion, Company
and Brand, which are used 85 times on average (Table 3).

Table 3. The 10 most commonly used hashtag categories for influencer marketing.

Category Description Example

Brand Hashtags representing brand names of advertised
products

#cluse

Company Hashtags containing the name of the company #nakdfashion
Description Hashtags that serve a closer description of a product or

represent sale actions
#madeingermany

Environment Hashtags which describe the visuals of the posting or
hashtags which gives information about a planet

#sunset

Fashion Hashtags representing fashion, clothing and outfits #lookoftheday
Fitness Hashtags representing the fitness lifestyle, health and

sport
#fitnessmotivation

Lifestyle Hashtags representing motto of life, concluding
regarding the day, hobbies, work, greeting
paraphrases, advices and attitude towards life

#foryou
#mademyday

Product Hashtags giving more information about the advertised
product

#nikond7500

Sentiment Hashtags that convey feelings #blacklover
Slogan Hashtags that represent slogans for special

memorability
#alleJahreLila

Product Placements by Micro and Macro Influencers on Instagram 261



The most commonly used hashtag categories by macro influencers are Slogan
hashtags (28%), followed by Product hashtags (16%) and Brand hashtags that are used
42 times. The Lifestyle (3%) and Fitness categories (3%) are those with the least
hashtags.

On the other hand, the most hashtags used by micro influencers are the Fashion
category with a utilization of 15% in postings with product placements. Followed by
the Fitness category with a percentage of 14% and the Slogan category with 13%. The
lowest number of hashtags out of the top 10 hashtag categories of micro influencers is
represented by Environment hashtags (4%) and Product hashtags (3%) (see Fig. 3).
Micro influencers use 20% more hashtags than macro influencers in the study.

RQ4: Which tag and mention categories are used for product placement?
A total of 506 tags are reviewed, including 352 macro influencer tags and 154 micro
influencer tags. Most tags with a number of 198 belong to the category Company.
Followed by the category Influencer, that are tagged 101 times and the category
Photographer, which are utilized 54 times. The categories Distributor, Company
location, Company’s product feed and Company specification are also frequently used.
The tag categories used for product placements are presented in Table 4.
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Fig. 3. Percentages of the top 10 hashtag categories of influencer marketing (n = 784).
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The most substantial proportion of micro influencer tags belong to the categories
Company, Company location and Company of clothes. Company with 83 tags has the
largest share of micro influencer tags 54%. Followed by the categories Company
Location with a percentage of 14% and Company of clothes with a 14% share.

As well as with micro influencers, it is found that macro influencers tag the cate-
gory Company with 33% tags the most in the picture, followed by themselves or other
influencers (Category: Influencer) with 28% and with 15% the photographer or the
person who took the picture (Category: Photographer).

A total of 289 mentions are evaluated for the study and assigned to the hence resulted
categories of Table 5. 199 of the mentions examined belong to the Company category,
making this the most frequently used mention category. Followed by the category
Company location with 42 mentions and the category Photographer with 18 mentions.

Table 4. The tag categories used for product placements by micro and macro influencers.

Category Description Example

Blog Profile tags of Instagram repost profiles or
blogging profiles

blondesandtravel

Company Profile tags of the company of the product asambeauty
Company
location

Profile tags of the company with explicit
naming of the country of distribution

nikondeutschland

Company of
clothes

Profile tags of the clothes’ company or
accessory’s company

Tommyhilfiger
Socosi_jewelry

Company
specification

Tags that represent a specific area of the
company

lorealhair

Company’s
product feed

Tags of the company’s product profile loreal_professionnel_products

Distributor Profile tags of the distributor of a product zalando
Influencer Profile tags of the influencer himself,

another influencer, friends, hair/makeup-
artists or models

debiflue

Location Profile tags of locations or buildings balanceflensburg
Photographer Profile tags of the photographer who took

the contribution
keevsch

Table 5. The mention categories used for product placements by micro and macro influencers.

Category Description Example

Company Mentions of the company of the product foodspring
Company
location

Mentions of the company with explicit naming of
the country of distribution

smashboxgermany

Company
specification

Mentions of the company by naming the specific
area of the company

lorealhair

Distributor Mentions of the distributor of the product amazonprimenow
Influencer Mentions of another influencer or a friend marinathemoss
Photographer Mentions of the photographer or the photography

technology
ernstaugustgalerie
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The examined mentions by macro influencers belong to the category Company,
which accounts for 64% and therefore the majority of mentions. Followed by the
category Company location, which is used 27 times and represents a percentage of 15%.
The Photographer category is the third most used category with 10% and thus 17 uses.

One hundred fifteen of the examined mentions by micro influencers belong to the
category Company. The percentage of the category Company is 76% and correspond to
a use of the category of 87 times. The category Company location is used 27 times and
represents 13%. The third place is occupied by the category Company specification
with a percentage of merely 4% and a usage of 4 times which accounts for 64% and
therefore the majority of mentions.

5 Discussion

This research study examined Instagram contributions with product placements of
macro and micro influencers over a period of six months. As already mentioned in the
state of research, influencer marketing has already been investigated. This study is the
first to focus on product placement and tagging behavior of different types of influ-
encers on Instagram. The research model includes the extraction of the advertised
industries, hashtags, tags and mentions, whereby content categories were developed
from the qualitative content analysis. This research shows that despite the product
placement labelling policy, a high level of influencer marketing is still performed on
Instagram. This is particularly evident in the accessories industry, where 19% of
advertised products belonged to the accessories industry. This confirms that accessories
companies such as Cluse2 and Daniel Wellington3, who are not represented in popular
testimonials, are using mainly influencer marketing to build brands and spread
advertisement [36]. It turns out that micro influencers are mainly used by the fitness
industry to market products, as opposed to macro influencers, which do not advertise
fitness products. In addition to large companies such as L’Oréal4, which advertise their
products in the study using only macro influencers, unknown and medium-sized
companies such as Asambeauty5 and Calu6, also use micro and macro influencers to
market their products. The role model function of the pretty girl or boy next door
enables cosmetics companies to appeal to a particularly younger audience. Larger
companies probably tend to use macro influencers, as they already have a broad reach
and the viral effect is stronger than micro influencers. Also, worth mentioning is the
plastic surgery industry, which uses macro influencers to promote services such as lip
injections. This could lead to the spread of false ideals of beauty, which opinion leaders
should pay attention to, especially as they are regarded as role models.

2 www.cluse.com.
3 www.danielwellington.com.
4 www.loreal.de.
5 www.asambeauty.com.
6 www.calu.de.
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Among the average 4 hashtags used by macro influencers per product placement,
slogan hashtags such as #FallforCluse, product hashtags that represent and describe the
product or product model and brand hashtags such as #Nakd are the most common.
Micro influencers, who use an average of 6 hashtags, as well as macro influencers often
use slogan hashtags, frequently supported product placements with fitness hashtags
such as #strongwoman and fashion hashtags such as #Fashionista. It turns out that
most hashtags are product-related or even company or brand related. Presumably, the
slogan hashtags are given by the companies. Furthermore, it turned out that micro
influencers used more image-related hashtags, such as #sunset of the Environment
category.

Tags are links of profiles in the image plane, which are used by both influencer
types in 99% of the analyzed product placements On average, micro influencers use 1
to 2 tags per product placement and macro influencers used 3 to 4 tags. It is shown that
the identification in the image plane differs between company tags that refer to the
product (for example, category Company) and company tags that refer to internal
objects or persons (for example, category Company of clothing). The companies have
different locations all over the world, different sales partners or specific profiles, which
are also marked in the image layer to draw attention to these profiles. Other tag
categories not related to the product but sharing information about the image, such as
category Location, are also used. Tags are used to draw attention to repost sites that
usually have a large number of followers and to increase their reach in a repost. The
photographer’s tag, especially in the product placements of the macro influencers,
shows on the one hand that professional photographers are used for appealing Insta-
gram images and on the other hand it confirms that more and more value is placed on
the aesthetics of the images and that advertising is therefore not perceived as such by
users [11]. It is also noteworthy that macro influencers often tag blog profiles, repost
images and are seen as an inspiration by users. Micro influencers are tagging the
companies of the clothes and accessories they wear that have no relation to the
advertised product. Macro influencers do not use this category at all for product
placements. The tagging behavior in the image thus confirms that Instagram mainly
focuses on images, as 99% of the product placements examined were represented in the
form of images [37]. Only one product placement of micro and macro influencers are
advertised in videos where tagging is currently not possible.

Mentions are links to other Instagram profiles via the @ symbol in the description
box, which also represent research objects. 174 mentions of macro influencer and 115
mentions of micro influencer are also research objects. On average, both types of
influencer use one mention per product placement. Only 6 products without mention
are advertised. The analysis of the mentions finds that the company (category: Com-
pany) and the company with location (category: Company location) are mentioned
most frequently. Further mentions are from the categories Photographer, Influencer,
Distributor and Company Specification, which are linked in the description level. The
analysis of mentions also shows that there is a distinction between product and
company-related mentions (for example, @lorealhair) and image and location-related
mentions (for example, @balanceflensburg). This reveals that micro influencers use
more image-related mentions than macro influencers, who presumably only use the
specified mentions from the advertised companies.
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Since electronic access to Instagram data was difficult at the time of the study, the
data was collected manually, so the generalizability of these results is subject to the
following limitations. Only micro and macro influencers are investigated. Besides those
two types of Instagram, there are also nano and mega influencers concerning the
number of followers, which could be considered in future research. In addition, the
paper does not deal with the parasocial relationships that micro influencers, in par-
ticular, establish with their followers. However, there are certain relationships between
product placements and the parasocial relationships that could be analyzed. Also, a
period of 6 months has been established. It would be interesting to study for a more
extended period or a whole year. In addition, there was no code training, which would
have been significant given the number of categories.
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Abstract. In the context of consumers’ advertising digital literacy, this research
examines the impact of brand-consumer social media conversations. Based on
Goffman’s ‘face-work’ as a theoretical lens, we investigate to which extent
consumers can feel like brands show human traits when they interact with
consumers on social media. Taking into account online communication’s mul-
tiple audience dilemma, we analyze how brand attachment influences the effect
of brands’ interaction strategies on consumers’ attitude. Using an experimental
method, we find that appreciative expressions from the brand have a positive
effect on brand anthropomorphism when consumers are not attached to the
brand. In contrast, appreciation does not show such an effect when consumers
are attached to the brand. Therefore, this research contributes to the brand-
consumer interactions and brand anthropomorphism literature and suggests that
managers could segment their online conversation platforms depending on the
kind of consumer brand relationships.

Keywords: Anthropomorphism � Brand attachment �
Brand-consumer interactions � Conversation � Face-work � Social media

1 Introduction

Since the emergence of relationship marketing, practitioners have been trying to create
strong ties between brands and consumers. Indeed, consumers develop feelings towards
brands that are similar to those they have towards humans (Fournier and Alvarez 2012).
To bring their brand closer to consumers, practitioners develop their brand’s presence
on social media sites such as Facebook or Twitter. Nowadays, consumers interact with
brands on a wide range of online platforms (Hamilton et al. 2016). Online brand-
consumer interactions have a positive impact on consumers attitudes (Hudson et al.
2015) and behaviors (Kumar et al. 2016). However, research generally considers this
interaction as a whole, without being specific about the different kinds of interactions.

Conversation, a particular form of interaction, has emerged over the last few years
as a trending topic in the marketing field (Berthelot-Guiet 2011; De Montety and
Patrin-Leclère 2011). We define ‘brand conversation’ as a series of public online
messages exchanged between several individuals, at least one of them being a brand
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representative (Andriuzzi 2017). These conversations can be initiated by brands, e.g.,
when brands post a message on their Facebook page, or initiated by consumers, e.g.,
when they complain about a brand’s products or services on Twitter.

Only a few authors are beginning to study these conversations. For example, within
the recent ‘webcare’ research field, researchers have been discussing the circumstances
in which brands should respond to consumers’ comments (e.g., Van Noort and
Willemsen 2012), adopting a reactive point of view on interaction. Although the issue
of effectively managing consumer complaints is crucial, it seems important to study
brand conversations initiated by brands, as well as those initiated by consumers.

Another problem for brand managers is that only a minority of consumers react to
brand messages on social media (Campbell et al. 2014). As social media budgets are
dramatically increasing, it could be disappointing for marketers to think that they are
addressing only a small part of consumers. However, existing research helps to put this
situation into perspective by showing that the online audience is made of both posters
who participate in conversations and lurkers who simply observe them (Schlosser 2005).
It is therefore necessary to understand to what extent these conversations have an impact
on both types of web users. In addition, by using new advertising tools offered by social
media sites such as Facebook and Twitter, brands can push their posts to a wider
audience, beyond their regular followers. Since these messages can be modified by
consumers’ comments, brand-consumer interactions have a significant potential impact.
With this in mind, this research addresses two main themes: the lack of knowledge about
conversations initiated by brands, as well as the lack of knowledge about their effect on
lurkers.

Using an experimental method, we test the impact of brand-consumer conversa-
tions on consumers who just look at these interactions on social media. As lurking
consumers can have different experiences with tested brands, we study the potential
moderating effect of brand attachment on the relationship between conversational
strategies and consumers’ perceptions. Using Goffman’s face-work (1955) as a theo-
retical lens, we find that consumers with high attachment do not react to a brand
showing appreciation to other consumers. Conversely, we find that consumers with low
attachment feel like the brand is more human when the brand does show appreciation to
others.

2 Conceptual Development

2.1 Face-Work Theory

Verbal and unscripted interactions between brands and consumers typically involve a
human brand spokesperson, e.g., a community manager (Griffiths and Mclean 2015).
Therefore, in order to study brand conversation, wemobilize a theoretical framework that
usually applies to interactions between individuals: face-work. Sociology and linguistics-
rooted, face-work theory was developed by Goffman (1955, 1967) before being extended
by Brown and Levinson (1987) and others like Kerbrat-Orecchioni (2005). Face-work
explains how individuals behave when they meet others by assuming that, during an
interaction, each of the participants are committed to carrying out two simultaneous and
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continuous actions: maintaining their own face while ensuring other participants do not
lose face (Goffman 1955). To achieve this dual mission, they use a number of strategies
aimed at avoiding or minimizing face-threatening acts (FTAs; Goffman 1973), as well as
producing face-flattering acts (FFAs; Kerbrat-Orecchioni 2007).

According to face-work theory, any interaction potentially threatens people’s desire
for freedom and autonomy (Brown and Levinson 1987). For instance, in an online
context, encouraging people to participate in the conversation by asking for their
opinions or making suggestions, or even just simply addressing them, could be con-
sidered an FTA. To counteract the potential negative impact of social media posting, and
thus improve the perception of Internet users, face-work theory suggests speakers could
try to minimize their FTA, for example by being indirect (e.g., “one could do…” instead
of “you should do”). To counteract FTAs’ negative effects, one could also enhance
consumers’ face by producing FFAs. An FFA can consist of flattering people, paying
respect to them or more generally by producing appreciative expressions (Brown and
Levinson 1987; Kerbrat-Orecchioni 2007). In an online marketing context, brands could
be considered as producing FFAs when showing consideration or appreciation to
consumers, while responding to their questions or comments on social media.

2.2 Appreciative Expressions Impact on Brand Humanization

Even if a very scarce amount of marketing research taps into face-work as a theoretical
framework, FFAs have already shown a positive effect on consumers within previous
works. For example, when a firm rejects consumers’ ideas, consumers feel less face-
threatened when the firm uses face enhancement at the same time (Fombelle et al. 2016).
Such face enhancement could include recognizing consumers’ past-submitted ideas,
including consumers within a community or apologizing. Furthermore, as FFAs are
more efficient when produced publicly compared to privately (ibid.), we could suggest
that face-work strategies have an impact on consumers when produced on public social
media sites such as Facebook or Twitter.

When developing such face-work strategies, one could say that brands conform to
human conversational norms as face-work is considered as an invariant of human
communication (Brown and Levinson 1987). Indeed, brands tend to mimic human-to-
human communications on social media, instead of just adopting an “advertising”
posture. Brands and their agents rely on a wide range of rhetoric tactics in online posts
such as using personal pronouns (see Packard et al. 2018), second-person pronouns
when addressing consumers (see Cruz et al. 2017) or using a familiar language (see
Gretry et al. 2017). In addition, as consumers can interpret social cues online, brands
use nonverbal communications such as emoticons, a technique that can provide con-
sumers with a feeling of warmth towards brands (Li et al. 2018). Therefore, one could
think that mimicking human interactions norms, such as adopting face-work strategies,
drives consumers to feel that brands have human characteristics.

The consumers’ propensity to attribute human characteristics to inanimate objects,
i.e., anthropomorphism, is an important concept in marketing. Indeed, it is considered
to be the pillar of the existence of brand-consumer relationships, a foundation for
profitable consumer’s attitudes and behaviors (Aaker and Fournier 1995). Even if
anthropomorphism is an individual psychological characteristic (Epley et al. 2007),
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brands’ strategies can have an impact on the way consumers attribute more or less
human traits to them (MacInnis and Folkes 2017). The adoption of human language in
interaction, a human characteristic if any, could lead to such outcomes. Thus, as the
production of face-flattering acts during a conversation is supposed to generate a
positive attitude towards the speaker, we make the following hypothesis:

H1: Brands are perceived as more human when they use appreciative expressions,
compared to when they do not use them.

2.3 Moderating Role of Consumer’s Brand Attachment

Although face-work theory predicts a positive effect of appreciative expressions,
research shows that practitioners should be careful not to go too far when interacting
with consumers online. For instance, a brand that warmly thanks consumers for their
positive contributions is not always well received: consumers may think that the brand
is trying to manipulate them by using flattery (Wang and Chaudhry 2018). Such results
contrast with face-work theory, where positive comments should rather lead to positive
outcomes. Yet, the body of work from Brown and Levinson (1987) shows a potential
explanation: when in a close relationship, people do not need sophisticated face-work
strategies for their interactions to be successful. For example, an interaction between
old friends would be more likely be made of “bald on record” speech acts rather that to
contain sophisticated FTA mitigation or FFA production. In other words, the type of
existing relationship between speakers moderates the relationship between face-work
and its outcomes.

As we know that the relations between brands and consumers sometimes imitate
person-to-person relationships (Fournier and Alvarez 2012), one could think that
brand-consumer relationships could have an impact on the brand’s face-work per-
ception by consumers. As brand attachment is a good way to evaluate the strengths of
brand-consumer relationships (Whan Park et al. 2010), one could think that appreci-
ation from the brand would be more or less well perceived depending on the degree of
brand attachment. Indeed, as they are already close to the brand, attached consumers
probably do not need the brand to “over-emphasize” the relationship.

Psychology research supports the existence of different perceptions depending on
the context: people usually like better those who flatter them rather than those who
flatter others (Vonk 2002). This occurs because, on the one hand, most people have
positive self-esteem and therefore are likely to think their ingratiator is sincere. On the
other hand, observers lack information on the target of ingratiation and therefore could
question the ingratiated judgement. Moreover, ego considerations would lead people to
think that they deserve to be appreciated more than others:

“Being motivated to assume, as most people are, that they are better than others, observers
may be reluctant to uncritically accept lavish praise about another participant who just hap-
pened to be there at the same time” (Vonk 2002, p. 525).

For similar reasons, in a marketing context, consumers may prefer to be flattered
rather than to see strangers being flattered. In addition, because of their emotional bond
to the brand, attached consumers would negatively over-react to brand appreciation
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targeting others. Indeed, attached consumers would likely claim to be the subject of
brand appreciation, as they would think that they deserve it more than unknown con-
sumers would. Conversely, unattached consumer should not wait for specific treatment
from the brand and therefore not react as negatively to brand flattery addressed to others.
In contrary, as they do not have specific expectation from the brand, unattached con-
sumers may be pleasantly surprised to see that the brand respects the rules of inter-
personal communication by paying attention to others. Indeed, a surprise effect can play
a positive role in brand evaluation (Schamari and Schaefers 2015). For all these reasons,
we formulate a second hypothesis:

H2: When consumers are attached to the brand, the use of appreciative expressions
addressed to others influences brand anthropomorphism less than when consumers
are not attached to the brand.

3 Method

To test the causal relationship between brand interaction strategies and consumers’
attitudes, we ran an experimental design. We tested the impact of a face-work lever
(i.e., appreciative expressions) on consumers’ attitude by measuring to what extent they
see the brand as imbued with human characteristics (i.e., on perceived anthropomor-
phism) in the context of high or low brand attachment. Thus, we conducted a 2
(appreciation: yes/no) � 2 (brand attachment: high/low) between-subjects experiment.

3.1 Participants and Procedure

One hundred and eighty-eight participants (mean age = 36.60, SD = 11.77; 50%
female) living in France were recruited and received monetary compensation. Partic-
ipants belong to a consumer panel managed by an online research firm. They were
screened by attesting they were holding a Facebook account.

Participants were randomly assigned to the different experimental cells. They
received an email with a link to a self-assessed survey where they were asked questions
about a car brand (n = 97) or about a coffee brand (n = 91). After these preliminary
questions, we asked participants to imagine they were browsing their Facebook
newsfeed and we exposed them to a screenshot of a fictitious brand-consumer con-
versation on Facebook, designed by us. Chosen brands are well known in France, thus
the Facebook brand-consumer interaction stimuli could be seen as credible by partic-
ipants. Finally, we asked them to answer questions about this conversation and again
about the car or the coffee brand. Among other variables (see below), we chose brand
personification as a control variable, as personification can have an impact on perceived
anthropomorphism (Cohen 2014; MacInnis and Folkes 2017). Therefore, we designed
four stimuli by combining two modalities of appreciation (yes/no) and of brand per-
sonification (yes/no).
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3.2 Appreciation and Brand Attachment Manipulation

Appreciation was manipulated by including appreciative expressions to the brands’
posts and answers in the conversations (e.g., “What a nice question, thank you again!”;
appreciation = yes) or not including them (appreciation = no). Second, we created ex-
post groups of consumers based of their brand attachment (M = 4.56). We ended with a
group of weakly attached consumers (n = 88, Attachment < 4.56) and a group of
strongly attached consumers (n = 99, Attachment > 4.56).

3.3 Measures

Asmanipulation checks, participants answered four items using seven-point Likert scales
indicating to which extent they found the brand used appreciative expressions (e.g.,
“[Brand] cast people in a good light”, “[Brand]make people look good”;a = .92; adapted
from Kerssen-Griep et al. 2008). As for brand attachment, we used the measure by
Lacoeuilhe (2000) as cited and adapted by Gouteron (2011). Participants answered five
seven-point Likert scales (e.g., “I have a lot of affection for [Brand]”, “I feel connected to
[Brand]”; a = .95). Finally, consumers indicated to which extent they anthropomor-
phized the brand by answering six seven-point semantic differential scales (e.g.,
“conscious/unconscious”, “artificial/natural”; a = .89; adapted fromHudson et al. 2015).

3.4 Control Variables

As face-work theory predicts that incentive expression (e.g., “Tell us what you think!”)
can have an impact on consumer’s perception, we controlled incitation. Thus, we chose
a non-incitation condition by only showing participants conversation without explicit
incentive expressions as we thought it would be more neutral. To measure incitation
level perception, we asked participants to answer three seven-point Likert scales,
indicating to which extent they found the brand used incentive expressions (e.g.,
“[Brand] incites people to answer questions”, [Brand] pushes people to give their
opinion”; a = .85). We also controlled the conversation topic by only showing con-
versations that were related to the brand’s core product (a new coffee format launched
by the coffee brand; a new electric car launched by the car brand). To check their
understanding of the conversations’ topics, we asked participants if they thought the
conversation was about the brand’s products. Finally, we manipulated brand personi-
fication by exposing participants to conversations where the brand was posting from a
generic branded account (i.e., identified by the brand’s name and logo) or from a
dedicated employee account (“Stéphanie – [brand’s name] client service” plus the
picture of a young woman). To check brand personification manipulation, we asked
participants if they thought the brand was represented by its logo or by the picture of an
employee. To control brand personification as well as the brand itself, we included
them as covariates in data analysis (see below).
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4 Results

4.1 Manipulation Check

A one-factor ANOVA revealed a significant effect of appreciation (yes/no) on per-
ceived appreciation (F (1, 186) = 6.01, p < .05). Participants in the appreciation con-
dition found that appreciation was higher (M = 5.53, SD = 0.94, n = 94) than
participants in the no-appreciation condition (M = 5.19, SD = 0.98, n = 94). More-
over, we found a significant difference in brand attachment between our groups of high
and low attached consumers (p < .001). Consumers in high attachment condition
scored higher in attachment (M = 5.65) than consumers in low attachment (M = 3.35).
Therefore, we considered our manipulations were successful. As for control variables,
first, participants judged the brand’s incentive level low, as expected (M_per-
ceived_incitation = 3.62). A one-factor ANOVA showed that differences of perceived
incitation within cells were non-significant (F (3, 184) = 1.72, p = .165). Therefore,
incitation was controlled at a weak level. Second, as for the conversation topic, all
participants found that the conversation was about a product sold by the brand
(n = 188). Finally, as for brand personification, all participants in the “logo” condition
(n = 89) said they thought the brand was represented by its logo, where all participants
in the “employee” condition (n = 99) said they thought the brand was represented by
an employee.

4.2 Hypotheses Testing

We conducted a two-factor ANCOVA (appreciation: yes/no; brand attachment;
high/low) on anthropomorphism, with brand personification and brand name as covari-
ates (Table 1).

Table 1. Results

Anthropomorphism
Brand attachment Appreciation n M SD

Low No-appreciation 44 4.57 1.11
Appreciation 45 5.15 1.09

High No-appreciation 50 5.71 .92
Appreciation 49 5.49 .97

F p
Treatment Appreciation 1.33 .250

Brand attachment 26.57 .000
Appreciation � brand
attachment

7.19 .008

Covariates Brand .80 .372
Brand personification 2.97 .086
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On the one hand, findings show no direct effect of appreciation on anthropomor-
phism (F (1, 182) = 1.33, p = .250) nor significant effect of covariates - neither from
brands (F (1, 182) = 0.80, p = .372) nor from brand personification (F (1, 182) = 2.97,
p = .086). On the other hand, findings show a direct effect of brand attachment on
anthropomorphism (F (1, 182) = 26.57, p = .000) as well as an interaction effect
between appreciation and attachment on anthropomorphism (F (1, 182) = 7.19,
p = .008). Because of this interaction effect, we can say brand attachment has a
moderating effect on the relation between appreciation and anthropomorphism.

However, a simple effects analysis shows that appreciation has a significant positive
effect on consumers with low brand attachment (F = 7.10, p = .008) but not on con-
sumers with high brand attachment (F = 1.08, p = ns). Consumers who are not par-
ticularly attached to the brand feel like the brand is more human when the brand uses
appreciative expressions (vs. when the brand does not use appreciative expressions),
but appreciation has no effect on consumers who are attached to the brand.

Therefore, we partially validate our first hypothesis: brands are perceived as more
human when they use appreciative expressions, compared to when they do not use
appreciative expression, yet we found a significant effect for weakly attached con-
sumers only. Moreover, we validate our second hypothesis: when consumers are
attached to the brand, the use of appreciative expressions addressed to others influences
brand anthropomorphism less than when consumers are not attached to the brand.
Indeed, we found no influence of appreciation on anthropomorphism when brand
attachment is high, versus a positive influence when brand attachment is low.

5 Discussion and Conclusion

While there is a lot of research on the effects of social media in general, little is known
about the actual interactions taking place between brands and consumers. Using an
experimental method, we identify a causal relationship between brand interaction
strategies and consumers’ attitude. This research contributes to two streams of litera-
ture: brand-consumer interactions and brand anthropomorphism. It also provides
managerial implications in the area of community management.

First, this research shows that face-work theory applies to brand-consumer interac-
tions on social media, revealing the potential impact of face-flattering acts on consumers’
perception in interactive brand communications. Face-flattering acts such as positive
expression or compliments are supposed to respond to one of the fundamental aspirations
of individuals during an interaction: the desire to be accepted (Goffman 1967). Con-
sistent with face-work theory, consumers react positively to the brand’s appreciative
expressions, yet we found this effect only when brand attachment is low.

What’s more, we found a specific manifestation of face-work in a marketing context.
Findings show, in a somehow non-intuitive way, that consumers who are attached to the
brand do not react in a positive way when they see the brand showing appreciation to
others. Do consumers who are strongly attached to the brand develop a form of jealousy
towards other consumers? Research in psychology supports the fact that, because of
their emotional bond to the brand, attached consumers may prefer to be appreciated by
the brand rather than to see the brand showing appreciation to strangers (Vonk 2002).
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Our results could also be examined in the context of advertising literacy.
Consumers who are advertising literate show knowledge, expertise and a critical
viewpoint toward brands’ communications (O’Donohoe and Tynan 1998). Moreover, a
consumer’s level of advertising literacy has an impact on the way they respond to brand
messages (Livingstone and Helsper 2006). Can we therefore say that consumers who
score higher on brand attachment also score higher on advertising digital literacy, at
least toward the object of their attachment? Indeed, advertising literacy can emerge
from cumulative experience with brands’ communications (O’Donohoe and Tynan
1998). Therefore, attached consumers, with greater knowledge and experience of the
brand they favor, could better decode the brand’s social media strategies compared to
non-attached consumers.

Second, this research highlights the impact of interaction strategies on anthropo-
morphism, a tendency for individuals to see humanlike characteristics or feelings in
nonhuman agents (Epley et al. 2007). Anthropomorphism is important for marketing
researchers and practitioners alike as it is the foundation of brand personality (Aaker
1997) and consumer-brand relationships (Fournier and Alvarez 2012). In a literature
review on brand humanization, MacInnis and Folkes (2017) stress that visual, verbal
and rhetorical clues can help to humanize brands. Therefore, we contribute to the brand
anthropomorphism literature by showing that language in interactions can generate
anthropomorphic reactions, as long as the brand conforms to interpersonal interaction
norms. In addition, we contribute to the literature on brand personification (see Cohen
2014), stressing the idea that the use of a human spokesperson does not always have
positive effects (Fleck et al. 2014) and is not sufficient to humanize a brand (Andriuzzi
2016). Indeed, findings show that in brand conversation it is important for the
spokesperson to act as a human by respecting interpersonal communication rules.

As for managerial implications, our research shows that brand representatives, such
as community managers, should carefully adapt their interaction style to the context.
For example, they could segment their conversational platforms depending on whether
they are talking to loyal customers or whether they are talking to new customers or
prospects. These recommendations are important when managing sponsored posts
campaigns where community managers may have to deal with multiple audiences, a
persistent issue in online communications (Schlosser 2005).

In conclusion, this research shows the impact of brand conversation on consumers’
attitudes. Marketers face the constant development of new interactive tools, such as
connected objects or virtual reality devices. In addition, innovation in the field of
artificial intelligence leads to the emergence of increasingly sophisticated automated
conversation assistants such as chatbots. As verbal interactions between brands and
consumers occurs in a growing number of environments, our work encourages new
research on the role of conversation in marketing.
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Abstract. Users learn patterns of thought, activities, and communications by
being in a specific social environment. An application or website interface is the
environment in which the user and the system interact. It makes sense that the
interface should facilitate users to use their own style. The global management
consulting company Mckinsey, developed a framework that categorizes general
actions to encourage particular behavior in electronic commerce. This approach
can be enough as a starting point for the design of a website. Though, we can
note that cultural behavior, emotions and user satisfaction is not discussed in a
broader way. In this study, we present a first approximation of experiments,
which evaluate the importance of McKinsey’s proposal and its relevance in a
Chilean context. 104 customers participated, managing to identify the most
relevant constructs when developing a specific website. The future work, relates
to extend the model of this article by examining whether user satisfaction,
emotions and cultural behavior performs well as a consequence of customer
experience.

Keywords: Electronic commerce � User experience � Human behavior �
User satisfaction � Cultural behavior

1 Introduction

In a world with more online competition, the specialist always looks to enhance the
customers’ experience as a priority. They normally recommend investing in products,
people, and in the service delivery process to put customers first. However, when we
look the customer-satisfaction survey results and other metrics of customer experience,
we got disappointed. We can observe that customer satisfaction metrics, are not
improving with the changes that clients can see each day in the services that they
deliver [1].
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Behavioral scientists tell us that human interactions (and decision making) influ-
ence the considerations such as the sequence in which customers encounter unsatis-
factory and pleasurable experiences. The research undertaken by Nobel laureate Daniel
Kahneman form the foundation upon which the practical principles have been devel-
oped and had a significant impact on how individuals make decisions [2–4]. By
focusing on these principles, companies can design and manage service encounters to
maximize customer satisfaction.

The global management consulting company Mckinsey, developed a framework
that categorizes general actions to encourage particular behavior in electronic com-
merce. This approach can be enough as a starting point for the design of a website.
Though, we can note that cultural behavior, emotions and user satisfaction is not
discussed in a broader way. What is the impact to not embrace these characteristics in
the full proposal? Is one of question that we are looking to analyze in this work.

Bidin et al. [5] mention that the emotions of users are the reason that made many
products successful. If a product, cannot attract visitors, at first sight, it will go out of
business. So, the design guidelines for e-Commerce interfaces no only must achieve
user experience best practices, but also, we must consider how to design to evoke
positive emotions [6].

Regarding the cultural behavior, this influences in how people interact. This is a
premise that is widely discussed and supported in the literature [7]. This interaction,
however, can also be extrapolated to other situations, such as User Interface. Several
studies have emphasized the importance of culture when designing them [8, 9].

This investigation, present results regarding a first research questions: (RQ1) How
important are McKinsey’s recommendations for the final users in a chilean context?
Through various exercises, we try to respond the concerns raised, and leaving specific
future works for the construction for effective interfaces.

This paper is organized as follows: Sect. 2 outlines the basic concepts related to the
present investigation. Section 3 presents the methodologies of the experiments carried
out. Section 4 shows the data analysis and results. Finally, Sect. 5 presents the con-
clusions and future work.

2 Conceptual Foundations

In this section, we describe the central concepts of the study and their adjustment for
the following proposal and experimentation.

2.1 User’s Satisfaction: The ISO Approach

User satisfaction is one of the elements in the quality of interaction in any digital
system. In fact, if the Customer Experience (CX) limits the achievement of the user’s
goals or does not meet their needs, it generates a non-return point that leads the users to
the competition or the search of other alternatives [10, 11]. This situation shows that
user satisfaction becomes the main parameter that defines the success or failure of a
product or service [12].
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The ISO 9126 standard [13] and subsequently ISO/IEC 25010 [14], has a similar
definition: “Degree in which the needs of users are met when a product or system is
used in a context of specific use”. However, the ISO/IEC 25010 standard categorizes
user satisfaction in characteristics: Utility, Trust, Pleasure, Comfort, Motivation, Per-
formance, and Preference.

In our proposal, the “user satisfaction” involves the complete proposal. It is one of
the supports of the experience and is considered a transversal element. We took the
definition from the ISO/IEC 25010 because represents a standard and is widely
adopted.

2.2 Interfaces Design Guidelines: An Emotional Perspective

The EMOINAD approach (in English, EMOtive INterfaces for Attention Deficit), It is
a set of procedures and activities that facilitate the establishment of heuristic principles
for the interface design of therapeutic systems, considering the emotional perspective,
but which, can be applied to interfaces in a transversal manner [6]. This proposal takes
into account the following characteristics: layout, navigation, content and performance.

We selected this proposal, because of its methodological way to gather information.
Other guides, collects a small set of heuristics, neither taking into account previous

studies, or simple are outdated. The idea with this guide is for the designer/developer to
find all the relevant information to the design of emotional interfaces in one place.

2.3 Hofstede Cultural Approach

The works of Hofstede are recognized as some of the most referential with respect to
understanding the influence of culture on values presented by users during their
activities [7]. From his first studies [15] and later additions [7], Hofstede developed a
model which identifies six principal dimensions to help differentiate between cultures:
(i) Power Distance, (ii) Individualism vs. Collectivity, (iii) Masculinity vs. Femininity,
(iv) Uncertainty Avoidance, (v) Long Term Orientation and (vi) Indulgence vs.
Moderation.

To reinforce this trend, studies have emphasized the importance of culture when
designing web interfaces, prototypes, recommendations, patterns and best practices
[9, 16, 17]. Ford and Kotzé [8], also indicate characteristics which an interactive system
should contain, based on each country’s cultural and behavioural attributes.

2.4 CHOICES Framework

Based on the work from Kahneman et al. [2–4], the Global management consulting
company McKinsey developed a framework for categorizing general actions that
attempt to encourage particular behavior from individuals in consumer and other set-
tings. The CHOICES framework (see Table 1) is an acronym for Context, Habit, Other
people, Incentives, Congruence, Emotions and Salience.

These characteristics have associated drivers of behavior, which try to identify
traditional behaviors for new users of e-Commerce. Table 1 discloses the summarized
framework and some examples of intervention.
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Many companies take advantage of these principles to improve the customer per-
ception of the services received [18, 19]. Airlines and movie theaters allow customers
to select their seats, providing customers with a sense of control. Most online retailers
understand the value of allowing customers a sense of control and strive to keep their
website displays, placement of buttons, and other functions consistently in line with
customer habits.

3 Methodology

Our proposal will look to initiate an approach that solve our first research question:
(RQ1) How important are McKinsey’s recommendations for the final users in a chilean
context?. RQ1 will be addressed through a perception survey.

Table 1. CHOICES framework from Mckinsey’s behavioral insight lab.

CHOICES Drivers of behavior Example of interventions

Context People gauge information relative
to other, mostly implicit
benchmarks

Prime: Playing German music in a
wine store significantly increases sales
of German wine

Habit People often act and judge without
deliberation, following habits or
mental shortcuts

Expect errors: To reduce the risk of
customer losing cards, ATM usually
return the card first, then dispense cash

Other
People

People are influenced by what
other people do, say, or think

Tell about others: Tax fraud is
reduced by 15% when taxpayers are
informed that most people actually do
not commit fraud

Incentives People respond to “objectively”
better offers

Give immediate gratification: Little
treats for good deeds today (e.g. cash
for going to the gym) can help fight
procrastination

Congruence People act to preserve a positive
and consistent self-image

Activate commitments: Public
commitments work better than
promised to oneself (e.g. to quit
smoking)

Emotions People are influenced by emotions
and the physical state of their
bodies

Create “yes” emotions: A photo of a
happy/attractive persona had the same
demand effect for a bank as a
mortgage-rate cut of 100 basis points

Salience People take in messages that are
easier to process and remember

Show consequences: Regular
information on energy usage and price
increases drives energy consumption
down more than twice as effectively as
yearly updates
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3.1 Questionnaire and Measures

The data was collected by adapting the attributes (constructs) of Mckinsey’s CHOICES
framework [2–4]. The questionnaire has 18 items, three for each construct. For each
construct, we consider attributes and characteristics from a user satisfaction, emotions
and cultural behavior perspective. We eliminate the construct “congruence”, due to be
an internal topic of the consumer, not addressed in this first study.

The questionnaire was based on constructs that were measured using existing scale
items (see Table 2). All responses were recorded by means of a 5-point Likert scale,
that ranged from “completely disagree” to “completely agree.”

In addition, we pre-tested the questionnaire in two sections. The first one, to avoid
potential misinterpretation by respondents, 2 full-time professors and 5 practitioners’
students from the areas of computer science and user experience were asked to assess

Table 2. Constructs and items used in the questionnaire.

Constructs Items

Context • When I seek to buy/contract a product or service, I carry out a preliminary
analysis of the product

• If we are at Christmas, New Year, Valentine’s Day or another, do you prefer to
buy on a page that has offers and promotions alluding to these festivities?

• I wait for the offers of Cyber Monday, Black Friday or similar to buy online
Habit • I have a preference for brands of products that appear on television or are

renowned
• It generates confidence to use my credit card online
• The value of the delivery and the quality of the carrier is paramount when it
comes to determining my purchase

Other
people

• I have purchased a product, according to the references of another buyer on
the same/another website

• I have bought products because they are promoted by artists, celebrities or
influencers

• I have bought products because it was recommended to me by a friend or
acquaintance

Incentives • When I go shopping on websites, I prefer the products that come with a gift
• I Prioritize the purchase of products that are on offer, over other products
• 2x1 offers call my attention more than other offers

Emotions • I prefer to buy on a website that allocates a percentage of their profits to
charity

• I prefer to buy a company in which I accumulate points for my next purchases
• I prefer to buy on a website where I know the history of the company and its
creators

Salience • If there are many payment options, I always prefer the one that appears first
• I prefer websites that allow me to prioritize the best options to buy
• I prefer the pages in which you do not have to register to access to their
products
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the adequacy of the questions. In a second instance, 10 target respondents were asked
to evaluate the questionnaire case of comprehension.

3.2 Data Collection and Sample

Participants. This study resulted in a sample of 104 customers, whose ages ranged
from 18 to 65, with an average of age of 30 and 57.69% of respondents were female.
Table 2 depicts the sample profile in detail.

Method. The present study is quantitative, descriptive, non-experimental and
transversal. A non-random selection was made, where users of social networks were
asked to answer the questionnaire voluntarily and anonymously. The instrument is
distributed through the Google Docs platform. The data were analyzed with the sta-
tistical program STATA 15 (Table 3).

4 Data Analysis and Results

In order to know the distribution for the relevance of constructs, descriptive statistics of
the measures: the means, the standard deviation, the asymmetry and the kurtosis of the
variables were calculated (see Table 4).

The value of the asymmetry shows that the six constructs evaluated have values
between 0.093 and −0.367. The Kurtosis varies between 3.378 and 2.482. With a

Table 3. Sample Profile

%

Gender Male 40.38%
Female 57.69%
Unidentified 1.92%

Age 18–29 50%
30–49 50%
50–65 0%

Table 4. General results.

Construct Mean Median SD Asymmetry Kurtosis

Context 11.269 11.000 1.9414 −0.271 2.556
Habit 10.423 11.000 2.226 −0.274 2.517
Other people 9.115 9.000 2.430 −0.367 3.378
Incentives 10.808 11.000 2.559 −0.273 2.784
Emotions 9.500 9.000 2.616 0.093 2.635
Salience 10.192 10.500 1.715 −0.349 2.482

284 J. Díaz et al.



negative asymmetry and a flattened Kurtosis in 5 out of 6 constructs. The “Other
People” construct got a targeted distribution.

In the constructs evaluated, with an average response between 9.115 and 11.269 of
a maximum of 15 (and minimum of 3), it means that the population agrees that all the
constructs are relevant to the final customer. However, the most important for them are:
Context, Incentives and Habit.

Context and Habit. Hofstede cultural dimension: Uncertainty Avoidance (86/100).
The extent to which the members of a culture feel threatened by ambiguous or

unknown situations. At 86 Chile scores high on Uncertainty Avoidance – and so do the
majority of Latin American countries that belonged to the Spanish kingdom. These
societies show a strong need for rules and elaborate legal systems in order to structure life.

Incentives. Hofstede cultural dimension: Long-term orientation (31/100).
With a low score of 31, Chile is said to have a normative culture. People in such

societies have a strong concern with establishing the absolute Truth; they are normative
in their thinking. They exhibit great respect for traditions, a relatively small propensity
to save for the future, and a focus on achieving quick results.

4.1 Measurement Assessment

In Table 5, we analyze the items that compose the constructs. The data mean varies
between values of 1 to 5, with a standard deviation of 0.6 to 1.2, an asymmetry between
−1.016 to 2.8 and kurtosis between 1.7 and 7.69. There are significant differences
between items. We will analyze each one separately.

CON1. When I seek to buy/contract a product or service, I carry out a preliminary
analysis of the product. With an average of 4.557, a median of 4, SD 0.61, asymmetry
−1.016 and kurtosis 3.1. We can note that the population agrees with the statement
presented. The distribution got a negative asymmetry, concentrating the data pointing
to the normal curve.

CON2. If we are at Christmas, New Year, Valentine’s Day or another, do you prefer
to buy on a page that has offers and promotions alluding to these festivities? With an
average of 3.711, a median of 4, SD of 1.054, asymmetry −0.42 and kurtosis 2.78, it
indicates that the population is indifferent to the statement presented, with a distribution
with negative asymmetry, concentrating the data pointing of the curve flattened.

CON3. I wait for the offers of Cyber Monday, Black Friday or similar to buy online.
With an average and median of 3, SD of 1.268, an asymmetry of 0.1106 and kurtosis of
2.1190, We can conclude that the population is indifferent to the statement presented.
The symmetric distribution concentrates the data pointing to the flattened curve.

HAB1. I have a preference for brands of products that appear on television or are
renowned. With an average of 2.673, a median of 3, SD of 1.294, an asymmetry of
−0.031 and kurtosis of 1.7607. We can identify that the population is indifferent to the
assertion presented. With a positive asymmetry, the data is concentrated pointing the
flatted curve.
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HAB2. It generates confidence to use my credit card online.With an average of 3.596,
a median of 4, SD of 1.208, an asymmetry of −0.530 and kurtosis 2.51. We can
conclude that the population agrees with the statement presented. With a negative
asymmetry, the data is pointing in a flattened curve.

HAB3. The value of the delivery and the quality of the carrier is paramount when it
comes to determining my purchase. With an average of 4.153, a median of 4, SD of
0.1, an asymmetry of −1.388 and kurtosis 4.9. It indicates that the population agrees
with the statement presented. With a negative asymmetry, the data is concentrated on
the large numbers.

OTP1. I have purchased a product, according to the references of another buyer on
the same/another website. With an average of 3.942, a median of 4, SD of 1.144, an
asymmetry of −0.84 and kurtosis 2.83. We can conclude that the population agrees
with the statement presented. With a negative asymmetry, the data is concentrated in
large numbers.

OTP2. I have bought products because they are promoted by artists, celebrities or
influencers. With an average of 1.52, a median of 1, SD of 0.85, an asymmetry of
2.0559 and kurtosis 7.69. We can notate that the population strongly disagrees with the
statement presented, with a positive asymmetry, the data is concentrated in the small
numbers.

Table 5. Construct and item description

Construct Item Mean Median SD Asymmetry Kurtosis

Context CON1 4.557 5 0.607 −1.016 3.102
CON2 3.771 4 1.054 −0.417 2.782
CON3 3.000 3 1.268 0.110 2.119

Habit HAB1 2.673 3 1.294 −0.030 1.760
HAB2 3.596 4 1.208 −0.530 2.512
HAB3 4.153 4 0.997 −1.387 4.914

Other people OTP1 3.942 4 1.144 −0.837 2.829
OTP2 1.519 1 0.851 2.055 7.689
OTP3 3.653 4 1.202 −0.094 3.277

Incentives INC1 3.404 3 1.159 −0.069 2.052
INC2 3.923 4 1.006 −0.660 2.874
INC3 3.480 4 1.146 −0.386 2.409

Emotions EMO1 2.750 3 1.045 −0.006 2.836
EMO2 3.403 3 1.256 2.836 1.888
EMO3 3.346 3 1.218 −0.162 2.167

Salience SAL1 2.019 2 1.019 0.746 2.923
SAL2 4.153 4 0.936 −0.742 2.454
SAL3 4.019 4 1.111 −0.730 2.44
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OTP3. I have bought products because it was recommended to me by a friend or
acquaintance. With an average of 3.66, a median of 4, SD of 1.20, an asymmetry of
−0.95 and kurtosis 3.27. We can indicate that the population agrees with the statement
presented, with a negative asymmetry, the data is concentrated in the intermediate
numbers.

INC1. When I go shopping on websites, I prefer the products that come with a gift.
With an average of 3.403, a median of 3, SD of 1.16, an asymmetry of −0.069 and
kurtosis 2.052. We can note that the population is indifferent to the statement presented,
with a negative asymmetry, concentrating the data in the intermediate numbers.

INC2. I Prioritize the purchase of products that are on offer, over other products.
With an average of 3,923, a median of 4, SD of 1,006, an asymmetry of −0,660611 and
kurtosis 2,874. We can conclude that the population is in agreement with the statement
presented, with a negative asymmetry, concentrating the data in the intermediate
numbers.

INC3. 2x1 offers call my attention more than other offers. With an average of 3.480, a
median of 4, SD of 1.146, an asymmetry of −0.386 and kurtosis 2.40. We can conclude
that the population is in agreement with the presented statement, with a negative
asymmetry, concentrating the data in the intermediate numbers.

EMO1. I prefer to buy on a website that allocates a percentage of their profits to
charity. With an average of 2.75, A median of 3, SD OF 1.04, an asymmetry of
−0.0064 and kurtosis 2.8361. We can note that the population is indifferent to the
statement presented, with a negative asymmetry, concentrating the data in the inter-
mediate numbers.

EMO2. I prefer to buy a company in which I accumulate points for my next purchases.
With an average of 3.403, a median of 3, SD of 1.256, an asymmetry of 2.836 and
kurtosis 1.88. We conclude that the population is indifferent with the statement pre-
sented, with a positive asymmetry, concentrating the data in the lower numbers.

EMO3. I prefer to buy on a website where I know the history of the company and its
creators. With an average of 3,346, a median of 3, SD of 1,218, an asymmetry of
−0,162 and kurtosis 2,1678. We can infer that the population is indifferent with the
statement presented, with a negative asymmetry, concentrating the data in the superior
numbers.

SAL1. If there are many payment options, I always prefer the one that appears first.
With an average of 2,019, a median of 2, SD of 1,019, an asymmetry of 0,746 and
kurtosis 2,923. We can resolve that the population disagrees with the statement pre-
sented, with a positive asymmetry, concentrating the data in the lower numbers.

SAL2. I prefer websites that allow me to prioritize the best options to buy. With an
average of 4.154, a median of 4, SD of 0.936, an asymmetry of −0.7427 and kurtosis
2.4543. We can conclude that the population disagrees with the statement presented,
with a negative asymmetry, concentrating the data in the higher numbers.
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SAL3. I prefer the pages in which you do not have to register to access to their
products. With an average of 4.019, a median of 4, SD of 1.111, an asymmetry of
−0.7305 and kurtosis 2.4483. We can resolve that the population agrees with the
presented statement, with a negative asymmetry, concentrating the data in the superior
numbers.

5 Conclusions and Future Work

Users learn patterns of thought, activities, and communications by being in a specific
social environment [20]. An application or website interface is the environment in
which the user and the system interact. It makes sense that the interface should facilitate
users to use their own style. Global interfaces need to accommodate a variety of styles
to provide support to the cultural diversity of users [9].

Regarding our Research Question: (RQ1) How important are McKinsey’s recom-
mendations for the final users in a chilean context? Although this proposal is based on
widely discussed works, this type of validation is not always carried out in a specific
cultural context.

On average, the constructs have a value above the mean, and the most relevant for
the target culture were: “Context, Incentives, and Habit”. This can be explained
principally by the attributes of “Power Distance Index” and “Uncertainty Avoidance”
from the Hofstede approach.

5.1 Integration Proposal

We can relate all these concepts and concerns in the following proposal (see Fig. 1),
where we preliminarily disclose the intervention that we are going to evaluate. This,
however, is related to a second research question: (RQ2) What are the gaps and
conclusions about the implementation when we evaluate other attributes such as
emotions, user satisfaction and cultural behavior?. We are looking to evaluate the
CHOICES framework and its integration with the previous attributes.

5.2 Limitations and Future Research

Notwithstanding its theoretical contributions, this research also has some limitations.
First, this study is limited to the Chilean culture, and therefore the external validity of
the findings is an issue. Future research should replicate this investigation and widen
the diversity of cultures and services settings in the sample to discover if the results are
consistent across the whole sector.

In addition, future research could try to understand from an Omni-channel per-
spective the impact of the best practices and how we can integrate the recommenda-
tions from cultural behavior, user satisfactions and emotions.

Finally, in line with recent suggestions [6, 12], future research could extend the
model of this article by examining whether user satisfaction, emotions and cultural
behavior performs well as a consequence of customer experience.

288 J. Díaz et al.



Acknowledgment. The authors would like to thank all the participants involved in the pre-
liminary experiments, especially Danay Alejandra Ahumada Soto for her invaluable statistical
contribution. Also, all the members of the “Centro de Estudios de Ingeniería de Software, CEIS”,
“User Experience & Game Design - Research Group, UXGD” and “HCI, Design, User Expe-
rience, Accessibility & Innovation Technologies Group, HCI-DUXAIT”. UXGD is a member of
the HCI-COLLAB network. Funded by Universidad de La Frontera, Proyecto DI18-0022.

References

1. Kumar, A., Steward, M.D., Morgan, F.N.: Delivering a superior customer experience in
solutions delivery processes: seven factors for success. Bus. Horiz. 61, 775–782 (2018)

2. Frederick, S., Kahneman, D., Mochon, D.: Elaborating a simpler theory of anchoring.
J. Consum. Psychol. 20, 17–19 (2010)

3. Chater, N., Loewenstein, G.: The under-appreciated drive for sense-making. J. Econ. Behav.
Organ. 126, 137–154 (2016)

4. Jahedi, S., Deck, C., Ariely, D.: Arousal and economic decision making. J. Econ. Behav.
Organ. 134, 165–189 (2017)

5. Bidin, S.A.H., Lokman, A.M., Mohd, W.A.R.W., Tsuchiya, T.: Initial intervention study of
Kansei robotic implementation for elderly. Procedia Comput. Sci. 105, 87–92 (2017)

6. Villareal Freire, A.P., Collazos Ordoñez, C.A.: The EMOINAD Guide construction
proposal: an emotive interface design guide for attention deficit disorder in children. Rom.
J. Hum.-Comput. Interact. 9, 352–366 (2016)

7. Hofstede, G.H.: Hofstede: Cultures and Organizations - Software of the Mind, pp. 1–29
(2001)

Fig. 1. Customer experience main process and related concepts

Evaluating the Mckinsey’s Choices Framework 289



8. Ford, G., Kotzé, P.: Designing usable interfaces with cultural dimensions. In: Costabile, M.F.,
Paternò, F. (eds.) INTERACT 2005. LNCS, vol. 3585, pp. 713–726. Springer, Heidelberg
(2005). https://doi.org/10.1007/11555261_57

9. Díaz, J., Rusu, C., Collazos, C.A.: Experimental validation of a set of cultural-oriented
usability heuristics: e-commerce websites evaluation. Comput. Stand. Interfaces 50,
160–178 (2017)

10. Shin, D.-H.: Effect of the customer experience on satisfaction with smartphones: assessing
smart satisfaction index with partial least squares. Telecommun. Policy 39, 627–641 (2015)

11. Caruana, A., Ewing, M.T.: How corporate reputation, quality, and value influence online
loyalty. J. Bus. Res. 63, 1103–1110 (2010)

12. Aguirre, A.F., Villareal-Freire, Á., Gil, R., Collazos, César A.: Extending the concept of user
satisfaction in e-learning systems from ISO/IEC 25010. In: Marcus, A., Wang, W. (eds.)
DUXU 2017. LNCS, vol. 10290, pp. 167–179. Springer, Cham (2017). https://doi.org/10.
1007/978-3-319-58640-3_13

13. Hornbæk, K.: Current practice in measuring usability: challenges to usability studies and
research. Int. J. Hum Comput Stud. 64, 79–102 (2006)

14. McNamara, N., Kirakowski, J.: Measuring user-satisfaction with electronic consumer
products: the Consumer Products Questionnaire. Int. J. Hum Comput Stud. 69, 375–386
(2011)

15. Hofstede, G.H.: Dimensions of Culture. 159–181 (1980)
16. Marcus, A.: Cross-cultural user-interface design. Hum.-Comput. Interface Internat (HCII) 2,

502–505 (2001)
17. Huang, Z., Benyoucef, M.: From e-commerce to social commerce: a close look at design

features. Electron. Commer. Res. Appl. 12, 246–259 (2013)
18. Heinonen, K., Campbell, C., Lord Ferguson, S.: Strategies for creating value through

individual and collective customer experiences. Bus. Horiz. 62, 95–104 (2019)
19. Iglesias, O., Markovic, S., Rialp, J.: How does sensory brand experience influence brand

equity? Considering the roles of customer satisfaction, customer affective commitment, and
employee empathy. J. Bus. Res. 96, 343–354 (2019)

20. Ulvydienė, L.: Psychology of Translation in Cross-cultural Interaction. Procedia - Soc.
Behav. Sci. 116, 217–226 (2014)

290 J. Díaz et al.

http://dx.doi.org/10.1007/11555261_57
http://dx.doi.org/10.1007/978-3-319-58640-3_13
http://dx.doi.org/10.1007/978-3-319-58640-3_13


The Post-advertising Condition.
A Socio-Semiotic and Semio-Pragmatic
Approach to Algorithmic Capitalism

Ruggero Eugeni(&)

Università Cattolica del Sacro Cuore, Milan, Italy
ruggero.eugeni@unicatt.it

Abstract. The primary hypothesis of this paper is that recent years have seen a
shift from digital advertising to post-advertising: thanks to the growing role of
machine learning algorithms in communicational processes, advertising has
been losing the character of explicitly persuasive addresses to assume that of
friendly and open proposals and advice, or even the simple facilitation of
everyday purchasing practices. The paper seeks to understand if and under what
conditions the socio-semiotic and semio-pragmatic approaches developed in
relation to traditional advertising can still be applied to post-advertising phe-
nomena. The paper is divided into three parts. In the first one, the advent of the
post-advertising condition is considered. In the second one, Amazon’s Alexa, an
example of a post-advertising dispositive, is analyzed. In the third part, the
question of the use of traditional semiotic concepts and methods for the analysis
of post-advertising is examined. The final answer to this question is affirmative,
but on the condition that some new conceptual and methodological tools be
introduced.

Keywords: Media semiotics � Social semiotics � Socio-semiotics �
Semio-pragmatics � Digital advertising � Post-advertising � Big data �
Machine learning � Artificial intelligence � Algorithmic capitalism �
Media experience � Dispositive

1 Semiotic Approaches from Advertising to Post-advertising

The semiotics of advertising [1] and of marketing [2, 3] accompanied and monitored
the developments and transformations of its object of study from the 1960s until today:
semiotics followed the metamorphoses of advertising practices and discourses, starting
from traditional forms (see Sect. 4), then passing through self-referential and post-
modern ones [4], and finally arriving at to the use of advertising in digital and social
media [5], including user-generated advertising [6, 7] and online/offline unconventional
advertising [8].

The hypothesis behind this paper is that in recent years the world of advertising has
been at the center of a break that is not yet entirely over. The main engine of this turn is
the use of increasingly sophisticated and refined machine learning algorithms that
automate both the brand’s communicative manifestations and the purchasing processes
carried out by consumers. As a consequence, traditional forms of digital advertising
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tend to disappear, as a result of ad-blocking software products, for example. At the
same time, however, corporate communication does not vanish: on the contrary, it
becomes ubiquitous, deeply personalized, and radically relational. In other words,
advertising loses the character of explicitly persuasive addresses to assume that of
friendly and open proposals and advice, or even the simple facilitation of everyday
purchasing practices. I propose to designate this incoming landscape with the term of
“post-advertising” condition [9]. Starting from this hypothesis, I seek to understand if
and in case with what revision the semiotic approaches developed for the analysis of
traditional advertising can still be used for defining and analyzing post-advertising
phenomena.

This paper is divided into three parts. In the first, I consider the transformations in
the relationship between web media and advertising that have taken place over the last
thirty years; I argue that digital communication is currently guided by the logic of
algorithmic capitalism, of which post-advertising is an essential component and a
typical manifestation. In the second part, I take as a case study the system of Voice
User Interface Alexa, by Amazon, which I consider an example of a post-advertising
dispositive; the semiotic analysis of two Amazon commercials focused on Alexa allows
me to reconstruct the discursive identity of such dispositive. In the final part I ask more
systematically if and how the semiotic tools that were used for the analysis of adver-
tising (whether socio-semiotic or semio-pragmatic) can be applied to the study of post-
advertising; in the light of my previous analysis my answer is affirmative, but on the
condition that some new conceptual and methodological tools are introduced.

2 Algorithmic Capitalism and the Advent of Post-advertising

2.1 From Networked Capitalism to Sensor Capitalism

We can distinguish three major phases of the relationship between web media and
digital advertising [10, 11]. In the first phase, which goes from the 1990s until about
2000, the web is considered a new space for the presence of advertising messages.
Companies open their sites and buy banners, pop-ups, page takeovers, and so on – all
means often considered intrusive. In some cases, companies perceive the potentialities
of User Generated Content for the construction of a good reputation (for example in the
case of fan pages of characters or media products or discussion in forums, chats and
blogs), but the possibility of awkward reactions is always lurking – for example, that of
Warner Bros against Harry Potter fans documented by Henry Jenkins [12]. In this
phase (which roughly corresponds to Web 1.0) advertising remains quite traditional
and tends to produce (both symbolic and economic) value by entering network spaces:
we could thus speak here of “networked capitalism”.

The second phase of the relationship between web media and advertising spans
from around 2000 to 2010. Many events transform the rules of the game: the advent of
social media and the transition from “networked communication” to “platformed
sociality” [13], the explosion and complexity of User Generated Content, and the
spread of mobile media. Two main consequences emerge for web advertising. On the
one hand, new forms of “wikinomics” are developed, tending to bypass corporate,

292 R. Eugeni



institutional communication: the sharing economy and above all the spread of peer-to-
peer counselling sites help to develop a suspicious attitude towards big companies and
their intrusiveness. Companies respond to these trends in various ways, for example by
experimenting with alternative forms of integrated communication such as branded
content. In respect to these phenomena, some commentators speak about “post-
capitalism” [14].

On the other hand, companies discover the usefulness of the traces left by users in
their web browsing as evidence of their habits, tastes and preferences. Although we often
talk about “big data”, the term is not entirely correct: the data has increased not only in
terms of volume, but also of variety (it comes from different sources, in the form of both
“captured” and “exhaust” data and metadata [15, 16]), velocity (the speed of acquisition
and processing), veracity (the automatized assumption of data reliability) and value (the
worth derived from exploiting data) [17]. In general, the term “sensors data” is preferable
[18]. As a consequence, brands can better profile advertising proposals and switch from
targeted to customized/tailored/personalized advertising [19, 20]. However, messages
remain largely traditional, sent by e-mail or through “personalized” banners. Some speak
of these phenomena in terms of “platform capitalism” [21], but I think that on the whole
the most fitting term is that of “sensor-capitalism”.

2.2 From Data Capitalism to Algorithmic Capitalism

The third phase of the relationship between advertising and digital media is the one in
which we find ourselves today, inaugurated at the beginning of the 2010s. The main
feature of the transformations underway is the advent of a new generation of machine
learning algorithms [22] within artificial intelligence studies [23–25], for example,
those based on deep- or representation-learning neural networks [26]. These algorithms
allow the machines to learn to identify patterns within data without having to write
software containing predefined logical rules and instructions: data science distinguishes
in this regard between supervised and unsupervised learning. There are different types
of learning algorithms, inspired by different conceptions of learning processes (sym-
bolism, connectionism, evolutionism, probabilism, analogism) [27]; all of them can in
any case be described as devices able to transform a vast and disordered mass of data as
input in a series of very complex but still organized and manageable models as output.

As a consequence, machine learning algorithms typically intervene in the data
modelling phase (i.e. the extraction of non-obvious and useful patterns from data
cubes); in practice, however, their usefulness manifests itself in all the steps of data
flows. First, they proved to be very powerful in the transformation of unstructured, low-
density, low-value, big data coming from sensors (so-called “raw data” [28]) into
structured, high-density and high-value data, for example in machine vision, natural-
language processing, and so on (see also Sect. 3.1). In other terms, these algorithms
dynamically implement data cubes by constructing and transforming analytics base
tables in real time. Second, they work the data inside the data cubes, transforming them
into models that allow advancing reliable predictions; for example, through operations
of clustering (which allows market segmentation and advertising customization), or
through association-rule mining processes (which allow to identify groups of products
typically purchased together, and then to advance purchasing advice). Finally, machine

The Post-advertising Condition 293



learning algorithms intervene in the output phase within the various forms with which
the interfaces return information to users, from data visualization to interactive voice
response (see Sect. 3.1).

Thanks to machine learning algorithms, interactions with data come to serve the
small and big needs of every day: what information is relevant to my research (Goo-
gle), which partner to choose for the evening (Tinder), which television series to watch
(Netflix), which book or which detergent to buy (Amazon), and so on. Moreover, they
do it through a series of “naturalized” practices that consider machines as an integral
part of living and working environments. In this way, the algorithms become “culture
machines [i.e.] complex assemblages of abstractions, processes, and people” [29]. In
this case, the extreme importance assumed by algorithms in the processes of production
and manipulation of values leads me to speak of “algorithmic capitalism”.

In this context, traditional banners and ads continue to operate in an increasingly
personalized form, thanks to the algorithms of Google Ads, Facebook Ads, Instagram
Ads, etc. At the same time, however, traditional advertisements tend to be less visible –
due to the spread of ad-blocking software, whose availability and use have grown
enormously in recent years (passing in the U.S. from a 15,7% penetration rate in 2014
to an estimated 27,5% in 2020 [30]). Conversely, the dynamics of mutual and disin-
termediate advice, previously delegated to peer relationships, are now primarily
assumed by the algorithms themselves: these, appropriately constructed and trained,
become the main agents of the guidelines for purchasing goods, services, products. In
this way, we return to the phenomena of post-advertising from which we started; in
fact, I consider post-advertising as the most typical form assumed by corporate com-
munication within algorithmic capitalism.

3 The Marvelous Mrs. Alexa

3.1 Alexa as a Post-advertising Dispositive

In 2014, Amazon introduced a line of smart speakers (the Echo series), that offered the
possibility of interacting with a digital assistant named Alexa. Alexa can give infor-
mation in real time (for example on current weather, or traffic situation), play music
from various platforms, make phone calls, activate or control home automation
appliances, or place orders for goods or services. In this section, I propose to consider
Alexa as a typical “post-advertising dispositive”; the analysis of some aspects of Alexa
will then allow us to test semiotic tools on post-advertising objects and phenomena.

Alexa is a digital assistant. This category of appliances is the most recent evolution
of Vocal User Interfaces (VUI), i.e. tools for interacting with a machine that does not
use the traditional Graphic User Interface (GUI) means but instead relies on oral
interaction. Typically, a VUI has three components. The first is a vocal sensor con-
nected to human speech recognition (HSR), automatic speech recognition (ASR) and
natural language understanding (NLU) software [31]; these components capture the
human voice and translate it into sentences that the machine can interpret correctly. The
second component is a mechanism for digging for information within a data set, which
can present an output corresponding with the input request. The third component is an
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interface that provides the user with the required information through an Interactive
Voice Response (IVR): in recent years research has provided synthetic voices with
greater fluidity and emotional coloring, also linked to their gender [32]. A typical VUI
application is a chatbot that, faced with a limited set of possible user requests, offers a
series of answers chosen from a limited array (for example, in telephone travel booking
systems, or complaint services). In some cases, a VUI device can be embedded within a
home automation appliance, becoming part of the so-called Internet of Things: in this
case, in addition to responding vocally, it can activate and control the appliance
(switching on or off an oven, adjusting the home temperature, and so on).

Digital assistants like Alexa derive from the application of machine learning
algorithms to VUI devices, a phenomenon typical of algorithmic capitalism. Artificial
intelligence has particularly affected the first and second components of VUIs. First, the
introduction of machine learning algorithms has significantly improved HSR, ASR,
and NLU: they have made it possible to move ever faster from the “raw data” of natural
speech to organized data that can be understood and managed by the machine, without
having to depend longer on sets of prefixed statements. Secondly, the new machine
learning algorithms make it possible to search for the answers requested by the subjects
within the universe of big data: queries are no longer limited to prefixed data-sets but
can range over any subject, including updates in real time.

Today, we can find four main players in the VUI field: Apple Siri (introduced in
2010), Google Now (introduced in 2013 and replaced in 2016 by Google Assistant),
Microsoft Cortana (introduced in 2013), and Amazon Alexa (introduced with Echo
speakers in 2014, as noted above). Each of these assistants has specific characteristics
related to the company that developed them. In this context “Alexa is your almost
perfect shopping assistant, at least for now. Integrating Amazon Prime for shopping,
videos, and now, music has given users a straightforward choice to buy into the
Amazon ecosystem.” [33: p. 10]. In other words, the Alexa system is designed to act as
an elicitor or facilitator of practices of purchasing: it is a “shopping medium”. Unlike
its competitors, Amazon has directly aimed at building a v-commerce (voice-
commerce) system; this sector is currently limited (data shows 0.4% of sales as e-
commerce in the US for 2018) but destined to expand [34].

It is worth underscoring that at the moment Amazon explicitly denies any intention
to introduce advertising messages into Alexa’s interactions; traditional advertising
coming from Amazon is therefore explicitly banned. Rather, users are “naturally”
advised about brands and products best suited to meet their specific needs, with the
tendency of enhancing the routine nature of certain consumer behaviors and thereby
intensifying brand loyalty. This process takes place through a two-part mechanism.
First, brands can develop “skills”, i.e. applications intended to implement Alexa’s
capabilities, that users can activate; for example the Starbucks Reorder Skill allows you
to “reorder your usual from one of the last 10 stores you have ordered from before […]
Your Starbucks order will be minutes away when you say ‘Alexa, tell Starbucks to start
my usual order.’” [35]. Second, the integration of Alexa with some home automation
devices (such as refrigerators, printers, and so on) makes it possible to automatically
reorder the products that are about to run out from Amazon [36].

From what we have said, we can draw three conclusions. First, Alexa appears to be
not only a “voice” but rather an “apparatus,” i.e. “[something] that has in some way the
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capacity to capture, orient, determine, intercept, model, control, or secure the gestures,
behaviors, opinions, or discourses of living beings” [37: p. 14]); or even better a
“dispositive,” i.e. an assemblage of technological components, use practices embedded
in wider social activities, objects and subjects’ roles, spatial and temporal determina-
tions, plans, intentions, and desires [38]. Second, from this point of view it is possible
to grasp a specific strategic component of Alexa as dispositive: Amazon rejects by
policy any recourse to traditional advertising, in order to configure Alexa as a direct
and natural consumer elicitor and facilitator. For this reason, I consider Alexa (more
than other digital assistants) as a typical post-advertising dispositive. Finally, it must be
recognized that as a dispositive Alexa is not just a set of technologies, but has a specific
“discursive” identity, i.e. an identity oriented and determined at various levels by social
discourses that take it as their object. In order to now explore this identity more
thoroughly, I will consider in particular two commercials for Amazon’s Alexa
broadcast during Super Bowls LII (2018) and LIII (2019).

3.2 A Momentary Lapse of Alexa

Broadcast for the first time during Super Bowl LII, “Alexa Loses Her Voice”, a video
advertisement lasting 1′30″, was the most viewed commercial on Youtube in 2018,
with 50.1 million views [39]. The commercial recounts in a comedic tone the catas-
trophic event in which the voice assistant for Amazon loses her voice because of a
sudden cold. All that remains is to find many stand-ins, including a star-studded cast
(from the chef Gordon Ramsay to the singer Cardi B, from the actress Rebel Wilson to
Sir Anthony Hopkins) that tries, and obviously fails, to replace Alexa. Finally, we hear
Alexa saying “Thanks, guys, but I will take it from here”; at the same time, the graphic
element of the smile that is part of the Amazon logo is stretched out on the image.

The narrative structure of the commercial is extremely traditional: an initial loss is
balanced by a final recovery of the missing element [40], in this case the voice of
Alexa. Moreover, as usually happens in the advertising narrative, the missing element
becomes an object of desire and therefore of valorization as a consequence of the
dysphoric perception of its absence. In other words, the commercial works as a real and
effective test of commutation [41], aimed at assessing how and in what measure
Alexa’s voice is significant in everyday life practices. The result of this procedure is
twofold. On the one hand, Alexa and the devices that convey her presence (the various
models of Echo Dot), appear flawlessly and fluidly inserted into the physical envi-
ronments and the life practices of the subjects who use them: the technological com-
ponent of the dispositive is thoroughly naturalized within the unreflective actions of
everyday life. On the other hand, Alexa appears to be a competent, relevant, and non-
intrusive presence: for example, her plain and natural “grain of the voice” [42] posi-
tively contrasts with the aggressive (Ramsey), shrill and mocking (Cardi B), sensual
(Wilson), or subtly threatening (Hopkins) ones of her substitutes. To sum up, Alexa’s
absence ends up highlighting the qualities of her presence, and above all the fact that
she constitutes a perfect form of presence for her user.

Moreover, this narrative structure binds to a specific enunciation regime [43]: the
enunciator (identifiable with Amazon) proposes to the enunciatee (the spectator) a
communicative contract [44] founded on irony, according to a typical strategy of
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post-modern advertising [45]. Thus, we find a gap between the reality status of the
enunciated story and the relationships at the level of enunciation and narrative dis-
course [46]: Amazon as enunciator invites the spectator as enunciatee not to take
seriously the literal meaning of the story, but only its moral; the presence at the end of
the commercial (coinciding with the return of the “true” Alexa) of the Amazon “smile”
underlines this enunciative choice. This strategy has an important implication: some
sensitive points pertaining to the reputation of Amazon and Alexa can be at the same
time declared at the level of story and denied (or, in psychoanalytical terms, “dis-
avowed” [47]) at the level of narrative discourse. I refer in particular to two aspects: the
charge against Amazon of promoting a gig economy, for example through the platform
The Mechanical Turk (seen in the ad concept, in which big stars are rented to do gigs),
and the fear that through the Echo Dots Amazon can watch what happens in the
intimacy of the houses (the face of Anthony Hopkins threateningly appearing to the
woman who tries to call her husband).

3.3 Alexa Unbound

“We’re putting [Alexa] in a lot of stuff now”; unfortunately, however, “there are [still] a
lot of fails.” The leaks of an Amazon Alexa developer to a stunned colleague in the
company’s cafeteria are at the center of “Not Everything Makes the Cut,” the 1′30″
Amazon advertisement released during the 2019 Super Bowl. The commercial recounts
a series of disastrous performances by funny and unlikely devices controlled by Alexa:
from Forest Whitaker’s toothbrush to Abbi Jacobson and Ilana Glazer’s Alexa hot tub
(actually, an oversized version of the Echo dot); from an Hal 9000 style interface used
by twin astronauts Kelly and Kelly in a spaceship, to Harrison Ford’s dog’s Alexa
collar.

On the one hand, the story presents a situation opposite to that of the previous
commercial: while the 2018 advertisement focused on Alexa’s absence, the 2019 one
plays on her “excessive” presence. Moreover, while in 2018 Alexa was mainly rep-
resented in her interactional aspects, the new commercial insists on her operational
aspects: the “new” Alexa is not simply a presence able to inform, entertain, play music,
or make phone calls through Amazon devices, but has been “embedded” within various
kinds of appliances. In this way, the commercial reflects (in paradoxical terms) the new
actual Amazon policy, which is tightening various agreements with domestic appliance
manufacturers to connect Alexa to the Internet of Things.

On the other hand, the enunciation strategy is similar to that of the previous
commercial: the Amazon employee turns out to be an “unreliable narrator” [48], as her
story is implicitly denied by the enunciator, relying on a relationship of complicity with
the enunciatee who is presumed to be able to correctly interpret what is being shown.
The conclusion of the commercial is once again revealing. Harrison Ford looks
downcast at the arrival of the huge quantity of gravy and sausages bought by his dog
thanks to the Alexa collar, and growls at the animal “I’m not talking to you.” In this
way, Amazon as an enunciator points out its own “disengagement” (débrayage) [44]
from the narrator’s discourse (the phrase can be interpreted as “it’s no [longer] me,
Amazon, who is talking to you, the spectator, by referring the discourse of the (un-
reliable) narrator”), and then a new direct engagement (embrayage) of the enunciator
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expressed by the euphoric tones of the Queen song in the background (“Do not stop me
now, I’m having a good time”) and the smile of the Amazon logo, which is simulta-
neously an Amazon signature and an interpretive indication for the viewer.

Furthermore, the enunciation strategy based on irony once more allows the ad to
acknowledge and at the same time deny a series of anxieties related to the use of Alexa.
It is interesting to note that among the different aspects, the fear that Alexa encourages
automatic purchasing practices occupies a prominent place: it is no coincidence that the
storyline that stars Harrison Ford and his dog, represented as a kind of compulsive
buyer, returns several times in the commercial, and represents the closing gag of the
story.

3.4 Alexa’s Discursive Identity

The analysis of these two Amazon commercials allows us to draw some conclusions
about the discursive identity of Alexa as a post-advertising dispositive. First, the dis-
cursive construction of Alexa’s identity is based on a semantic and axiological universe
in which different areas are blended and hybridized. For example, the recreational-
aesthetic values and the practical-utilitarian ones are hardly distinguishable in Alexa’s
presentations and valorizations: indeed, making a phone call, listening to music,
making a purchase, or operating an appliance are similar activities in which cognition,
emotion, movement and action are equally co-present.

Second, and consequently, Alexa is presented and tends to be experienced as a
dispositive that is perfectly integrated into the network of everyday practices and
operations: it is not an object, but rather a form of living presence with which subjects
can interact, reflexively assessing at the same time the quality of their presence in living
environments. Amazon does not sell technology, but a way of “being in the world” and
interacting with the world, while it seeks with the irony of its commercials to defuse the
possible anxieties linked to such a condition.

4 Towards a Post-advertising Semiotics

In these conclusions, I take a broader perspective, and ask more generally about the
possibility of using the semiotic tools developed for the analysis of traditional adver-
tising in the analysis of post-advertising phenomena. In doing so, I will bear in mind
the analysis just carried out of Alexa’s discursive identity and its construction.

It is worth recalling the two founding essays at the origin of advertising semiotics.
The first one is the well-known work of Roland Barthes, initially published in 1964 and
dedicated to the advertisement of Pasta Panzani [49]. Barthes’ essay intends to “de-
construct” the advertising image to identify the system of cultural connotations
underlying it (for example, its “Italianicity”). At the same time, his semiotic analysis
reveals the cultural value of the medium used: in particular, photography is “a message
without a code,” at the service of an ideology of transparency and immediacy. Barthes’
essay thus initiates a tradition of studies that analyzes advertising messages as “sig-
nification systems,” i.e. “Set[s] of meanings that are generated for a systematic asso-
ciation of various signifiers (brand name, logo, ad texts, etc.) with implicit signifieds
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relating to personality, lifestyle, desires, etc.” [50: p. 23]. Scholars often identified the
logic governing these universes in the opposition between simple terms linked by
relationships of contrariety, contradiction, or complementarity, as happens in Greimas’s
semiotic square [44, 51], applied to advertising messages by Floch [52]. Such an
approach has proved to be very productive for the reconstruction of the large, mutually
articulated, and culturally-based semantic universes determining advertising strategy
and in turn determined by them [53, 54]. This approach can be traced back to the strand
of structural semiotics and more specifically to the current that would take the name of
socio-semiotics.

The second founding essay of advertising semiotics in the analysis of printed
advertisements was presented by Umberto Eco in La struttura assente in 1977 [55].
Despite the explicit reference to Barthes’s essay, Eco’s goal is different: he tries to
understand which rhetorical and semiotic mechanisms the texts use to design and
govern an interpretative path for their reader, and how these mechanisms can function
persuasively. Eco’s hypothesis is that the more an advertisement re-proposes a series of
consolidated topoi in apparently new forms, the more it appears reliable to the reader
and therefore achieves persuasion. In other terms, the mapping of the semantic fields
proper to socio-semiotics is integrated with the analysis of the strategic uses of the
same semantic fields within the interpretative paths of the discourse: this approach can
be labeled semio-pragmatic [56, 57], and is typical of interpretive semiotics.

Here we come to the question that has guided this intervention: is it possible to
apply this system of thought and analysis developed by the semiotics of advertising to
post-advertising phenomena, such as the Alexa dispositive I analyzed above? My
answer is positive, but on the condition that some modifications and developments be
added to traditional semiotic instruments. I will limit myself to some brief indications.

First, the socio-semiotic approach should revise the mappings of signification
systems intended as the detection of binary oppositions; indeed, we have seen that the
domains of signifiers, signified, and values typical of the post-advertising condition are
characterized by extreme fragmentation, hybridization and fluidity. For example, the
analysis of Alexa’s discursive identity showed how the opposition between human
subjects and technological objects loses its strength, as does the opposition between
playful and practical areas of everyday life. It would probably be more useful rethink
signification systems in terms of different “modes of existence” [58, 59] and “modes of
presence” [60] through which subjects think and engage with different types of human
or artificial agents.

Second, the semio-pragmatic approach should overcome a conception of user
activity as purely cognitive and linked to the interpretation of “texts.” It should instead
deal with the design of the subjects’ experiences in their different and related dimen-
sions (sensibility, cognition, emotion, movement and action, and so on), even drawing
inspiration from the new models of experience emerging from neurocognitive sciences
[61, 62]. At the same time, semio-pragmatics should realize that the experiences thus
planned are deployed (and can therefore be identified and analyzed) within complex
dispositives and environments that extensively mix texts, objects, spaces, actions, and
interactions.
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Abstract. The aim of this paper is to analyze the recent form of communica-
tions and the rhetoric rules that nowadays are used in order to optimize the
advertising impact in social media. After having described, with the help of
literature, the main communicative guidelines for new media and social media,
we will test the new communication rules with the consumers.
Therefore, to better elaborate these topics, we will make use of an exploratory

research conducted in the IULM University of Milan in spring 2019. The
research will answer to the likes and dislikes regarding the social media com-
munication and advertising. Thus the consumer research findings can help
researchers and marketers to better understand the birth of those new forms of
communication. Another focus of the research will be the question if and when
the social technology is a bias and to what extent. Finally, do consumers love the
digital advertising on social media?
Actually, every new technology requires new languages and, a fortiori, this

must happen when the new technology impact has to do with media. In sum, the
social media seem to be a good ground to explore recent changes in commu-
nication and specifically in advertising communication.
The findings of the exploratory research can lead to new questions. In other

words, questions could arise as followings: communication and advertising
change the same? At the same pace? Do they go in the same direction? And to
what extent? Advertising simply have to follow the new communication rules or
advertising is forced to use and to invent new form of communication?
The present paper will only be able to outline and quickly schematize possible

answers to the questions that, indeed, are bound to develop further considera-
tions and further researches.

Keywords: Advertising � Social media � Communication rules

1 Introduction

Advertising and internal communication are two sides of the same coin. The two areas,
separated until about ten years ago, are now much more interpenetrated in intents and
formulations. More often figures of speech, themes and arguments and how to handle
them, plus the creativity, are coming out from advertising style, both through old media
but also through new media, since they are equally useful in internal communication
(see, Artuso and Mason 2008; Barone and Fontana 2005 and Pastore and Vernuccio
2008).
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After all, the intended effect is the same for internal and external communication, to
sell a product, the company itself and its internal audiences, thus fulfilling a task
fundamentally equal to that performed by classical advertising. Definitions are different
but the semantic substances are not, such as the good corporate climate i.e. the goodwill
of classic advertising. The two streams of communication are more and more inter-
penetrating each other.

2 The Methodology of the Research

This paper is based on a questionnaire on advertising and communication given in
January 2019 to about 700 respondents, 50% men and 50% women, distributed
throughout the country. The percentage subdivision for macro areas was as follows:
26% in the north-west, almost 19% in the north-east, about 20% in the center and the
remaining 35% in the south and in the islands. The graduates were almost 15%, the rest
graduates, or women and men who had discontinued their studies after compulsory
schooling.

As for the socioeconomic class to which they belong, 36% declared an income
under 18,000 euro, 48% an income between 18,000 and 70,000 euro and only 2%
declared an income of over 70,000 euro. The remaining ones preferred not to answer.

3 Findings

The questionnaire immediately shows what were, and still today are, the main functions
of advertising, at least in the people’s perception. The two main functions are creativity
and hammering. Figure 1 in fact shows that respondents identify as its main charac-
teristics of advertising its great inventive power together with the insistent ability to
speak continuously to its public and not only to that; for the sake of truth, let’s add that
this last feature is allowed more than anything else by the results of a good (pounding
and hammering) media planning.

The advertising speech, in fact, continually elaborates themes, figures, forms and
narratives often derived from the present times and inevitably enriched with inven-
tiveness, in language, in storytelling, and also with regard to the visual power and
impact. On the other hand, every new inventive, but generally speaking every new
advertising communication, is obliged to repeat the message until the exhaustion,
continually proposing the same message again and again, following the media
planning.

If we had to identify two historical adv guru, whose creative styles are somehow
recognized by the people perception as it emerges in Fig. 1, we should certainly name
William (Bill) Bernbach with his negative approach and the his exquisite irony
(Ferraresi 2017, 143) and the theory of the unique selling proposition and the ham-
mering, carried out by Rosser Reeves (ibid., 141). Bernbach is recognized as the most
important advertising figure, the innovator and the creator who was the first to succeed
in bending the creative need of advertising communication to the business logic, thus
giving life to the modern advertising agency. He was also the first to invent the creative
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couple, believing that advertising was a verbo-visual communication and that therefore
copywriters and art directors had to work together, in concert, to produce the perfect
fusion of words and images able to surprise, entertain, make people feel, think, act, and
experience about the brands.

Rosser Reeves, instead, a man of linear character and simple culture, with a
straightforward personality, managed to translate those aspects of character into a
business idea. In fact, every new advertisement was based on a single concept, which
had to be simple, clear and direct. No frills, no turnaround in Reeves commercials. For
him creativity had to be ancillary, that is to say, following the will to communicate
more on that particular product or service. Moreover, not satisfied, Reeves theorized the
need to repeat several times that simple and straightforward idea present in the
advertising release, until the current or potential consumer had well implanted it in the
brain. A sort of mental hammering.

Reeves’s approach seems to collect an important percentage of responses in our
questionnaire. At least, this seems what Fig. 1 testify. In fact, Fig. 1 shows that more
than 48% perceive advertising as a hammering. And annoying communication And it is
important to note that 22% consider this characteristic to be strongly negative and
boring. On the other hand, you can consider the answers that define advertising as fun
and surprising, a total of almost 39%, as the result of the creativity in adv.

However, combining the results of Fig. 1 with those of Fig. 2 the Bernbach
approach is still winning: actually people prefer the creativity and they enjoy creative,
fun, surprising and also fantastic and unpredictable advertisements. These character-
istics are loved by 53% of the answers, reflecting a creative appreciation that seems not
to have failed over the years.

Fig. 1. Advertising perception.
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It should also be noted that more than 7% of respondents today appreciate those
advertisements that deal with social issues and use those themes to promote a product
or service. Among various theories and models that analyze advertising, we can choose
those according to which the messages of advertising are leaning on the dominant value
system, which is somehow conveyed and translated into the various adv. releases. (see
Polesana 2016) Thus we can define adv. as a funhouse mirror that reflect, nevertheless,
dominant social ideas together with costumes, habits and the way we consume.

That 7% turns out to be a precious indicator of a socio-cultural trend according to
which we, as a consumers, want to have knowledge of traceability, and we want to
know the social impact, and the ecological footprint for each product. And we, as
consumers like to find all those information in a narrative form, so that inside the
advertising message those values, those themes, those information can be turned in
storytelling.

The third figure that we report appears explicit in underlining and reiterating that
advertising is also and above all a source of information. This theme has long been a
pet subject for the Italian sociologist like Fabris who, in his writings on advertising,
believed that information was an asset, bringing to a large number of people the
knowledge of products, goods, services, technological innovations and in general the
whole process of innovation brought about by progress and consumption, in a simple
and direct way, sometimes even fun and fascinating. (Fabris 1992, 2003) Such a
concept seems today to be clearly perceived by the majority of those interviewed who,
despite the annoyance deriving from a communication that is often too insistent, still
seem to appreciate its informative side.

However, the appreciation shown in Fig. 3 by respondents should not make us
forget that advertising is loved and hated at the same time: accepted, though badly

Fig. 2. Different types of advertising.
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tolerated. This is what emerges from the topic discussed in Fig. 4, which explains to us
that we do not have fun with advertising.

Why such a statement in Fig. 4 is clearly opposite to what was previously dis-
cussed? In our opinion, it is necessary to separate the comprehension of advertising as a
whole from the advertising intended as individual ads and single commercials. In fact,
the question in Fig. 4 refers to the entire advertising discourse, and doesn’t go deep into
the specific adv. discourses, nor discusses the various adv. types and the different ways
themes and figures can be handled. In the latter case the answers are apparently more
flattering, because they give to advertising an important share of creativity, entertain-
ment, fascination. On the other side, taken as a whole, the advertising discourse pro-
duces an informative overload that, obviously, can not be tolerated any longer.
Advertising enlarge and enriches the possibility of buying and consuming, and that’s
could be fine or at least acceptable, but if this information becomes excessive, exag-
gerated and if during a normal day commercials are more frequents than waves in a
rough sea, then we find ourselves facing a sort of a map (tips for the purchases) that has
become immense, complex and articulated as the same territory (i.e. the occasions of
consumption). This is the reason for that amount of 60% and more answers that deny
lightness and fun to advertising. The reason is further confirmed by the answer to
another statement reported in the questionnaire where advertising is considered too
intrusive: more than 85% of respondents consider true this statement.

Perhaps the golden age of advertising is done. Is it so? Perhaps, the driving force of
that way of communication that certainly sinks its roots into the very heart of Western
civilization and developed together with the very beginnings of human commerce, is
weakening.

Actually, we know that there are advertising communications dating back to the
ancient Babylonian civilization, five thousand years before Christ. In Tebe an inscription

Fig. 3. Information in advertising.
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dating back to the second millennium BC has been found. The inscription said: “The
Hapù weaver’s shop, where the most beautiful canvases of the whole Tebe are woven,
according to the taste of each one”. (see Pelloso, Stigliano, in Ferraresi 2017, 134) More
recently there are important traces of advertising and visual communication depicted
over the walls in the ruins of the roman town of Pompei (Ferraresi 2002).

However, despite those signs so far away, advertising as we know it today, men and
women of the contemporary world, is differently structured and designed. The
advertising communication of our times was born in Madison Avenue, New York, in
the twenties. In those years William Bernbach started the organizational and creative
staff; he invented the creative couple and in the thirties the media developed in such a
way, ready to become an excellent advertising vehicle. In those days a nephew of
Freud, Edward Bernays, gave birth to a new discipline, Public Relation, a discipline
able to understand the sociological and psychological aspects of the masses in order to
better grasp convictions and habits of consumption. Bernays was the inventor of
modern propaganda. (Bernays 2008) In short, in those years we witness the dawn of a
new and modern form of communication, endowed, for better and for worse, with new
rules and high effectiveness. According to the answers gathered in Fig. 5, that
propulsive drive seems to have been exhausted and advertising seems no longer able to
improve. She is really ugly and suffers a fall in creativity.

Which subjects should take care of a new start in advertising? Who should improve
it both on the rhetorical-aesthetic level and on effectiveness level? For Italian
respondents the answer to these questions is clear: this difficult step towards new
heights of creativity cannot be taken in account by creative director or by advertising
agencies, instead the companies themselves should carry out a Copernican revolution
and, courageously, they can open new possibilities and work for new advertising
languages.

Fig. 4. Advertising: lightness and fun.
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On the other side, advertising is something that companies can not do without, and
this observation is considered true for more than 87% of respondents (Fig. 6).

Figure 7 introduces the very important question of the context. In fact, the
appreciation of an advertisement largely depends on the context. A simple reflection by
Seth Godin can help us. The author, the theorist of permission marketing, says that
selling a product to someone who wants to listen to you is much more effective than

Fig. 5. The worsening of the quality in advertising.

Fig. 6. Companies and advertising.
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interrupting strangers who do not want to listen to you. (1999) Advertising, especially
tv commercials, often performs an unsolicited interruption and breaks into our homes
without asking for permission nor taking into account the question about the context of
communication.

The context is a set of circumstances where a communicative act occurs, and
consists of four main elements.

1. The physical, spatial or temporal situation where the communicative act takes place:
in our case we can imagine the advertising spot that enters in our homes during the
evening, interrupting a film, an interview, the evening news.

2. The socio-cultural situation that considers the status and the role of interlocutors,
i.e. considers whether the communicative act takes place within a family belonging
to a low, middle or high class, and also considers the formal or non-formal moment
where the communicative act occurs. In our case, advertising tends to fall into a
familiar and non-formal context.

3. The cognitive situation of the interlocutors, that is to say their knowledge about the
topic of communication and the image that everyone has about product or good or
service and about their performances.

4. The psycho-affective contextualization that considers if the communicative act is
occurring during a silent or participated situation, if there is tension or tranquility in
the family, if the day events has produced serenity or anxiety, etc. All these ele-
ments build the complete meaning that that advertising act produces. Simply
speaking, the contest mark the difference between the utterer meaning and the
receiver meaning. In “Kant and the Platypus” Eco deals with a series of semiotic

Fig. 7. Advertising is an unbearable interference in our free time.
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questions concerning cognitive processes and consolidates the idea that meaning
can be delineated only on the basis of continuous negotiations. Eco (1999) his point
of view help us to understand that even in advertisement the context produces an
important meaning negotiation, up to distort sense and communication effect.
Figure 7 explains that the brute force modality really is not the best way to produce
an advertising campaign. The latter can be distorted, or rejected following of the
four elements of the context we discussed.

Reactions can be like that: “I do not want advertising here and now in my house; I do not
want to see goods too far from my lifestyle; I do not want to receive advertising from that
product because I know it doesn’t work, or because I hate the company that I consider
reality a polluter, or an exploiter. I do not want to see advertising because I’m not in the
ideal state of mind to enjoy it.”

These can be different explanations of that high percentage (64, 3%) that defines
advertising as an unbearable intrusion.

In the followings, questionnaire specifically investigated the characteristics of
advertising on television and the characteristics of internet advertising.

The result about television is illustrated in Fig. 8 and in Fig. 9.

Figure 8 shows likes and dislikes in television commercials. To explain it in a
formula we will say that advertising generates negativity with regard to the circum-
stances of the enunciation but generates positivity with regard to the subjects of the
utterances, which from time to time can be fun, surprising, spectacular.

Fig. 8. Positive and negative characteristics attributed to advertising on TV.
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Curiosity is the main spring that seems to keep the advertising afloat. Figure 9
suggests that, amid so many negative aspects, an advertising story, if he is able to
intrigue, then he vigorously fights his battle.

To provide a more in-depth explanation of why curiosity and annoyance in tele-
vision advertising have more or less the same percentage, we must take into account
some considerations of applied psychology dedicated to the stories. According to a
popular study whose main results are now traceable also on the web (http://www.
psicologiaapplicata.com/leggere-fa-bene-al-cervello/) to read and be involved in a story
is very effective in reducing stress. According to the researchers, reading, and partic-
ipating as listeners to a narrative, is a method of effective relaxation that generates a
sense of escape and participation, at the same time.

“… the total immersion and concentration in a book causes the body to concentrate
less on its own muscles, and consequently relax them.” (Ibidem)

A study can also be found in Goleman’s “Emotional Intelligence”, especially as
regards to the connections and intersections between our two minds, the emotional and
the rational. (1995) In short, everything happens as if participation in a story “glues”
the subject to the story itself, both chemically and emotionally. Therefore the “tearing”
that can be produced by an abrupt interruption generates stress that inevitably flows
negatively on the subsequent narration (in our case the advertising spot that breaks in).
That why 38.7% of respondents are bothered with advertising. If the new storytelling
arouses curiosity then allows us to “glue” to the narration that has taken over again.

A parallel analysis conducted on internet advertising, as shown in Fig. 10 and in
Fig. 11, explains why the online advertisements are even more annoying. The reasons
for this unpleasantness are many. Let’s focus on four elements of differentiation of the
network. the elements (not all) through which the network works: proximity, net-
worked public, socialcasting, and people relations.

Fig. 9. The main characteristics attributed to advertising on TV.
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As for the proximity of new media we must say that it is both physical and
psychological. We continuously use electronic media such as tablets and smartphones,
we always carry them with us by placing them before our eyes. Moreover, proximity is
psychological in the sense that our sites, our profiles on Facebook, Instagram, Twitter,
etc., are experienced as private virtual spaces where the advertising interventions are
badly tolerated.

Networked public explains that there is no longer on the network a difference between
a passive public and a public content producer. (Boyd 2007, 2010 and Van Dijk 1999)

Socialcasting is the result of the technological innovation of the network and of
web 2.0. With socialcasting everyone communicates with everyone, imposing that era
of mass self-communication that Castells speaks about (2006, 2009).

People relations explain that the raw material, i.e. the content of the web are people
with their passions, habits, customs, stories, lifestyles and worlds Bennato (2011). This
is why the discipline of content marketing addresses and communicates with people,
with employees, with their stories.

On the web it is no longer enough, in fact it is totally wrong to say: “We are the
leading company in the market”, because the phrase sounds emptied of all information
content and, above all, is not addressed to people but is only self-referential. What
network wants from companies, generally speaking, is hearing the true company voice
telling true stories without hiding behind the screen of promotional and self-referential
communication Pasquali (2003).

Fig. 10. Positive and negative characteristics attributed on advertising on line.
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Online the need for a new advertising communication is very strong. This need
follows new forms of diffusion and, alongside the visibility acquired typical of old
media, develops the visibility owned. Online everyone is now a small Berlusconi, a
media owner of many mass self-communication media. Thus, thanks to the memes and
virality of network communication, it happens that many other users can talk and
amplify our releases and our news, for free. This is what is called visibility gained.

The new advertising communication is no longer direct and unidirectional. It has
become a sort of contextual deepening into the consumer’s mind, not by forcing his
thoughts but by accompanying them, as happens in the sponsored communication.

Online contents and people are back to the center of advertising and communica-
tion. This is the reason why storytelling importance is increasing. Storytelling puts
people in the center catching their attention.

If these rules are not followed, if the advertising communication adheres to the old
methods, then the people’s refusal of the network becomes almost total. Therefore the
explanation of Fig. 11, that shows high percentages of annoyance and irritation
regarding the classic advertising communication, is that on the web advertising
becomes something else, it becomes a story, a narration of proximity: simple, direct
and warm. Sometime ironic and sarcastic.

Figure 12 compares the popularity and non-acceptance of advertising on TV and
online advertising. The percentages are important: indifferent and negatives advertising
exceed 74%. But we have already noted that this is due to the fact that online
advertising must be completely different.

Fig. 11. The main characteristics attributed to advertising on line.
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Before concluding this outlook, we report the results of an extrapolation concerning
the preferred media as advertising vehicles: television, newspapers, online, radio or
outdoor advertising.

The answers tell us that in Italy television advertising was ranked first by the largest
number of respondents. Within the answers there is an obvious polarization between
those who put it on the first step of the podium and who, instead, relegates it in the back
of the fourth and fifth place. Online advertising is by far the least appreciated with
38.4% of respondents who do not hesitate to leave it at the bottom of the ranking.
Radio advertising tends to be placed in the center of the ranking, without infamy and
without praise. Newspaper advertising deserves, according to the most, the silver
square, therefore is well accepted. Finally, outdoor advertising is on the first step of the
podium with a more flattering score than all the others (over 32%). It is thus crowned
with the gold medal of preference over all types of promotional communication con-
veyed by the various media analyzed.

Figure 13 is simply summarizing the perceived publicity with regard to “enough”
and “very” answers. The figure contemplates and collects all means of communication,
without distinction. The end result seems to be that of an advertisement perceived as
very intrusive; however, it is essential and provides advice, but in any case, certainly to
be improved.

Fig. 12. Tv vs online.
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4 Open Questions and Suggestions for Italian Companies

Analyzing the answers to the open questions collected by the questionnaire it is
interesting to note that the range of memorable advertisements are mostly linked to the
big brands and that, on the other hand, those same big brands are often mentioned both
in advertising more fun and appreciated both among those that like less.

So, for example, in the first choices both positive and negative, Mulino Bianco and
Buondì collect many mentions. Nutella is massively present in the minds of the
interviewees, especially in the positive, despite some of its nominations among the
advertising products that do not like.

The brands, especially Tim and Wind, are also receiving considerable attention.
Finally, the online situation is even more fluid than what is observed for television

advertising, in the sense that the level of memorability is decidedly lower and the cases
mentioned are more heterogeneous.

As for the suggestions to Italian companies to improve the quality of their advertising,
the suggestions provided by the respondents are not extremely numerous and varied and
can be summarized in the following points we list here without order of importance:

• Respondents ask for quality in advertising: “Do less but do it with quality”, “Spots
more and more beautiful like films to improve the quality of the message”, “Do less
but of higher quality”, “Decrease quantity, increase quality”, “Focus on quality,
investing more money”;

• Respondents are also looking for more creativity: “Advertiser must have more
imagination and creativity”, “Being more creative and stimulating is really a plus”,
“Why not proposing more creative and surprising ideas?”, “More creative and less
repetitive”, “Less banal and repetitive”, “avoiding repetitiveness, devising a dedi-
cated Carosello space”;

Fig. 13. The perceived advertising.
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• They look for diversification, courage and originality: “To find original ideas and
out of the box”, “More creativity and originality; differentiate yourself “, “They
must invest more in the originality of the spot but always keeping in mind that the
important thing is to enhance the characteristics of the sponsored product/service”,
“Less stereotypes, which would make the most original advertisements”, “Choose
new situations, innovative subjects, original and engaging movies”, “It takes a bit of
diversity”;

• Advertising is too much. Respondents want short messages, brevity and sincerity:
“Short and concise”, “Being shorter but more effective”, “Shorten sketches”,
“Shorter sketches and more informative”, “Give brief information on the good
quality of their production” verification”, “Advertising must be more sincere and
less repetitive”;

• They also like precision of information: “Shorter and less absurd”, “Shorter and
informative”, “Indicative messages on products”, “Make them as short as possible,
while keeping clear in the message you want to give”, “Being very essential, precise
and direct, without wandering or being repetitive”;

• They like truthfulness: “Communicating the truth”, “Making them more likely to
normal life”, “Telling the truth and not deceiving the consumers”;

• Respondents want irony and fun: “Be ironic and funny and at the same time give
some information about the product”, “They should make them interesting and
ironic, less obvious”, “More ironic and light”, “Cheerful and carefree advertising…
very ironic”, “To focus more on irony and the values of the new generations: such
as integration and curiosity towards what is not known. It seems to me that
advertising in Italy speaks a language that is not the current one”, “Make it less
heavy, more ironic and fun”, “Be ironic and funny and at the same time provide
some information on the product”;

• Advertising must be less intrusiveness and less repetitive: “Be less intrusive”, “Less
intrusive especially with background music at very high volume”, “Less repeti-
tiveness, more interesting content”, “Less repetitions of the same advertising”;

• Finally, respondents ask for a less vulgar, stereotyped advertising and they dislike
the commodification of women: “Avoiding to propose standardized content, not
original or creative, just commercialization of the woman”, “Being creative and less
stereotypical use of beautiful women”, “Make it less intrusive, less sexist and less
stupid”, “Use less content associated with sexuality or ambiguity and focus only on
the product’s quality”.
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Abstract. In recent years, with the needs of TV viewing change in Japan. TV
viewing changes from long time to short time. In order to prevent the viewing
time from decreasing as it is, the need to predict customers’ taste for TV viewing
is increasing. This research focuses on several types of TV viewing, i.e. real
time and time shift viewing, in addition, web browsing of customers in view of
television viewing is considered. We will grasp the viewing tendency of the
customer and predict the TV viewing of customers.

Keywords: TV viewing � Time shift � Web browsing � Cluster analysis

1 Introduction

In recent years, due to diffusion of recorder and the spread of the Internet, the functions
of television are changing, the purpose of watching television also changed [1]. So, it
changes the TV industry circumstance. Therefore, it is an important issue for predicting
customer’s preferences and the latent needs. Then, TV viewing changes from a long
time to a short time, and the positive consciousness to the television decreases. As a
result, it is thought that the viewing time of the people of the world is decreasing, and
the viewing time is reduced. In this study, we predict what kinds of customers can be
preference-oriented, faithful customers for what kind of programs, that is, the need to
predict customers’ actions for watching television is increasing.

Looking at the TV viewing time as a customer’s loyalty, we should pay attention to
how long watching of TV on weekdays customers should Kimura reported the statistics
about Japanese TV viewing behavior on long-term change from the viewpoint of
behavior and consciousness of the studies [1]. He gathered TV viewing data both 2010
and 2015 from 2400 monitors then he found that many monitors reduced watching TV,
from the viewing time of television for 30 min to 2 h for short time, 3 h for normal
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viewing, 4 h for long time viewing, 5 years viewing trend variation Data is available
for 2400 people all over the world, customers in the former age group increased (35%
to 38%) for short time, ordinary viewing (21% to 19%), long-time viewing (40% to
37%) decreased (see Fig. 1).

2 Dataset

In this study, we use below data. This data is obtained from VR-CUBIC of Video
Research Ltd. that was provided from Data Analysis Competitions 2018 by Joint
Association Research Group of Management Sciences. This data is obtained from
Kanto district area and mainly consist with some detail media contact situation. The
summary of data is shown in below:

• Source of data: Television viewing data (data set on television from April 2017 to
April 2018)

• Contents of data: TV contact log, TV play log, web site browsing log, program
information, sample information.

In this study, we randomly selected 1,500 customers from all the data from
September 2017 to the December 2017.
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Fig. 1. Japanese viewing time change in 2010 and 2015 (from [1])
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3 Method

In this section we explain our analysis procedure.

3.1 Data Summary

First of all, from 03/Sep./2017 to 01/Dec./2017 data, 1,500 respondent monitors were
randomly extracted from customer data. The results are as following Table 1:

Based on the sample information and the customer’s personal information, we
calculate summary statistics of 1,500 monitors’ data for each generational/housewife
code, gender, unmarried and age (see Figs. 2, 3, 4 and 5).

Table 1. Data item

Column name Type Description

Date DATE yyyy-mm-dd
Household no. CHAR
Individual no. CHAR
Sex CHAR 1. male/2. female
Married/unmarried CHAR 1. married/2. unmarried
Age CHAR
Occupation code INT
Household head, housewife code CHAR 1. Household head

2. Household head and housewife
3. Housewife
4. Other

Fig. 2. Monitor attribute
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As shown in these figures, this sample has more household head and 30 s to 50 s
monitor, it is greater ratio than population. Moreover, there is hardly difference
between the numbers of men and women, but men are a bit more abundant. The
number of married monitors is twice of unmarried ones.

Fig. 3. Age ratio

Fig. 4. Distinct of sex

Fig. 5. Data of unmarried
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3.2 Analysis of TV Viewing

Firstly, we analysis characteristics of consumers’ TV viewing behavior. We divide all
target monitors into some groups by TV viewing method. The viewing method is
divided into three (i.e. time shift, real time, web site). Then, in this study, the rela-
tionship among these three construct a hierarchical structure is shown (Fig. 6).

Next, we calculate how much time is taken for each method, and how much
proportion are there three methods by Eq. (1).

Real time viewing time ratio ¼ Real time
Real timeþ time shiftþweb site

ð1Þ

Further, time shift and web site browsing ratios are obtained using same nature of
Eq. (1). Then using these three ratios, we depict a triangle graph as Fig. 7.

As shown in this figure, lots of monitors are watching TV in real time mainly.
Inferring the reason for seeing the time shift regarding TV viewing is thought that there
is cause such as wanting to see at different time or want to see repeatedly, we can see
that many customers watch television in real time.

However, time shift ratio is not high ratio and Web TV is near ratio. So, we think
time shift viewing is limited some situation about consumer or contents of TV program.

Fig. 6. Customer split by TV viewing method
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3.3 Cluster Analysis for Segment

In this study, we divide customers into several segments which can be considered
homogeneous features. Latent class model [2] with EM (Expectation and Maximizing)
algorithm is used in this study. Latent class model is also known as a mixture model.
Some common latent classes are assumed and each case belongs to these classes with a
probability. Difference of belonging probabilities appear the heterogeneity among
monitors. It is very difficult to obtain the optimal parameters containing probabilities at
once, because the number of parameters is so many, then EM algorithm which is
algebraic calculation repeatedly, are performed.

We use time, sex, age, etc. as explanatory variables. Moreover, we decide the
number of clusters based on Bayesian Information Criteria [2], and 2 cluster model was
chooses. We can interpret the segment and obtain some representation characteristics of
customer [3]. The summary of results is shown in Table 2.

Fig. 7. Viewing time ratio of the three viewing methods (X is real time TV, Y is time shift TV
and Z is web site)

Table 2. Cluster Summary

Class1 Class2

Class composition ratio 0.67 0.33
Sex Male 0.52 0.55

Female 0.48 0.45
Real time viewing Long time 0.24 0.42

Medium time 0.29 0.38
Short time 0.47 0.20

(continued)
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As shown in Table 1, comparing with Class 1 and Class 2, 20’s and 50’s monitors
see real-time viewing is more frequent in short-time viewing, in the case of time shift,
There are more in medium-time monitors. The consumers who belong to class 2 tend to
long time watch TV. Almost of them are older.

The box plot of real time viewing time of Class 1 and Class 2 are shown in Figs. 8
and 9. The statistics are summarized in Table 3.

Table 2. (continued)

Class1 Class2

Time shift viewing Long time 0.03 0.64
Medium time 0.46 0.20
Short time 0.51 0.16

Age Teens 0.06 0.08
Twenties 0.14 0.11
Thirties 0.24 0.25
Forties 0.22 0.25
Fifties 0.21 0.16
Sixties 0.13 0.15

Table 3. Real time viewing summary (min.)

Real time viewing Min 1st Qu. Median Mean 3rd Qu. Max

Class1 0 176 696 1093 1596 7525
Class2 0 405 1094 1394 2061 7882

Fig. 8. Real time viewing in class1
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It is a real-time viewing and a box-by-class diagram by customer’s class, and it can
be seen that the viewing time tends to be long in the class 2. Then the box plot of the
time shift are shown in Figs. 10 and 11. The statistics are summarized in Table 4.

Fig. 9. Real time viewing in class2

Table 4. Time shift viewing summary (min.)

Time shift viewing (min) Min 1st Qu. Median Mean 3rd Qu. Max

Class1 0 0 21 116 150 2425
Class2 0 0 32 152 188 2606

Fig. 10. Time shift viewing in class1
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We can know that Class 2 tends to have longer viewing time.

3.4 Prediction Model

In this section, we construct a behavior prediction model for each customer segment
and clarify the viewing trend of customers. The prediction method is to set the day as t
and summarize the viewing data for the previous seven days. We can estimate
parameters affecting viewing on the day by putting real time viewing, time shift
viewing and watching TV viewing on the day of the day and performing logistic
regression analysis. The objective variables is whether TV watching by real time or
time shift in the next day are shown in Table 5. Then, we perform 4 analyzes which
one combined objective variable and segment.

Explanatory variables as shown in Table 6.

Fig. 11. Time shift viewing in class2

Table 5. Objective variables

Objective variables Description

Real time viewing 1 = see, 2 = not see
Time shift viewing 1 = see, 2 = not see

Table 6. Explanatory variables

Explanatory variables Description

Real time viewing in seven days Total real time viewing time in seven days before that day
Time shift viewing in seven
days

Total real time viewing time in seven days before that day
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The summary of the results is shown in Table 7.

As shown in Table 7, class 1 is that there is a tendency to watch for short time
viewing. The longer the viewing time for seven days, the higher the possibility of
viewing that day. Class 2 is that there is a tendency to view for medium and long time
viewing and the longer the viewing time for seven days. The longer the viewing time
for seven days, the higher the possibility of viewing that day. With consideration of
explanatory variable, customer personal attribute data and TV program data are added,
and a more accurate model can be obtained.

4 Discussion

From the result of the classification as shown in above section we discuss from some
aspects. By evaluating the features, we were able to learn that each person tended to see
which program. By forecasting programs that are easy to see, it is possible to predict
the viewing tendency of customers and categorize viewing characteristics. Then you
can grasp the viewing trend of the customer in the future.

5 Conclusion

In this study, using television viewing data, we clarified some customer clusters and
made it meaning to each cluster. Then, we have revealed several customer clusters
using television viewing data, making it meaningful for each cluster. The result con-
firmed the customer’s lifestyle to the television. Then, from viewing data for seven
days, for each class, estimate the viewing tendency of the customer with a simple
explanatory variable, and clarify the viewing tendency of the customer.

In the future, to find variables when clustering from data, to add data such as
programs etc. to the viewing tendency of customers, and to grasp the tendency of
viewing programs of customers are our works.

Table 7. The summary of the results

Class1 Class2

Real time viewing Intercept −11.54 −12.37
Real time viewing in seven days 21.19 22.78
Time shift viewing in seven days 0.01 −0.11

Time shift viewing Intercept −16.89 −16.26
Real time viewing in seven days 0.02 0.01
Time shift viewing in seven days 29.23 28.12

Composition ratio 66.56% 33.44%
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Abstract. Engaging consumers through social media is a successful way for
firms to get users attention and allow them to participate in content creation by
two-way communication. However, social network sites (SNS) also challenges
brands as users have the ability to change the narrative expressed by a firm with
non-favorable content. This paper presents a process-oriented model to study
one of the most frequent types of negative word of mouth: complaint behaviors.
Given the collaborative and social characteristics of SNS, and drawing on lit-
erature in social psychology and consumer behavior, we theorize that cognitive
aspects (e.g. collective efficacy) largely mediate the effects of dispositional
factors (perceived utility) on complaining. A survey to a nationally represen-
tative sample of online Chileans show that even after controlling for factors
recognized by previous research able to influence negative word of mouth (e.g.,
trust in companies, altruism or exposition to complaints on SNS), the level of
collective efficacy affects consumers’ willingness to complain in SNS and relate
to others their experiences with brands, services or products.

Keywords: Social media �Word of mouth � Complaining � Collective efficacy

1 Introduction

1.1 When Complaining Is the Advertising

Since 2009, social network sites (SNS) has become very popular, especially in coun-
tries such as US where more than 70% of the population are active users [1]. Not
surprisingly, brands have also relied on SNS to engage with customers, as these
communication channels present a cost effective medium that integrates communica-
tion and collaboration with users by co-creating content [2]. Further, SNS provides
opportunities for content customization and delivers superior speed to the delivery of
information communication and feedback [3]: social media can enhance a two-way
communication between firms and customers, attaching customers more with the
organisations’ brands [4]. Accordingly, research has considered social media as an
effective mechanism that contributes to the firms’ marketing aims and strategy;
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especially in the aspects related to customers’ involvement, customer relationship
management and communication [5, 6].

However, these opportunities have also developed challenges inherent to social
media practices, as users can interact with brands through SNS during multiple stages
of the consumption process including information search, decision-making and word of
mouth. In fact, as SNS gives customers a convenient and direct line to engage openly
with a brand, the balance of power with respect to both the control of a shared reality
and the individual’s ability to express a brand narrative changed completely as cus-
tomers can intervene [7]. Thus, similar to the transformation from advertising to
integrated marketing communication, brands should also be aware of the possible
moderations and consequences arising from participation through SNS [8].

Further, SNS have become one of the most popular options for dissatisfied cus-
tomers to complain or voice their discontent [9], as SNS gives customers a convenient
and direct line to the company, especially in times of crisis [10]. It also makes com-
plaints visible to others through the user’s social network [11], significantly amplifying
the range of influence compared to other channels [12]. This visibility may increase the
sense of urgency for companies to respond quicker, because, both users and the
company’s contacts are made aware of the problem. Given the relevance that SNS are
acquiring as a channel for customer service [13, 14], it is important to understand how
users perceive these social platforms for complaining and the impact it may have on
branding.

Given the collaborative and social characteristics of SNS in facilitating mediated
interactions among groups of individuals, we propose that SNS make users more
cognizant of the problems experienced by other customers, enhancing their level of
collective efficacy and augmenting their complaint behaviour. Accordingly, our interest
in consumers’ collective efficacy emerges as a consequence of the capabilities for
horizontal interpersonal communication highly embedded in these platforms, which
facilitate customers’ ability to rebroadcast content (e.g., an answer from a company)
adding personal commentaries, which in turn, enhance their capacity for discussion,
engagement, and promotion of this information collectively.

We test the hypotheses related to consumers’ collective efficacy through a
nationally-representative survey of Chilean internet users. In this way, we complement
previous research [9, 13, 15] that has studied consumer behavior in SNS by applying
the Bandura’s construct of collective self-efficacy to complaining. The approach is
rooted in the idea that collective efficacy largely mediates the effects of dispositional
factors on participatory outcomes (e.g. complaining in SNS). This mediation model
moves beyond the simple stimulus–response perspectives of direct effects to a more
process-oriented one. The model analyzes potentials antecedents that explain why users
decide to socially complain through SNS, and then, controlling by those aspects, it
draws attention to the ways in which users’ collective beliefs mediate the effects of the
perceived utility of this medium on complaining. Consistent with this framework, our
results show that even after controlling for factors recognized by previous research able
to influence complaining (e.g., trust in companies, online privacy concern or exposition
to others’ comments), the level of collective efficacy affects consumers’ willingness to
complain in SNS.
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1.2 Perceived Utility of Complaining

While existent research in consumer behavior indicates that individuals complain over
products or services when they are dissatisfied [16], the same literature shows that
dissatisfied consumers do not always express this unfavorable attitude to others [17].
To explain the likelihood of complaining, research has focused on the consumers’
perceived loss produced by the deficiency of the product or service [18]. However, the
problem with this approach is that the feeling of dissatisfaction is a mental reaction to a
perceived negative gap between what a person expects and what he or she gets. Since
this perception is subjective and varies from person to person, individuals differ in their
propensity to complain in similar situations [19]. To reduce this uncertainty, Kowalski
[20] developed a theory of complaining that distinguishes between the two aspects that
affect this behavior: people’s thresholds for experiencing dissatisfaction (dissatisfaction
threshold) and the expressing dissatisfaction (complaining threshold).

Kowalski [20] explains that underlying both of these processes is a state of self-
focused attention. This is an evaluative process where the individual compares the
current events with his/her standards for those events. When the actual state of events
falls below the individuals’ standards, the person experiences a discrepancy that leads
him/her to feel dissatisfied. This feeling of dissatisfaction is what increases their
motivation to reduce the discrepancy [21]. Before individuals decide to complain,
however, they have to believe that complaining will actually serve to reduce the
discrepancy and not incur additional undesired outcomes.

Kowalski [20] names this tradeoff as the perceived utility of complaining - the
degree to which a person perceives that a complaint will be instrumental in promoting
the achievement of a desired goal-, without affecting negatively other aspects, such as
his/her image in the front of others (e.g. nobody likes to be stereotyped as a com-
plainer). If a person, for instance, is dissatisfied with a perceived inequity in an ordered
product (the dissatisfaction threshold is low), the individual is unlikely to complain
unless he or she perceives that the expression of dissatisfaction will actually lead to
accomplish a goal. The goal may be related to the product itself (i.e., materialist end) or
to let other people know about it (i.e., altruistic or vengeance end). According to the
perceived utility of complaining, individuals try to maximize the rewards to be gained
by complaining and minimize the costs associated with it, regardless the consumers’
goals. “Such a cost-benefit analysis suggests that the utility of complaining is high
when the rewards to be gained outweigh the costs of complaining.” [20, p. 181].

By applying this logic to complaining in SNS, it is possible to argue that indi-
viduals will not complain in SNS unless they perceive a high utility for complaining on
this platform, such as receiving a satisfactory answer from the company or a valuable
interaction with other users. Similarly, it is expected that positive experiences com-
plaining in SNS will increase the perceived utility of this medium, specifically for
egocentric and altruistic motivations, which according to the literature are the main
drivers behind electronic word of mouth [9, 15]. That is, it is expected that users will
feel satisfied complaining in SNS if they receive effective answers from the company or
feedback from their contacts. Consequently, for those users who have experienced
effective answers from companies and messages from contacts when they complain, it
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is expected that this perceived utility also lead them to complain more. Thus, it is
possible to predict:

H1: Perceived utility will be positively related to frequency of complaining in SNS.

1.3 Social Learning as a Moderator for Complaining in SNS

Social learning theory offers a framework to explain why users who are exposed to
others’ complaints in SNS may also be more prone to complain. Bandura [22] theorizes
that most of the behavioral, cognitive, and affective learning acquired by individuals
can be explained by social observations. Social learning theory suggests that humans
have an advanced capacity for observational learning that enables them to rapidly
expand their knowledge and skills through information conveyed by models in their
immediate environments. According to this logic, individuals’ conceptions of social
reality are greatly influenced by what they see, hear, and read. To a large extent, people
act based on their images of reality. Therefore, these role models observed in their
immediate environment have the potential to transmit new ways of thinking and
behaving, which influences individuals to begin acting like them even without external
incentives. Bandura [22] argues that the learning process involves four mains steps:
(a) Attention: individuals must pay attention to the modeled behavior to learn;
(b) Retention: it is necessary to remember the behavior in order to learn and reproduce
the behavior; (c) Reproduction: individuals should have the ability to organize their
responses and act according to the model behavior; and (d) Motivation: if new
“learners” are not motivated to reproduce what they saw, they will not change their
behavior.

Relevant to this research is the fact that SNS provide all these steps for social
learning to occur, particularly when friends’ actions are aggregated in a content feed
(Burke, Marlow and Lento [13]). The News Feed feature in Facebook or Twitter for
example, allows newcomers to view friends’ or followed’ actions and recall them later.
Users can also link or tag content, which makes their contribution more salient; this may
motivate users to participate in creating content. Indeed, Burke et al. [13] found that
friends’ behavior during newcomers’ first two weeks is one of the most important
predictors for newcomers’ activities. Therefore, based on the social learning theory, it is
possible to explain the positive relationship between exposition to complaining and this
behavior on SNS as a reinforcement effect. Since these platforms facilitate users to be
more aware of others complaints and they learn from their friends’ activities, it is
possible to argue that they could “replicate” their actions. Thus, it is therefore reasonable
to expect that users who encounter more these reactions will complain more in SNS.

H2a: Exposition to others’ complaints will be positively related to complaining
H2b: Exposition to others’ complaints will moderate the relationship between
perceived utility and complaining in SNS.

1.4 Social Network Complaints: Towards a Collective Efficacy Model

Perceived self-efficacy is the term used to represent an individual’s perceived ability to
influence his/her environment [22]. This sense of capability of acting effectively has
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been extensively documented by previous research as one of the key psychological
variables that is able to explain individuals’ accomplishments in several areas such as
civic participation [24], academic performance [25] and knowledge sharing [26], to
name only a few. Research in consumer behavior has also considered self-efficacy as an
important primary measure for achievements [27]. The literature has traditionally
recognized two dimensions: one internal, that represents the perceptions of an indi-
vidual’s ability to attain desired results using his/her own capacities and resources, and
one external, that refers to people’s beliefs about the system’s responsiveness to their
concerns [28]. However, concerted actions may also depend on perceptions of the
group’s efficacy [29]. In fact, collective efficacy has also been used as a basis of the
efficacy construct [30].

From an “internal” perspective, the notion of group efficacy can be conceptualized
as the judgments that members of a group have about their capabilities to engage in
successful action [29]. This emphasis is based on Bandura’s definition, which con-
ceptualizes collective efficacy as the group’s shared belief in its conjoined capabilities
to organize and execute the courses of action required to produce given levels of
attainment [22]. On the other hand, collective efficacy can also be understood in terms
of the perceived responsiveness to the collective action that emerges from organized
groups [31]. This second perspective is also relevant because does not focus on the
abilities of the group but on how the system responds to the actions that emerge from
the collective action. This paper considers both perspectives by integrating the beliefs
that individual actions have the potential to transform the destiny of their group but
with the responsiveness of the system to the collective demands for change. Therefore,
drawing from the internal and external dimensions of the construct, we conceptualize
consumers’ collective efficacy as a “user’s belief in the public’s capabilities, as a
collective actor, to organize and execute the courses of action required to achieve that
companies and sellers respond to their demands for change”.

Collective efficacy can be expected to operate in relation to complaining at the
group level in a manner similar to self-efficacy at the individual level, but extending the
concept of individual causality to collective agency exercised through a shared sense of
efficacy [32]. Given the collaborative and social characteristics of SNS, we believe that
these platforms can enable a sense of collective efficacy that, ultimately, might con-
tribute to augment complaint behaviors in users. Moreover, by relying on mass
information sharing to simplify social interactions, in which comments generated by
peers most of the times precedes the information broadcasted by companies, SNS
facilitate an ideal setting to discuss their experiences collectively. Thus, it may be
argued that the dynamic of these conversations will make users more cognizant of
discussions when they post comments about brands, and force them to process the
information socially. However, unlike virtual communities, in which individuals share
information by posting questions, providing answers, and debating issues based on
shared interests [33], there are three affordances in SNS in particular that may lead
users to an increased level of collective efficacy.

First, in SNS users not only create content but they also categorize collectively the
information, which gives users the capability to tag all types of data. By marking
content with descriptive terms (also called tags), users facilitate organization entries
and access of information for other users as well. However, unlike tagging in Flickr or
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de.licio.us for instance, where users employ descriptive terms like “disappointed” or
“cheated” to share semantic annotations, tagging in Facebook is the linking of a face in
a photo or a public status update with a registered user. Thus, for complaint purposes
the singling-out feature afforded by Facebook is relevant because “tagging” others
highlights particular actions, making them not only visible to the “tagged” users but
also to their entire network. In this way, social-tagging systems would help users to
retrieve information about similar situations that other people went through, but also to
be more aware of other users in their networks with similar problems, which force users
in communities or networks to process the information socially.

Second, users in SNS are constantly evaluating content. These platforms allow
users to evaluate content in two different ways: actively, by making comments or
ranking specific information (e.g. reviewing a product), and passively, by tracking how
users interact with the content offered in the platform (Web-browsing patterns). In fact,
auto-generated indicators of information such as users’ traffic (e.g. counters indicating
the number of contacts in Facebook, viewers in YouTube or followers on Twitter), are
seen as one of the most relevant indicators for users to make quality judgments about
the underlying content (Sundar [34]). Thus, one of the consequences of these affor-
dances is that when users see someone complaining in SNS and how others react to it
(likes, comments, etc.), these interactions would create aggregated data that allow users
to process the information socially and respond collectively to it as well.

Third, users also have the ability through these new applications to form social
networks by creating a profile within a bounded system: they designate other users as
contacts, followers, fans, viewers, or friends. One of the main differences with virtual
communities is that in SNS users have their own network of contacts (in addition to
groups), and most of the activities are notified to all the users’ network, which can
initiate social conversations between groups of users [11]. Our expectation is that these
affordances will impact user’s belief in the public’s capabilities as a collective actor, to
organize courses of action to achieve that companies and sellers respond to their
demands for change. This, instead, will influence their tendencies toward complaining
behaviors in SNS, such as their willingness to persist complaining given the support
(e.g. likes or comments) that they may receive from their contacts. Thus, we expect that
measurements of collective efficacy would help us to understand the impacts of SNS on
this specific consumer behavior, by predicting:

H3a: Consumers’ collective efficacy will be positively related to complaining.
H3b: Consumers’ collective efficacy will mediate the relationship between per-
ceived utility and complaining in SNS.

2 Methods

2.1 Sample and Procedure

This survey used an online panel provided by TrenDigital, a think tank based at the
Catholic University of Chile. To overcome some of the limitations of using online
surveys and assure a more accurate representation of the online national population,
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TrenDigital based the sample on the National Socioeconomic Characterization Survey
(CASEN), a governmental survey ran every three years. Three variables were con-
sidered for this panel: gender (male: 48.7%; female 51.3%); age (18–34: 55%; 35–44:
20%; 45–64: 22%; 65+: 3%) and geography (Metropolitan Region: 47%, Fifth Region:
11%, Seventh Region: 10%, other regions south: 20%, other regions north: 12%). The
selected panel members received the survey’s URL through an e-mail invitation. This
invitation provided respondents information about a monetary incentive drawing for
their participation. A first invitation was sent and then, to improve response rates, two
reminders were sent during the next three weeks. 8,840 participants received the email
and 1,070 responded the questionnaire, yielding a 12.1% response rate.

2.2 Dependent Variables

Complaining in SNS. First respondents were asked whether they have complained in
SNS against product or services offered by companies (36.1% answered yes). Then, for
those who answered positively, respondents registered in a 5-point scale ranging from 1
(never) to 5 (always) how frequently they have complained against a product or service
offered by a company: (1) on the company’s social media (e.g. it’s Facebook), (2) on a
conversation with a friend via SNS, (3) on their own Facebook’s wall, (4) on their
Twitter. An index was created with these 4 items (M = 2.48, SD = .94, a = .78). The
questions to create the complaining scale in SNS were selected for two main reasons.
First, Facebook (91%) and Twitter (44%) were the social media platforms with the
higher penetration rates. And second, research has shown that users talk about their
experiences not only with the companies’ accounts, but also in conversations with
friends and in their own accounts, so we included these aspects as well.

2.3 Independent Variables

Perceived Utility of SNS for Complaining. Based on egocentric and altruistic motiva-
tions, which according to the literature are two of the main drivers behind eWOM
[9, 15], an averaged index that represents these motivations was created, with the
questions: “thinking in your last complaints in SNS, were you satisfied with: (1) the
answer given by the company, (2) the feedback gave by other users (interterm r = .19,
M = 2.64, SD = .9).

Consumers’ Collective Efficacy. Respondents registered their frequency of occurrence
with a 5-point scale ranging from 1 (never) to 5 (always). Four questions from previous
research [30] on an 5-point scale ranging from strongly disagree to strongly agree
(M = 3.9, SD = .9, Cronbach’s a = .86) were averaged to calculate the shared belief
held by individuals about the consumer’s capabilities to perform a collective action
(e.g. “If consumers organize they could influence the decisions made by the compa-
nies”), and the perceived responsiveness of the environment to the action (e.g.
“Companies would respond to the needs of consumers if they organize and demand
changes”).
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Exposition to Others’ Complaint. Using the same 5-point scale, we asked participants
how frequently they see users complaining on SNS about products or services offered
by companies in 9 areas, such as retailers (M 3.07; SD .71; cronbach .84).

2.4 Control Variables

We controlled for factors underlined as capable of affecting complaint behavior on
SNS.

Trust in Companies. It influences the perception about products and services offered
by companies, diminishing negative aspects such as lower anxiety and vulnerability,
which instead affects the willingness of consumers to talk about them (Matos and Rossi
2008). Using a 5-point scale ranging from “nothing” to “very confident”, respondents
were asked how mucho do they trust in national, transnational and public companies
(M = 3.04, SD = .7, Cronbach’s a = .68).

Online Privacy Concern. Research has shown a negative relationship between privacy
concern and different types of online behavior and attitudes toward online firms, such
as purchase, trust in companies and word of mouth [35, 36]. It was measured using nine
of the items from Buchanan et al.’s [37] Online Privacy Concern Scale (M = 3.72,
SD = .81, Cronbach’s a = .89). An example items is “Are you concerned about people
online not being who they say they are?” respondents answered on a 5 point Likert
scale ranging from 1 (Strongly disagree) to 5 (Strongly Agree).

Number of Brands Users Follow/Like in SNS. Research [38] has shown that familiarity
with brands affect how users process the information related to it: when brands are
unfamiliar, negative information elicited more supporting arguments. Thus, we asked
participants how many brands they follow/like/view in SNS in a 7-point scale, ranging
from 1 (No, I do not) to 7 (more than 30), with intervals of 5 brands per point
(M = 3.54, SD = 1.8).

Frequency of SNS Use. We used a 7-point scale ranging from never to almost all the
time (M = 4.7, SD = 1.5).

Frequency of Online Purchasing. Users who buy more frequently online may also
have more exposed to complaints. We used a 5-point scale to measure how frequently
users buy online ranging from never to almost all the time (M = 2.45, SD = 1.06).
Participants were asked how much time they spent on four platforms (Facebook,
Twitter, Instagram, and WhatsApp) (range = 0 [do not use that social network] to 7
[use more than 6 h per day]; (Cronbach’s a = 0.62, M = 3.45, SD = 1.25).

2.5 Demographics Variables

We controlled for three demographics variables: age, using the same ranges of the
panel (18–34: 57%; 35–44: 25%; 45–64: 15%; 65+: 3%), gender (58% females) and
monthly income (less than 800 USD: 16.8%; 800–1,600 USD: 25.1%; 1,600–3,000
USD: 24.9%; 3,000–5,000 USD: 14.2%; 5,000–7,000 USD: 9.6%; more than 7,000
USD: 9.4%).
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3 Results

3.1 Descriptive Analysis

Before proceeding to the formal tests of the hypotheses, we wanted to understand the
differences between those who have complained (n = 387 or 36.1%) and who have not
complained (n = 683, or 63.9%) through SNS. Table 1 presents t-tests and chi-square
tests between individuals who have and who have not complained on demographics
and our interest and control variables.

Although female are more likely to complain via SNS than male users, this dif-
ference is only marginal. Regarding our control variables, complainers are heavier SNS
users than non-complainers, they follow/like more companies in these platforms, but
they have purchased fewer products online, which may be related to the idea that they
are younger users so they still have a lower salary, as Table 1 shows. Interestingly, we
did not find differences in the levels of privacy concern and trust in companies.

Concerning our interest variables, those who have complained have also been
exposed to more complaints in SNS and they also perceive a higher utility for com-
plaining in these platforms, however their consumers’ collective efficacy does not
differ. The lack of difference in this last variable, however, may increase our confidence
in the potential cause-effect relationship only among those users who interact more
frequently with other users about problems with brands and have experienced collec-
tively these aspects through SNS (Table 2).

Table 1. Differences between SNS’s complainers (387) and non-complainers (683). Note:
Statistical significance of the difference between members and nonmembers was assessed with
chi-square tests for nominal variables and one-tailed t-test scores not assuming equal variances
for continuous variables.

Non-complainers Complainers Significance of
difference

Consumers’ collective efficacy 2.6 3.12 t = 5.9, p < .001
Online purchasing 1.81 1.99 t = 3.3, p < .001
Trust in companies 3.04 3.03 Not significance
Perceived utility of complaining
in SNS

2.83 2.58 t = 2.6, p < .01

Exposition to others’
complaints in SNS

3.31 2.98 t = 6.04, p < .001

Online privacy concern 3.76 3.84 Not significance
Frequency of SNS use 4.75 3.95 t = 6.84, p < .001
Number of companies
follow/like

3.62 2.65 t = 7.84, p < .001

Gender (male) 43.9% 56.1% X2 = 2.45, p = .07
Income 3.03 3.34 t = 2.6, p < .01
Age 1.81 2.09 t = 2.9, p < .001
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3.2 Multivariate Analysis

To test our hypotheses, a mediation regression analysis using a bootstrapping resam-
pling method was conducted according to the specifications set out by Andrew Hayes’s
PROCESS for SPSS using model five with one mediator and one moderator. As the
Fig. 1 shows, perceived utility of complaining was entered as the independent variable
(X), consumers’ collective efficacy as the mediator variable (M), exposition to others’
complaint as the moderator variable (W) and frequency of complaining was entered as
the criterion variable (Y) in the model. Data analysis using 1,000 bootstrap simulations
revealed that perceived utility of complaining in SNS was positively associated with
frequency of complaining, with a significant total effect (b = .25, t (387) = 5.3,
p < .001), corroborating H1. Interestingly, the direct effect of perceived utility was also
statistically significant (effect = .3, SE = 0.11, p = < .001 [95% CI .007, .06]), sug-
gesting that the mediation, in case of exists, it would be only partial.

Table 2. Correlations and descriptive statistics for key study variables. Notes. 1 = Consumers’
collective efficacy; 2 = Online purchasing; 3 = Trust in companies; 4 = Perceived utility of
complaining; 5 = Exposition to others’ complains; 6 = Online privacy concern; 7 = Complain-
ing in SNS; 8 = Frequency of SNS use; 9 = Number brands follow/like.

M (SD) 1 2 3 4 5 6 7 8 9

1 3.9 (.9) .104* .101* .103* .092* .80 .16** .008 .036
2 2.45 (1.06) .185** .228** .162** −.043 .269** .073 .134**
3 3.04 (.71) .170** −.144** −.039 .004** .023 .184**
4 2.64 (.9) .088 −.02 .290** .087 .09*
5 3.07 (.71) .185** .214** .117* .104*
6 3.72 (.81) .016 −.076 −.102*
7 2.48 (.94) .23** .199**
8 4.7 (1.5) .316**
9 3.54 (1.8)

n.s

n.s 

b = .14***; se = .04 

b = .22***; se = .046 

b = .17**; se = .05 

(x) Perceived Utility of 
Complaining on SNS

(M) Consumers’ col-
lective efficacy

(Y) Frequency of com-
plaining on SNS

(W) Exposition to oth-
ers’ complaints

b = .25***; se = .047

b = .13**; se = .06 

Fig. 1. Path model for the mediation analysis showing unstandardized path coefficients. Note.
b = unstandardized regression coefficients with standard error are presented. All the control
variables were entered in the model as covariates. Dotted line denotes the total effect of perceived
utility on frequency of complaining on SNS. *p < 0.05; **p < 0.01; ***p < 0.001
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Regarding the role of exposition to others’ complaints to complaining on SNS,
the analysis showed a positive relationship between these two variables (b = .14,
t (387) = 3.53, p < .001), confirming H2a. However, when it was tested as moderator,
the variable was not significant. This means that the indirect effect of perceived utility
on complaining through consumers’ collective efficacy does not increase linearly as
users get exposed to others’ complaint, so it should be treated as one independent
variable instead of a moderator one. Consequently we could not corroborate H2b.
Concerning the influence of the other variables inserted in the model, neither the
relationship between trust in companies and complaining in SNS was statistically
significant, nor the relationship between online privacy concern and complaining in
SNS. Interestingly, control variable such as frequency of SNS use, online purchasing
and number of brands that consumers follow or like, are positively related to com-
plaining in SNS. This means that users who spent more time in SNS, buy more online
and follow more companies in SNS, they also complain more in these platforms.

Concerning the relationship between consumers’ collective efficacy and frequency
of complaining, as H3a predicts, results show a positive effect (b = .17, p < .01).
A similar relationship was found between perceived utility and consumers’ collective
efficacy (b = .14, p < .001). Because both paths were significant, mediation analyses
were tested using the bootstrapping method with bias-corrected confidence estimates.
The 95% confidence interval of the indirect effects was obtained with 1,000 bootstrap
resamples. Results of the mediation analysis confirmed the role of consumers’ col-
lective efficacy in mediating between perceived utility of complaining and frequency of
complaining in SNS (effect = .03, SE = .01, p < 0.01[95% bias-corrected bootstrap CI
.01, .06]). Since the interval does not include zero, it is safe to conclude that the indirect
effect was significantly different from zero, confirming the partial mediation of col-
lective efficacy and our hypothesis H3b as well. The indirect effect was also statistically
significant using the Sobel test, z = 2.1, p = .03 (Table 3).

4 Discussion

This paper presents a process-oriented model to study complaint behaviors on SNS.
Overall it yields four main findings. First, it was found that higher perceived utility of
SNS lead users to complain more on these platforms: users who perceive that com-
panies respond satisfactorily to their demands on SNS and, receive feedback from other

Table 3. Total, Direct and Indirect Effects. Note. Number of bootstrap samples for bias
corrected bootstrap confidence intervals: 1,000. Level of confidence for all confidence intervals:
95. *p < 0.05; **p < 0.01; ***p < 0.001.

Effect SE t LLCI ULCI

Total effect of perceived utility*** .25 .024 5.31 .16 .34
Direct effect of perceived utility*** .22 .023 4.79 .13 .31

Effect Boot SE Boot LLCI BootULCI
Indirect effect* .03 .011 .007 .055
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users about their experiences, show a higher disposition to complain in SNS. Second,
by adding consumers’ collective efficacy as an intermediary process between the
perceived utility and subsequent complaints, the results obtained extend current theo-
retical models that consider the perception that users have about a medium able to
trigger a series of cognitive and expressive processes (e.g. consumers’ collective effi-
cacy), which instead activates behavioral outcomes (e.g. complaining). Third, it was
found that structural features of SNS through which consumers occurs (such as
exposition to others’ complaints) positively affect complaining behavior. Fourth, results
show that other aspects in the relationship between consumers and companies, such as
the trust that consumer have on them, did not impact complaining behavior.

4.1 Theoretical Implications

This paper corroborates the idea that as communication technologies become more
participatory, consumers are gaining greater access to information as well, which gives
them more opportunities to engage with others in this networked realm and get a
stronger ability to undertake online actions, such as complaining. Consistent with
previous research that shows how the Internet satisfy the need for information in pre
purchasing processes [35], we analysed some of the affordances in SNS that facilitate
users to be socially informed and enhance discussion among them about the presented
information. Based on the theory of perceived utility [20], the results show that indi-
viduals complain more in SNS when they perceive higher utilities in this platform,
specifically when they satisfy egocentric and altruistic motivations through their
complaints, two of the main drivers behind eWOM.

Regarding the indirect effect of perceived utility on complaining in SNS through
consumers’ collective efficacy, two considerations are important. First, from a theo-
retical perspective, it was demonstrated that the framework is appropriated for
understanding how SNS can facilitate and reflect community cohesion and enable a
sense of consumers’ collective efficacy, that ultimately contribute to complaining
behavior through this communication technology. By studying SNS as a structure that
facilitates access to consumer information and promotes interactions through the
integration of peer-generated and organizational content, we should conceptualize SNS
as a source that it is constantly disseminating potential stories about experiences with
products or services among contacts. This conceptualization is relevant since results
show that the exposition to other consumers’ experiences dealing with companies, and
the perceived utility of the channel to respond to dissatisfactions, lead users to believe
that it is easier to mobilize collective efforts for solving the consumer problems. It
activates their sense of agency and augments the likelihood of complaining.

One plausible explanation may be related to the higher opportunities for exposure
to “social information” presented in SNS: social media promotes a participatory
dynamic in which discussants can see what their contacts collectively think about
others’ experiences. They can even get collective answers from their networks to
personal inquiries. By allowing mass information-sharing mechanisms, users of these
social platforms can simultaneously communicate with all their contacts and networks
while responding to information or comments posted by users. Therefore, it is likely
that SNS users will find resources in their networks when they want to clarify a
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situation that they go through a company. We believe that this exposition augments
consumers’ exposition to spheres in which reflective storytellers operate and take
collective actions to solve problems.

The second consideration that results from this study suggests that social feedback
exerted by users in forms of dialogues may impact this form of psychological
empowerment, especially when others indicate how you should complain or respond to
a company or service. As explained above, the capabilities for interpersonal and mass
communication highly embedded in these social media platforms enable users to inform
their contacts and receive “collective” feedback from them as well. This may increase
opportunities for consumers to see how groups of people respond to individual com-
plaints. As our study showed, consumers also learn and replicate what they see online.
This finding is relevant because SNS allow consumers to share their thoughts with their
entire network and learn what their network is thinking or what they commented just by
logging onto their own accounts. This non-invasive form of communication may aug-
ment exposition to complaining behavior and affect users’ actions as well.

4.2 Practical Implications

When costumers complain publicly through a company’s social media accounts, not
only the seller becomes aware of the problem, but also its followers, likers, and
viewers. Even more, the complainers’ contacts could also learn about the problem, and
each time that one of them interact with the complaint posted, new “networks” could
potentially learn about the situation. This higher visibility, compared to more traditional
channels such as regular phone calls, may force the seller or service behind the
complaint to act in order to solve the problem and reduce the visibility attained by it.
Thus, community managers should be trained to recognize the source behind the
problems in order to be able to answer as soon as they can.

Interestingly, however, the results of our study show that in this regard, the per-
ceived utility of SNS leads users to complain more on these platforms. This basically
means that customers who perceive that companies respond satisfactorily their
demands on SNS, would motivate them to complain even more through that channel.
Thus, based on the results it is possible to conclude that “good” and “fast” answers are
going to attract more complainers. In other words, as companies try to respond as soon
as possible to costumers, they are also motivating them to complain more through SNS,
and since users also “replicate” the behaviors that they observe online, it may increase
even more the likelihood of complaining.

Furthermore, these waves of complaining may also affect negatively the brand’s
reputation. If consumers see constantly how other users complain against brands in
their social media accounts, it is likely that the company’s image will be affected. On
the other hand, if companies do not respond to users’ accusations, it may be affected
even more for the situation. The result presents companies with a paradox. How should
companies respond? Based on our results, we suggest that companies should look for a
balance, where even though they should try to respond as much as they can, they also
should know that these compromises might motivate users to complain even more. In
these particular cases, sometimes “less” would be “more.”
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4.3 Limitations

However, the study has several limitations that deserve mention. First, the analyses are
based on cross-sectional data. Although we based our causality approach in pivotal
research, the study could not be fully confident in causal relationships among variables,
and the question of causal direction needs verification through longitudinal and/or
experimental approaches. Second, even though our model took several variables into
account (i.e., demographics, SNS use, privacy concern), future studies should explore
whether other variables related to individuals’ activities on SNS could impact com-
plaint behavior. And third, we used self-reported data and not actual observations of
how users complain on SNS, and the limitations of this approach are painfully well-
known.

Despite these limitations, this paper still makes a contribution to theory and
practice. The interest in how users today are interacting with companies and services
through SNS have gained a lot of attention from scholars in the last couple of years.
This paper presents a process-oriented model to explain how cognitive aspects (e.g.
consumers’ collective efficacy) mediate the effects of dispositional factors (perceived
utility) on complaining. We believe that our findings are valuable for both scholars and
practitioners. One the one hand, we could integrate theoretical insights from different
areas in a model able to explain complaining on SNS, but on the other hand our results
are also interesting for marketers and corporate communicators, as the analyses showed
that complaints in SNS not necessarily need to responded massively and in a short
period of time.
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Abstract. In this text I try to present the first approximation (my first such) to
the idea of how Culture, from an anthropological point of view, is a variable;
bearing in mind advertising analysis which seeks to establish a model of analysis
for programmed advertising. The cultural counterfoil forms a part of the map of
the mediations, together with the technologies involved in communication,
production logistics and media competitors. This exposition attempts to sketch
the passage which, starting from the study of advertising language, has brought
me to this (fluid, mutating, hybrid) relationship between the brands and post-
modern social culture, and am interest in their being open topics, which occupy
our current research and which, in my opinion, take into account the funda-
mentals of Brand Advertising Discourse. In this exploratory text, I will look for
the links between the cultural bases of our society and new ways of program-
ming and designing advertisements; and of how technology based on numerical
calculations appears as an aid to explain and apply qualitative data, that is not
quantifiable, in the successful segmentation of target groups.

Keywords: Programmatic advertising � Brands � Consumer culture �
Advertising

1 Initial Theoretical Aspects

Advertising language (it would be more correct to speak of “languages” so as to touch
on its discourse richness), which some time ago “escaped” structural and linguistic
limitations, is now also embracing creative and socio-cultural aspects. It is from that
point that we now consider the cross-disciplinary perspective as the most appropriate
for this study.

In the current scenario, advertising discourse seeks a symbiotic inter-dependence
with the media domain (a hybridization of media languages). In this way, advertising
gives ideal distinction to the consumer-driven product by interposing an enormous
amount of semiotic meaning between the object itself and its manufacture.

The result is that the product is considered as a part of social culture and its
consumption patterns; and not just within the context of its processing.
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Fundamental perspectives about the Concept of Culture, for the study of Brands.

Cognitive Dimension: CULTURE as an
INDIVIDUAL STATE of MIND

Collective Dimension: CULTURE as a
SOCIAL DEVELOPMENT

Social Dimension: CULTURE as a MODE of
INTERACTION

Anthropological-Sociological Vision:
CULTURE as a WAY of LIFE

Specific and Descriptive Dimension:
CULTURE as a CREATIVE and ARTISTIC
WORK

Classic-Humanistic Vision: CULTURE as
a PRODUCT of ARTISTIC ACTIVITIES

1.1 Definition of Culture

There only exists a consensus in that, culture is not: “It is not obtained studying
Shakespeare, listening to classical music nor attending History of Art classes”.

Marvin Harris [10]: “a culture is a way of life learnt socially, which is found in
human societies and which touches on every aspect of social life, including thinking
and behaviour”.

Terry Eagleton [6]: Culture can be roughly understood as the grouping of values,
customs, beliefs and practices which constitute the way of life of a specific group of
people.

Subirat’s concept of spectacular culture, “Its marvellous power resides not only in
the reproduction and ontological organisation of the world, in the reduplication of
reality, but also in its capability of supplanting as much the individual experience of
reality as the relatively immediate interactive forms of liberal society; ranging from the
democratic parliament to public forums, and to one’s own private or family conver-
sation” [16].

Communication Media achieve the artificial, aesthetic or artistic construction of the
world’s reality in a pre-fabricated unity of reality.

The Cultural production is the effect of a permanent tension

• between originality and standardisation,
• between industrial logic and dialectic-standardising anti-logic,
• between industrial logic and creative anti-logic,
• between the originator’s preferred vision, be it individual or collective, and the

necessity of system’s profitability. González Martín [9]

Mass Culture
Culture has converted itself into an industry, on an equal footing with the food, textile,
pharmaceutical or automobile industries. It detects standard needs, and supplies the
market with products that satisfy it. These products are superficially different (and here,
marketing and publicity play their differentiating role).

But, in the final analysis it is the laboratory combinations which tend to exhaust the
generous, albeit limited, number of variables. Cultural products are not only manu-
factured en masse –in so many technologically reproduced products further multiplied
by copies and distributed globally– but also they are organised into series, standards

The Cultural Component in Advertising Analysis 347



and ranges. “Specifically, they confine themselves to types, formats, styles, levels,
profiles, and wrappings; even if we want, into compartments which rank our prefer-
ences and our differences and emerge in search of their public” [15].

Popular Art has surged from the roots of modern society of the industrialised
masses, and has been conceived expressly by that society for its own use, employing its
productive forces, that is to say, mass technology, with the purpose of distributing this
art to enormous consumer populations.

“Popular Art is the art of a Mass Society and attempts to serve the purposes of such
a society” [2].

From these foundations I am working the idea of cyber-culture, highlighting the
visible paradigm-shift of the contemporary intersection between art and technology.
New concepts of Media Art are put forward, beginning with media properties taken
from the works themselves: technical reproduction, innovation, aesthetic information,
artificial reality or new-media-reality.

So, the study goes deeply into a machine-related aesthetic from philosophic
reflections. These range from the incursion of optical technologies (photography,
cinematography) to electronic technologies (videograph, computer graphics, networks).
The media have opened up to artists the possibilities of the laboratory of aesthetic
experimentation between art, science, and technological innovation.

At the same time, thinking about the relationship between art, technology and
advertising leads us to think about the context of that interaction, the city, and which
are the obvious relationships, outdoors advertising shows its diversity by occupying
privileged sites throughout urban space and confined to corners of the marginal areas,
like a visual overview of the city.

In the post-modern metropolis there exists a socio-political geography of images in
which the language of industry is a primary element in the urban landscape; places
where such advertising has replaced monuments. Art is not advertising and advertising
is not Art, but they are heterogeneous discourses that interweave. These properties are
ideal for cross-fertilisation.

This intersection of common discourse factors is made even sharper when we link:

• the phenomenon of outdoors advertising
• the function of the monument, and
• the theory of public art (that of an urban art and of graffiti)

Three different discourses which in post-modern society give rise to one only
interwoven discourse in the eyes of the spectator trained in the media-mixing. More-
over, it is an interweaving.

• with which art generates an innovative and alternative form, and
• with which industry feels comfortable infiltrating itself into the individual aware-

ness of its consumers.

1.2 Mass Culture and Mass Communication

Mass Culture possesses a phenomenon framework in post-industrial development
which grew under conditions of the Capitalist Economic Model. Capitalism was perfect
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for advancing the innovating objectives which these societies pursued, and in which,
the importance of the study of human communication as applied to international
markets, was exalted. The notion of Mass Communication refers to an organisational
paradigm which affects not only political, economic entrepreneurial, cultural and social
models. Mass Communication is present in the very structure of knowledge. Since
knowledge, now more than ever, is nourished with a collective awareness in which the
responsibility for truth is homogeneous and universal.

The market feeds itself from a network of communication nodes - points of con-
fluence from various directions – which, by their geopolitical and strategic situations,
encompassed greater responsibility and power. In this way, Mass Communication is
more than a strategy of conquest of space by means of the growth of social interactions.
So as to apply this strategy, space is won with time.

The Communication Media accelerate the time phenomenon of human experiences.
At the same time, there are media which abandon the presentation of objects in favour
of their representation. They flourish on projects and illusions which consume them-
selves even before materialising. The decisive factor is the speed of the changes; the
acceleration of life or the vertigo of continually-changing consumption replete with
novelties. Time is not now human. History disappears when industrial production
exhausts periods of time with its production of objects which scarcely subsist. Mass
Media enters into the cycle of creation and destruction of information which annuls
every historical possibility of indicating stages in Post-Modern Societies.

In spite of that, it is fair to affirm that Mass Communication possesses, by reason of
its idiosyncrasy, an autonomous identity. Mass Communication is a new phenomenon
which arises from the media which brought together the multitudes; such as the cinema
industry, music-disk production and its association with juvenile urban hordes (rockers,
mods, punks, technos) or the international formulation of TV programmes. Their
principal value, which surrealist artists already appreciated in cinematographic show
rooms, was their capacity of bringing masses together, which gathered more people for
whatever exposition or artistic event.

Mass Communication utilises Technology to achieve interaction between com-
patible individuals which provokes the alienation of the general public. The loss of
individual personality is a consequence of Mass Culture which does not contribute to
the definition of specific features of individuals. On the contrary, it indicates those
preferences which, up to a point, make them similar, the fiercest critic has always
insisted on that as a consequence. An example is the modern culture of product brands.

Mass Communication directly causes life alteration in individuals, through sym-
bolic connections of objects. The replacement of a vision of a world of living things
with an object-driven world is simply a consequence of substituting the authentic with
the symbolic. Mass Culture transforms the natural world into a symbolic world which
is consumed, firstly in the interior realities of individuals. A consequence of the
communicative activity of the Mass Media is the appearance of two very differentiated
worlds: the natural world and the artificial world.

The Artificial world is created beginning from a high degree of technification of
communication, and for that matter, of human activities. In parallel, the artificial world
is constructed by displacing public places; at first natural spaces by other spaces
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directly designed for collective communication. The artificial world consists basically
in the construction of a social reality.

2 The Digitalisation of Mass Communication

The appearance of Digital technologies amplified the technical possibilities of Mass
Communication. Digitalisation managed to create a more ordered and controlled
reality. Cyber-reality produces a particular from of sensorial perception, of information
coding, of communication interpretation; and of acting on that. Virtual Reality is a
simulated space in which the intuitive faculties, so as to intervene, will not have the
same process as in analogical reality. Digital technology manages to present the world
in another, distinctive, mode.

In the Digital World there is a condition; the contra-intuitive performance, for
evaluating the repercussions of that technology. We prioritise the brain as distinct from
the physical body in this metaphor of artificial life. The constitution of an informational
sphere which involves the simulation of the natural, requires a natural structure as a
support for constructing its own ontological structure –if we consider that it has such–.
Digital Technologies generate things without which the real world, the natural world,
re-creates.

The World Vision supplied as Information encapsulated in Digital Archives is
subject to the logic of a mathematical model for communication, and to a cybernetic
model for organisation. For Shannon, information remains reduced to a structure which
acquires sense in a space of probabilities. Hence, information passes through simpler or
more complex states. The information quantity is defined specifically by such a state
within its field of definition. By this means we come to appreciate that the natural world
can be reduced to information. Since this has a structure which allows for the remaking
of what we can know, and understand, of the natural world [8]:

• The differences between states is a condition of the existence of Information.
• Transmission and Participation are qualities of Information.
• Structural changes which information experiences in a system can be seen by means

of their causal relationships.
• The natural world possesses its field structure.
• The physical field is completely specified by the relationships which define it.
• Finally, all that which remains outside of the Information, which the fields specify,

does not exist and does not require our attention.

The technological domain of the natural world (control of reality) is a question of
reduction. For this technology, to digitalise consists, simply, in reducing reality to
information. The consequence of this action is that now the reality is the product of
technologies by way of their reduction to information. On that matter [8] makes a very
interesting observation. “In this way, they began to be made plausible at the same time
as the analogies between the three levels of reality which distinguish classic episte-
mology; the three levels of Popper.; reality itself, the concepts that describe it and the
subject thought about”.

350 P. A. Hellín Ortuño



Digitalisation is the basis of the Information Society and also of a Knowledge
Society. Technologies are required in this world for the control of the immense
quantities of information. In spite of the evident progress in information management,
societies appear condemned to an unconscious ignorance in renouncing the subjective
value of communication.

Digitalisation imposes, moreover, a social, political, and economic organisation
which encourages the alienation of specialities. Mankind specialises itself in its
functions within its community and associates itself with those of the same desire for
specialisation. For Habermas, Post-Modern communities characterise themselves by
identifying the thought with the deed, making the latter as valid as the former and
therefore reaffirming the irrational, the relative and the arbitrary. For this thinker, there
exists a critical point in the rupture of tradition by means of post–metaphysical
thinking, the linguistic twist and the surmounting of logo-centrism.

The digitalisation of life is a metaphor which illuminates sensibly the creative
possibilities of technology on life’s experience. It is evident that communication,
stimulated by technological implements, generates new sensorial experiences which
will lead to other meanings about reality. Since we are not able to forget that life’s
experience begins in the first place from the interior of mankind. It is necessary that the
process of living passes through a stage of interiorisation and, beginning from there, the
interpretation will arise which will be no more than the exteriorisation of
understanding.

3 Mass Culture, General Context of Advertising

To study a General Advertising Context implies questions of a cultural, technological
and communication nature from the perspectives of each of those fields of knowledge.
For the purposes of approaching knowledge of contemporary Mass Culture, there
appears to be no better idea than to avail oneself of the opportunity of multi-
disciplinary study. We cannot avoid the fact that we are confronted with a new con-
figuration of the social, political, institutional, democratic, human, migratory, biolog-
ical and post-biological, ethical and aesthetical, provoked by radical technological
changes since the beginning of the current century. In our opinion this immense task is
important for the comprehension of the influences on production processes in the
context of Global Discussion of Advertising.

Communication has experienced a radical transformation with network technolo-
gies as the main consequence of new advertising formats. Nevertheless, this is not the
only factor, since new advertising discourse production has also seen itself altered by a
trans-national market model which those very same merchandise and passenger
transport systems, and national commercial policies, have developed within their
territories.

From empirical investigation in fields, such as the economy, to work in computing
applications for direct information for users, the Global Culture presents itself to us as a
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highly complex system and the observation of Advertising acquires a highly significant
value for communication, since it is presented to us as a multi-faceted prism with
numerous faces.

Globalisation has made Advertising a frontier between different disciplines. It is not
a defined or confined space, but rather a place of interacting wisdom and knowledge.
About studies of this type; Aronowitz explains to us:

Cultural studies do not linger in a new frontier because of blocked channels; but rather in a
place in which each action produces an incision (however small that may be) and outflow.
Cultural studies trim spaces in existing disciplines not so as to cordon them off; but rather to
connect, so as to bring together small groupings of students and lecturers; a heterogeneous, and
therefore imperfect, patchwork which facilitates a space into which those who choose can come
and go and dispense with the pseudo-sanctity of the disciplinary preserves. [8]

The paradigmatic context of Advertising is closed off with the philosophic values of
Technological Societies. Advertising discourse also sees itself as being affected by
Post-Modern phenomenology based on dialects of the appearance, and disappearance,
by means of Communications Media speed [18], or the evolution of tele-objective
vision which causes in people an atrophied experience of one’s perception of the world.
The real world is replaced by symbols which share a likeness. The symbolic rela-
tionship with images is appropriated from the truly authentic. Moreover, Post-Modern
mutations have achieved narrative forms which now fragment, and then organise
themselves, by means of hypertext syntax.

Techno-science, understood as a Post-Modern scientific mode, also presupposes a
rupture relative to the classical culture of times past. Techno-science introduces its
procedures so as to operate in fields exclusively reserved for mankind’s questions.
Human life-forms are conditioned by this techno-science which alerts us about climate
change, atmospheric contamination, disappearance of nature’s heritage, biological
modification of nature, or, more simply, the survival limitations of our planet.
Advertising feeds itself on these stories, and on others of a political or social character.

The importance of Techno-science, relative to other meta-narratives, is explained
when we contemplate the epistemic turnaround provoked by individual behaviour
relative to life by way of technologies of communication, and of information and
knowledge. The overwhelming influence of technologies has presupposed, from the
beginning of this century, an ontological change in discovery and innovative thinking
in ethical crossroads into which bio-technologies place us.

All of these elements regulate the formation of a Global Advertising Culture, since
already they no longer refer to localised facts or events in concrete localities. On the
contrary, they define communication processes in highly technologised societies which
interchange the same concerns, challenges and future expectations.

The systematic elimination of old and obsolete communication models in favour of
replacement with other models based on the strength of the Virtual, of the absolutely
Symbolic, explains sufficiently well that to which Global Advertising is conforming.
This highlights the culture of rational practicality, from which trans-national markets
profit, so as to organise the production and distribution of their merchandise. Tech-
nological innovation has achieved that the new economic order will not end up in the
same uncontrolled situation. We can state that technology facilitates, from the panoptic

352 P. A. Hellín Ortuño



vigilance of Advertising messages, and of consumers, towards the efficacy of brands
and, above all, in detecting new tendencies and fluctuations of tastes in the market.
Information Technologies also serve the purpose of information vigilance and why not
also Infor-Attack also? when Advertising annihilates the factors which hinder the
advance of consumption of our products and services.

To deal with Global Advertising, a world guarded by vigilant instruments which
register our psychological profiles; inspecting and processing, by means of this pres-
ence; one’s changes of personality, of tastes, of needs, retaining in artificial memories
the variations in our way of life. Global Advertising already possesses a registration
technology of the styles of the persons connected to a world phenomenologically
reduced to digital networks.

Contemporary Advertising confronts a consumer world which marches to the
rhythm of current lifestyles. The communicative process is more chaotic and, expressed
in terms of complexity, is saturated with attractors which augment desires and personal
virtual experiences. The fusion of the virtual and real worlds has generated the “cyber-
person” whom Whittaker outlines with precision.

….a new space; cyberspace which exists both nowhere and everywhere, and which consists of a
kind of tabla rasa in the sense that it is constructed, and constantly re-constructed, is written
and re-written, by means of simultaneous Network users and their consequent re-elaboration of
the same occurrence. [19]

Since the middle of the 20th Century, Advertising is the discourse of Mass Culture
and of the Consumer Society. Nevertheless, it is in the cyberspace of new phenomena
where advertising acquires its denomination as a Global Discourse, since it is here that
Virtual Communities come together. These human collectives in cyberspace are groups
of individuals united by a common interest. Here the interest is the same as an affinity;
subjects associate themselves around a consumer tendency, a brand, or a lifestyle
which, individually or collectively, links them independently of where they actually
live. The similarity of their preferences in life arranges them around a common need for
Information (and Advertising) of a pre-determined type which satisfies their leaning
towards their desired objectives.

In these places –dematerialised but with the presence of human desires– non-
existent space in the ontological sense, but only in a phenomenon sense –there is now,
what’s more, an interactive space where individuals link up with others, opening up
and communicating, by means of visual elements (texts, images, videos) the image or
presentation of their own identity–. The elasticity of cyberspace offers users the pos-
sibility of continually reinventing themselves. Advertising thrives on the need for
appropriation of social signs and symbols (riches, culture, education, experience, ele-
gance, training, etc.) which individuals use so as to create their own personalities. All
of those social signs, which allow them to integrate themselves into a community,
whose profile (social, psychological, economic, political) coincides with their indi-
vidual desires.

To sum up, there are three fundamental clarifications in the study of the general
context of Global Advertising Culture. Firstly, an ontological differentiation; adver-
tising culture is an exclusively human phenomenon which developed itself with the
modernity that blossomed with capitalism. Then there is a pragmatic differentiation;
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advertising language respects cultural diversity, since it is a form of communication
which feeds itself on mutual and harmonious understanding of individuals from dif-
ferent cultures; always under the influence of a capitalist socio-economic model.
Finally, there is a phenomena distinction which is more interesting, because experience
demonstrates that we all share a society which lives under diverse norms. In this sense,
the definition of culture consists of a complex and dynamic ecology of people, objects,
world views, activities, actions, places and scenarios which, fundamentally, remain
stable; yet which also change by virtue of routine communication and social interac-
tion. Culture is a global context [13].

Advertising culture has evolved through socio-economic changes. There exist
numerous theories which link Advertising Communication with Modern Economics.
[4, 5, 11]. Globalisation processes brought with them an upsurge in the modern
economy, which, fundamentally, consists of an aggressive capitalist neo-liberalism
carrying a particular and distinct vision of industrial economic models [4] explains that
the Information Society rewards those entrepreneurial projects which are capable of
creating expectations in the market, without the need for either supporting material or
new capital to back it; such as had happened in the Industrial Society. Now market
confidence, in future success possibilities, is sufficient for businesses to have pro-
gressed. In the Nineties of the last century, the adolescent millionaires, or geeks as they
are known, who possessed Information Technology knowledge and had put it at the
disposal of their enterprises are an example of these socio-economic transformations.

For Castell [4], this emergent model offers similar opportunities, independant of
place, or of initial capital on which new enterprises count. This widely-accepted vision,
however, also has its detractors who fear a retrogressive tendency for human liberties
with the establishment of such a Virtual Feudalism.

Virtual Feudalism shares political aspects with Classic Feudalism, but its economic base is
abstract riches, and the resultant social system can be very fluid. The central institution of (the
new) European Feudalism will be Virtual Feudalism, and not the Castle nor the lordly lands of
(the previous) European Feudalism. The distribution of assets and privileges will depend on
“Virtual Resources” on an international scale; that is to say, the particular basis of abstract
riches can vary according to temporary variations of institutional financial needs and market
conditions. [19]

The background of the Global Advertising Culture is the Information Society and
Post-Modernity [14]. Modernity had abandoned us in a stagnant system, both per-
manent and subject to tradition, custom and the land. The Information Society and
Post-Modernity place us in an unstable society based on a continuous change and re-
adaptation of life’s direction in the liquidation and re-construction of ideas, in the
disappearance and re-appearance of objects, in change which has as its foundation
“change for the sake of change”. Society advanced towards the future; looking
exclusively in the rear-vision mirror.

Globalisation, Localisation, Dis-location, Re-location and Glocalization are Socio-
Cultural processes which indicate the effects of trans-national markets, of the Toyota
production model, and of the neo-liberal economy on the cultural diversity of
communities.

In the Information Society, Mass Culture develops itself outside of its original
geographic context among new hybrid cultures. Cultural hybridisation has bypassed the
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problems of the Industrial Cultures which are now confronted with political identity
problems. Privatisation is a cultural phenomenon characteristic of limited groups who
struggle to preserve their identifying symbols, traditions and way of life.

All these factors incorporate a new phenomenology of merchandise into people’s
daily lives. This phenomenology of Global Advertising Culture is translated into what
appears; what manifests itself. But previously it was Mass Culture which manifested
itself to human awareness. The Phenomenon of the Masses is the aspect by which
Industrial Production Objects bring themselves to the awareness of others and demand
the intervention of intuition so as to promote the essence of things. In general terms, it
could be said that the essence of Mass Culture is economic development, social pro-
gress and human wellbeing in Western societies.

The critical revision of the Mass Culture emphasises the importance of intuition and
of common sense; thereby excluding awareness, as a resource, of what mankind has
available in a contemporary society for gaining knowledge of a day-to-day nature by
which to develop the quality of his life. To survive in this civilisation of the Mass
Culture, mankind exercises an informed interpretation of objects which are presented to
him, and at the same it throws light on an epistemic labour of world knowledge. Mass
Culture and its context describes the realities in mankind’s lives, but also the diverse
world visions which are derived about this world of material desires produced by
industry and which future generations will inherit.

In the Information Society, Virtual Communities are those connected by Digital
Networks constituted by individuals who basically interpret this world, conceding the
same validity to objects from industry. In this sense, Mass Culture succeeded in
reuniting the consensus of individuals with similar interests; although, maybe, tight-
ening symbolic links around products of Industrial Cultures. Mass Culture equipped
itself with its own ideological planning, applying that to societies by means of
heterogeneous forces (such as education, science, art, law, etc.), all of which dragged
with it; a unique rhetoric.

Mass Culture organises itself around a super-structure which also understands
science, managing to augment its credibility opposed to a growing relativism which
introduces a Post-Modernity that is destructive. It was responsible for the lack of
credibility in the major global debates -in which science was included-. That inclusion
produced a new post-industrial hermeneutic.

The modern world, which surged from the end of the Second World War, was
complicated and complex, and its irrational consumption was a senseless spiral. New
interpretations impelled new modes of understanding, and of recognition, of what
appeared in the everyday environment of mankind, relative to the vague discourses
which industry produced through Advertising and the Communication Media.

4 The Role of Advertising in the Mass Culture

To make culture find its way to the masses is expensive and relatively unproductive;
but absolutely necessary to maintain a social order.

Cultural Products are industrial output which are difficult to automate and, in a
high-salaried economy, they are the dearest products to produce.

The Cultural Component in Advertising Analysis 355



The Confrontation between production and creativity.
As a result, Advertising, apart from being an object of cultural consumption, is an

important catalyst in society, and is also a financial source of the Mass Culture.
Advertising as a CULTURAL INDUSTRY (C.I.).
Symbolic creations may access society, through communicative supports and

materials, in the spheres of the Media and the Market. They impact on a very diverse
grouping of products and services, such as production chains and of product distri-
bution, languages, and symbolic representations in the Communication Media.

Advertising is a C.I. to the extent that, the communicative tools may be used in the
general promotion of products and services.

C.I.’s contribute directly to the construction of the culture which currently sur-
rounds us by way of its iconic and audiovisual creations. Cultural Industries also
construct languages and everything (is) a grouping of representations generated by their
very actions.

Advertising, as a C.I., is a vague concept, referring to the grouping of constructive
processes and to the dissemination of social knowledge.

4.1 The New Consumer Society

Consumption within the Mass Culture scarcely has anything to do with the necessities
for the survival of humanity, but rather with personal desires, frustrations, insecurities
and (dis)satisfactions. In the past, consumption evolved as a process of transformations
so that something might function. In Mass Culture, consumption implies deterioration,
expenditure or extinction of something. The pessimistic viewpoint of Consumerism is
wastage. Irrational expenditure of survival resources of civilisations is the nucleus of
the criticisms of the Consumer Society. This expenditure brings added importance to
the cycle of destruction of natural resources of our planet and is necessary for the
maintenance of the economic development of our societies.

5 The Promotional Condition of Contemporary Culture

Culture goes back to the World of Brands and Consumption, and the Commercial World
reverts, more or less, to the Cultural. The term Promotion is very broad; it includes
advertising, packaging and design, and also the commercial non-communicational
activities.

The very nature of Mass Culture carries with it the idea of promotion:

• Cultural Products are produced for its benefit
• The Culture Industry promotes its products
• The market, the ongoing re-novation of products
• Culture promotes, and self-promotes, itself continuously, so as not to lose its market

share.

The expansion of Logos and Brands is visible in advertising, the media, and pro-
gressively more so, in public places; be they commercial or not (logofilia).

The Brand is the lynchpin of World Culture. For various reasons:
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• There is a lot of creative work in its conception and diffusion
• Advertising has changed its tune.
• Now, there are not objective characteristics of the product, but rather entertainment,

involvement, and the spectacular.
• The aesthetic dimension of the brand goes beyond advertising.
• The design and packaging, the commercial architecture are points of reference

which contribute to the anesthetization of the world.
• Brands associate themselves with grand causes to promote their image.

The brand is a aesthetic universe, and communication aesthetics result from a great
interest in understanding new hegemonic forms of contemporary visual culture. The
promotional condition of contemporary culture commences with new possibilities of
understanding of the world through vision. Reality can be constructed by the use and
manipulation of images.

Advertising appears in urban space occupying privileged places, or cornered in
marginal zones as a visual debasement of cities. In the Post-Modern metropolis there
exist geopolitical phenomena of images in which Industrial discourse is a primary
consideration in the urban countryside.

Art is not Advertising and Advertising is not Art; but their rhetoric is heterogeneous
and inter-textual. These properties are appropriate for their basic structure, and for the
display of their communication plan. The inter-textuality of advertising resembles that
which art generates in an innovative and alternative work, and with what industry feels
itself comfortable for infiltrating into the individual awareness of its consumers.

It is complicated to find town-planners or architects who design cities counting on
Advertising as an integral element of its countryside. The streets or squares are not
designed for the placement of Advertising, as the Renaissance Monument organises the
centre of the Square or the Baroque statue de-centralises the space of the same area.
There does not exist an aesthetic urban environment which organises Advertising into
the urban ambience, but indeed we know of an urban architecture respectful towards
the natural environment and nature which avoids the contamination of the visual
countryside. Always, and with an invasive attitude, Advertising opens for itself space
in the asphalt and in the concrete; looking for maximum visibility, and with that, the
exponential growth of visual impact.

In the Post-Modern era, the intentions of external Advertising are not so deep-
rooted. It is not a question of imposition on the space. There exist examples of more
intelligent advertising; looking for inter-textuality through places in which, in the past,
there was an appropriate monument. This is a new dodge of Post-Modern cultural
relativism; together with strategies of Capitalistic Culture.

5.1 The New Advertising

Concepts like Publicização [3], allow categorise new advertising formats which arose
as a result of the transformation promoted by the socio-technological intervention of
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media devices on hyper-modern or post-modern society [7] with their contemporary
social values [11].

Such values and interactive processes characterise new or alternative environments
for the “movement of trademarks” (planned media and format rotation of brand
advertising) in the context of the phenomena referred to as Transmedia or Crossmedia;
generators of meaning for the consumer society.

Then, final thoughts are woven about the relevance of the creation and operation of
procedures for observing network communication.

From these thoughts, a conclusion is drawn which comments on the implications of
these phenomena for communicative thinking in relation to the problematic nomen-
clature Storytelling TransMedia and Crossmedia, that has been used to explain such so-
called phenomena; especially seeking ways to delineate the horizons of this termi-
nology and its uses in advertising communication in the Latin American context.

In this way, the tradition of Latin-American thought can, through qualitative studies,
concern itself with supplying theoretical solutions, aimed at the creation of meaning, and
linkages between brands and consumers, as is the intent of this document.

In doing so, a different position is assumed to that of the Anglo-Saxon, especially
North American, which is more focused on the study of the effects. As a counterpoint
to the latter, a closer look has been taken here at the socio-cultural aspects.

The new Hyper-Consumer Society [12], it is characterised by:

• Loss of traditional “Points-of-reference”.
• A voluble, disorganised and unregulated consumer.
• Consumption that is more experiential and emotional than describable.
• One consumes more for oneself than to obtain the recognition of others.
• Consumers are possessed by fear of not experiencing new sensations.
• To buy is to play (Subjectivity)

5.2 The Capitalism of Fiction

The author of this concept is Vicente Verdú [17], who constructs the idea; beginning
from the exposure of Jesús Ibáñez:

• Production-driven Capitalism: since the end of the 18th C. to the end of WWII.
• MERCHANDISE.

Consumer-driven Capitalism: Until the fall of the Berlin Wall. Publicity loads
produced merchandise with meaning.

• SIGNAGE.
Capitalism of Fiction: Arises at the beginning of the 21st C. (written 20th C)
places emphasis on

• THEATRICAL IMPORTANCE in PEOPLE.
The two first-mentioned Capitalisms are loaded, above all, with material well-
being. The third, is that of Fiction of sensations, of Psychological Well-being.
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Their main function is to create a reality from fiction, with the appearance of
improved and sweetened authenticity, which are characterised by:

• The importance of appearance.
• A spectacularised reality.
• The change from being citizens to being spectators.
• Global cultural homogenisation.

6 Advertising Global Culture

It´s a concept under construction, which is based on all of the above and which we
summarize as follows:

Technology has changed the ways of communication, social relations and con-
sumption; from programmatic advertising, which is global because it uses Commu-
nication Networks, through which spreads very quickly using, in addition to the
numerical strategies, postmodern aesthetics based on art and visual culture, modes of
social behavior socially based on shared cultures and consumption as a social activity
with a cultural sense throughout the world. The Global Advertising Culture (complex,
changing and evolving) has been raised thanks to programmatic advertising, based on
numerical calculations and statistical prediction.
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Abstract. For consumer market, it is important fact that the BtoC-EC
(business-to-consumer electronic-commerce) market continues to grow. One
of the effective marketing strategies is “reciprocal customer transfer” which a
store introduces the store’s customers to another store to obtain customer loy-
alty. In this study, we analyze for effective reciprocal customer transfer between
a golf course reservation site and a golf EC site to promote customer’s upsell.
Firstly, we divided golf courses into 32 categories and the golf items into 40
categories. Next, we extracted the user’s usage history of these two services.
Then, using these data, we carried out the time series association analysis. As a
result of the analysis, we found some characteristic rules.

Keywords: Time series association analysis � K-means cluster analysis

1 Introduction

In recent years, the BtoC-EC (business-to-consumer electronic-commerce) market has
been expanding steadily. According to the definition of the Ministry of Economy,
Trade and Industry, this market is composed of three fields: the field of merchandising,
the field of service, and the field of digital. Markets themselves continue to be
booming, and there can be no major issues that will impede market growth. However,
the growth rate of the merchandising field in 2017 is 7.5%, which is slower than the
growth rate of 10.6% in 2016 [1]. We thought that one of the future effective strategies
to keep current growth in BtoC-EC market is that “reciprocal customer transfer”. It is a
strategy to expand services by introducing customers to each other among different
companies and services. For example, Softbank was deploying a service that triples a T
point at Family Mart for its mobile phone subscribers [2], and JCB is making up a
mechanism of reciprocal customer transfer with Person Holdings [3].
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2 Purpose of This Study

In order to promote reciprocal customer transfer, it is necessary to analyze the rela-
tionship between the two services. In this research, we aim to activate reciprocal
customer transfer between golf tool EC site and golf course reservation site. For that
purpose, we analyze the mutual use situation between both services for the golf tool EC
site and the portal site which manages the golf course reservation site.

3 Target Data

In this study, we focus on a golf course reservation history and a golf EC site purchase
history from January 2016 to December 2017 of users possessed by a management
company of both golf course reservation site and golf goods EC site. The target user is
restricted customers who registered from January 2016 to June 2017 and come under
the following formula (1) value is between 0.4 to 0.6.

0:4� Number of golf course reservations
Number of golf course reservationsþMail order site usage count

� 0:6 ð1Þ

There were 7947 users. The target golf courses are the average handicap of the user
can be calculated out of the golf courses. Then, the number of golf course becomes 1867.

4 Analysis

In this section, we explain own analysis procedure.

4.1 Flow of Analysis

Firstly, we classified golf courses using their features such as average handicap of
reserved users, the average utilization price per capita and the average review score.
Secondly, we classified the product into some product categories. Next, we compiled
the product by brand for each product classification. Then, we classified brands into 3
or 4 clusters based on average price and total sales volume for each product classifi-
cation. Thirdly, we combined categorized golf courses and golf items with customer’s
transaction history. Finally, we carried out time series association analysis using the
customer’s transaction history.

4.2 k-Means Clustering

The k-means method is one of typical methods of non-hierarchical cluster analysis. By
minimizing the evaluation function u expressed by the following equation, it is divided
into arbitrary k clusters.
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u ¼
X

xj2X mini2k xj � c2i
�� �� ð2Þ

xjðj ¼ 1; . . .; nÞ is the value for j, and n is the number of cases. Also ci is the center
of cluster i i ¼ 1; . . .; kð Þ [4].

4.3 Time Series Association Analysis

Time series association analysis [5] which is an analysis to extract effective association
rules considered time transition of record. In usual association rule analysis, rules
relating to simultaneous events are extracted. However, in time series association rule
analysis, an association rule of events occurring at different times is searched in
accordance with the temporal flow of the data designated by the time series. As a result,
it is possible to clarify the temporal change in purchase behavior such as which product
the person who purchased a certain product purchase next. Indicators are confidence,
support and lift. The following will explain the indicators. Count (X) is the number of
transactions including antecedent X, Count (X\Y) is the number of transactions
including both antecedent X and consequent Y, and U is the total number of
transactions.

• Confidence

Confidence shows the ratio at which antecedent X and consequent Y appeared at
the same record among transaction data in which antecedent X appears. Confidence is
calculated as follows.

confidence X ! Yð Þ ¼ CountðX \ YÞ
CountðXÞ ð3Þ

If the value of this indicator is large, it can be said that it is a rule that the relation
between the antecedent and the consequent is strong.

• Support

The degree of support shows the proportion of combinations that will be the
antecedent X and the consequent Y among the whole. Support is calculated as follows.

support X ! Yð Þ ¼ CountðX \ YÞ
U

ð4Þ

A large value of this indicator indicates that the rule is frequently performed.
Conversely, if the value of this indicator is low, the rule is considered to have happened
by chance and it is judged that it is not useful.

• Lift

Lift expresses whether the assignment of the rule which is the antecedent X and the
consequent Y increases more than the assignment of the rule leading to the consequent
Y in the whole, by the ratio thereof.
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lift X ! Yð Þ ¼
CountðX \ YÞ

CountðXÞ
CountðYÞ

U

¼ confidenceðX ! YÞ
SupportðYÞ ð5Þ

If the value of this indicator is large, it can be judged that there is a relationship
between X and Y. Because it is judged that Y was purchased on the antecedent that X
was not purchased for Y alone reason.

5 Result and Discussions

In this section we show the analyzing result and discuss about them.

5.1 Result of Classification of Golf Course

The golf courses were divided into 32 categories based on three values which are the
average handicap of users who reserved, the average utilization price per capita and the
average review score. We divided the average handicap of users into four categories
according to the quartile. From the top it was “for senior”, “for semi-senior”, “for semi-
beginner”, “for beginner”. We divided the average utilization price per capita into four
according to the quartile. From the top it was “expensive”, “relatively expensive”,
“relatively low-price”, “low-price”. We divided the average rating points below the
average and below “high” and “low”. We made 32 classifications by multiplying these
three variables.

5.2 Classification Result by Product Category

We divided products into 11 categories based on the genre of the EC site. Next, we
classified brands belonging to each the genre into 3 or 4 categories based on the
average price and the number of sales of brand products. Also, I used the k-means
method for classification for each category (Table 1).

Table 1. Classification of product categories

Category Brand classification Average price (yen) Average sales
volume (pieces)

Wear (lady) Low-price brands 3944 33
High brands 22438 152
Standard brands 10947 154
Popular brands 12730 1885

Wear (men) Low-price brands 4180 55
High brands 22893 56
Standard brands 13067 171
Popular brands 10747 1629

(continued)
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We define brand classification with high sales quantity as “popular brands”, define
low-price brand classification as “inexpensive brands”, define brand with a high price
as “high brands”, the remaining brand classification was defined as “standard brands”.

5.3 Results and Discussion of Time Series Association Rule Analysis

We extracted rules with the support over1% and a lift over 1 among the obtained rules.
In order to make rank the extracted rules, we calculated the standard score of each
evaluation indicator and summed up then. Then we evaluated the rule with this value
high as a useful rule. The characteristics of the obtained rule are shown below.

Table 1. (continued)

Category Brand classification Average price (yen) Average sales
volume (pieces)

Club Low-price brands 10594 61
high brands 66494 32
Standard brands 33573 63
Popular brands 21600 1272

Competition gift Low-price brands 2209 11
high brands 10644 20
Popular brands 1875 106

Shaft parts Low-price brands 2483 14
High brands 5611 14
Popular brands 4043 418

Shoes Low-price brands 6095 38
High brands 49500 2
Standard brands 20581 84
Popular brands 14830 1220

Bag and club case Low-price brands 11029 30
High brands 55293 4
Standard brands 25714 78
Popular brands 19256 847

Ball and accessory Low-price brands 2668 114
High brands 12369 333
Standard brands 5927 107
Popular brands 3386 2670

Distance measuring instrument High brands 59760 11
Standard brands 26944 71
Popular brands 14290 595

Practice tool Low-price brands 5188 51
High brands 46534 22
Popular brands 6283 698

Other other 6663 41
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Results and Discussion Concerning the Rule from the Purchase of Goods to the
Reservation of Golf Course

• Rules from purchasing balls and accessories to booking golf courses (Table 2)

From these rules of purchasing balls and accessories to reserving golf courses, I
found the following. First, purchase of a popular brand led to a highly rated golf course.
Next, purchasing low-price brands led to semi-beginners or beginners centric, relatively
low-price and low rating golf courses booking. Also, purchasing standard brands led to
golf course for semi-senior, relatively expensive and high rating golf courses booking.
Finally, purchasing high brands led to semi-seniors or seniors centric, relatively
expensive and high rating golf courses booking. From the above, it is considered that
there is a proportional relationship between the price range of purchased balls and
accessories and the price, reputation and player level of the golf course to be used.

Table 2. Rules from purchasing balls and accessories to booking golf courses

Antecedent Consequent Confidence Support Lift Sum of
standard
scores

Ball and
accessory _ low-
price brands

Golf course for semi-beginner
with relatively low-price and low
ratings

21.284 3.154 1.202 1.425

Ball and
accessory _ low-
price brands

Golf course for beginner with
relatively low-price and low
ratings

19.848 2.942 1.089 0.315

Ball and
accessory _ high
brands

Golf course for semi-senior with
relatively expensive and high
ratings

18.767 1.752 1.254 0.388

Ball and
accessory _ high
brands

Golf course for senior with
relatively expensive and high
ratings

11.126 1.039 1.434 0.319

Ball and
accessory _
popular brands

Golf course for semi-senior with
relatively expensive and high
ratings

19.037 2.078 1.272 0.810

Ball and
accessory _
popular brands

Golf course for semi-beginner
with relatively low-price and low
ratings

18.807 2.053 1.062 -0.711

Ball and
accessory _
standard brands

Golf course for semi-beginner
with relatively expensive and high
ratings

8.809 3.305 1.053 -0.719

Ball and
accessory _
standard brands

Golf course for semi-senior with
relatively low-price and high
ratings

9.109 3.417 1.015 -0.864

366 K. Hirota et al.



• Rules from purchasing clubs to booking golf courses (Table 3)

We summarize the results and discussions about rules from purchasing clubs to golf
course reservations. First, golf courses linked from the purchase of popular brands were
semi-beginners centric, the low-price and the evaluation was low. second, golf courses
linked from the purchase of standard brands were semi-senior-centric and expensive.
Finally, golf courses linked from the purchase of low-price brands were semi-senior-
centric and the evaluation was low. Purchasing clubs and golf courses for semi-
beginners and semi-senior players are highly relevant. In addition, we obtained not the
rules from the purchase of low-price brands to the reservation of the beginner-centered
golf course but the rules from the purchase of low-price brands to the reservation of the
semi-senior centered golf course. The reason is considered as follows (Fig. 1).

Table 3. Rules from purchasing clubs to booking golf courses

Antecedent Consequent Confidence Support Lift Sum of
standard
scores

club _ low-
price
brands

Golf course for semi-senior with
relatively expensive and low ratings

7.524 1.164 1.038 −2.717

club _ low-
price
brands

Golf course for semi-senior with
relatively low-price and low ratings

8.01 1.239 1.021 −2.728

club _ low-
price
brands

Golf course for senior with relatively
expensive and high ratings

7.767 1.202 1.001 −2.923

club _ low-
price
brands

Golf course for semi-senior with low-
price and low ratings

6.634 1.026 1.023 −3.024

club _
standard
brands

Golf course for semi-senior with
expensive and high ratings

14.218 1.127 1.298 −0.263

club _
standard
brands

Golf course for semi-senior with
relatively expensive and high ratings

16.904 1.339 1.129 −1.015

club _
standard
brands

Golf course for semi-beginner with
relatively expensive and low ratings

16.904 1.339 1.118 −1.092

club _
popular
brands

Golf course for semi-beginner with
relatively low-price and low ratings

17.849 2.992 1.008 −0.410
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It is understood that the proportion of wedge is higher for low-price brands than for
whole. Therefore, it can be inferred that player who is in the progress process stick to
this tool more than beginners. The wedge is a club used for shots within 100 yards,
approaches from around the green, and bunker shots.

From Fig. 2 it can be seen that the price of a low-price brand wedge is not cheaper
than the whole wedge. Based on the above, we think that the ratio of wedges is high in
the low-price brands is the reason for obtaining rules from the low-price brands to golf
courses for semi-senior.

Fig. 1. Comparison of overall and low-price brands in the proportion of wedge sales.
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Results and Discussion Concerning the Rule from the Reservation of Golf Course
to the Purchase of Goods
Overall, there were many rules linked to the purchase of balls, accessories and men-
swear from booking of golf courses. As there are no distinctive and definite rules
compared to each golf course classification, we focus on the consequent of purchasing
goods and consider the difference between the antecedent of the reserved golf course.
First, we consider the rules that have the consequent of purchase to balls and
accessories.

• The rule from the reservation of golf course to the purchase of balls and
accessories (Table 4)

Table 4. Top 20 of the rule from the reservation of golf course to the purchase of balls and
accessories

Antecedent Consequent Confidence Support Lift Sum of
standard
scores

Golf course for semi-beginner
with relatively low-price and low
ratings

Ball and
accessory _
popular brands

43.534 7.711 1.16 7.067

Golf course for beginner with
relatively low-price and low
ratings

Ball and
accessory _
popular brands

41.758 7.61 1.113 6.479

Golf course for semi-beginner
with low-price and low ratings

Ball and
accessory _
popular brands

43.878 6.459 1.17 6.138

Golf course for semi-senior with
relatively expensive and high
ratings

Ball and
accessory _
popular brands

42.057 6.296 1.121 5.480

Golf course for beginner with
low-price and low ratings

Ball and
accessory _
popular brands

39.202 6.521 1.045 4.852

Golf course for semi-senior with
relatively low-price and high
ratings

Ball and
accessory _
popular brands

43.933 3.943 1.171 4.073

Golf course for semi-beginner
with relatively expensive and low
ratings

Ball and
accessory _
popular brands

37.914 5.733 1.011 3.836

Golf course for semi-beginner
with relatively low-price and high
ratings

Ball and
accessory _
popular brands

43.047 3.643 1.147 3.570

(continued)
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Table 4. (continued)

Antecedent Consequent Confidence Support Lift Sum of
standard
scores

Golf course for beginner with
relatively expensive and low
ratings

Ball and
accessory _
popular brands

40.176 4.581 1.071 3.529

Golf course for beginner with
relatively low-price and low
ratings

Ball and
accessory _ low-
price brands

20.536 3.743 1.386 3.134

Golf course for semi-senior with
expensive and high ratings

Ball and
accessory _ high
brands

15.657 1.715 1.677 3.031

Golf course for senior with
relatively low-price and high
ratings

Ball and
accessory _
popular brands

43.671 2.591 1.164 2.882

Golf course for semi-senior with
low-price and high ratings

Ball and
accessory _
popular brands

42.994 2.804 1.146 2.865

Golf course for semi-beginner
with relatively expensive and
high ratings

Ball and
accessory _
standard brands

17.964 1.502 1.646 2.863

Golf course for semi-senior with
expensive and high ratings

Ball and
accessory _
popular brands

38.743 4.243 1.033 2.842

Golf course for semi-beginner
with relatively expensive and
high ratings

Ball and
accessory _
popular brands

41.018 3.43 1.093 2.816

Golf course for semi-beginner
with low-price and high ratings

Ball and
accessory _
popular brands

43.944 1.953 1.171 2.432

Golf course for semi-senior with
relatively expensive and high
ratings

Ball and
accessory _
standard brands

16.304 2.441 1.494 2.405

Golf course for semi-beginner
with low-price and low ratings

Ball and
accessory _ low-
price brands

20.323 2.992 1.371 2.387

Golf course for senior with low-
price and high ratings

Ball and
accessory _
popular brands

45.267 1.377 1.207 2.339
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Fig. 3. The relationship between the level of players at golf courses and the brands of balls and
accessories with reference to the sum of standard scores.
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Fig. 4. The relationship between the price of the golf course and the brands of balls and
accessories with reference to the sum of standard scores.
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Figures 3, 4 and 5 show the relationship between the characteristics of golf courses
as the prerequisite and the brands of balls and accessories as consequent, using the
maximum value of the total of the standard scores. The horizontal axis are each brand
classification, and they are arranged in descending order of the average price. Also, the
vertical axis shows the maximum value of the total of standard score. From Fig. 3, it
can be seen that low-price brands have the highest total standard score in the golf
course for beginner except that the popular brand which is a large volume of sales.
Also, it can be seen that high brands have the highest total standard score in the golf
course for senior except that the popular brand which is a large volume of sales.
According to Fig. 4, in the low-price or relatively low-price golf course, it can be seen
that the total of the standard score is the highest for low-price brands except for
standard brands. Also, in high price golf courses, it can be seen that the sum of the
standard points is the highest for the high price brands. From Fig. 5, it can be seen that
low-price brands have the highest total standard score in the low rating golf course
except that the popular brand which is a large volume of sales. Also, it can be seen that
high brands have the highest total standard score in the high ratings golf course except
that the popular brand which is a large volume of sales. From the above, the following
can be considered in purchasing a ball on the antecedent of a golf course reservation.
First, regardless of the characteristics of the prerequisite golf course, balls and acces-
sories of the popular brands are most likely to be purchased most. Next, it is thought
that the price, evaluation, the level of the player’s golf course used, and the price range
of the balls and accessories are proportional.
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Fig. 5. The relationship between the evaluation points of the golf course and the brands of balls
and accessories with reference to the sum of standard scores.
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• The Rule from the Reservation of Golf Course to the Purchase of Men’s Wear
(Table 5)

Table 5. Top 20 of the rule from the reservation of golf course to the purchase of balls and
accessories

Antecedent Consequent Confidence Support Lift Sum of
standard
scores

Golf course for semi-senior with
relatively expensive and high
ratings

Men’s wear _
popular
brands

37.625 5.633 1.101 4.359

Golf course for semi-beginner with
relatively low-price and low ratings

Men’s wear _
popular
brands

35.689 6.321 1.044 4.336

Golf course for beginner with
relatively low-price and low ratings

Men’s wear _
popular
brands

34.478 6.284 1.009 3.941

Golf course for semi-beginner with
relatively expensive and low
ratings

Men’s wear _
popular
brands

35.43 5.357 1.037 3.466

Golf course for semi-senior with
relatively expensive and high
ratings

Men’s wear _
standard
brands

18.395 2.754 1.438 2.474

Golf course for senior with
expensive and high ratings

Men’s wear _
popular
brands

35.345 4.106 1.034 2.404

Golf course for semi-beginner with
relatively expensive and high
ratings

Men’s wear _
popular
brands

37.725 3.154 1.104 2.343

Golf course for senior with
relatively low-price and high
ratings

Men’s wear _
popular
brands

39.451 2.341 1.154 2.193

Golf course for senior with
relatively low-price and high
ratings

Men’s wear _
standard
brands

19.831 1.177 1.55 2.101

Golf course for semi-senior with
relatively low-price and high
ratings

Men’s wear _
standard
brands

19.107 1.715 1.494 2.080

Golf course for senior with
relatively expensive and high
ratings

Men’s wear _
popular
brands

37.419 2.904 1.095 2.044

Golf course for semi-beginner with
relatively low-price and high
ratings

Men’s wear _
popular
brands

36.538 3.092 1.069 1.930

(continued)
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Table 5. (continued)

Antecedent Consequent Confidence Support Lift Sum of
standard
scores

Golf course for semi-beginner with
expensive and high ratings

Men’s wear _
standard
brands

19.115 1.515 1.494 1.916

Golf course for semi-senior with
low-price and high ratings

Men’s wear _
cheap brands

17.85 1.164 1.519 1.679

Golf course for semi-senior with
relatively low-price and high
ratings

Men’s wear _
popular
brands

35.146 3.154 1.029 1.563

Golf course for semi-beginner with
low-price and low ratings

Men’s wear _
cheap brands

16.156 2.378 1.375 1.501

Golf course for senior with low-
price and high ratings

Men’s wear _
popular
brands

39.918 1.214 1.168 1.407

Golf course for semi-beginner with
relatively low-price and low ratings

Men’s wear _
cheap brands

15.477 2.741 1.317 1.326

Golf course for senior with
expensive and high ratings

Men’s wear _
standard
brands

17.349 2.015 1.356 1.185
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Fig. 6. The relationship between the level of players at golf courses and the brands of men’s
wear with reference to the sum of standard scores.
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Figures 6, 7 and 8 shows the relationship between the characteristics of golf
courses as the prerequisite and the brands of men’s wear as consequent, using the
maximum value of the total of the standard scores. The rows on the horizontal axis are
each brand classification, and they are arranged in descending order of the average
price. Also, the vertical axis shows the maximum value of the total of standard score.
There were no rules on high brands among men’s wear brand classifications. Looking
at Fig. 6, the following can be seen. First, the standard brand showed the highest value
in any type of golf course. Next, it can be seen that low-price brands have the highest
total standard score in the golf course for beginner except that the popular brand which
is a large volume of sales. In addition, standard brands showed the highest value in golf
courses for senior. Figure 7 shows that low-price brands showed the highest value for
low-price golf courses. Also, standard brands and popular brands showed high values
for expensive golf courses. In addition, standard brands as the price of golf courses
rises, the total of standard scores is rising. From Fig. 8, the following can be seen.
Firstly, the score of the popular brands is high regardless of the evaluation of the golf
course. Secondly, the difference of the standard score between ones which are low
rating and golf courses which are high rating is not seen, but for popular brands, golf
courses with high ratings have a higher standard score than ones with low ratings. From
the above, the following was found out.

First of all, we think that it tends to lead to the purchase of low-price brand men’s
wear from reservations of low-price and golf courses for beginner. Next, we think that
it is easy to be associated with the purchase of standard brands men’s wear from
reservations of expensive golf course or golf course for senior.

6 Consequent

In this research, we analyzed the relationship between the purchase of golf tool and the
reservation of golf course at the EC site to promote reciprocal customer transfer
between these two services. Through this analysis, the relationship between the golf
course and each product was understood. By using the results obtained in this study, it
is considered that reciprocal customer transfer can be encouraged between the golf
course EC site and the golf course reservation site. Therefore, we believe that it is
possible to expand customer share and advance upselling, which can lead to an increase
in site loyalty.

We are considering the following as future works. First, some subjectivity is
included in interpreting association rules. Hence, we need to interpret objectivity by
using other analysis methods. Second, we should analyze more detail by using access
logs to purchase and reservation, then we many obtain more effective rules by customer
site wage.
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Abstract. In recent years, as the number of hair salons increases, and the scale
of the hair salon market has declined. Hence, competition for hair salon
acquisition will be intensified. It is important for a hair salon to specify the cause
of customer defection and plan to settle that. In this study, we analyzed the POS
data with customer distinguishing information of a hair salon chain. Concretely,
we performed logistic regression and hierarchical Bayes logit model to identify
the cause of customer defection on the hair salon. After that, we categorized and
considered the customers using hierarchical cluster analysis. Using these mod-
els, we extract the characteristics of customer defection on a hair salon and
propose marketing measures to prevent defection.

Keywords: Customer defection � Logistic regression analysis �
Hierarchical Bayes logit model

1 Introduction

The number of hair salon reached over 240,000 stores according to a research of the
Ministry of Health, Labour and Welfare in fiscal year 2017, and new opening keeps
increasing [1]. An emporium is increased newly, but also the scale of the hair salon
market decreases in recent years, and it seems it is becoming severe in customer
acquisition competition of a hair salon [1]. It is an important to reduce customer
defection. It seems that the problem of compatibility with the hair salon is great for new
customers, and it is difficult to completely prevent this. However, for customers who
visit two or more times, we can think about marketing measure to prevent defection.

In this research, we aim to clarify factors of customer defection by analyzing
customers’ behavior at the last visit and one time ago of the last visit to the last visit,
and their changes. Moreover, we aim to propose marketing measures to prevent cus-
tomer defection.
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2 Data Sets

In this study, we target on 10 stores of a hair salon chain in Japan, all stores are located
in urban area and near railroad stations. In this study, we used following data.

• Member registration information data: Information on customer attributes such as
gender, date of birth, member ID

• Purchasing history data with customer information: Information on purchasing
behavior such as visit date/time, sales amount, purchased item (menu), staff rank,
etc. (data period: July 1, 2015 to June 30, 2017)

We analyzed 11,683 customers with their information and visited at least twice
during the data period of ID-POS data.

First, we defined the defect situation. Because each customer’s visit interval was
not same, we defined each customer’s defect that was over 30 days from the visit
interval maximum of former.

In addition, it is thought that the situation at the time of the last visit and change
from the previous visit will lead to customer defection. Therefore, we made variables
about the accounting contents which are at the last visit, the contents one time ago of
the last visit and the amount which changed to the last visit.

3 Analysis of Customer Defection Factors

In this section, we describe our analysis procedure.

3.1 Flow of Analysis

We show the outline of analysis in Fig. 1.

Make Datasets

Logistic
Regression 
Analysis

Verification of
Accuracy

Random Forest 

Hierarchical
Bayes Logit Model

Verification of
Accuracy

Hierarchical
Cluster Analysis

Compare 

Fig. 1. Outline of analysis
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In this research, first, we perform logistic regression analysis and then a hierarchical
Bayes logit model. Then, we compare the accuracy of these two analyzes.

In the hierarchical Bayes logit model, variables cannot be selected sequentially like
a general regression model, and it is necessary to select explanatory variables in
advance. Since there are many explanatory variables created in this study, we select
explanatory variables beforehand by using random forest. After that, we create a
hierarchical Bayes logit model and obtain accuracy. Then, we perform hierarchical
cluster analysis in order to cluster customers based on the determined individual
parameters.

3.2 Logistic Regression Analysis

In order to identify factors of customer defection, we try to perform logistic regression
analysis. When regression coefficient is defined as bk and explanatory variable is
defined as xk , probability of occurring defection p of event y is shown as Eq. (1) [2].

py ¼ expfb0 þ b1x1 þ � � � þ bkxkg
1þ expfb0 þ b1x1 þ � � � þ bkxkg

ð1Þ

where y of (1) defines below, and we estimate parameter bk .

y ¼ 1 � � �Defect
0 � � �Continue

�

As explanatory variables used in the model construction, we created twelve vari-
ables from customers’ behavior at the last visit, thirteen variables from changes from
one time ago of the last visit to the last visit, four variables from personal attributes of
customers and hair salon’s staffs. Moreover, we normalized sales, discount amount,
point balance, diff of sales, diff of discount amount, and diff of point balance

Details of the explanatory variables are shown in Table 1.

Table 1. Demographic variables and customers’ behavior variables used in the model
construction

Type of variable Variable name Data
type

Objective variable Defection or not 0 or 1
Explanatory
variable

Behavior at the last visit No
interaction

Sales Decimal

Discount amount Decimal
Point balance Decimal
Store ID Factor

Interaction Cut Integer
Treatment Integer

Color Integer
Blow shampoo hair set Integer
Private brand item Integer

Perm Integer

(continued)
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3.3 Hierarchical Bayes Logit Model

Conventional statistical methods such as logistic regression analysis common obtaining
point-estimate parameters by most likelihood method. On the other hand, the hierar-
chical Bayes logit model assumes a prior distribution for each parameter and performs
distribution convergence and individual parameter estimation for each case by
repeatedly generating random numbers based on prior distribution in simulation and
update parameter values using Bayesian theory. As a result, it is possible to flexibly
express the parameters of each individual and each group. Based on the premise that
customer’s desire for service varies from individual to individual, we think that it is
appropriate to estimate parameters for each customer rather than uniquely estimate
parameters, and we apply a hierarchical Bayes logit model.

Table 1. (continued)

Type of variable Variable name Data
type

Change in behavior from one time ago
of the last visit to the last visit

No inter
action

Sales Decimal

Discount amount Decimal
Point balance Decimal

Store ID Factor
Staff ID Factor

Interaction Cut Integer
Treatment Integer
Color Integer

Blow shampoo hair set Integer
Private Brand item Integer

Perm Integer
Interaction in a day of the week A day of week at the last

visit
Factor

A day of week at one time
ago of the last visit

Factor

Interaction in time Time at the last visit Factor

Time at one time ago of
the last visit

Factor

Interaction in rank Staff’s rank at the last visit Factor
Staff’s rank at one time
ago of the last visit

Factor

Interaction in demography Customers’ sex Factor

Customers’ age Integer

Analysis of the Characteristics of Customer Defection 381



3.3.1 Formulation of Defection Discrimination Model
In this section, we show a model that discriminates whether or not it is a defection
using a hierarchical Bayes logit model. The proposed model is expressed in the
framework of a logistic regression model. The defection probability pi is shown below
as a proposed model in Eq. (2).

pi ¼ Pr yi ¼ 1f g ¼ eui
1þ eui ð2Þ

Equation (3) concretely shows the utility ui for the defection of the customer i.

ui ¼ XT
i Bi þ xi StoreID i½ �½ � ð3Þ

Xi is an explanatory variable vector containing intercept terms related to the
defection of customer i, Bi is a parameter vector containing intercept term of each
customer, and xi is a store specific term. Also, in order to take account of heterogeneity
of customers, parameters are assumed to be different for each customer [2].

3.3.2 Parameter Hierarchy
In this study, we used Markov Chain Monte Carlo methods, (MCMC) to estimate
parameters and No-U-Turn-sampler for sampling [6]. Sampling was done 5000 times.
Then the first 500 times was the burn-in period that the samples were discarded.

To consider customer heterogeneity, we constructed the hierarchical Bayes logit
model that was assumed that individual parameters for each customer. To estimate the
parameters of a hierarchical Bayes logit model, simulations are performed in which the
prior distribution is assumed for each parameter and the generation of random variables
is repeated from the distribution [3, 4].

In this study, it is assumed that the parameter vector bi follows the multivariate
normal distribution as Eq. (4).

bi �MVN D;RBð Þ ð4Þ

In addition, as a hyper prior distribution for expressing the variation of parameters
for each customer, for D and

P
B in Eq. (4), a uniform wide distribution (no information

prior distribution) and the inverse Wishart distribution as shown in Eqs. (5) and (6).
In Eq. (6), M represents the number of variables, v0 represents a constant M, and V0

represents a square matrix of M � M with a diagonal component M + 3.

D�U 0; 100ð Þ ð5Þ

P
B � IW v0;V0ð Þ; v0 ¼ M;V0 ¼

Mþ 3 0
0 Mþ 3

� � � 0

..

. . .
. ..

.

0 0 � � � Mþ 3

2
6664

3
7775 ð6Þ
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In addition, we use R̂ to confirm convergence of parameters. R̂ is a convergence
determination index proposed by Gelman and Rubin [5]. If R̂ is close to 1, convergence
to a steady distribution is suggested, and when it is larger than 1 it is considered not
converging. In [5], if R̂ should be less than 1.1 or 1.2, we use the criterion that it can be
judged that it converged.

Random Forest
In the hierarchical Bayes logit model, when the more variables are, it takes more time
to calculate the simulation. In addition, since all 29 explanatory variables used in this
analysis do not necessarily work significantly, so we perform random forest as a
preliminary analysis before creating a model. Using the significance due to the average
decrease in impurity of the Gini coefficient calculated from the result, the top eight
variables with the highest importance are selected in advance. The top eight variables
with high importance obtained as a result of performing the random forest using
explanatory variables shown in Table 1 are shown in descending order in Table 2.

In the hierarchical Bayes logit model, if we use categorical variables, it takes very
long time to calculate. In order to think about marketing measures, we thought that it is
not necessary to obtain a specific day of the week, so the day of the week was
converted into two values, that is, the weekend or not. Furthermore, since we thought
that the store ID at the last visit could be explained by the store specific that introduced
this time, it is excluded from the explanatory variables.

3.4 Hierarchical Cluster Analysis

This analysis attempts to identify relatively homogeneous groups of cases (or variables)
based on selected characteristics, using an algorithm that starts with each case (or
variable) in a separate cluster and combines clusters until only one is left. We use the
Ward method.

Table 2. Variable selected by random forest

Point balance at the last visit
Difference of point balance
Store ID at the last visit
Sales at the last visit
Difference of sales
Day of the week at last visit
Day of the week at one time ago of the last visit
Age
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3.5 Dataset and Evaluation Indicator

Although the number of target customers in this research is 11,683, when constructing,
we randomly sample the number of continuing customers by setting the number equal
to the number of defective customers.

Furthermore, in order to verify the prediction accuracy of the model, we set 75% of
the data for training data and 25% for the test data, for each continuing customer and
each defective customer. As a result, the datasets used in the model construction was
divided as follows (Table 3).

In order to confirm the prediction accuracy of the constructed model, we performed
hold-out validation by using the train data and test data. Specifically, we created a
confusion matrix like a following table and we calculated prediction accuracy of the
constructed model by using following equations (Table 4).

Accuracy (ACC): Percentage of the total number correctly predicted among the total
number predicted.

ACC ¼ TPþ TN
FPþFN þ TPþ TN

Precision (PRE): Percentage of the total number that is a positive class actually among
the total number predicted positive class.

PRE ¼ TP
TPþFP

Table 3. Datasets used in the model construction

Training data Test data Total

Defective customers 2,493 831 3,324
Continuing customers 2,493 831 3,324
Total 4,986 1,662 6,648

Table 4. Confusion matrix

Predicted class
Positive Negative

Actual class Positive True Positive (TP) True Negative (TN)
Negative False Negative (FP) False Negative (FN)
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Recall (REC): Percentage of the total number predicted positive class among the total
number that is a positive class actually

REC ¼ TP
FN þ TP

F-measure: harmonic mean of PRE and REC

F - measure ¼ 2� PRE � REC
PREþREC

4 Results

In this section, we summarize our results.

4.1 Logistic Regression

We built a model that predicts defection for the entire customer using binomial logistic
regression analysis with stepwise selection method. Then, we selected explanatory
variables of coefficient of significant probability less than 0.05.

Table 5. Estimated value of selected partial regression coefficient

Explanatory variables Partial regression coefficient

Intercept 1.232
Sales −0.137
Discount amount −0.135
Point balance −0.607
Store ID at the last visit was B 1.301
Store ID at the last visit was C 0.510
Store ID at the last visit was D 0.606
Store ID at the last visit was E 0.401
Store ID at the last visit was F 0.402
Store ID at the last visit was G 0.720
Store ID at the last visit was H 0.751
Store ID at the last visit was K 0.786
Last visit was on Friday −0.316
Last visit was on Sunday −0.287
Menu at the last visit was cut −0.840

(continued)
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From Table 5, we found that sales, point balance, store ID, the day, menu and
staff’s sex at the last visit become significant.

Tables 6, 7, 8 and 9 show the confusion matrix and the evaluation indicator for the
train data and the test data.

From Tables 6, 7, 8 and 9, it turns out that it is almost resulted in Negative

Table 5. (continued)

Explanatory variables Partial regression coefficient

Menu at the last visit was blow shampoo hair set −0.771
Difference of point balance 0.319
Not changed staffs −0.204
Add cut 0.384
Add private brand goods 0.123
Menu at the last visit was cut and perm 0.750
Menu at the last visit was cut and blow shampoo hair set 0.585
Age −0.010

Table 6. Confusion matrix of model for the train data

Predicted class
Positive Negative

Actual class Positive 836 1657
Negative 339 2154

Table 7. Evaluation indicator of model for the train data (%)

ACC PRE REC F-measure

60.0 71.1 33.5 45.6

Table 8. Confusion matrix of model for the test data

Predicted class
Positive Negative

Actual class Positive 266 565
Negative 114 717

Table 9. Evaluation indicator of model for the test data (%)

ACC PRE REC F-measure

59.1 70.0 32.0 43.9

386 M. Iwata et al.



4.2 Hierarchical Bayes Logit Model

Table 10 shows the average value and R̂ of the individual parameters of the
explanatory variable obtained as a result of the hierarchical Bayes logit model.

From the Table 10, we also found that R̂, which determines the convergence of
each parameter, also falls below 1.1, which is a measure of convergence. It is under-
stood that point balance and age parameter are negative, and difference of point balance
is positive. Also, we can see that difference of sales and sales parameter may be
negative or positive. In addition, the confusion matrix for the train data and the
evaluation indicator are as shown in Tables 11 and 12 below.

Comparing Tables 6, 7, 8 and 9 with Tables 11 and 12, it is understood that the
hierarchical Bayes logit model was better than logistic regression in performance.

As a result of hierarchical cluster analysis, it was divided into four clusters. The
average values of the parameters of each cluster are shown in Table 13.

Table 10. Variable selected by random forest

Explanatory variables Average of parameters R̂

Intercept −0.052 1.001
Point balance at the last visit −1.123 1.001
Difference of point balance 0.753 1.011
Sales at the last visit −0.144 1.008
Difference of sales −0.029 1.001
Day of the week at the last visit −0.148 1.001
Day of the week at one time ago of the last visit −0.137 1.001
Age −0.245 1.001

Table 11. Confusion matrix of model for the train data in hierarchical bayes logit model

Predicted class
Positive Negative

Actual class Positive 2057 436
Negative 11 2482

Table 12. Evaluation indicator of model for the train data (%)

ACC PRE REC F-measure

91.0 99.5 82.5 90.2
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From Table 13, the positive and negative of the average value of most parameters
did not change depending on the cluster. However, there is a case that sales and the
difference of sales differed, and it turned out that a difference arises depending on the
cluster.

5 Discussions

In this section, we discuss about the results of our analysis and propose some efficient
marketing strategies.

5.1 Discussions for Logistic Regression

As the result of logistic regression analysis, we found that customers with low sales and
small discount amount at the last visit are easy to defect. The sales are considered to
represent money sense for beauty. Therefore, it can be said that customers who think
that they do not want to pay so much for beauty and customers who are dissatisfied
with less discount amount are easy to defect. Therefore, because coupons generated at a
certain amount of money or more cannot prevent such customer defection, measures
that distribute coupons that arise only by visiting stores are considered to be effective.

Also, when the point balance at the final visit was small, and customer with a
difference in point balance know that it is easy to defect. The point balance is con-
sidered to represent the loyalty to the store of the customer. Also, the difference of the
point balance is the point award amount one time ago of the last visit - the point usage
amount one time ago of the last visit, so the difference of the point balance is con-
sidered to represent the intention to accumulate points. In other words, it can be said
that customer with low royalties for the store and having little intention to accumulate
points tend to defect. Considering that customers who do not intend to accumulate
points generally are hard to become good customers, it is thought that firstly it is
necessary to raise the royalty for the store by urging to accumulate points. Therefore,
measures such as preparing some benefits when saving points more than a certain
amount are considered to be effective.

Table 13. The average value of each parameter

Cluster 1 Cluster 2 Cluster 3 Cluster 4

Intercept 0.154 0.169 −0.277 −0.237
Point balance at the last visit −1.179 −1.105 −1.052 −1.158
Difference of point balance 0.728 0.828 0.768 0.695
Sales at the last visit −0.270 0.005 −0.021 −0.279
Difference of sales −0.103 0.076 0.032 −0.106
Day of the week at the last visit −0.080 −0.085 −0.217 −0.210
Day of the week at one time ago of the
last visit

−0.069 −0.075 −0.214 −0.183

Age −0.181 −0.170 −0.315 −0.311
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In addition, variables for staff and menu are also selected. Regarding the staff, we
found that customers who are changing staff are more likely to defect. Therefore, it can
be said that it is necessary to take careful handover when the customer changes staff.
Regarding the menu, we found that it was easy to continue if the customer selects blow
shampoo hair set at the last visit. This is because menus are less likely to cause
mistakes than perms and colors.

Also, we found customers choosing a cut at the last visit are more likely to con-
tinue, but adding a cut tends to lead to defect. The staff are familiar with the preferences
of customers who continue to select a cut, but they do not know the preferences very
much about customers who add a cut. It is thought that as the hearing about the
preferences does not go properly, it may lead to defect. Hence, it is considered that it is
necessary to carefully hear the preferences for customers who have added a new menu,
even if they are not visiting for the first time.

Also, we found that customers who visit on Friday and Sunday are harder to defect.
However, because it is difficult to identify the cause of such a result, we found that it
was necessary to compare it between weekdays and weekends. The results compared
on weekdays and weekends are stated in Sect. 5.2. It also turned out that there was a
difference in departure rate for each store. Therefore, rather than doing a campaign
common to all stores, it is considered more effective to conduct different campaigns for
each store. It is necessary to analyze each salon, which is also a future work.

5.2 Discussions for Hierarchical Bayes Logit Model

As the result of the analysis using the hierarchical Bayes logit model, the overall
tendency is point balance at the last visit is small, and customer with a difference in
point balance know that it is easy to defect. Hence, measures for points as stated in
Sect. 5.1 are considered to be effective.

Also, customers with low sales and little increase from the last visit in sales are easy
to defect. Sales represent the sense of money for beauty, and the difference in sales
represents how good the menu compared to last time. In other words, customers not
only do not want to pay so much for beauty, but also want to cheaper than raising the
rank of the menu are easy to defect. Therefore, it is considered good practice to
advertise to customers like this, appealing cheaper than appealing the quality of
treatment.

Furthermore, it turned out that customers who come to the store on weekdays are
more likely to defect. Hence, it seems that establishing benefits such as restricted visits
on weekdays is a measure to prevent defection. In addition, it is found that the lower
the age, the easier it is to defect, so it is considered that setting privileges for young
people is a measure to prevent defection.

As a result of hierarchical cluster analysis, the average value of parameters for most
clusters did not change much, but there was a difference in the difference between sales
and difference of sales. In other words, unlike the overall trend, it turned out that there
are clusters that can be defected even if sales are high or there is a difference in sales.
Hence, there is a group that tends to defect, despite spending money on beauty or
changing to a good menu. In such a group, it is better to think about improving the
quality of service rather than devising measures to lower the price. Hence, it is thought
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that there is a group that should appeal affordable sales rather than the quality of
treatment and there is a group that should appeal quality and satisfy rather than sales. In
order to identify the characteristics of attributes of such a group, further analysis is
necessary and it can be said that this is also our future work.

6 Conclusion

In this research, for a hair salon chain using member registration information data,
purchase history data at the last visit, purchase history data one time ago of the last
visit, purchase history data changed from one time ago of the last visit to the last visit,
we constructed a model that predicts customer defection. As a result, we are able to
grasp actions specific to customers who defected.

In addition, in order to consider individual differences, we construct a hierarchical
Bayes logit model to predict customer defection. As a result, accuracy has improved
and individual differences among customers can be considered. Furthermore, by using
hierarchical cluster analysis, we divided the clusters into four, and analyzed the
characteristics of each cluster. Hence, we can propose some marketing measurements
to prevent defection.

In the defection prediction model constructed in this research, although it is pos-
sible to clarify the characteristics of customers by performing logistic regression
analysis. However, the prediction accuracy of the constructed model is not satisfactory
and it was found that REC was especially low, and it tended to be subject to negative
expectations, so there is room for improvement. In addition, in the hierarchical Bayes
logit model, only a part of the result variable considering calculation time was selected,
and categorical variables such as age were also treated as numerical values. As a result,
the variables were not sufficient and we could not fully grasp the characteristics of the
customers that were divided into clusters. In order to solve the problem, it is necessary
to increase the number of variables, and accordingly it is necessary to consider the
reduction of calculation time.

Furthermore, we could confirm the accuracy in the hierarchical Bayes logit model
only for the train data. Since there is no general method for checking the accuracy with
respect to the test data, it is necessary to construct an algorithm in consideration of this
point. In addition, it can be said that more concrete measures can be devised by
constructing a more detailed model using variables not used in this research.
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Abstract. Customer reviews have a major impact on consumers who are
considering purchasing and using. There are various reviews, such as positive
reviews and negative reviews. Consumers who are considering purchasing can
obtain useful information without actually using products or shops by looking at
the reviews. Moreover, it is possible to grasp the consumer’s actual opinion
from the customer review. In this study, we will grasp the characteristics of each
golf course for the review on the golf course of a certain golf portal site. In
addition, we clarify what kind of change in feature appears due to the difference
in golfer skill.

Keywords: Natural language processing � Hierarchical cluster analysis �
User review

1 Introduction

In recent years, EC (Electronic Commerce) market developed rapidly because of the
spread of the internet [1]. The size of the B to C - EC market in 2017 is 16,555.4 billion
yen (Table 1). Compare with the other sector, the elongation percentage of the service
sector is higher. Focusing on the service contents provided by the EC site, the use
contributed review service has been introduced at many EC markets. In this service, the
user posts review based on his/ her own experience after purchasing the products. This
is commonly called “a word of mouth (WOM). In internet ere, many of E-WOMs are
posted to many EC-sites, information site or SNS. These posted reviews are used to
make decisions for consumers who are considering purchasing [2]. Consumers who are
considering purchasing can obtain useful information without using products or shops
by looking at the reviews. A review has a strong influence on consumer’s decision
making. In addition, it is said that user review is information based on the user’s
experience and opinions, it is considered that the features of the review target can be
grasped.

In this study, we focus on a golf portal site in Japan and we clarify the features of
golf courses from user review. We attempt to can clarify the characteristics of golf
courses on the consumer’s point of view by using user reviews. Moreover, we consider
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the difference of evaluation to the golf course from the difference of player golf skill.
This is because the contents of the review differed depending on the user’s golf skill.

2 Data Summary

In this study, we used data provided by the Japanese golf portal site. Specifically, we
targeted on customer data, golf course attribute data and review data for golf courses.

Summary of these data is shown below.

• Customer data: Customer data contains information on customers’ sex, age, golf
score, income etc.

• Golf Course Attribute Data: Golf course attribute data contains information such as
the postal code, location of golf course, price range presence of professional tour etc.

• Review Data: Review Data is information on reviews about the golf courses. It
contains that contents of a review (text), golf score of customers who posted review,
golfer type of customers who posted review etc. The data period is three years from
August 2015 to August 2018.

3 Materials and Method

3.1 The Purposes of Analysis

We grasp the characteristics of the golf course from customer data and review data and
clarify the evaluation of the golf course due to the difference of the customer’s golf
skill. Figure 1 shows the outline of our analysis. First, we create dataset from the
provided data. Second, in order to classify the golf course, we performed hierarchical
cluster analysis. Third, we performed natural language processing in order to grasp the
characteristics of the review posted on the golf courses belonging to each cluster.
Moreover, we also focus on the level of reviewer. Finally, we clarify the characteristics
of the golf course from the review and propose measures.

Table 1. The market size of B to C - EC in Japan

2016 2017 Elongation percentage

Merchandising field 8.04 trillion yen 8,600.8 billion yen 7.5%
Service field 5,335.2 billion yen 5,995.8 billion yen 11.3%
Digital field 1,778.2 billion yen 1,947.8 billion yen 9.5%
Total 15,135.8 billion yen 16,550.5 billion yen 9.1%
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3.2 Dataset

First, we extracted customers who have customer ID from customer data. Additionally,
we selected customers who have written a review of the golf course more than 10 times
in the data period. From the result, we extracted 3,563 customers’ data and 1918 golf
course data used by customers who wrote reviews more than 10 times as the data set.

3.3 Classification of Golf Courses Using Hierarchical Cluster Analysis

Next, we performed hierarchical cluster analysis using the golf course attribute data.
This aims to gather golf courses with similar attributes. We think that it is possible to
extract features common to multiple golf courses by gathering golf course.

Here, we used the 6 variables (caddy is adjoined or not, the minimum price of
course uses, the maximum price of course uses, number of practice place, host a large-
scale golf tour or not, course land price) to perform hierarchical cluster analysis. We
used Manhattan distance as the distance between the data, and we used Ward method
as a distance between the clusters. The results are shown in the Fig. 2.

Fig. 1. Outline of our analysis
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From the result, we divided all golf course into four clusters.
Summary statistics of each cluster are shown in Table 2.

From Table 2, we named cluster 1 as “General public course”, cluster 2 as “Large
high price course”, cluster 3 as “Practice course”, cluster 4 as “Professional course”.

3.4 Analysis of Customer Review by Natural Language Processing

Next, we performed natural language processing in order to grasp the characteristics of
the review posted on the golf courses belonging to each cluster. Natural language
processing is used for analysis of text data, and many types of research are targeted on
reviews on the EC site [3].

First, we summarized. the review data on golf courses belonging to each cluster as
one document. We performed morphological analysis for each document. We use KH
Coder for analysis. KH Coder is a free software for quantitative content analysis or text
mining [4].

In this study, we extracted nouns, verbs, adjectives, proper nouns, place names,
organization names and part-of-speech of proper nouns. From the result, nouns, verbs
and adjectives appeared frequently. The frequency of appearance of part-of-speech
(nouns, verbs and adjectives) in each cluster is summarized in Table 3.

Fig. 2. Result of hierarchical cluster analysis using golf course attribute data

Table 2. Summary statistics for each cluster

Cluster (Number
of golf course)

Caddie
(sum)

Minimum
price (yen,
average)

Maximum
price (yen,
average)

Tournament
(sum)

Land
price
(average)

Practice
ground
(average)

Cluster 1 (405) 405 8,174 15,107 0 1,152,262 21.6
Cluster 2 (392) 392 10,920 18,115 0 1,304,008 220.5
Cluster 3 (162) 0 8,534 14,436 0 1,086,657 57.6
Cluster 4 (274) 268 15,536 26,935 28 1,138,488 32.9
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Next, using the results ofmorphological analysis for each cluster, we extracted feature
words by the TF-IDFmethod. TF-IDFmethod was adopted by the following formulas (1)
to (3). The TF-IDF method calculates the importance by weighting the occurrence of all
documents and the number of times of non-appearance in other documents. The accuracy
of feature words is raised by weighting the documents in two viewpoints [5].

TF � IDFi;j ¼ tfi;j � idfi ð1Þ

tfi;j ¼ ni;jP
S nS;j

ð2Þ

idfi ¼ log
Dj j

d : d 2 tif gj j ð3Þ

Here, ni;j is the number of appear frequency about word i in the sentence j.
P

S nS;j
is the number of appear frequency of all words in the sentence j, Dj j is the total number
of all sentences d : d 2 tif gj j is the number of sentences containing word i.

Table 4 shows words with the highest TF-IDF value in each document (cluster).

Table 3. Summary statistics of part of speech

Noun Verb Adjective

cluster1 133,247 46,750 36,946
cluster2 40,098 11,097 11,097
cluster3 37,765 14,369 11,340
cluster4 121,800 46,230 35,729

Table 4. The highest TF-IDF value in each document (cluster).

Appearance
rank

General public course Large high price course Practice course Professional
course

1 Play Tournament Riverbed Middle
2 Revenge Mt. fuji Resort Lunch
3 Undulation Caddie Old Atmosphere

4 Score To attack In Level
5 Tricky Long time Small Girl

6 Hardware way To be desolate Flat Hold
7 Navigation Listen A battery Deep
8 OB Happy Cost

performance
Regular

9 Divot High Fly Light rain

10 Hardware four High speed Pin A ward
11 Greens in regulation Company Reasonable Aim

12 Valuable Season Long Best
13 Course layout Pressure Short Caddy
14 Hold Look for Seem Laugh

15 Middle Be late Comparison Last
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We try to evaluate characteristic of the user review for each cluster using the feature
with the high TF-IDF value in each cluster.

Cluster 1 is characterized by the words “Play,” “Revenge,” “Score,” “Tricky”
which appeared higher rank of Table 4. These feature wards are words related to golf
skills and play situation, and it can be inferred that these points have been evaluated by
the user.

Cluster 2 is characterized by the words,” “Caddy” and “High” appeared higher rank
of Table 4. These feature words are words related to the golf service, and it can be
inferred that this point has been evaluated by the user. Also, feature words such as
attacking, raging, happy appeared higher rank of Table 4. This is a word concerning
emotion, and it can be inferred that the difficulty level of the golf course is the subject
of evaluation.

Cluster 3 is characterized by the words,” “Resort,” “Old” and “Cost performance”
appeared higher rank of Table 4. The content of the course location and the contents
concerning the price are subject to the evaluation.

Cluster 4 is characterized by the words “Lunch,” “Atmosphere” and “Girl”
appeared higher rank of Table 4. It can be inferred that the points of golf facilities and
the situation that have been evaluated by user.

3.5 Analysis of Customer Review by the Difference of Golfer Skill Using
Natural Language Processing

Next, we focus on differences in review contents due to golf skills. First, we classified
the customers into three golf skills, and we performed natural language processing to
each skill of each cluster. We used the value of the golf score of customer data for
classification of golf skills. Specifically, we classified the customers for the three ranks,
less than 92 (expert players), 93 to 100 (intermediate players) and 101 to 131 (be-
ginners). As for the extraction of characteristic words, we used the TF-IDF method in
the same way as above. The feature words of these three ranks of each cluster are as
follows (Tables 5, 6, 7 and 8).

Table 5. The highest TF-IDF value in cluster1 by difference of golfer skill rank (top 18).

Appearance rank Expert Intermediate Beginner

1 Teahouse Easy to do Old
2 Load Want to To empty
3 Exist Good Player
4 Leftover Want to Go down
5 To blow Good Distance
6 Hang Hateful High speed
7 To be surprised Best score Big
8 Ground As usual Front
9 Run Type Change
10 Drink Aim Club house

(continued)
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Table 6. The highest TF-IDF value in cluster2 by difference of golfer rank (top 18).

Appearance rank Expert Intermediate Beginner

1 Professional Cut Strict
2 Run To go around Cost performance
3 Tournament Condition Caddy
4 Rich To spend Club house
5 Point High To use
6 Lost Tournament Locker
7 Be taken Hot spring Self
8 Back Stand out Be effective
9 Iron Attach Short
10 Line Prestige Price
11 Prestige Caddy Friend
12 Clear sky Environment Plan
13 Speed Moderate Strong
14 Hot spring Best Bath
15 Know Self Crowded
16 Ground Exceed Be attentive
17 Drop down Player Maintenance
18 Roll over Friends Pond

Table 5. (continued)

Appearance rank Expert Intermediate Beginner

11 Drink On the way home A feeling
12 Speed Drink Locker
13 This side Rainy season Latency
14 Up and down Best Eat
15 Drop down Beverage Bath
16 Complaint Golfer Crowded
17 Small Go back Woman
18 Distant Clear sky Be attentive

Table 7. The highest TF-IDF value in cluster3 by difference of golfer rank (top 18)

Appearance rank Expert Intermediate Beginner

1 Tee shot Maintenance Course
2 Beginner Beginner Fairway
3 Maintenance Wait Good
4 Strategy Myself Green
5 Interesting Restaurant Think
6 To see Feels good Round

(continued)
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Since Cluster 1 is a general public course, it is understood that all skills contain words
related to the quality of golf facilities and services. Also, the words related to play
manners and quality of green appears in each skill. Focus on the feature words of experts
of cluster 1, “Teahouse,” “Speed,” “Small” and “Complaints” are high on the list
(Table 5). From these words, it can be inferred that experts emphasize the green speed,

Table 8. The highest TF-IDF value in cluster4 by difference of golfer rank (top 18).

Appearance rank Expert Intermediate Beginner

1 Player Player Self
2 Mt. fuji Intense heat Eat
3 Fuji Mt. Fuji Cup
4 Golf Iron Like Feeling
5 Up and in Stuff Persons
6 Golfer To drop Plan
7 Stand out Winter One
8 Speed Get on Temperature
9 To go around Go back Go up
10 Caddy Moderate Correct
11 Prestige Best Pleasure
12 Read Know Weather
13 To hit Rainy season Maintenance
14 Customer Fuji Price
15 Front Environment Latency
16 Large Become cloudy Club house
17 Marshall Caddy Enjoy
18 Hazard Exceed Woman

Table 7. (continued)

Appearance rank Expert Intermediate Beginner

7 Slow Driver Distance
8 Manner Interesting Golf
9 Menu Be blessed Maintenance
10 Through To fall down price
11 Fast Fast Pleasant
12 Impression The weather Hole
13 Tea Price Go
14 Long time Exist Capable
15 Price Cold Difficulty
16 Fee Fee Many
17 Exist Long time Impressions
18 Half Half Weather
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the size of the green, and the manner of players. On the other hand, “Easy to play,” “Best
score,” “Golfer,” “Drink,” and “Beverage” are high on the feature words of intermediate
of cluster 1 (Table 5). From these words, it can be inferred that intermediate emphasize
ease of giving the best score, easy to around the course, good manners for golfers and
services such as drink offering. Focus on the feature wards of beginners are “Old,”
“Player,” “Crowded,” “Women,” “Be attentive,” “Clubhouse” and “Eat” are high on the
list (Table 6). It can be that beginners emphasis the state of the facility, whether main-
tenance of the course and facilities and meal quality is adequate.

Since Cluster 2 is a high price course, it is understood that the customers belonging
to Cluster 2 are high in price as each skill, but prestige is important factor. Focus on
feature wards of experts in cluster 2, “Professional,” “Tournament,” “Rich,” “Presti-
gious” and “Speed” are higher rank on the list (Table 6). From these wards, it can be
inferred that experts are emphasize prestigious golf courses like to use professionals,
the course of strategy and green speed. Then focus on feature wards of Intermediate,
“Prestige,” “Environment,” “Moderate,” “Best”, “Player” and other words are dis-
tinctive. Form these wards, it can be inferred that intermediate are emphasizes presti-
gious courses, the level of practice enrichment, and whether it can be played at an
affordable price. Focus on feature wards of beginners, “Price,” “Crowded” and
“Maintenance”. Form these wards, it can be inferred that beginners are emphasizes
easy to rotate without getting crowded, we place importance on maintenance at a low
price.

Cluster 3 is a course for practice. From the review of Cluster 3, the word “Main-
tenance” commonly appears in each skill. So that customers belonging to Cluster 3
have a high degree of importance of course maintenance. In addition, middle - level
and higher level seek strategy and interest for the course. Focus on feature wards of
experts in Cluster 3, “Beginners,” “Maintenance,” “Manner,” “Strategy,” “Interesting,”
“Fee” and “Fast” are high on the list (Table 7). From these wards, it can be inferred that
expert are emphasize the elements of the strategy and fun of the course. Experts also
focus on maintenance, green speed and play manners. Focus on feature wards of
intermediate, “Maintenance,” “Beginner,” “Interesting,” “Fast,” and “Fee” are high on
the list (Table 7). The speed of green and the state of maintenance, beginners can also
use it, and emphasize an interesting course. Focus on feature wards of beginners,
“Courses,” “Fairways,” “Maintenance,” “Price,” and “Difficulty” are high the list
(Table 7). From these wards, it can be inferred that beginners are emphasize Course
status, difficulty and price.

Cluster 4 is a course for professionals, customers belonging to Cluster 4 are middle-
ranked and over, and the word “player” commonly appears. From that, it turns out that
the player’s manner is high importance in the professional course. Focus on feature
wards experts in Cluster 4, “Speed,” “Player,” “Prestige,” “Read,” and “To hit” are
high on the list (Table 8). From these wards, it can be that experts emphasize presti-
gious golf courses and green speed. Technical aspects such as reading the character-
istics of the course are taken into consideration. Next, focus on feature wards
intermediate in cluster 4, “player”, “environment” is characteristic. From these wards, it
can be that Intermediate worried the course can’t be turned by too much customer
packing. Moreover, Intermediate emphasizes convenient and the practice environment
and play manners. Focus on feature wards beginners in cluster4, “Cup,” “Plan,”
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“Price,” “Latency” and “Women” are high on the list (Table 8). Form these wards, it
can be that beginners emphasis the location of the hall cup and the availability of the
utilization plan.

In the experts in all clusters, the word “Speed,” “Maintenance,” “Strategy,” “Play,”
and “Manners” is distinctive. For expert users, the importance of the maintenance
concerning the green speed and the strategy of the course itself is high. Moreover, we
are also careful about the play manners of users, and advanced players have high
standards for play environment. Intermediate players in all clusters are commonly
characterized by the word “Player”. The importance of the play manners is high in all
intermediate players. For beginners in all clusters, words related to “Maintenance” and
“Price” are distinctive. Beginners have less requests to the golf course in common, and
the importance of price and maintenance is high.

4 Discussion

Finally, we consider feature wards of each cluster focusing on golf skill.
Cluster 1 is a course for the general public, and words concerning the quality of

golf facilities and services appears in the review of each skill. It is necessary to care-
fully observe reviews on golf facilities and services. Improvement is necessary if
negative evaluations are seen for reviews on golf facilities and services. Also, it is
necessary to be careful about reviews on green maintenance and play manners.

Cluster 2 is a high price course. Customers emphasize prestigious courses, strategy
of course and green speed. Improvement is necessary if there are negative contents
about the strategy of the course and the green speed. Also, words related to practice
environment and crowdedness are also high importance, so it is necessary to carefully
observe reviews related to those words.

Cluster 3 is a course for practice. Customers emphasize changing of green speed
according to green maintenance. Therefore, for customers belonging to Cluster 3, it is
necessary to be careful about reviews on green speed and maintenance. If a negative
review is seen, course surface maintenance is required.

Cluster 4 is a course for professionals, and intermediate players consider player
manners. If there is negative content, it is necessary to create a golf course that strictly
manages players’ manners. In addition, it is necessary to increase the difficulty level of
the course to suit the professional, to set restrictions on customers’ entrance and make
the course more comfortable.

5 Conclusion

In this study, we used the review on the golf course of the golf portal site and clarified
the features of the golf course. We also grasped what kind of difference is in the
evaluation of the golf course from the difference of the golf skill. Through this study,
we clarified the characteristics of the golf course and the evaluation of the golf course
due to the difference in golf skills. In addition, this method can be applied not only to
golf courses but also to various reviews, and features can be grasped.
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In this study, we divided customer reviews with one index called golf skill. In the
future works, we are planning to classify customers by using demographic attributes
such as age, income, residential area and so forth. Moreover, we will evaluate each
customer review based on differences in demographic attributes and clarify what fea-
tures are available.
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Abstract. With the rapid advancement of cryptography and distributed com-
puting systems, blockchain technologies are highly anticipated to transform
many industries with better transparency, high security, and low transaction
costs. However, the scalability and performance of blockchains are limiting their
utility and suitability in online services, especially e-commerce. This paper
provides a survey of blockchain technologies to highlight their benefits and
challenges in online shopping. We, therefore, propose two blockchain-based e-
commerce applications with detailed design guidelines: social shopping and
loyalty program. The study contributes to the cumulative theoretical develop-
ment of social computing and blockchains. It also provides a number of
implications for academic bodies, platform operators, and developers of
blockchain technologies.

Keywords: Blockchain � E-commerce � Social shopping � Loyalty program �
Transformation

1 Introduction

With the steady growth of communication and security technologies, blockchains have
emerged as digital innovations that would transform many industries and businesses
[1]. A blockchain is a shared, secured ledger, which is distributed across a network of
devices. These devices verify transactions in encrypted blocks among network par-
ticipants, which are not just limited to cryptocurrency but any product of value.

In e-commerce, the adoption of blockchain technologies is highly anticipated;
nevertheless, the applicability of blockchains remains as limited due to the inherent
scalability and performance issues in major blockchains such as Bitcoin and Ethereum.
In average, the power consumption for a Bitcoin transaction is 3 to 4 times higher than
the power consumption for 100,000 VISA transactions [2]. Therefore, this study
investigates blockchain technologies and applications to identify their benefits and

© Springer Nature Switzerland AG 2019
G. Meiselwitz (Ed.): HCII 2019, LNCS 11579, pp. 403–416, 2019.
https://doi.org/10.1007/978-3-030-21905-5_31

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-21905-5_31&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-21905-5_31&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-21905-5_31&amp;domain=pdf
https://doi.org/10.1007/978-3-030-21905-5_31


challenges in e-commerce. Moreover, we propose two blockchain-based applications
with detailed design and implementation of social shopping and loyalty program.

Based on the survey of blockchains, the study contributes to the cumulative
development of e-commerce and blockchains. It has also drawn out several insights and
implications for academic bodies and developers in social computing.

The structure of the paper is as follows. Firstly, we review the existing blockchain
technologies and applications in e-commerce in Sect. 2. Secondly, we present our
proposed solutions with the design guidelines for social shopping and loyalty program.
Lastly, Sect. 4 concludes our paper with findings and contributions in the final section.

2 Blockchain Technologies in E-commerce

Blockchain technology is a digital ledger that stores blocks of immutable transaction
that occurs in the system. Each transaction produces a hash which is generated using
the public key, the private key, the previous hash, the timestamp and transaction details
as shown in Fig. 1. The public key is essentially an address which allows participants
to identify each other, and the private key is used for authentication. The previous hash
is stored to link the blocks together. Before this transaction will be stored into a block,
it is broadcasted to the other nodes for consensus on the distributed peer-to-peer
network. These nodes will verify that the transaction has not been altered, and once it
has been approved by the majority of nodes only then it will be appended to a block.

Fig. 1. Blockchain data structure
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With the hype of cryptocurrency, there is a growing list of blockchain technologies,
which were created with different purposes for various use cases. In this paper, we
review a number of major blockchain solutions as shown in Table 1.

Bitcoin. Bitcoin is a cryptocurrency that is peer-to-peer with no trusted single
authority [6]. It is built on blockchain for the purpose of exchange and only executes
rules that are related to trading. Bitcoin, however, is vulnerable to threats such as theft
and hacking attacks despite heavily encrypted. As the first mover, the design of Bitcoin
has inspired many other blockchain technologies.

Ethereum. Ethereum is an open source, public blockchain app platform which was
proposed by Vitalik Buterin in 2013 [7]. It supports the modified version of Proof of
Work consensus and allows programming of various types of smart contracts within
the system. Ethereum is operating as cryptocurrency as a public distributed ledger for
transactions. Nevertheless, the scalability of Ethereum is limited to 25 transactions per
second; and it is prone to security breaches due to Solidity Language, causing storage
to be compromised.

Table 1. A survey of existing blockchain technologies

Technology Transactions
per second

Block
time in
seconds

Security Consensus Flexibility

Bitcoin 7 *600 Medium Proof of Work
(PoW)

Low

Ethereum 15–25 *14–15 Medium Proof of Work
(PoW)

High

Qtum >17 120–180 Medium Proof of Work
(PoW)

High

Hyperledger
Fabric

3500a

120–300b
0.3–0.5 High Proof of

Agreement (PoA)
High

EOS 250c 0.5 Medium Delegated Proof of
Stake (dPoS)

High

Aeternity 30 <15 Medium Hybrid Consensus:
Proof of Work
(PoW) and Proof of
Stake (PoS)

High

BigchainDB 80 – Varied Proof of Stake
(PoS)

High

aPublished by Androulaki et al. [3].
bBenchmarked by Nasir et al. [4].
cReported by Xu et al. [5].
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Qtum. Qtum is a hybrid platform that enables smart contract technology on the
existing blockchain. It allows execution of smart contracts on mobile or Internet-of-
Things (IoT) devices. Qtum is designed as a toolkit for robust and modular scripting on
mainstream blockchains. New to the market, hence it is still in the testing phase and
vulnerable to hacks especially at the exchange level [7].

Hyperledger Fabric. Hyperledger Fabric is an open-source, permissioned distributed
ledger platform hosted by The Linux Foundation [3]. It is an extensible blockchain
system featuring modular consensus protocols, which allows organizations to create
and maintain a private channel with other specified members. This permissioned
blockchain technologies permits the participants to authenticate themselves in trans-
actions but also to prove authorization to perform a variety of system operations. The
scalability and flexibility of Hyperledger Fabric are promising; nevertheless, its end-to-
end throughput remains controversial as several benchmarks were concluded with
mixed results [4].

EOS. EOS.IO is released in 2018 as open-source software to overcome the scalability
issues of mainstream blockchains such as Bitcoin and Ethereum [8]. The software
utilizes Delegated Proof of Stake (dPoS) consensus algorithm, in which transactions are
validated by a set of master nodes known as ranked delegates. The development and
maintenance of EOS such as ownership structure offer free usage for users, allowing
validators to use resources according to their stakes, hence, no there is no transaction
fee. However, it is still vulnerable to threats like numerical overflow, especially when
arithmetic operations are executed, resulting in unchecked contracts, which eventually
leads to loss of assets.

Aeternity. Aeternity was established by Yanislav Malahov in 2016 as a scalable
blockchain platform [9]. It enables high bandwidth transactions, smart contracts with
built-in oracles. The state channel and oracle system ensure a high degree of flexibility.
The state channel allows functions to be initiated and fulfilled off-chain and prevents
congestion of smart contract functions executing together. Furthermore, if a smart
contract is disputed, the signed off-chain transaction can use used as a record for
examination. The oracle allows real word data to be used in terms of smart contract
functions. It connects to the internet and monitors the outcome in the contract, so that
when results are stored, the contract will be executed. Withdrawals of token take a lot
of time which makes users’ asset high likely to be prone to get compromised due to the
risky exchanges.

BigchainDB. BigchainDB is an open-source software that combines both blockchain
properties and database properties for production-ready use cases [10]. It can be built
on top of a variety of existing distributed databases. The security of each node and the
entire network are extrinsic. It depends on the network built on how the rule of security
for each node is. The higher standard of security of the network of nodes, the better it is
able to withstand attacks. BigchainDB allows developers to deploy a blockchain proof-
of-concept easily as compared to other blockchain technologies.
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2.1 Benefits in E-commerce with Blockchains

The use of blockchain technologies in online shopping has been evolved beyond
decentralized digital payments towards blockchain-based online and offline services [11].
The following highlights the benefits of blockchains in the context of e-commerce.

High Security. Blockchains provide transactions to be immutable due to the imple-
mentation of the technology. In the event that a block is altered, the block would be
rejected by most of the nodes and the information would not persist in the ledger. This
is because the block is hashed using the hash of the previous block which would link
the blocks together and creating a chain. If a block is altered the data would also affect
the hash for the subsequent block which in turn causes the nodes in the network to
reject it. This ensures that the information has not been tampered with which would
ensure e-commerce ecosystems for customers, suppliers, sellers, and shipping com-
panies to highly protected.

In addition, the use of smart contracts eliminates an external third-party entity when
doing a transaction exchange, without compromising the security in the midst of the
transaction process. Smart contracts are designed to automate tasks based on the preset
rules, omitting any forms of interference by any signatories.

Lower Transaction Cost. Retailers are often required to pay commission fees to use
e-commerce platform. This is inevitable if they want exposure to a large audience that
an e-commerce platform provides. These fees do not yet include the cost of using
payment gateways such as PayPal and credit card which would further decrease their
profit margin. Retailers will have little choice but to increase the price of these products
to gain profit from selling on the platform. These increase in price would also cost
customers to pay more for the product. With the introduction of blockchain tech-
nologies into these, it would remove the need for the intermediaries, and these pay-
ments can be made directly between the retailer and customer reducing the cost of the
product and increasing profit.

Traceability. Tracing an order item back to its root origin proves to be an arduous task
when products are traded using a centralized traditional E-commerce platform.
Therefore, with blockchains, it allows an audit trail whenever an action is done during
the transaction. This help to verify the authentication of the transaction, preventing
frauds. This is especially useful for order tracking as blockchain allows immutable
tracking. This means that customers are able to locate where their products, whether
their products are genuine and what is contained etc. This helps to maintain the
integrity and authenticity of products.

Trustless. In traditional forms of e-commerce platforms, information used by retailers
is owned by the platform. These platforms offer guarantees and reviews of seller
whereas, for payment gateways, they offered to keep safe of the transaction amount till
its verified. This undeniably gives absolute controls to these platforms and gateways
over their customers. Furthermore, trusting these platforms and gateways to store huge
amount of confidential data posed a risk in terms of privacy issues, which is why these
companies are the choice of targets for fraud and hacking attempts.
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Therefore, blockchain can be employed to create a system where trust is no longer
required. The cryptography in blockchain can completely eliminate the external
intermediary. This allows the customers to run the complex consensus protocol
unanimously, hence allow them to agree securely the type of data to be added into the
ledger while ensuring data integrity. By doing so, it builds a base of trust which also
removes the third party and thereby, reducing the transactional cost.

2.2 Challenges of Blockchain Adoption in E-commerce

Blockchain technologies come with their own challenges. Factors ranging from policy
discordances to technical limitations hinder the adoption of blockchain in e-commerce.
There are a number of the existing obstacles discussed as the following.

Scalability. The limited block size of blockchain technologies has resulted in the loss
of scalability as compared to modern payment processors such as Visa or Mastercard.
According to data shown, the Visa payment processor is able to do around 48,000
transactions per second whereas, for blockchain protocols such as Bitcoin, it is only
able to reach 7 transactions per second with a fixated block size of 1 MB [2]. In order
to be on par with these modern payment processors, one solution is to increase the limit
of the block size. However, by doing so, it affects the number of power consumption
due to the huge amount of data resources.

Furthermore, increasing the limit of block size creates a strain on the security as the
probability of blocks being orphaned increases which inevitably affects the bandwidth
cost and validation cost. The higher the limit of the block size, the larger the transaction
load and with a decrease in transaction fee, security decreases.

Privacy. Public blockchains simulate the current World Wide Web, enabling public
access of data to all participants [12]. They ascertain that the recorded data are readily
available and reduce transactional costs. However, public access blockchains may
imperil data privacy. Blockchain technologies depend on the write-only data process
which makes them unable to remove any information [13]. Moreover, their core
depends on a distributed data storage system where the same data is stored in the entire
node network. Therefore, any forms of changes require an agreement made by the
entire node network, making any removal of data difficult. Data control to public
blockchains has raised an issue, especially when sensitive or confidentiality of data is
involved as there is no way to rectify damages once these data are uploaded.

Compatibility. Despite blockchains providing transparency and immutable of data
information, the efficiency of entering information might be an issue. For example, in
existing solutions such as supply chain management systems, legacy systems are
usually used to store information. Therefore, this results in incompatibility in data and
system sensors which makes data access arduous. By integrating blockchain into
supply chains, it may cause an overload of data for the system to handle. Furthermore,
this may affect the quality of data stored into the ledger, causing inaccurate data
assumptions in the following chains.

Acceptance. In order for e-commerce to incorporate blockchain, it will require a lot of
investments in using these new technologies. This is an undeniable step in order for it
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to be viable so as to provide traceability long the entire blockchain network. Fur-
thermore, the issue to strike a balance between confidentiality and transparency of data
in order to re-engineer business processes to use this distributed ledger to store and
share data information requires in-depth discussions. It would be possible to access
companies’ business secrets and activities if all the information is stored in the ledger,
resulting in loss of confidentiality. Therefore, this may lead to a reluctance for e-
commerce companies to embrace blockchain wholeheartedly due to the culture of
acceptance, organization, and standardization of its uses.

2.3 Existing Blockchain Solutions in E-commerce

With the rising bloom of online transactions, many e-commerce platforms have
adopted a decentralized distributed ledger technology to reach out to their consumers to
ensure efficiency with minimal cost. These are some of the existing solutions in e-
commerce that imbued with blockchain as the following.

Legitimate Product Review System. Genuine reviews found online are usually based
on assumptions. Positive reviews might be generated by sellers in order to increase
their turnovers and negative reviews written by competitors to diminish fellow com-
petitors. Also, there is no form of incentive for customers to leave reviews even if there
were sales based on their reviews. The use of blockchain technologies can help to
resolve the reliability of the verification of reviews. Furthermore, through referral
systems, customers can be rewarded if their post leads to sales due to the ability of
blockchain enabling to track all transactions. For example, Zapit, an US-based com-
pany utilized this to ensure compensations to both the reviewers and moderators,
encouraging validity to ensure a win-win situation.

Supply Chain Management System. International shipping has proven to be a
challenging problem faced by Shipping freights companies worldwide. In order to ship
refrigerated goods from one country to another, a series of paperwork such as stamps
and approvals are required in order for the process to be completed which result in high
cost [14]. The use of blockchain technologies helps to eliminate inefficiency and
digitize paper records. For example, Maersk, the world’s largest shipping company, in
collaboration with IBM, uses Blockchain technologies called TradeLens to provide an
audit trail, allowing businesses to exchange information securely, connecting the vast
global network of shippers, carriers, ports, and customs, so that all participants are able
to access information in a unified view.

Employee Benefits System. An internal e-commerce platform has been successfully
implemented for the Hainan Airlines (HNA) group to enrich employees benefit
options [15]. It enables employees to have more options to claim their benefits and
empowers suppliers with an additional channel to sell their products. The study
revealed that blockchain of value in several ways: (1) cryptocurrency issuance,
(2) sensitive information protection, and (3) no institutional intermediary. The imple-
mentation of such a win-win arrangement extended across three phases.
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With the help of blockchain technologies, a number of existing solutions have been
explored in e-commerce; nevertheless, there are vast fragmentations and differences in
scales and sizes of blockchain applications. Furthermore, the full utilization of
blockchain properties in e-commerce is yet to be investigated.

3 Proposed Blockchain Applications

Based on the survey of blockchain technologies in e-commerce, this study takes an
important step to propose two applications for social shopping and loyalty program.
These e-commerce applications are designed with the utilization of blockchain prop-
erties such as traceability and trustless in order to enhance customer engagement. They
allow platform operators to embrace blockchain with minimal changes in technological
infrastructure; thereby potentially leading to better compatibility and higher acceptance.

3.1 Social Shopping

The first proposed solution provides businesses and consumers a reinvented imple-
mentation of a social shopping functionality using blockchain technology as shown in
Fig. 2. The prices of a product or service lower when the number of people who
commit to buying increases [16]. This empowers the customers with a negotiating
factor with the supplier to enjoy better savings as compared to purchasing product from
brick and mortar establishment which most of time uses a fixed pricing model [17].
With the use of blockchains, social shopping leverages on the linked data structure and
traceability of the technology to offer multi-tier dynamic pricings for groups.

Fig. 2. Blockchain-based social shopping
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1. Shopping on an e-commerce website. The key benefit of social shopping for
customers is that they would have the potential to get a discount of the product
being purchased as the price of a product is often the most important factor to
customers. It would draw more traffic to shopping on the e-commerce website and
increase the sales of the products using the customers’ social connections.

2. Joining social shopping. The model of social shopping is associated with time-
limited deals as shown in Fig. 3(A). Shoppers would browse the e-commerce
platform and discover the products on multi-tier promotions. The preview of
dynamic pricings as shown in Fig. 3(B) would be a differentiating factor for cus-
tomers to buy a product.

3. Blockchain-based invite code. Each customer that join the social shopping would
be added as a transaction on the blockchain with related information such as the
promotion-based product, payment and shipping particulars. A social invitation
code will be assigned as the address to the customer’s block as shown in Fig. 3(C).
The blockchain network can be public, private, or consortium; in which network
participants are decentralized peers to prevent double claiming or duplicated invi-
tations with the use of a consensus algorithm.

4. Inviting others to join the social shopping. This invitation code serves as an
important pointer to keep track of the multi-tier referring structure based on the
linked data structure of blockchain technology. Sharing it over emails, private
messages, or social networking sites would allow customers to unlock a better
pricing tier for the time-limited shopping deal.

Fig. 3. Social shopping - Prototype
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5. Invited shoppers invite more social friends. The invited buyers would also be
incentivized to invite more social friends for further discounts on their purchase.
A new transaction will be added when a new buyer joins the social shopping with
an invitation code. This block will contain the linkages between the inviter and the
invitee, as well as, the parental referrers and the invitee if any.

6. Gaining from multi-tier dynamic pricings. With the use of blockchain technol-
ogy, the hierarchical relationships between referrers and invited buyers can be
captured on the chain with minimal computational complexity.

7. Tier calculation and final pricings. The system will enumerate customers’ tier and
compute final pricings on the chain when the time-limited shopping deal is expired.
An example is illustrated in Fig. 4.

Participants are given discounts based on the number of items participants buy
using their invitation code, there are different tiers to state how much of a discount they
get as shown in Table 2.

Fig. 4. An example of multi-tier social shopping

Table 2. Multi-tier dynamic pricings

Tier Discount

Tier 1 Quantity of 1 to 4:
• Discount of 5% of each item

Tier 2 Quantity of 5 to 10:
• Discount of 10% of each item

Tier 3 Quantity of 11 and more:
• Discount of 20% of each item
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In the example, User 1 would receive the tier 3 discount as Users 2, 3, and 4 join
the social shopping using User 1’s Invitation Code and also because User 5, 6 and 7
were invited by users who were invited by users who were invited by User 1, the user
would also gain benefits from the invited users. The system is set up to allow users to
back out of the group buy within the time limit of the group buy so even if a user backs
out of the group buy, transaction records of the group buy are still available. The users
who were invited by and who invited the user are not affected other than the reducing
of quantity from the user backing out. From the diagram, if we use User 2 as an
example of the user who backed out. User 1 would have a reduction in the quantity
from 11 to 9 which will change him from Tier 3 to Tier 2. Similarly, for users under
user 2 being user 5 and 6 would remain at their respective tiers.

Once finalized, the system will process the payment and begin the order fulfillment
procedures like shipping the products.

3.2 Loyalty Program

The second proposed solution is to use purchasing tracking based on a loyalty program,
integrating it with blockchain technologies as shown in Fig. 5. The solution will track
customers’ behavior when they are doing their shopping and stores each of their
behavior activities into data which will be hashed and store into a database using
blockchain [18]. The purchase tracking loyalty program will utilize a tier-based point
system where there will be a different level of a point system in order to unlock
different kinds of rewards. The more point accumulated by the customer, the better the
rewards achievements unlocked. The points will be stored inside a single wallet where
they will be converted and redeem in the form of promo codes or coupons. These
promo codes will be enabled to use across major e-commerce loyalty programs.

Purchase tracking with blockchain resolves the problem of fragmentation of loyalty
points across various loyalty programs. It allows the use of a single wallet where
rewards will be tokenized and stored as a single type of token which can be utilized for
other E-commerce loyalty programs. This prevents restrictions of redeeming rewards
within the system. The use of blockchain enables it to convert reward points to a token
for vast usage.

1. Shopping on any e-commerce website. Purchase tracking with loyalty program
helps to retain existing customers and used to attract new customers, ensuring a
better shopping experience. The advantage of blockchain is to integrate any e-
commerce website into a loyalty network for a unified shopping experience.

2. Making purchase transactions or taking rewardable activities. The shopping
behavior of customers will be tracked as demonstrated in Fig. 6(A) in order to tailor
what kind of discount and gifts to ensure retention, attracting customers’ attention.
For example, when a customer buys a product, the transaction actions will be
tracked where it will be stored as data. Each of these actions will have different
loyalty points where some of them will have a max cap per day to ensure that
consumer will not abuse the system.

3. Session aggregation and blockchain forging. During a shopping session, cus-
tomer activities will be tracked and aggregated into an optimized data block for
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forging. These data will be hashed and stored into the blockchain network.
Transaction data will be converted as loyalty points using a point converter in the E-
commerce platform. Each of the points will be referenced to the previous block to
ensure that there will not be double spending or duplicate points redeemed. These
points will be tallied against the Reward Point Tier System where the customer will
be required to meet the minimum target of the points for the different tier in order to
unlock exclusive features catered to the customers.

4. Viewing loyalty program. The loyalty program module lists down all the reward
history the customers had done during and after his shopping experience as illus-
trated in Fig. 6(B). This will enable purchase tracking of customers behavior on
what they had shopped which can be used for future analysis of behaviors. The page
also records the balance points as well as which tier the customer belongs to. Each
of the transaction id and name are generated by the public and private key using
blockchain so that there will not be any form of double spendings or duplicates.

5. Redeeming gifts and coupon codes. The redeem module allows customers to
redeem their points where it will be generated into promo code based on the amount
converter. These promo codes will be able to use for their next purchase of items.
The redemption activity allows users to collect their promo codes whenever they are
awarded, or they unlock any discount features. The points will also be utilized
across other e-commerce platforms. Blockchain allows each transaction to be
recorded and access by multiple parties immediately.

Fig. 5. Blockchain-based loyalty program
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The proposed blockchain-based applications in e-commerce have been developed
in client-side programs, which support both mobile and web interfaces. Connected to a
blockchain network via JavaScript Object Notation (JSON) serialization and deseri-
alization, the implementation of these applications is highly compatible with major e-
commerce platforms. It fully utilizes blockchain properties to reshape customer
experience with better security and minimal investment in technological infrastructure.
The study, therefore, demonstrates the utility and suitability of blockchain applications
in e-commerce.

4 Conclusion

Our study has several implications for theoretical literature and practice of e-commerce
and blockchains. First, the study provides a survey of existing blockchain technologies
and application in e-commerce. Second, we highlight key blockchain properties with
their benefits and challenges in online shopping sites. Third, the paper discusses several
existing e-commerce applications with blockchains and proposes new applications with
the full utilization of blockchain properties. These blockchain applications bridge the
gaps between technological concepts and prototyping to support researchers, devel-
opers, and platform operators for rapid adoption, better compatibility, and higher
acceptance. Last but not least, we designed and implemented a platform which is
capable of transforming the current generation of e-commerce towards a more social
and decentralized direction.

Fig. 6. Loyalty program - Prototype
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Abstract. Brands are ubiquitous for the last years, they are present in almost
every space on the web and especially in social computing, social networks, and
social media. Their presence is linked to different aims and accompanied by
comments. Mainly, the professional point of view focuses on the idea that social
media provide the possibility of a conversation based on transparency, equality,
and proximity. These professional discourses stress the fact, whenever it comes
to social media marketing, that these devices enable brands to speak directly
with consumers and, thus, avoid communicating only with traditional adver-
tising, or “paid media.” These transformations seek to ensure advertising to be in
the most frequented and wanted media spaces. These hybridizations and all the
inventiveness actors can put in the process are limited in many ways, beginning
with the trust they have to ensure with their audiences which are used to media
spaces as they practice them and the possible saturation of the same spaces.
We intend, with a socio-semio-communication based method rooted in the

scientific frame of French information and communication sciences, to question
the grand metamorphoses all brand messages are undergoing under the strain of
many different rationales. On the go, years after years, metamorphoses and
hybridizations coming one after another, web users are developing skills and
abilities regarding advertising and market discourses on the web. They build
experience in the ability to identify and appreciate brand discourses; they do
differentiate discourses and show a growing ability to identify the traits of mar-
keting and advertising discourses as such. In this respect, the advertising show and
the hybridizations can both benefit or be threatened by this growing mastering.

Keywords: Brand � Advertising � Digital literacy � Social media �
Consumption

1 Introduction

We intend, with a socio-semio-communication based method rooted in the scientific
frame of French information and communication sciences [33, 34], to question the grand
metamorphoses all brand messages are undergoing under the strain of many different
rationales. On the go, years after years, metamorphoses and hybridizations coming one
after another, web users are developing skills and abilities regarding advertising and
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market discourses on the web. They build experience in the ability to identify and
appreciate brand discourses; they do differentiate discourses and show a growing ability
to identify the traits of marketing and advertising discourses as such. In this respect, the
advertising show and its hybridizations can both benefit or be threatened by this growing
mastering.

The analysis we intend to develop here is based on the part of French Commu-
nication Sciences contemporary approaches [34, 35] that are mainly focused on the
conceptualization, description or analysis of social discourses as well as media and
market discourses [13, 14, 40, 43]. These analyses embrace all discursive elements,
based on an extensive definition of discourse including speech, images and all kind of
media products. One of the main concern is to comprehend the circulation of all these
elements between different social and media spaces. This implies a specific point of
view about media, commercial, advertising and brand speeches considered as social
discourses carrying out market mediation processes. In this respect, these market
mediations are entirely taken as a system of signification, at the same time social and
symbolic and economic [4, 6, 7, 22, 25].

Our method tends to design or craft, on a socio-semiotic base, the appropriate mix
to deal with signs and meanings linked to consumption items and speeches in a specific
sociological, economic, cultural and communication background; mixing microscale
approaches and macro analysis. The present paper is based on researches conducted,
together or in parallel, for more than ten years, with a collective will to analyze at the
same time and with the same depth communication processes and products (com-
mercials, brand movies, museums, websites, social networks, and so on), escort dis-
courses from marketing and advertising professionals and actions of audiences. In this
respect, we reach the possibility to find an analytical way to uses, representations, and
users creative appropriations.

This paper will focus on brand discourses on the web especially since brands tend
to reach and take advantage of all web spaces. Discourses promoting brands pervade
the web whether it is in dedicated websites, paid space in web media, online presence
on “forums” and social media such as Facebook, Instagram, Twitter, Snapchat, and so
on. Some of them are frankly what we can call traditional advertising occurring on paid
media spaces. They also mix with web media discourses in all kind of hybridizations
that appeared in the last decade, due to a rising criticism against traditional advertising
as too present and obviously seeking selling. The kind of communicational uncertainty
linked to the Internet as a system and its blurring effect on the identification of the
enunciator tends to emphasize the phenomenon. This kind of jamming should be
positive for brands since it enables their display and minimize bypass, thanks to
contents (texts and images) presenting cultural interest whether as entertainment or
information.

This explains why contemporary marketing, advertising, and branding profes-
sionals are so willing and eager to shape brand discourses with social and/or aesthetic
appearances as different as possible from regular, classic advertising.
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2 Advertising, Unadvertization, and Hyperadvertization

2.1 In Search of New Brand Expressions

Since more than ten years, advertising and brand managers are trying to find new ways
to advertise, that they generally name branded content that tries to go back to a strong
distinctiveness serving a brand [13, 43]. In this respect, professionals try to build a new
demarcation between a good, transparent, non-manipulative communication, not far
from information and a bad, opaque and manipulative one, in other words, advertising.

This is not exactly a new turn in contemporaneous communications, especially
regarding brands. Nowadays, brands managers are confronted, especially in developed
countries where advertising started back in the middle of the nineteenth century as a
professional activity, to a social, economic and social context we can describe as
complex and unfavorable towards brands in general and advertising in particular.
People tend to be increasingly suspicious and even opposed to traditional media
advertising. Brands are judged in the light of their actions, how and where they produce
and how they speak. More and more people state they do not like advertising; they try
to avoid it and do not believe in it. It is mainly an anti-advertising feeling we can
describe especially in countries like France and the USA [16, 36].

At the same time, we live in societies where advertising is ubiquitous in everyday
life. We wake up with it, have breakfast, go to work, watch TV, surf the web, and so on
with advertising. Thus we encounter numerous advertising messages in just a single
ordinary day. This situation produces mainly a saturation of space with advertising.
Every single media, or so-called media, seems literally packed with advertising.

Working inside and outside these constraints, marketing, and advertising people
both in agencies, announcers and media companies, have developed a strong shared
belief in the fact that traditional advertising is more and more inadequate, based on the
anti-advertising actions, the saturation of space and an economic need for this sector to
find growth areas. This last point is particularly crucial since advertising agencies have
to face that communications providers are more and more numerous, coming from
different fields like media, design or web agencies. They also enter international
competition. This is why advertising people try to find the proper pace to keep lead-
ership and work on formats that fit and pre-empt media transformations as well in TV,
radio, magazines, and papers or digital media.

In this context, at least two solutions have occurred in professional uses: one is
about erasing a maximum of classical advertising features, called unadvertization [13,
14, 39, 41]; the other one is about optimizing advertising quality and/or trying to find
new media or transforming things into a media for advertising, called hyperadverti-
zation [13, 14]. These names come from research results that give afterward point of
view giving logic to a broad set of professional practices mainly known as branded
content, product placement, sponsoring, and so on. For example, what professionals
call brand conversation is currently a case of unadvertization?
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2.2 Unadvertization: Playing with the Limits

More precisely unadvertization refers to communications strategies used by advertising
people whenever they want to avoid traditional or regular advertising or downsize it.
They mainly use three sets of ways:

– They can enter an already existing media production as in product placement in TV
shows, and series, movies, games. They also sponsor broadcasted programs.

– They can imitate existing media products as we can see with consumer magazines,
branded web series as Ikea Easy to Assemble, brand games, or imitate existing
cultural products as brand movies (“Prada presents A Therapy, by Roman Polanski,
starring Ben Kingsley and Helen Bonham Carter), books as Recipe books around
Philadelphia, Oreos and so on.

– They can try to benefit from new forms of communication supposed to redistribute
communication parts such as blogs, co-produced content and social media. The
brand conversation takes place in this last.

2.3 Hyperadvertization: Enhancing Advertising Features

On another hand, hyperadvertization is the counterpart of unadvertization and acts as
hypertrophy of advertising aspects. Nothing about trying to hide the advertising nature
of the message, the main point is to maximize advertising presence either in a quali-
tative way, working on the message and its forms, or in a quantitative way, trying to
find or create new media spaces.

In the first case, the work will put the stress on the semiotic densification of the
message, mainly through work on aesthetics and creativity. New creative formats are
explored as very long TV commercials, exceptional work on very expensive sheets of
paper, sophisticated finish, highly studied and unexpected billboard locations.

In the second case, the work is mainly the continuous creation of new media set,
trying to use still non-used spaces as street furniture, buildings, café tables, metro
tickets, and credit cards. Thus, every space can become an advertising media, such as
flagship stores, media, and smart cities. Streets or city areas can be transformed, for a
short time, in a massive advertising display.

Advertising, unadvertization and hyperadvertization messages multiply the pres-
ence of brand messages in everyday life. One at a time, these transformations of
advertising messages seem only tactical but, as a whole, they become a great strategic
renewal of modes of existence for brand discourses.

3 Equality, and Proximity

3.1 Conversation

All actors on the market usually fantasize about direct access to their targets. Regarding
the context of industrialization of offers and their dissemination via marketing strate-
gies, marketing people seek to mimic proximity with their prospects and customers
instead of trying to generate it. The mass consumption makes individual exchange
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difficult if not impossible even if people still dream about it under new devices and
names such as “one to one” marketing and, more recently, conversation.

The marketing and advertising professionals have practically jumped on the idea of
conversation in order to name all kind of verbal or written exchanges that social
networks and digital interactions enable. Many research or professional press papers
stressed, during the 2000s, how it was necessary for brands to enter the conversation
and many specialized agencies appeared.

In these cases, marketing and advertising people commonly talk about markets as
conversations. This idea was first presented in 1999 in what is now widely known as
the Clue Train Manifesto. Published on the web by four professionals, this text became
a book one year later. Whenever it comes to brands and conversation, professionals
regularly quote this text as the main reference and, up to a certain point, as the one that
put into shape the setting of marketing conversation.

This is why it is necessary to analyze this specific piece of business literature to
understand the roots of the idea of a conversation between brands and customers. It
gives access to what advertising producers think and/or claim they do with digital
conversation branded content. Firstly, they try to transform the mass of consumers into
a collection of individuals to go towards the next step, re-gather them in a new mass, an
audience they will be able to observe and qualify. The professional metadiscourses tend
to present these productions as an Eldorado of brand-client relationship.

Thus, conversation appears in professional discourses as an ideal of communication.
We get a glimpse of collective professional representation of conversation, reinterpreted
nostalgically, related to a pre-industrial Eden of communication: the old farmers’
marketplace. This pre-capitalistic conversation is depicted as real and direct far from the
description linguists can give of conversation, as a “battle for dominance” [14].

Hence, the marketing conversation is a hybrid production, highly consensual and
paradoxical, at the same time innate for consumers and to be learned for brands. It is
based on an idea of without hierarchy. Instead of speaking of a “top-down,” vertical
way, imposing the brand and its advertising messages, marketing conversations are
supposed to enable brands and consumers to be equals, in a horizontal way. Thus,
marketing and advertising professionals redefine the concept of conversation, without a
balance of power and hierarchy, as an irenic and idealized mode of communication. In
this respect, professionals give a new demarcation between a good, transparent, non-
manipulative communication, not far from information, and a bad, opaque and
manipulative one, in other words, traditional advertising.

The conversation was and is everywhere, in chats, digital forums, brands websites
and social networks such as Twitter or Facebook. The very idea of conversation implies
a dialogue, or everything next to it like co-something (co-authoring, co-participation)
and appears as a proof of good professional behavior [40, 42]. These discourses on
behalf of brands at the same time defend their reputation, promote their products, act as
consumer service. Moreover, brands sometimes called “friend,” talk to Internet users
who can happen to be consumers, willing to interact, and even to personalize their
relation to consumption as explained by Baudrillard [6, 7]. They are part of a mix of
complex interactions difficult to qualify since they change from one brand to another.

Whatever goodwill was at work, this marketing conversation happens to exist only
metaphorically, since its typical characteristics disappear in digital conversations which
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are mainly anonymous or anonymized by the alias or profile name, giving no
knowledge or a low one about characteristics of the interacting persons. No real
exchange is possible because a real person is interacting with an entity, representing,
the brand, that is a mock individual acted by one or many community managers.
Instead of spontaneity, they are working mainly with the support of legal departments,
top management guidelines, the history of previous digital exchanges.

3.2 A New Paradigm?

The widespread desire among marketing and advertising professionals to have “con-
versations” with Internet users and consumers gives us a clue as to the metamorphosis
of corporate communications. These communications are often criticized because it can
serve any offers, support any cause thanks to its rhetorical power and even impose
views, representations values. In this context, conversation appears to be able to
exonerate marketing and corporate communications since it seems more spontaneous,
horizontal and respectful, even selfless or altruistic.

This occurs in a specific context, the emergence of digital uses that emphasizes and
multiplies reputation risks since consumers are more easily able to take action to
denounce bad market practices or publicize their choices. In this respect, consumers
feel a kind of empowerment. This is why conversion is, in a way, for marketing and
advertising professionals, to resume control on the relation in the very same space
where Internet users express themselves. The primary goal is to collect Internet users
speeches and try to master them under the guise of symmetry rather than to endure
them. Behind apparent selflessness, centered only on interaction for the sake of it,
everything is recorded and “categorized. Engagement is taken into account with the
numbers of “like,” “share” and “comments.” Conversation is transformed with these
performance indicators.

“Like,” “share” and “comments,” emojis like a heart are so part of everyday life for
Internet users that they are partly or wholly naturalized and one can forget how and
why they are produced, how they rise and why. So people enter the flow of comments
and shares of opinions. The overall market dimension of digital space is rarely disputed
and is, most of the time, accepted as a prerequisite to being able to participate in it. As a
result, the integration of market players within interactions is regular, especially when
brands are sometimes initiating the conversational platforms directly in order to keep
control of information and comments.

4 Trade-Offs and Balance: Protecting the Brand

4.1 Entering Publishing Space: “Native Advertising”

The presence of brands on social media is sometimes a low profile advertising inser-
tion, melted in publishing spaces. Let us take the point on the case of “native adver-
tising,” a digital descendant of good old “advertorial” in print media. “Native
advertising” aka “sponsored content,” “proposed advertising,” “contextual advertise-
ment” mimics digital media discourses. “Native advertising” looks like digital press
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discourses, aesthetically it looks like the rest and matches, thematically, with the global
editorial line. It enables brands to appear as possible topics for journalistic discourse
coming together with well-orchestrated public relations. “Native advertising” provides
a rather inexpensive exposure and enhances credibility since the information seems
journalistic. Even if this kind of blurring is not new, it increased in the last decade. The
advertising content is integrated into editorial texts. Recently, marketing and adver-
tising professionals started to show a new concern, trying to differentiate old advertorial
from “native advertising” as a more sophisticated production, hence more efficient to
seduce consumers and keep their attention. The main idea is based on the fact that the
context benefits to the brand since the reader is concentrated on the interest of the
content more than in the questioning of the source of information.

4.2 Towards Brand Journalism? [21]

“Native advertising” requires specific writing style and abilities that combine jour-
nalistic qualities and what could be called the “sense of the brand,” that is to say a way
of writing that values the brand. We can even say that nowadays this specific way of
writing knows a constant demand and growing under the urge of advertising agencies
and advertisers who want to find new spaces to promote brands. This new profession
brings together freelance journalists and dedicated agencies. Advertising agencies for
major news companies manage the system in order to increase, in all cases, their
turnover. If this new market is a great source of enthusiasm for [4], it globally triggers
problems for the whole inter-profession since it legitimizes journalism dedicated to
brands, something in between journalism and public relations running counter to
journalistic ethics. For advertising agencies, “native advertising” enables to couple the
sales of traditional advertising spaces and Internet advertising spaces instead of display
advertising, too obvious and less efficient. Brand managers prize and value “native
advertising” as a relevant tool attract their targets. They tend to think that “native
advertising” productions will retain attention and convince better because they are more
credible. They are especially known because they do not suffer from ad blockers.

4.3 The Delicate Issue of Trust

Trust is the key of the success of “native advertising,” and trust is deeply linked, in
order to establish and sustain it, to specific writing skills that ensure that readers will
not feel these contents sponsored by brands as manipulative. This would be extremely
bad for the brand and the entire media platform. For this reason, marketing and
advertising professionals have set, for each kind of digital media, guidelines, and
course of action in order to avoid any damaging confusion in discourses categories
while maintaining the enunciative blurring. Thereby journalists are rarely authors of
these contents sponsored by brands. Some semiotic distinctions are established in order
to draw the line between journalistic text and “native advertising,” such as snippets,
typographic effects, a slightly different color of the background or the presence of the
brand logo. These elements are light enough to enable a possible mix-up at first sight
but then a differentiation.
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The enunciative blurring works together with the preservation of demarcation
between advertisement and journalism. It is necessary to manage the significant risk of
discrediting journalism and brands that try to invest it as a place. Even if advertising
does need new media spaces, there is a strong precautionary principle in order to
protect journalism as an economic necessity.

5 Interlacing Brand and Vernacular Discourses

5.1 Variations and Enunciative Blurring

The digital presence of brands can also be an advertising discourse intertwined with
vernacular or media discourses. “#foodporn” that happened to be an international
success provides a good observation point for these quite unprecedented interlacings on
different platforms and social media, and, more specifically on Instagram.

The name “#foodporn” raised a surprising enthusiasm, its transgressive quality
raises questions and interests audiences supports virality, encourages to look at it and
share it even if the content is much more innocent than suggested by the suffix “porn.”
In fact, the images show streams of dishes, with colorful, glossy and juicy, dripping
plates. People intend to share staged food with anybody crossing these images.
Numerous comments and escort discourses come to these posts on social media,
especially from professionals working for magazines, websites, restaurants ranking
platforms.

Everything is based on the fact that this digital space enables semiotic inventiveness
in a determined frame. Texts and images come together, the former being informative
comments of the later, that support the culinary show whether an ordinary or excep-
tional one. At the heart of the system is what we can all iconic excitability even if the
conditions of production and the producers are very different. Ordinary people, blog-
gers, specialized media, burgers sellers or restaurant owners do publish images using
this hashtag. These enunciators are extremely different, and the result is very hetero-
geneous, from ordinary or sponsored testimonials to explicitly advertising discourses
and sometimes, in between, the contribution of a well-informed amateur. Devices are
very different too, from smartphones to elaborated filming sets. One can also use
Instagram tools to enhance the productions aesthetically.

This great diversity becomes one because they all seek “sharing” or spread. They
are all willing to respect the architext of Instagram, its iconic rules and frames and its
text regulations such as a short description and the blue color for the hashtags. Every
Instagrammed message can be evaluated with “hearts,” and everybody can see the
counting, comments and recorded. On a rhetorical point of view, this discourse is
always concise and descriptive. The hashtag “#foodporn” is a metatext that adorns the
message. It towers over the dishes the Internet users display as media valued culinary
maker’s marks, advertised burgers and highly elaborated dishes from great restaurants.
Everything is gaining a mediatic and advertising value, due to the effect of the hashtag
and its power to inscribe the message in a chain. As we can see, all of this is not due to
communicants working for brands, and it is not even the result of advertising strategies.

424 C. Marti and K. Berthelot-Guiet



It is, in fact, the result of publicizing, a display in a digital kind of public space that
goes back to the roots of advertisement.

Instagram is the main beneficiary of this phenomenon, and this brand is successful
thanks to the proliferation of contents produced by others. These communication pro-
ductions have an uncertain status that benefits to Instagram as a media brand always
explicitly pushing formore hashtags: “If you include the right Instagram hashtags on your
posts, you will likely see higher engagement than you would if you didn’t have any.”

6 Brand Contemporary Shows

6.1 The Advertising Show

As seen before, brands and their advertising messages are spectacular mediations as
well as selling mediations. Through this spectacular specificity, they lavish consumers
and the general public with an aesthetic pleasure that produces signification and
globally impresses. At the same time, this mediation provided by brands is prone to
raise the gratitude of the audience.

Nevertheless, we have to acknowledge that the spectacular nature of advertisement
is neither new nor restricted to some brands. One can identify great spectacular brand
shows as well for luxury brands, car brands, and even hypermarket brands or spec-
tacular urban happenings, branded festive, sport or cultural practices. These produc-
tions, sometimes designed to enter unadvertization strategies usually end up being
hyperadvertization systems. Other brands are also in small daily deliveries on social
media via devices such as Facebook fan pages, dedicated to brands. Thus, instead of
achieving some perfect unadvertization ideal, they create some hyperadvertization
forms with a strong repetitive omnipresence of the brand, mainly through its totems, its
name, and logo [13].

Furthermore, the advertising show is not something new, and it can be retraced
through the enthusiasm for advertising posters collectors in France between 1886 and
1896 in France, as much as through the interest of major film directors. People can
choose to consume advertising, and especially commercials, as a show, which is evi-
dent with The Night of AdEaters, first launched in France in 1981 and now available
internationally and offered in adding countries every year. As Baudrillard posed it: “it
(advertising) contributes nothing to production or the direct application of things, yet it
plays an integral part in the system of objects, not merely because it relates to con-
sumption but also because it becomes an object to be consumed” [6].

During the last decade, three contemporary kinds of productions can be categorized
as current metamorphoses of the advertising show: branded short films, spectacular TV
commercials, and daily social media advertising show.

In the first case, we can say that brand short movies belong to unadvertization
strategies. Brands are producers of short movies, most of the time ordered from a Hol-
lywood famous director and starring equally famous actors; they broadcast them on the
Internet pretending not to seek advertising and consumption. However, advertising is
soon obvious through stereotypes, intertextuality and, distortions of the narrative struc-
ture. In that respect, these short movies are most of the time genre scenes
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(“car chase” for Pirelli Mission Zero, “psychoanalysis session for Prada A Therapy,
“typical murder mysteries” for Lady Dior) and a prop seizes the forefront: a tire saves the
main character, a fur coat does analyze the psychoanalyst, and a purse is at the heart of the
plot. In other words, props become heroes as in regular advertising messages. Thus
spectators feel the trick and can be not so happy to have been subjected to advertising
without prior warning, which is not the case with spectacular TV commercials.

One main example of this last phenomenon is “L’Odyssée de Cartier,” celebrating
the 165 years anniversary of the brand, internationally released on March, 4th, 2012, as
commercial and broadcasted as such during prime time on major French TV channels
(TF1, Canal Plus) and American Channels as well (ABC, NBC, CBS), in movie theatre
and online. It was launched as a blockbuster with a press release, trailer, a world
premiere in the Grand Palais in Paris and multiple steps unveiling on vogue.fr, TV
Channels, and Cartier Facebook fan page. The band provided a kind of documentary
movie about the making of. Online and offline general press relayed the launching
explaining how amazing, out of the ordinary the movie was.

The advertising movie is presented as exceptional in all ways with a significant
track record: it is supposed to be one of the most expensive commercials in the
international history of advertising, with an exceptional duration (3 min and 31 s). Its
director underlines the epic scale. The music was recorded in Abbey Road studio with a
symphonic orchestra, and so on. The show is outside and inside this commercial. The
movie itself emphasizes the luxury of the brand with a highly anesthetized making of
the film, dealing with strong onirism. The semiotic densification is evident given the
accumulation of cinematographic processes, shooting locations, special effects, as well
as trained animals. Thanks to the gathering of all these elements in a little more than
three minutes, it ends up being a precipitate of advertising show.

6.2 Daily Advertising Show Delivery via Social Networks

Big shows are essential and highly visible but small shows on day-to-day delivery too.
These are new small advertising formats one can follow, once registered as a “friend”
of the brand, directly on personal Facebook accounts.

We found that instead of a genuine exchange between brands and people, old
branded blogs and dedicated conversational devices (ancestors of social media)
appeared to be already entirely mastered by brands and were far from erasing adver-
tising attributes such as logotypes, claims, signature, and visual charts. At the same
time, on a semiotic point of view, brands appeared as the real auctorial authority.
Visually the entire system took birth into the logotype of brands, extending its shapes
and main colors (blue and white) everywhere. This was a first clue towards the idea that
whenever advertising people try to erase advertising features from communications,
they tend to extend the signs of the brand everywhere ending in hyperadvertization
instead of unadvertization. The redefinition of conversation is the same on some of
Facebook brand pages; it even goes beyond a wide spread of the signs of the brand and
provides small brand advertising shows.

A semiotic and content analysis of some Facebook brand pages shows the actors
(the brand and the public) are both on the same enunciation space, but they do not
interact. Most of the time, brands offer while consumers are reacting more than
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interacting. The brand gives the kick: a photo, a video, a motto, a test, and people react
in parallel but not together without much feedback from the brand.

A specific analysis of posts on two analog Facebook brand pages: the American
brand M&M’s (sweets) and the French brand Oasis (fruit drink). M&M’s USA brand
page exists since 2008 and has more than ten millions followers currently; Oasis brand
page is named OasisBeFruit, it was launched in 2009 and has been for several years the
French brand page with the most significant number of followers (more than three
million). They are similar in the cheerful tone they use in their TV commercials and
their products or a part of them (fruit) appear as characters in their commercials.

A semio-communication analysis of the posts on the two brands Facebook pages
shows that people mainly “like” whatever the brand has posted, they “share” it in some
cases and they much more rarely “comment.” That is to say; they prefer to press a
button rather than writing down something. Whenever they choose to write, it usually
goes up to three/four words on average. As a matter of fact, most of the people’s
reactions on these two Facebook pages do not appear as a dialog with the brands or
even between participants and the architext of a Facebook page isolates the exchanges
by automatically closing the direct access to their content and offering instead the
number of “like,” “share” and “comment.” In a way, the architext create the contrary of
conversation when it transforms everything into numbers showing plainly an audience
counting system rather than a dialogical one (Fig. 1).

Thus, the only fact that so many people participate in these Facebook brand pages
makes it essential to understand what they do, if they do not dialog as in a conversation
with these brands. These brief comments look, in fact, more like answers to the brands’

Fig. 1. M&M’s and Oasis Facebook pages (March 2015 and May 2018.)
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various stimuli: written laugh (LMAO! Hilarious, etc.), enthusiastic appreciation as one
can express during a show (“Aaawwww I love it!, “Yay,” “i like it!!so goood-
ddddddd***”), short answers inspired by these brands advertising mottos (“Go yel-
low,” “You go RED”), short declarations of love (“Love m&m,” “my favorite is still
the one where red takes it all off I miss that commercial,” “The best ever M&M
commercial is the one with Santa,” “the absolute best M&M commercial ever!!!!!!”).

We can conclude that people participating in M&M’s and OasisBeFruit Facebook
brand pages react and behave much more like spectators, an audience watching a show
rather than people in dialog. We are facing a hyperadvertization ‘show of brands on
Facebook instead of an unadvertized conversation. M&M’s and OasisBeFruit Face-
book brand pages are great hyperadvertization devices where we can observe a strong
pervasiveness of these brand signs (names, logos, content highly linked to their TV
commercials). The French brand Oasis does use its commercial catchword “Oasis-
BeFruit” (in English!) as its Facebook brand page name.

The advertising show is so obvious that participants directly qualify the messages
as advertising or marketing discourse produced by professionals: “Simultaneous faint,
candle falls to the floor…. the absolute best M&M commercial ever!!!!!!.” While being
hyperadvertising, these communications still attract many participants willing to get on
a daily basis an advertising show delivered on their own Facebook account. We cannot
know for sure that there are consumers or customers of these brands, but they consume
their advertising discourses freely [15].

At the same time, participants give their evaluation of these advertising messages
and show an aesthetic judgment and specific ideas about what can be considered as a
good commercial depending on the brand concerned. The advertising show comes with
amateur advertising reviewers who demonstrate a true advertising culture. M&M’s took
this into account and produced both for 2018 Super bowl a commercial as usual and a
Critical Review M&M’s Super bowl movie that plays on the confusion between
commercials and short movie available on their Facebook page and their YouTube
channel mmschocolate. M&M’s also started to extend the range of its shows while
showcasing “Sound+Color presented by M&M’s” during SXSW2018 or South by West
festival of music, film and digital. This leads us towards brands that fully play on the
advertising show as their main expression.

Some brands work on turning everything they touch into an advertising show. Red
Bull, a brand of energy drink, produces, promotes and publicizes some extreme kind of
sporting or musical shows to a young or teenage audience. On its website, the brand
offers many shows focused on a continuous festive lifestyle, some risky and extreme
physical activities, more often borderline than not. Red Bull has established a strong
spectacular mediation, and the omnipresence of the advertising show is obvious.

Whatever the type or the form of the show, Red Bull gives an extremely aes-
theticized version of it. Whenever the brand produces or takes part in entertainment, it
naturalizes for its young audience one single message being at the same time: “Red Bull
gives you wings” (its advertising claim) and “Red Bull is the best.” This is the pretty
obvious result of a semio-communication analysis of the online brand communications,
especially its website. The corpus has been gathered, respecting Barthes’ approach [3],
using what we call a core sampling process [15], which creates a kind of snapshot of all
the messages of a brand at one point.
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Regarding Red Bull, we chose the official French (February 2017) and American
(April 2018) websites that happen to be very much alike in their structures, contents,
and tone. Once on the homepage each navigation sign “giving access to different
disseminated texts or, conversely, to the reproduction of external texts inside clustered
sites” [34]. The global advertising universe of the brand takes shape in capillary action,
revealing a huge global structure. This method enables us to reach a “saturated” corpus
reached whenever any new web page does not provide anything new: “these “returns”
are more and more frequent until one no longer discovers any new material: the corpus
is then saturated” [3]. In fact, the sole home pages enable us to reach this stage.

The Red Bull corpus gathers redbull.fr and redbull.com, Red Bull TV and radio,
redbulletin.com, et Events, Cartoons, Products and company and a second range of
homepages Bike, Adventure, Motorsports, Games, Skate, Dance, eSports, Surf,
Musique/Music, Snow, Weightlifting, Festival, Urban culture, Art, Dance, MC battle,
etc. TheRed Bull “world” explicitly addressesmainlymale teenagers and young adults on
leisure activities with a heavy concentration of risk, spectacularity, and performance. The
aesthetic and spectacular mediation provided by the brand is obvious almost to the extent
of concealing if one does not know it, the product (an energy soft drink can). Looking at
its set of home pages, one would think that Red Bull is a media brand, producing both
sport and culture shows and broadcasting them, since most of the space is dedicated to all
kind of sports, extreme sport, music, and cultural festivals, and so on. The brandmessages
place is as a mentor coach, providing and explaining to its audience rituals around danger
and risk linked to this time of life (teenage) in a safe exploration.

The Red Bull case appears to be a kind of extreme commodification of the brand
itself. People tend to consume more signs of the brand than its products, even its
flagship product. It appears as a show producer always feeding its advertising claim
“Red Bull gives you wings” in its the largest extension as a global entertainment
factory.

6.3 On Advertisingness and Advertising Shows

Unadvertization and hyperadvertization strategies enable brand discourses to meta-
morphose, form hybrids with other types of discourses and, at the same time, extend
the scope of their actions and the limits of what can be called advertising. For most of
the general population advertising already names an extensive set of messages and
devices as soon as they are related to a brand. Thus, we could say that every brand
message, whatever the form it takes, is, at the core, advertising since semiotic
predilection shapes the discourse, but Advertisingness goes beyond this and names both
this process and a matrix dimension.

Advertisingness is defined [12, 14, 15] as a set of rationales, all at once social and
semiotic, profoundly underlining every brand public speech even if it does not seem
like regular advertising. Advertisingness is a set of forms of discourses, communication
imaginaries and social, collective imagination. It is rooted in the very essence of
consumption.
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Advertisingness in forms of discourses originate in the initial matrix of “classical”
advertising messages (see above), that is to say, specific expressive rationales and
semiotic work creating highly connotated messages with apparent commercial inten-
tionality turning unadvertization into hyperadvertization most of the time. Advertis-
ingness is based on a strong, self-asserting brand status, an oversemiotization [12, 19]
due to semiotic condensation, and shows a saturation of the signs of the brands, a
strong stereotypy, and intertextuality.

Advertisingness deals with communications professionals, researchers and collec-
tive imagination and imaginaries [3]. For the main part of the population, advertising is
linked to rather dysphoric representations such as messages trying to deceive to lure
into buying, the work of the “hidden persuaders” [12, 45]. As seen above, commu-
nications professionals mainly try to find a way to transform positively advertising into
something like branded information. The idea is to slide the borderline opposing
information and communication into a positive market branded information opposed to
bad old, classical advertising messages. As for researchers, they can be attracted by the
fact of presenting advertising as a matrix of communication in general.

Advertisingness is, in itself, a communication logic. Whatever is the shape of the
discourse of a brand, it does step in commercial communication logic, inherent in
market mediation: the logic of the aura of the commodity, as mentioned by Benjamin,
the “logic of Father Christmas” and the logic of prophecy as described by Baudrillard.

The logic of the aura of commodity
Benjamin states that advertising gives access to the collective imagination: “The

dream consciousness of the collective […] awakes […] in advertising” [9, 10]. Thus
advertising takes the aura of the commodity [Baudelaire] to its zenith. The aura of
commodity works like a reverse operation of the aura of the work of art [11]. The latter
is linked to the authenticity of the unique work and tends to deteriorate through
industrial replication. On the contrary, the aura of the commodity is strengthened by its
multiplication and circulation mainly using advertising, which is the place of its
exaggeration [10]. This aura is a deep characteristic of a market and commercial
discourse enabling at the same time to reach a high semiotic condensation and dis-
semination of the signs of the brand.

The logic of Father Christmas and the logic of the prophecy
Baudrillard gives advertising several functions that build its social and communi-

cation logic [6]. Its explicit function is to promote selling; its symbolic and social value
is linked to “believing,” in a logic of “fables and of the willingness to go along with
them”: we do not really believe in advertising, but we care for it. Children and adults do
the same when they pretend to believe in Santa Claus long after they know that the gifts
come from their parents. In the same way, consumers are thankful for advertising for
the care it shows. They come into a logic of belief and regression that gives way to a
logic of protection and gratification. Thus, advertising is a free show but asks in return
the consumer to comply with the social system. Consumption has a normative effi-
ciency that comes from dream, imagination and it enables, all at once, each person to
believe, he or she is the sole recipient of advertising and to give him or her collective
desires as standard. Advertising refers to “dawnings of objects, dawnings of desires”
and enables the advertising message to become a legend in all its meanings.
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Baudrillard also stresses the fact that advertising is great at mythmaking [7]. It is
neither true nor false; it is, as seen before, a matter of belief. Thus, it cannot deceive, all
the more it gives what it says an existence through as a self-fulfilling prophecy:
“Advertising is prophetic language, in so far as it promotes not learning or under-
standing, but hope.” This prophetic logic enables brands to exist through all their
discourses and strengthen from one message to the other until they become a reality.

One of the main deep logic of the advertising matrix comes from the encounter of
Benjamin and Baudrillard theoretical approaches. Then advertisingness starts to appear
as a strengthening of the aura of the brand to the point of evicting the product for the
benefit of its signs and significations. The only presence of a brand in a message
ensures the spectacularization of its aura.

Eventually, advertisingness is deeply related to the question of mastering com-
munication and the power of representation. In a way, advertisingness brings very
disparate items back into brand communications. This enables us to understand how
contemporary existence strategies of brands broaden the boundaries of advertising in
general and extends the scope of brands towards politics. The impact of multiple modes
of representation on brand lies in the intensification of its display; it more and more
shows of: “To “represent,” then, is to show, to intensify, to duplicate a presence” [38]
as explained by Marin.

In conclusion, brands strongly activate both types of power due to representation.
Brands reach a state of ubiquity and pervasiveness in almost every moment of everyday
life thanks to advertisingness. This power of presence is crucial since it gives them
access to the second representation power effect, analyzed by Marin: “the effect of
subject, that is, the power of institution, authorization, and legitimation as resulting
from the functioning of the framework reflected onto itself” [38]. Advertisingness
happens to be at the very heart of the logic of power.

7 Conclusion

Brands transformations and the hybridizations of their communications are deeply part
of the way they are established in society [43]. Brands do take part, at the same time, in
the transformations of culture as it is shared in digital spaces. Thus, they promote a
kind of consumerism that is typical of what Bauman calls the “liquid life” [8]. Even if
market players have strategic issues and try to bypass classical differences, the analyses
presented in this paper show that society is watching, with attention and awareness, in
order to keep the borders, to differentiate motives from one another. Most of the time
people are fully aware of what is happening, how it occurs and when to state that they
do not buy it or even condemn some overly advertising intrusion in digital spaces. The
analyses of different strategies regarding “representations and expressions of adver-
tising digital literacy on social media” put at the center questions of power and
authorities at work on social media and social networks behind the scene, behind the
show that brands offer to consumers.
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Abstract. Point programs are offered as part of the loyalty program. In this
study, we analyze customer’s purchase history and usage trend of points at golf
portal site. We first classified loyal customers by RFM analysis. We also cate-
gorized into two unique types according to customer’s point use behavior. Next,
we performed logistic regression analysis for discrimination of loyal customers.
Through these analyzes, we clarified the characteristics of point use tendencies
for loyal customers.

Keywords: Point use behavior � RFM analysis � Logistic regression analysis

1 Introduction

Currently, many retailers provide point programs as part of the loyalty program. Many
of the loyalty programs conducted by retailers are called FSP (Frequent Shopper Pro-
gram) and provide benefits according to customers’ purchase price [1]. The method of
giving benefits in FSP can be classified using two types such as continuous or non-
continuous and linear or nonlinear. In the linear and continuous loyalty program, reg-
istered members can acquire points depending on a specific amount of money, and they
can use available point in 1 point unit. In a previous research [2], it is reported that many
consumers tend to use according to the balance at the time of purchase based on mental
accounting theory. On the other hand, there are very few studies that clarify the use
tendency of customer’s point program at EC site based on actual use of loyalty program.

In this study, we clarify the characteristics of point usage trends based on purchase
history, customer attributes, and point usage history of customers who are using linear
and continuous point programs set at a certain golf portal site.

2 Dataset

In this study, we use a dataset provided by the golf portal site. Specifically, we use ID-
POS (Identification-Point of Sales) data, point balance data, point history data, cus-
tomer attribute information data. All data are linked by customer ID.
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The data period is one year from 2017/08/01 to 2018/07/31. The data summary is
following.

• ID-POS data: purchase date, product code, product classification code, product unit
price, sales volume, etc.

• Point balance data: balance of customers points.
• Point history data: processing date, use or acquisition flag, number of points, etc.
• Customer attribute information data: sex, age, place of residence, date of registra-

tion, etc.

In this study, we focused on the customers who registered at a certain golf portal
site and we targeted customers with purchase history between 2017/08/01 and
2018/07/31. In addition, we excluded customers who have historically returned
products, never gotten points or never used any of them.

As a result of extraction under the above conditions, the number of target customers
was 78,193.

In the targeted EC site, five categories (golf accessories, golf gear, men’s wear,
lady’s wear and other) were set as major categories. Number of purchases and the
average of purchase price for each product category in dataset is shown Table 1.

3 Analysis Aimed at Feature Extraction of Points Usage
Tendency

In this section, we describe the analysis aimed at feature extraction of point use ten-
dency. First, we evaluate the loyalty of customer, then we classify the customers into
two types, loyal customers and general customers. Next, we calculate “point retention
value” using point history data.

3.1 Divide Method of Loyal Customers

We performed RFM analysis [3] as a divide method of customers’ loyalties. RFM
analysis is a method of representing and discriminating customers’ loyalty using three
indicators, i.e., Recency, Frequency and Monetary. Recency is determined by how
recently customer purchased products. Frequency is determined by how often customer
purchase products. Monetary is determined by how much money customer used.

In this study, we evaluated RFM using the following data.

• Recency: Time after last purchased
• Frequency: Total number of purchases during the data period
• Monetary: Total usage amount during the data period

Table 1. Number of purchases and average of purchase price

Golf accessories Golf gear Men’s wear Lady’s wear Other

Number of purchases 506045 199454 385673 107434 4876
Average purchase price 4801.105 22115.080 5474.102 6173.782 3877.261
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Customer ranks are given in 10 levels, higher value means higher loyalty for each
of the three viewpoints, and the total value of viewpoints is set as a comprehensive
index. Based on the obtained comprehensive indices, we decided the top 30%, 28,393
customers as loyal customers. The outline of the customer after divide is shown
Table 2.

3.2 Usage Trend of Customer’s Point

Next, we categorize the usage type of the point from the point history data. As an index
for classification, in this study, we calculated the maximum value (number of days)
from point acquisition to usage as “point retention value”. An image of the calculation
“point retention value” is shown in Fig. 1.

Table 2. Outline of the customers’ RFM value after discrimination

Loyal customers General customers

No. of customers 28,939 49,800
Recency: average days 41.06 158.36
Frequently: average value 12.32 2.49
Monetary: average value 111790.03 15877.05

Fig. 1. An image of the calculation “point retention value” for each customer
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From the Fig. 1, customer A’s point retention value is 25 and customer A is a point
saving-type which is holding without using point for a long period of time from point
acquisition. On the other hand, customer C’s point retention value is 10 and customer C
is an immediate-type that uses points quickly after earned points.

We named the saving-type is within the top 10% of the points holding value, the
immediate-type is the lowest point holding value is less than 10%.

3.3 Result of the Analysis of Point Usage Tendency

We use customers’ loyalty and the usage type of points, we clarify the point usage
tendencies.

First, the number of loyal customers belonging to the two types. As a result, it was
found that about 59% of the saving-types are composed of loyal customers. On the
other hand, in the immediate-type, it was found that about 88% of customers are loyal
customers. Table 3 shows the comprehensive index calculated by RFM analysis for
each usage type of point. From the Table 3, the saving-type has a larger variation in
customer loyalty than the immediate-type.

Next, we show the product categories for each usage type are shown in Figs. 2 and 3.
In the targeted EC site, five categories (golf accessories, golf gear, men’s wear, lady’s
wear and other) were set as major categories. We totaled the number of purchasing based
on major categories.

Table 3. Percentage of customers and their avg. point balance by point usage type

General customers Loyal customers Average point balance

Immediate-type 12% 88% 390.51
Saving-type 41% 59% 1351.94

Fig. 2. Pie chart of purchases by category in the immediate-type
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From the Figs. 2 and 3, purchase of golf accessories is somewhat higher (about 3%)
for the immediate-type. However, it cannot be said that there is a characteristic ten-
dency. We create discriminant models of loyal customers and discover characteristic
trends in the next step.

4 Analysis Using Logistic Regression Model

In this section, we describe analysis aimed at discriminating loyal customers using
logistic regression. We created a model to distinguish the loyal customers calculated in
3.1 by binomial logistic regression and try to grasp the features.

The binomial logistic regression model is a type of classifier that performs class
discrimination. By interpreting significant explanatory variables in the constructed
model, it is possible to clarify the characteristics that affect the presence or absence of
loyalties. In the binomial logistic regression analysis, the loyal customer probability pi
is expressed by the following equation.

pi ¼
expfPm

j¼0 bjXijg
1þ expfPm

j¼0 bjXijg ð1Þ

Here, Xij is factors affecting loyalties and bj is Parameters for each explanatory
variable (b0 is Intercept).

Fig. 3. Pie chart of purchases by category in the saving-type
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4.1 Variable Selection

In this analysis, we use the following variables.

• Explanatory variables: point retention value, point balance at 2018/07/31, Pur-
chasing availability by product categories (golf accessories, club, men’s wear,
lady’s wear, others)

• Objective variable: loyal customer classification

The objective variable is the classification result of the customer based on RFM
analysis. 1 for loyal customers, 0 for general customers. Moreover, we set point
retention value calculated in Sect. 3.2 as explanatory variables. In addition, we set
explanatory variables for purchase history by five purchase categories, set 1 for pur-
chase and 0 for no purchase. As shown in Sect. 3.3, when classifying the tendency of
point use into the two types of the immediate-type and the saving-type, a difference was
seen in purchasing behavior by product category. Therefore, we considered that cus-
tomer loyalty would also be affected by product category.

4.2 Result

First, we performed under-sampling to estimate the model because two level of the
objective variable is not balanced. The total number of cases is 78,193, the number of
cases classified as loyal customers is 28,393, and the number of cases classified as
general customers is 49,800. This is randomly extracted from majority data, here
classified as a general customer, to match the number of minority data, here classified
as a loyal customer.

Next, we performed normalization on the explanatory variables. Specifically, point
retention value and point balance were normalized. We estimate the model 10 times
and show the best results of the analysis in Table 4.

Next, in order to verify the generalization performance of the model, we performed
cross-validation. Cross-validation is a method that divides data used for model estima-
tion and data used for model evaluation and applying it for validation and confirmation of

Table 4. Result of logistic regression analysis

Variables Regression coefficient P > |z| Odds ratio

Point retention value –0.0694 0.000 0.9329
Point balance 0.0840 0.000 1.0876
Sex –0.0432 0.011 0.9576
Supplies/accessories 0.2331 0.000 1.2624
Club 0.9009 0.000 2.4618
Men’s wear 0.1805 0.000 1.1977
Lady’s wear 1.0557 0.000 2.8738
Others 0.5314 0.000 1.7012
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the validity of the analysis. In this study, we divided into 10 pieces of the dataset. The
averages of the correct answer rates were obtained, and a value of 80% was obtained.

Next, we create confusion matrix using prediction results. Confusion matrix is to
check the number of each of the samples judged correctly for y = 0 and y = 1 of the
sample and the number judged erroneously in the crosstable. The results are shown
Table 5.

We calculated prediction accuracy of the constructed model by using the following
Eqs. (2) to (5).

Accuracy ¼ TPþ TN
TPþ TNþFPþFN

ð2Þ

Precision ¼ TP
TPþFP

ð3Þ

Recall ¼ TP
TPþFN

: ð4Þ

F-measure ¼ 2� Precision� Recall
PrecisionþRecall

ð5Þ

These indexes are better when the values are closed to 1.
Evaluation was conducted ten times, and the average value was obtained. The

results are shown Table 6.

From Table 6, we considered that the model has a certain discrimination accuracy.
The ROC curve is shown Fig. 4.

Table 6. The evaluation of the model

Accuracy Precision Recall F-measure

0.7711 0.6268 0.8794 0.7319

Table 5. The confusion matrix of logistic regression model

Predict class
Positive Negative

Actual class True TP: 10,281 FN: 4,844
False FP: 730 TN: 7,603
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As shown in this figure, the ROC curve was exceeded to the diagonal line which is
the expected value when it was predicated randomly. Hence also two figures, own
result has enough predictability.

5 Discussion

In Sect. 3, we classified customer’s point usage type into two types, the immediate-type
and the saving-type, using point retention value. From Figs. 2 and 3 there was no big
difference in the proportion of purchased genres between the saving-type and the
immediate-type. In addition, the average purchase price by genre purchased from
Table 1 greatly differs depending on genre. From these results, the use period of
customer’s point does not fluctuate depending on the amount of purchase. This seems
to be the same result as the previous study [2] that the commodity price does not have a
big influence on consumer’s point use behavior.

In addition, since points are used immediately from Table 3, it is shown that the
proportion of loyal customers increased to 88% in the immediate-type where point
balance tends to be low. On the other hand, the saving-type, which saves points and
tends to increase the point balance, shows that the percentage of loyal customers is
lower than the immediate-type at 59%. The previous research [4] point out that cus-
tomers who use points in linear and continuous point programs are more priced and
purchasing behavior than customers who do not use them. In this study, we use RFM
analysis that uses cumulative purchase price, purchase frequency, purchase period for
discrimination of loyal customers, suggesting that customers using points as well as
previous studies can be better customers.

Next, in the model shown in Sect. 4, as Table 4 shows, partial regression coeffi-
cients worked positively for all purchases by category. The influence of lady’s wear
and club category was higher loyalty because the average of purchase price per point is

Fig. 4. A graph of the ROC curve
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relatively high in both genres. From Table 1, it is considered that the influence of
Lady’s wear, club was higher loyalty because the average of purchase price per item is
relatively high in both genres.

In Table 4, the partial regression coefficient of point retention value was negative,
and the partial regression coefficient of point balance worked positive. This is con-
sistent with the fact that the proportion of loyal customers increased in the immediate-
type where points are used for a short period of time and used immediately without
saving points. However, the partial regression coefficient of Point retention value is –
0.0694, the partial regression coefficient of point balance is 0.0804, both partial
regression coefficients can be said to be slight compared with partial regression coef-
ficient in purchase by category. This suggests that the use period and balance of points
do not significantly influence the classification between loyal customers and general
customers classified by RFM analysis, and purchasing behavior greatly affects the
classification.

6 Conclusion

In this study, we clarified the characteristic of point usage phenomenon in an EC site
history data. It can be said that there is no big difference in the tendency of point use
period in loyal and general customers classified by RFM analysis. However, there were
differences between loyal customers and general customers depending on the point
savings to consumption. This is due to the point data used in this study being linear and
continuous point data at stores on the Internet. In the previous research [4], it is
reported According to consumers in linear and continuous point programs continue to
keep points until they reach a certain high point balance. In addition, another research
[5], it is suggested that promoting the use of points in linear and continuous point
programs of shops on the Internet does not lead to an improvement in customer loyalty.
The conclusion of this study supports this.

The following three issues will be addressed in the future.
Firstly, it is a research on the point use tendency with respect to commodity price.

In this research, we focused on the usage period of points, but the way of point is usage
for each product unit price, the amount of points used for commodity price, was
excluded from the research. It is possible to use only the fraction of the item price as a
situation when using points. Also, in the case of shops on the Internet, many settle-
ments are made through credit cards rather than cash. For this reason, we do not use
fractional numbers, so we can think of patterns that always use the full amount. If the
change in the utilization rate of points with respect to the unit price of a product is
clarified, it will be possible to propose measures to promote the use of points from
retailers and to improve sales.

Secondly, it is a research on point use trends in retailers in other forms. The subject
of this research was a single item mail order and a retail business limited on the
Internet. There are also multi-channel type retailers combining mall-type shops,
Internet shops and real stores for retailers who only sell in real stores and retailers on
the Internet. It is necessary to promote generalization of research by clarifying the use
tendency of points in these customers.
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Finally, it is a research on the tendency of goods bought at points. In this research,
we do not consider that points affect the determination of purchased items themselves.
For example, because the point’s expiration date expires, it may be considered that the
item is selected according to the point amount. Also, if the loyalty program is not
provided, it can be inferred that the point cannot be acquired originally, and the
customer neglects the point itself rather than cash. Whether items purchased at points
are different from those purchased for cash is left as future research subjects.
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Abstract. The term market research refers to gathering, analyzing and pre-
senting information that is related to a well-defined problem. Hence the focus of
market research is a specific problem or project with a beginning and an end.
Although the Internet is still confined to the boundaries of the personal

computer screen this will soon be a thing of the past; it is now clear that the
Internet is definitely going to be a medium for the masses. Many researchers are
amazed at how efficiently surveys can be conducted, tabulated and analyzed on
the Web. Additionally, online data collection lets marketeers use complex study
designs once considered either too expensive or too cumbersome to execute via
traditional means. Although the earliest online tools offered little more than the
ability to deploy paper-based questionnaires to Internet users, contemporary
online tools and services are available with a wide range of features at a wide
range of prices which will be outlined in the following sections.
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1 Introduction to Marketing Research

The term market research refers to gathering, analyzing and presenting information that
is related to a well-defined problem. Hence the focus of market research is a specific
problem or project with a beginning and an end.

Market research differs from a decision support system (DSS), which is information
gathered and analyzed on a continual basis. In practice, market research and DSS are
often hard to differentiate, so they will be used interchangeably in this context [1].

Marketers have the idea that different customers should be treated differently to
maximize the relationship with the best ones and minimize the involvement with the
worst ones. Information technology helps to realize that desire. The reality comes at a
cost, however, as relationship marketing presents a new set of challenges both to mar-
keters and information systems managers. To succeed, an effective cross-functional team
of information systems and marketing specialists must work harmoniously. In the past,
the two groups barely understood or tolerated each other. On a positive note, a new breed
of cross-disciplinary executives exists. They understand both marketing and technology.
Overall, the most successful implementation will require true collaboration [2].
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To be useful to organizations, knowledge tools must be accessible to mainstream
users. They must be understandable and useful to marketing managers, not just statis-
tical experts and information systems managers. To overcome potential problems in
applicability, marketers must insist that several key goals be achieved. They include [3]:

Putting the problem in the marketer’s terms, including viewing the data from a
marketing model perspective. Often the job of knowledge discovery is performed by
analysts whose primary training is in statistics and data analysis. It is likely that these
analysts do not have the same perspective as marketers. To be useful to marketing, the
findings must be in a form that marketers can understand;

Presenting results in a manner that is useful for the business problem at hand. The
foremost benefit of the analysis and the job of the analyst is to help solve business
problems and increase or diminish the value of the analysis;

Providing support for specific key business analyses, marketers need to know about
segmentation, market response, segment reachability. Knowledge discovery tools must
support these analyses from the beginning;

Providing support for an extensive and iterative exploratory process. Realistic
knowledge discovery is not simple and not linear. It is an interactive and iterative
learning process. Initial results are fed back into the process to increase accuracy. The
process takes time and can have a long lifespan.

2 Online (Internet) Research Methods

Although the Internet is still confined to the boundaries of the personal computer screen
this will soon be a thing of the past; it is now clear that the Internet is definitely going to
be a medium for the masses. Many researchers are amazed at how efficiently surveys
can be conducted, tabulated and analyzed on the Web. Additionally, online data col-
lection lets marketers use complex study designs once considered either too expensive
or too cumbersome to execute via traditional means. While initial forays were fraught
with technical difficulties and methodological hurdles recent developments have begun
to expose the medium’s immense potential.

The earliest online tools offered little more than the ability to deploy paper-based
questionnaires to Internet users. Today, however, online tools and services are available
with a wide range of features at a wide range of prices.

For the international market researcher, the major advantages and disadvantages of
online surveys are the following [4]:

2.1 Advantages of Online Surveys

Low financial resource implications: the scale of the online survey is not associated
with finance, i.e. large-scale surveys do not require greater financial resources than
small surveys. Expenses related to self-administered postal surveys are usually in the
form of outward and return postage, photocopying, etc., none of which is associated
with online surveys.
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Short response time: online surveys allow questionnaires to be delivered instantly
to their recipients, irrespective of their geographical location. Fast survey execution
allows for most interviews to be completed within a week or so.

Saving time with data collection and analysis: the respective questionnaire can be
programmed so that responses can feed automatically into the data analysis software
(SPSS, SAS, Excel, etc.), thus saving time and resources associated with the data entry
process. Furthermore, this avoids associated data transcription errors.

Visual stimuli: this can be evaluated, unlike CATI.

2.2 Disadvantages of Online Surveys

Respondents have no physical addresses: the major advantage of postal over online
surveys is that respondents have physical addresses, whereas not everyone has an
electronic address. This is an international marketing research problem in geographical
areas where the penetration of the Internet is not as high as in Europe and North
America. For cross-country surveys the multi-mode approach (i.e. a combination of
online and postal survey) compensates for the misrepresentation of the general
population.

Guarding respondents’ anonymity: traditional mail surveys have advantages in
guarding respondents’ anonymity. Sensitive issues, which may prevent respondents
from giving sincere answers, should be addressed via the post rather than online.

Time necessary to download pages: problems may arise with older browsers that
fail to display HTML questionnaires properly, and also with the appearance of the
questionnaires in different browsers (Internet Explorer, Netscape).

Response rates to e-mail questionnaires vary according to the study context. Var-
ious factors have been found to inhibit response to e-mail or Internet data collection.
These factors include poor design of e-mail questionnaires, lack of anonymity and
completion incentives. By addressing these factors in the context of specific research
objectives it may provide a way to tackle non-response to e-mail questionnaires.
Incentives should be used to encourage response rates, especially if the e-mail ques-
tionnaires are lengthy. Potential respondents are likely to trade off their anonymity if
incentives are used. The researcher can easily negotiate completion incentives if the
sampling frame derives from a company’s database [5].

3 Online Quantitative Market Research

Online surveys can be conducted through e-mail or they can be posted on the Web and
the URL provided (a password is optional depending on the nature of the research) to
the respondents who have already been approached. When a wide audience is targeted
the survey can be designed as a pop-up survey, which would appear as a Web-based
questionnaire in a browser window while users are browsing the respective websites.
Such a Web-based survey is appropriate for a wide audience, where all the visitors to
certain websites have an equal chance to enter the survey.
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However, the researcher’s control over respondents entering the Web-based surveys
is lower than for e-mail surveys. One advantage of Web-based surveys is the better
display of the questionnaire, whereas e-mail software still suffers from certain limita-
tions in terms of design tools and offering interactive and clear presentation. However,
these two modes of survey may be mixed, combining the advantages of each [6].

4 Online Qualitative Market Research

There are many interesting opportunities to conduct international qualitative market
research quickly and at relatively low cost, without too much travelling involved [2]:

Saving Money on Travelling Costs, etc. Many qualitative researchers often have to
travel to countries in which research is conducted, briefing local moderators and
viewing some groups or holding interviews to get a grasp of the local habits and
attitudes. This leads to high travelling costs and increases the time needed to execute
the fieldwork. It usually takes one or two weeks to recruit the respondents, and one or
two weeks before the analysis can start. In online research the respondents can be
recruited and interviewed from any computer anywhere in the world. Nearly everyone
who is connected to the Internet knows how to use chat rooms. Fieldwork may start
two days after briefing, and the analysis may start straight after the last interview based
on complete and accurate transcripts, with each comment linked to the respective
respondent.

Cross-Country Qualitative Research. International online research is particularly
interesting for multinational companies that sell their products on a global scale and are
afraid to build the global marketing strategy on research which has been conducted in
only a few of these countries. Online qualitative research could serve as an additional
multi-country check. This is not intended to give insight into the psychology of cus-
tomers but rather to check whether other countries or cultures may add to the general
picture, which has been made on the basis of qualitative face-to-face research.

One of the limitations with, for example, online focus groups is that they seem to
generate less interaction between members than the face-to-face groups. Discussions
between respondents occur, but they are less clear and coherent.

5 Marketing Research Based on Web 2.0

Today, maybe 80% of international marketers’ need for international marketing data
are addressed by conducting a market-research project. In future, the leading edge
MNEs—probably led by consumer-packaged goods and technologically driven com-
panies—will look for answers to 80% of their marketing issues by ‘catching’ already
available data. Some of the data sources and tools available through the Web 2.0 will
include the following [2]:

Mobile Data. One of the biggest opportunities for marketers is the opportunity to
collect real-time geographic information about consumers and to geo-target consumers.
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GPS-enabled smart phones penetrating worldwide markets at an exponential rate
coupled with an ongoing increase in cellular bandwidth and data processing speed will
result in the opportunity to target the right consumer not only at the right time but at the
right place. Major information firms such as Google and innovative start-ups are
leading the way in utilizing such readily available data sources in real time.

User-Generated Content and Text Mining. Web 2.0 provides gathering places for
Internet users in social-network sites (e.g. Facebook, Twitter), blogs, forums, and chat-
rooms. These assembly points leave footprints in the form of huge amounts of textual
data. The difficulty in obtaining insights from online user-generated content is that
consumers’ postings often are extremely unstructured, large in magnitude, and not easy
to syndicate. Commercial (e.g., Nielsen Online) and academic text-mining tools pro-
vide marketers and researchers with an opportunity to ‘listen’ to consumers in the
market. By doing so, firms can better understand the topics discussed, consumers’
opinions, the market structure, and the competitive environment.

Web Browsing. The use of click-stream data, which contain click-by-click Web page-
viewing information, dates back to the introduction of the Internet to the mass market.
Until now the utilization of clickstream data has been limited by the inability to collect,
store, and analyze the huge data sets, often in real time. However, now firms use cross-
organizational skills for developing and converting these data into international market
insights.

Social Networks and Online Communities. Some of the fastest growing sources of
information flow are the social-networking sites of which the most visible and powerful
presences include Facebook and Twitter. Somehow consumers are turning from
searching for information at news websites and search engines back to the traditional
approaches of asking their friends their advice. Of course, the networking element
means that they have a much wider circle of ‘friends’, which can also be used for more
formal but ‘quick-and-dirty’ questionnaire surveys. Although social-networking sites
have become ubiquitous, the full international marketing utilization of these sites is still
untapped. The integration of social networking sites with other sources of information
such as online retailers and media sources will amplify the opportunities to derive
actionable marketing insights from online word-of-mouth content. Furthermore, by
observing consumers’ social-networking habits and purchase behavior, researches can
leverage the social relationship information to identify and target opinion leaders.
Furthermore, with emergence of Web 2.0, many consumer goods companies such as
Nike, Harley-Davidson and Procter & Gamble have started to build their own brand
communities. Brand communities open an opportunity for firms not only to enhance
the interactions among consumers but to fully observe these interactions. Furthermore,
brand communities open a direct of communication channel between the firm and its
customer. As consumers move toward obtaining much of the information from other
consumers, brand communities are likely to become a major component of the infor-
mation flow.
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Customer Decision-Making Data. Increasingly firms are interested not only in
understanding the outcome of (or exposure to) the marketing effort but in under-
standing the entire process customers go though in arriving at a decision. This interest
has been sparked by several technological advances in areas such as radio frequency
identification (RFID), video-recognition tools and eye tracking. RFID technology
allows researchers to track consumers in the retail environment, a capability to track
items with the goal of improving the efficiency of supply-chain systems. Marketers can
get the full picture of what is happening in the store and enable tracing consumers and
product flow. The difficulty with converting these extremely valuable data into inter-
national marketing insights lies in the magnitude of data and the complexity of
analysis.

Consumer Usage Data. More and more products now are being embedded with
sensors and wireless devices that can allow marketers to track consumers geographi-
cally and over time. For example, sensors on cars and consumer packaged goods can
open new windows into their usage and consumption in addition to the purchase of
products.

Neuromarketing. Neuromarketing, referring to the use of neuroscience for marketing
applications, potentially offers the ability to observe directly what consumers are
thinking. Neuromarketing often is used to study brain activity to exposure to brands,
product designs, or advertising. Neuromarketing is a relatively new tool for marketers,
mainly owing to technological barriers, the ability to transform the neuroscience results
into actionable business insights, and the high costs of collecting the data. It is
expected, however, that the next decade will see improvement on these fronts, making
neuromarketing a common component of the customer insights tool kit.

6 Social Media Funnel

Social Media marketing is about using social networks and tools to guide prospect
(potential) customers through a series of steps – a funnel – to get them to take the
desired action, e.g. becoming a new customer and buying the company’s product and
services, with the end-goal of turning new customers into loyal customers with a high
lifetime value. As shown in Fig. 1 (the four categories of Social Media) there are a lot
of media tools. With all these Social Media marketing tools at the disposal, how should
the company decide which ones fit to optimally to the social media funnel, and in
which order they should be used? To answer this question, the company has to know
who the potential customers are and how they can be reached most effectively. The
social media marketer also has to know about the company’s objectives, how it should
measure these objectives (i.e. the metrics that should be analyzed) and what numbers
should be set for those metrics. Figure 1 provides a generic illustration of the social
media funnel and the key metrics connected to the three stages of a typical customer
buying process: Awareness, Engagement and Action [3].
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As illustrated in Fig. 1, the following tools can act as vehicles to move and drive
new potential customers into the funnel:

SEO (Search Engine Optimization);
Offline advertising;
Online advertising;
Word-of-Mouth conversation with family members, friends and co-workers;

Any bottlenecks in the social media funnel will slow the momentum of turning
prospects into actual customers or stop the process completely. Depending on where
the bottleneck happens, the company could miss out on brand awareness opportunities,
or conversions into actual sales.

With the key metrics in place, the company should look at each tactic in each part
of the funnel and it should try and set industry benchmark standards. These benchmark
standards should be used to compare the company with its competitors and the industry
in general [7, 8].

7 Conclusion

As digital communication becomes an increasingly dominant way for people exchange
and share information, digital marketing research becomes and essential tool for any
company and organization. Effectively utilizing online research methods will help
organizations and companies better understand how to engage their target market
online and outline the key activities they need to take to market their business digitally
and measure the effectiveness of their actions.

Fig. 1. The social media funnel (Source: Kotler, Hollensen and Opresnik, 2019)
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Abstract. It is generally agreed that usability is a basic attribute in software
quality. User eXperience (UX) extends the usability concept beyond its tradi-
tional dimensions (effectiveness, efficiency and satisfaction). UX refers to all
user’s perceptions resulting from the use (or even the anticipated use) of a
product, system or service. For more than two decades heuristic evaluation
proves to be one of the most popular usability inspection methods. When per-
forming a heuristic evaluation, generic or specific heuristics may be used.
Nielsen’s ten usability heuristics are well known, but many other sets of
heuristics were proposed. Based on proper heuristics, the heuristic evaluation
may also assess other UX aspects, beside usability. Usability heuristic sets are
specific artifacts, so heuristics’ “usability” may also be evaluated. If we consider
that evaluators are particular “users” of particular “products”, the set of
usability/UX heuristics and the heuristic evaluation method, we may also ana-
lyze Evaluator eXperience as a particular case of UX. We systematically con-
duct studies on evaluators’ perception over generic and specific usability/UX
heuristics. The paper presents a follow-up study on the perception of novice
evaluators over Nielsen’s heuristics, using three online travel agencies as case
studies (Atrapalo, TripAdvisor and Expedia). The experiments involved Chilean
and Spanish students. We compare new results with our previous findings.
Based on empirical results, we think the methodology used when teaching the
heuristic evaluation method is highly important.

Keywords: Online travel agency � Heuristic evaluation � Usability heuristics �
Heuristic quality � Evaluator eXperience

1 Introduction

The ISO 9241 standard, updated in 2018, defines usability as the “extent to which a
system, product or service can be used by specified users to achieve specified goals
with effectiveness, efficiency and satisfaction in a specified context of use” [1]. As the
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usability concept is too general, the standard also indicates that “the specified users,
goals and context of use refer to the particular combination of users, goals and context
of use for which usability is being considered”. As the standard highlights, the term
“usability” is “also used as a qualifier to refer to the design knowledge, competencies,
activities and design attributes that contribute to usability, such as usability expertise,
usability professional, usability engineering, usability method, usability evaluation,
usability heuristic”. However, we think that a clear distinction should be made between
“usability” as (software quality) attribute, usability evaluation and design methods,
usability-related process (usability engineering) and usability professionals.

It is largely agreed that User eXperience (UX) extends the usability concept, beyond
its traditional dimensions (effectiveness, efficiency and satisfaction). The same ISO
9241 standard defines UX as “user’s perceptions and responses that result from the use
and/or anticipated use of a system, product or service” [1]. It also specifies that “users’
perceptions and responses include the users’ emotions, beliefs, preferences, perceptions,
comfort, behaviors, and accomplishments that occur before, during and after use”.

Proposed in the early ’90s, heuristic evaluation is one of the most popular usability
evaluation methods [2]. A heuristic evaluation is performed by a small group of experts
(usually 3 to 5) based on a set of principles/rules/guidelines, called heuristics. Nielsen’s
ten usability heuristics [3] are well known, but are often considered too general, unable
to detect domain-related usability problems. That is why many other sets of heuristics
were proposed [4, 5]. Heuristic evaluation may be used to asses several UX aspects, not
only usability [6].

Teaching the heuristic evaluation method and forming evaluators is challenging.
We think the practice is the best way to understand the heuristic evaluation protocol
and the usability heuristics nature [7, 8]. We performed a comparative study on the
perception of novice evaluators over Nielsen’s heuristics, involving Computer Science
students from a Chilean and a Spanish university [9, 10]. This paper presents a follow-
up study, including experimental results in two new case studies.

The paper is structured as follows. Section 2 introduce the “Evaluator eXperience”
concept and describe the questionnaire that we developed and used for several years to
assess the (novel) evaluators’ perception. Section 3 presents the experiments that we
made from 2016 to 2018 on three major online travel agencies websites, Atrapalo.com
[11], TripAdvisor.com [12] and Expedia.com [13]. Section 4 discusses experimental
results. Section 5 highlights conclusions and future work.

2 Evaluator EXperience

Heuristic evaluators are particular kind of “users” of particular “products” (artifacts):
(1) the set of usability/UX heuristics and (2) the heuristic evaluation method. Both
artifacts may be evaluated in terms of their “usability”. We may think of Evaluator
eXperience as a particular case of UX, which may also be assessed.

We conducted studies on the perception of evaluators over generic and specific
usability heuristics for several years [14–17]. All participants are asked to perform a
heuristic evaluation of the same case study. Then they are asked to participate in a post-
experiment survey.
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Heuristics quality is an important topic, as it highly influences the heuristic eval-
uation’s results. At least one heuristic quality scale was proposed [18]. We developed
our own scale, a questionnaire that assesses evaluators’ perception over a set of
usability heuristics, based on 4 dimensions and 3 questions:

• D1 – Utility: How useful the heuristic is.
• D2 – Clarity: How clear the heuristic is.
• D3 – Ease of use: How easy was to associate identified problems to the heuristic.
• D4 – Necessity of additional checklist: How necessary would be to complement the

heuristic with a checklist.
• Q1 – Easiness: How easy was to perform the heuristic evaluation, based on the

given set of heuristics?
• Q2 – Intention: Would you use the same set of heuristics when evaluating similar

software product in the future?
• Q3 – Completeness: Do you think the set of heuristics covers all usability aspects

for this kind of software product?

Each heuristic is rated individually, on the 4 dimensions (D1 – Utility, D2 – Clarity,
D3 – Ease of use, D4 – Necessity of additional checklist). But the set of heuristics is also
rated globally, through the 3 questions (Q1 – Easiness, Q2 – Intention, Q3 – Com-
pleteness). In all cases, we are using a 5 points Likert scale (from 1 – worst, to 5 – best).

Additionally, two open questions are asked, to collect qualitative aspects of eval-
uators’ experience:

• OQ1: What did you perceive as most difficult to perform during the heuristic
evaluation?

• OQ2: What domain-related aspects do you think the set of heuristics does not
cover?

3 Experiments

We made several experiments on the perception of Nielsen’s heuristics when evaluating
online travel agencies, from 2016 to 2018. The experiments involved novice evaluators,
Computer Science students from Chile and Spain:

• Graduate and undergraduate students in Informatics Engineering at Pontificia
Universidad Católica de Valparaíso, Valparaíso, Chile, and

• Undergraduate students of the Bachelor in Computer Engineering in Information
Technologies at Universidad Miguel Hernandez de Elche, Elche, Spain.

All students were enrolled in Usability/UX-oriented Human-Computer Interaction
introductory courses. In all cases they were asked to perform a heuristic evaluation
based on Nielsen’s heuristics, following Nielsen’s protocol. With few exceptions, it was
the first time they performed a heuristic evaluation; it was also their first contact with
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Nielsen’s heuristics and his evaluation protocol. After performing the heuristic eval-
uation, the students were asked to answer the questionnaire described in Sect. 2. All
students participated voluntarily in the survey, there was no sample selection.

Experiments involved 112 Chilean and 31 Spanish students, as follows:

• Atrapalo.com was evaluated by 31 Spanish undergraduate students, 17 Chilean
undergraduate students, and 33 Chilean graduate students;

• TripAdvisor.com was evaluated by 27 Chilean undergraduate students and 22
Chilean graduate students;

• Expedia.com was evaluated by 13 Chilean undergraduate students.

Results obtained when evaluating Atrapalo.com were presented in detail in pre-
vious work [9, 10]. Section 4 synthetizes these results, describes the results obtain
when evaluating TripAdvisor.com and Expedia.com, and compares them with the
Atrapalo.com results.

Observations’ scale is ordinal, and no assumption of normality could be made.
Therefore the survey results were analyzed using nonparametric statistics tests
(Kruskal-Wallis, Mann-Whitney U and Spearman q). In all tests p-value � 0.05 was
used as decision rule.

As three groups of students (with different background) evaluated the same set of
heuristics (Nielsen’s one), Kruskal-Wallis test was performed to check the hypothesis:

• H0: there are no significant differences between the perceptions of the three groups
of students,

• H1: there are significant differences between the perceptions of the three groups of
students.

Mann-Whitney U tests were performed to check the hypothesis:

• H0: there are no significant differences between the perceptions of two groups of
students,

• H1: there are significant differences between the perceptions of two groups of
students.

Spearman q tests were performed to check the hypothesis:

• H0: q = 0, two dimensions/questions are independent,
• H1: q 6¼ 0, two dimensions/questions are dependent.

4 Results and Discussion

The Atrapalo.com experiments where presented in two previous papers [9, 10]. In
summary, the experimental results show significant differences between the perception
of Spanish and Chilean students, in several dimensions and questions (as presented in
Table 1).
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On the contrary as described in our previous papers [9, 10], there are no significant
differences between the two groups of Spanish students (participants in the experiment
in 2016 and 2017), in none of the dimensions and questions. The perception of Chilean
undergraduate and graduate students is also similar; there are significant differences
between the group of undergraduate and the group of graduate students only regarding
question Q2 (intention of future use). It seems that the level of studies
(graduate/undergraduate) does not influence students’ opinion, at least in our experi-
ment. So, there are significant differences between the groups of Spanish and Chilean
students, but not really among the members of the same group.

We also noticed that Chilean students have a better opinion that their Spanish
counterpart, on all dimensions and questions (Table 2). It is especially notable that
even if the Chilean students have a better perception on heuristics’ utility, clarity, and
ease of use, they still fill the need for additional evaluation criteria (checklist).

We did not have evidences to suspect that the differences between Spanish and
Chilean students are due to their background or cultural-related aspects. Based on some
of the Spanish students’ comments, we identify as possible cause the methodology that
was used when introducing Nielsen’s heuristics. In the case of Chilean students each
heuristic is first explained by examples, and then students have to identify usability
problems related to each heuristic in several case studies. The problems they identify
are debated in the classroom.

Table 1. Mann-Whitney U test for Spanish and Chilean students. Case study: Atrapalo.

D1 – Utility D2 – Clarity D3 – Ease
of use

D4 – Necessity
of additional
checklist

Q1 – Easiness Q2 – Intention Q3 – Completeness

p-
value

0.001 0.001 0.013 0.054 0.001 0.777 0.918

Table 2. Average scores for dimensions and questions. Case Study: Atrapalo.

D1 – Utility D2 – Clarity D3 – Ease
of use

D4 – Necessity
of additional
checklist

Q1 – Easiness Q2 – Intention Q3 – Completeness

Spanish
students

3.86 3.47 3.32 3.75 2.77 3.90 3.26

Chilean
students

4.39 4.19 3.75 4.27 3.12 4.42 3.60
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As we couldn’t repeat the experiment in Spain using the same methodology as in
Chile, we decided to repeat it in Chile in 2018, in three courses, using two others online
travel agencies as case studies: TripAdvisor and Expedia. So we made new experi-
ments with three groups of students:

• A first group of 22 Chilean graduate students evaluated TripAdvisor.com;
• A second group of 27 Chilean undergraduate students also evaluated TripAdvisor.

com;
• Finally, a third group of 13 Chilean undergraduate students evaluated Expedia.

com.

All three groups were using Nielsen’s usability heuristics. The way we introduced
Nielsen’s heuristics and we perform the experiments were identical as in the experi-
ments made in Chile using Atrapalo.com as case study.

The Kruskal-Wallis test indicates no significant differences between the three
groups of students, concerning dimensions D1, D2, D3 and D4, even when their
background (undergraduate/graduate level), and/or the case study are different
(Table 3). Significant differences occurs only on the overall perception of the heuristic
evaluation method (Q1), intention of future use (Q2) and Nielsen’s set of heuristics
completeness (Q3).

We then applied the Mann-Whitney U test for each pair of groups (Table 4).
Results show very few significant differences:

• One between undergraduate and graduate students that evaluated TripAdvisor,
concerning the heuristic evaluation easiness (Q1);

• Two between undergraduate students that evaluated Expedia versus the ones that
evaluated TripAdvisor, concerning Nielsen’s heuristics ease of use (D3), and the
intention of future use of Nielsen’s heuristics when evaluating online travel agen-
cies (Q2);

• Two between undergraduate students that evaluated Expedia versus graduate
students that evaluated TripAdvisor, concerning Nielsen’s heuristics ease of use
(D3) and Nielsen’s heuristics completeness (Q3).

Table 3. Kruskal-Wallis test for three groups of Chilean students, 2018.

D1 – Utility D2 – Clarity D3 – Ease
of use

D4 – Necessity
of additional
checklist

Q1 – Easiness Q2 – Intention Q3 – Completeness

p-
value

0.528 0.463 0.056 0.996 0.014 0.021 0.014
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Table 5 presents the averages scores for dimensions and questions for the three
groups of Chilean students that participated in the 2018 experiment. It also includes the
results of the 2017 group of students. As the opinions of all groups of Chilean students
are similar, it also shows the averages scores for all Chilean students and, for com-
parison purpose, the averages scores for Spanish students.

Table 4. Mann-Whitney U test for pairs of groups of Chilean students (p-values), 2018.

D1 – Utility D2 – Clarity D3 – Ease
of use

D4 – Necessity
of additional
checklist

Q1 – Easiness Q2 – Intention Q3 – Completeness

Undergraduate
vs. graduate
students (case
study:
TripAdvisor)

0.569 0.872 0.984 0.976 0.002 0.131 0.105

Expedia vs.
TripAdvisor
(undergraduate
students)

0.705 0.284 0.038 0.930 0.169 0.012 0.061

Expedia
(undergraduate
students) vs.
TripAdvisor
(graduate
students)

0.187 0.244 0.022 0.945 0.734 0.069 0.007

Table 5. Average scores for dimensions and questions.

D1 – Utility D2 – Clarity D3 – Ease
of use

D4 – Necessity
of additional
checklist

Q1 – Easiness Q2 – Intention Q3 – Completeness

Chilean graduate
and undergraduate
students (50,
Atrapalo, 2017)

4.39 4.19 3.75 4.27 3.12 4.42 3.60

Chilean graduate
students (22,
TripAdvisor, 2018)

4.05 3.84 3.40 3.99 3.09 4.05 3.59

Chilean
undergraduate
students (27,
TripAdvisor, 2018)

4.07 3.84 3.43 4.02 2.52 4.26 3.07

Chilean
undergraduate
students (13,
Expedia, 2018)

4.14 4.07 3.90 3.93 2.92 3.31 2.31

All Chilean
students (112)

4.22 4.02 3.62 4.12 2.95 4.18 3.32

All Spanish
students (31)

3.86 3.47 3.32 3.75 2.77 3.90 3.26
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The four groups of Chilean students have a better perception than their Spanish
counterpart in all dimensions. They perceive Nielsen’s heuristics more useful (D1),
clear (D2) and easy to use (D3). But they also feel a higher necessity for additional
evaluation criteria (checklist, D4). They perceive the heuristic evaluation as easier to
perform, comparing to the Spanish students, excepting the group of undergraduate
students that evaluated TripAdvisor. Chilean students also express a higher intention of
future use of Nielsen’s heuristics (with one exception, the undergraduate students that
evaluated Expedia). Concerning Nielsen’s heuristics completeness when evaluating
online travel agencies, Chilean students have divided opinions; two groups have a
better perception than Spanish students, but other two groups have a less favorable
perception. However, when comparing the opinion of all 112 Chilean students with the
opinion of the 31 Spanish students, Chilean students have a better perception in all
dimensions and questions. So, new results are consistent with previous findings [9, 10].

Table 6 shows the correlations between dimensions/questions when considering the
three groups of Chilean students that participated in the 2018 experiment.

Few correlations occur when analyzing each group of Chilean students that par-
ticipated in the 2018 experiments (Tables 7, 8, and 9).

Table 6. Spearman q test for all Chilean students (2018).

D1 – Utility D2 – Clarity D3 – Ease of
use

D4 – Necessity of additional
checklist

Q1 – Easiness Q2 – Intention Q3 – Completeness

D1 1 0.344 0.293 Independent Independent Independent Independent

D2 1 0.602 Independent 0.276 0.260 Independent

D3 1 Independent Independent Independent Independent

D4 1 Independent Independent Independent

Q1 1 Independent Independent

Q2 1 0.363

Q3 1

Table 7. Spearman q test for graduate Chilean students. Case study: TripAdvisor.

D1 – Utility D2 – Clarity D3 – Ease of
use

D4 – Necessity of additional
checklist

Q1 – Easiness Q2 – Intention Q3 – Completeness

D1 1 0.423 Independent Independent –0.549 Independent Independent

D2 1 0.752 Independent Independent Independent Independent

D3 1 Independent Independent Independent Independent

D4 1 Independent Independent Independent

Q1 1 Independent Independent

Q2 1 Independent

Q3 1
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As in our previous studies, few correlations occur in relatively small groups of
students. When considering altogether the three groups of students, more correlations
occur, and most of them are also consistent with our previous studies. The D1 – D2
correlation is particularly frequent: when heuristics’ specification is perceived as clear,
heuristics are also perceived as useful.

Open questions OQ1 and OQ1 are evaluating some qualitative aspects of evalua-
tors’ perception. What the three groups of students pointed out is similar to what
students of previous generations expressed [9].

According to what the students say in their comments, the use of Nielsen’s
heuristics seems to require positioning themselves in a new paradigm of thinking, to
perceive and evaluate a website based on an evaluation perspective to which they are
not accustomed to. In this way, the comprehension of each heuristic, its identification,
adaptation and mode of application to different products, are aspects that the evaluators
identify as difficult for their work.

Based on this, they highlight the importance of having elements that help famil-
iarize themselves with both the artifacts they are using (Nielsen’s heuristics), as well as
the services offered by the evaluated products (TripAdvisor and Expedia websites in
this case). In this sense, the evaluators emphasize the need to count with technical
reports that would provide them examples of heuristic evaluations which have been
previously carried out (either by them or by others). On the other hand, the evaluators
highlight that the websites they have been evaluating should provide strategies to
facilitate their understanding by the people who use them (for example through tuto-
rials), a good organization, distribution and precision of the information that helps to a
better understanding. They consider that novice users are also facing the adjustment of
their way of thinking and operating to what offer and allow the websites they use.

Table 8. Spearman q test for undergraduate Chilean students. Case study: TripAdvisor.

D1 – Utility D2 – Clarity D3 – Ease of use D4 – Necessity
of additional checklist

Q1 – Easiness Q2 – Intention Q3 – Completeness

D1 1 Independent Independent Independent Independent Independent Independent

D2 1 0.535 Independent Independent 0.494 Independent

D3 1 Independent Independent Independent Independent

D4 1 Independent Independent Independent

Q1 1 Independent Independent

Q2 1 0.405

Q3 1

Table 9. Spearman q test for undergraduate Chilean students. Case study: Expedia

D1 –

Utility
D2 – Clarity D3 – Ease of

use
D4 – Necessity
of additional
checklist

Q1 – Easiness Q2 – Intention Q3 – Completeness

D1 1 Independent 0.611 Independent Independent Independent Independent

D2 1 Independent Independent 0.771 Independent Independent

D3 1 Independent Independent Independent Independent

D4 1 Independent Independent Independent

Q1 1 0.708 Independent

Q2 1 Independent

Q3 1
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On the other hand, it is interesting that the evaluators point out that although their
work consist in evaluating products, they experience difficulties to take a critical look,
especially to detect problems that are not major, evident, or common. It seems that the
evaluators are guided mostly by functionality and effectiveness criteria (based on the
achievement of final results); they think the problems would be detected while the
ongoing actions are carried out. However, following that direction, aspects of the
subjective and personal experience of the real users may thus be underestimated and
unattended. In this sense, it seems that the evaluators have difficulties to identify
problems until they constitute complications for themselves, according to their own
way of using the product and according to their own experiences. The evaluators
highlight in this way that they notice difficulties in putting themselves successfully in
the place of other users, especially in the place of novices. Complications seem to also
arise because each evaluator has to understand others evaluators’ opinions. The eval-
uators emphasize that it is difficult for them to coordinate their opinions and percep-
tions regarding the carried out evaluations, in order to reach consent with the rest of the
evaluation team.

5 Conclusions

Heuristic evaluation is probably the most popular usability inspection method, but
forming evaluators is not an easy task. Heuristic evaluation results depend highly on
both heuristics quality and evaluators experience. Evaluators are using specific arti-
facts, the set of usability/UX heuristics and the evaluation protocol. The protocol seems
to be less challenging, but properly understanding and correctly applying heuristics in
practice is much more demanding, especially for novel evaluators. Heuristics’ “us-
ability” may be assessed, based on heuristics quality scale. Evaluators experience may
also be assessed.

We systematically conduct studies on the perception of (novice) evaluators over
generic and specific usability heuristics, based on a questionnaire that we developed.
The questionnaire allows evaluating each heuristic individually (Utility, Clarity, Ease
of use, Necessity of additional checklist), but also the set of heuristics as a whole
(Easiness, Intention, Completeness). The questionnaire also allows expressing evalu-
ators’ perception through comments.

In a comparative study that we have done before, we noticed significant differences
between the perception of Chilean and Spanish Computer Science students when
evaluating the same online travel agency (Atrapalo) based on Nielsen’s heuristics. The
perception of Chilean students with different background was similar. The perception
of two generations of Spanish students was also similar.

As we did not have evidences to suspect cultural or background-related issues as
possible cause, we think the reason could be the methodology of introducing Nielsen’s
heuristics, when teaching the heuristic evaluation method. We checked our assumption
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on two new case studies (TripAdvisor and Atrapalo), with three new groups of Chilean
students. New results are consistent with our previous findings. Chilean students’
perception was systematically better than Spanish students’ perception.

As future work we would like to check (if possible) if the methodology that we are
using with Chilean students would lead to similar results when applied to Spanish
students.

Acknowledgments. We thank all the students involved in the experiment. They provided
helpful opinions that allowed us to prepare this and (hopefully) further documents.
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Abstract. In this paper, we predict purchase from access log data and consider
customer behavior about purchase sign on E-commerce site. In addition,
applying Convolutional neural networks to this study, we discuss probability of
purchase or not purchase and data preprocessing. By extracting hidden layer of
model, we consider customer behaviors about purchase and not purchase.
Furthermore, we discuss the way of transforming no image datasets to image-
like data. We think about probability of using its networks for no images data
through this study.

Keywords: Access log data � Purchase sign � Convolutional neural networks

1 Introduction

Recently, we become able to access detail customer data on electronic-commerce
(EC) site and can analyze customer behavior more than before. In particular, using
access log data, it extends the possibility of analyzing customer behavior and it become
express customer information searching behavior. In this paper, mainly using web
access log data, we predict purchasing and related behaviors in EC.

Nowadays, neural network or its extended method is applied to explain various
business objectives. There are many types of research of applying deep learning to
various tasks based on the improvement of computer performance. Especially, con-
volutional neural networks (CNN) which is often used in image recognition is applied
to the churn analyzing [1]. AlphaZero might be the most famous among them [2]. For
classification or predicting tasks, most of the deep learning models have a better
performance than the conventional machine learning approaches (e.g. Support Vector
Machine (SVM), logistic regression model), while there is a problem about incapable
of explaining how the models decide for these tasks. In this study, we attempt to find
features of time-series customer access log data by convolutional neural networks and
consider purchasing sign from hidden layer state. Furthermore, we discuss trans-
forming datasets of no images to image-like data.
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2 Datasets

In this study, we use purchase record and web access log data on a golf EC site.
Aggregating session log data by the users for days in a month, we make datasets of 30
rows and 11 columns for users. 11 columns are types of access pages which are new
item pages, old item pages, news pages, and so on. Also, we label purchasing or not
purchasing in the next month as supervised learning. We use various datasets, locate
features in a certain order, in order of high correlation with purchasing or rearrange-
ment placing features in some rules. These are enumerated in Tables 1 and 2 (Fig. 1).

Table 1. Locating features samples

Feature samples Locate feature

1 In order of high correlation
2 High correlation form side to side

Table 2. Correlations of features about purchase

Feature name Correlation with purchase

New item pages 0.023
Old item pages 0.027
Outlet pages 0.120
Sale pages 0.011
Lesson pages 0.019
News pages 0.120
Event pages 0.083
Gear pages 0.029
Reserve pages 0.067
Reserve cv pages 0.087
Purchase done pages 0.051

Fig. 1. The image of input data.
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3 Methods

3.1 Convolutional Neural Networks

Convolutional neural networks (CNN), which is one of Deep Learning method have
some convolutional and pooling layers. In convolutional layers, it is filtered small
images with numbers to extract features, and it transform a certain area of images into a
rough feature. In pooling layers, features which are mapped in convolutional layers are
additionally summarized in maximum or average feature. After convolutional layers,
we can grasp features through activation layers. Activation layers put them into a
certain state. Then, we get output values from networks, then do back propagation
which calculates errors of every unit in layers. These layers can make feature maps
from images. This algorithm is as follows.

ulþ 1
m;n;k

zlm;n;k0

(
¼
¼

P
p;q;k w

lþ 1
p;q;k;k0 y

l
mþ p;nþ q;k þ blþ 1

k0

h ulþ 1
m;n;k

� � ð1Þ

where

k : chanel
k0 : kernel

m; n : length of row and column
p; q : size of filta

p ¼ f1; 2; . . .;Plþ 1g
q ¼ f1; 2; . . .;Qlþ 1g
k ¼ f1; 2; . . .;Klg

k0 ¼ f1; 2; . . .;Klþ 1g

8
>>>>>>>>>><

>>>>>>>>>>:

ulþ 1
m;n;k : output of ðm; nÞ pixel at ðlþ 1Þlayer in k0 chanel

wlþ 1
p;q;k;k0 : weight of ðp; qÞ pixel at ðlþ 1Þlayer and k chanel in k0 kernel

zlm;n;k0 : output of ðmþ p; nþ qÞ pixel at l layer in k chanel
blþ 1
k0 : bias every chanel

hðxÞ : activation function

8
>>>>><

>>>>>:

Every filter of convolution layer is determined in some rules. In this study, we
determined the weights offilters from He normal [5]. When n is the number offilter pixel,
the weights are generated from normal distribution that mean is 0, and variance is 2/n.

There are some activation functions, for example Relu, sigmoid, Leakly Relu. They
are as shown below in Fig. 2. The architecture of CNN is shown like in Fig. 3.
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The back propagation is as follows.

wt ¼ wt�1 � g
dE
dw

ð2Þ

dE
dw

¼ dE
dy

dy
dt

dt
dw

ð3Þ

Fig. 2. ReLu and Sigmoid.

Fig. 3. The Architecture of convolutional neural networks [4].
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Where

E ¼ �P
n¼1 logðy½n�correct label at n sanpleÞ

dy
dt ¼ f 0ðtÞ
dt
dw ¼ u

f tð Þ : activation function

u : output of hidden layer

8
>>>>>>><

>>>>>>>:

We get new weight when this calculate is repeated form output layer to input layer.

3.2 Residual Network (Resnet)

There are famous model structures of CNN, Resnet that won first place in ILSVRC 2015
[3] is one of them. It is very important that the depth of convolution layers for CNN. The
more deep layers are, the more accurately CNN is because it can extract feature maps
from convolution layers. However, it is said that the accuracy of many convolution
layers model is more worse than not it. In fact, 20 convolution layers model is more
accurate than 56 convolution layers model [3]. Resnet solved its problem. Residual
learning uses previous input for every residual block. It is shown like in Fig. 4.

Resnet has some residual blocks in model, then Resnet can become more a accurate
model. Using residual blocks, Resnet helps CNN can have many convolution layers, it
is shown like in Fig. 5 [3].

Fig. 4. The examples of residual block [3].

Fig. 5. The results of Resnet about ImageNet [3].
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We use Resnet architecture in this study. This paper constructed a convolution layer
in first convolution layer and final it, and 9 residual blocks like left on Fig. 3 every
residual block have batch normalization layers after convolution layers. The filter size
of every residual blocks is 3 � 3, channels are 64, training batch size is 64, and so on.
To summarize, the CNN architecture is as follows Table 3.

4 Data Preprocessing

Access log data is very sparse data, so in order to discriminate purchase data, we
transform every pixel value into new it of subtracting it from 256. In addition, we
produced impulse noise and median filter data from purchase and no purchase data to
increase patterns of train data. In the end, we standardized all data. Lastly, we separate
all data into train and test data, and make validation data from train data.

5 Modeling

We get the result from fitting the train and test data. These results are shown like in
Table 4.

• Datasets 1: not adding noise to train data in order of high correlation
• Datasets 2: adding impulse noise and median filter to train data in order of high

correlation
• Datasets 2′: adding impulse noise and median filter to train data in order of high

correlation from side to side
• Datasets 3: adding impulse noise to train data in order of high correlation

Table 3. The architecture of CNN

The architecture Contents

Filter size (first convolution layer) 5
Filter size (the others) 3
The number of filters 64
Optimization Adam
Activate function RRelu
Batch size 64

Table 4. Score of model

Datasets 1 Datasets 2 Datasets 2´ Datasets 3

Accuracy 0.68 0.60 0.61 0.57
Precision 0.46 0.41 0.40 0.48
Recall 0.068 0.51 0.441 0.58
F-measure 0.12 0.45 0.42 0.52
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6 Discussion

First, we discuss the datasets. As you can see from datasets 2 and datasets 2′ of Table 4,
the best way of locating feature is that every feature locates in high correlation. Fur-
thermore, adding noise to train data is good way for modeling. It is based on datasets 1
of Table 4. Also, adding median filter is not so good preprocessing to increase the data
patterns. However, impulse noise is good preprocessing for the image-like data of
customer behaviors. We can say that it is good for the discrimination. In short, for the
discrimination of image-like data of customer behaviors, impulse noise is should be
added to the data which is sparse data.

Fig. 6. Feature maps of maximum probability purchasing from last convolutional layer. (Color
figure online)
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Next, we discuss purchase behaviors. From here on, the data sets are regarded as
Data sets 3. We extracted feature mapping from hidden layers of maximum probability
purchasing or not purchasing and minimum probability purchasing or not purchasing.
They are shown like in Figs. 6, 7, 8 and 9.

It shows how networks extract features from inputted customer behaviors log data.
Using this figure, we can monitor the purchasing or not purchasing trend. We use CNN
for mapping time-series customer behaviors in a month, and grasp purchase or not
purchase sign. Each pixel expresses the value when the color is near blue, the active
value is high and red is low. As you can see Figs. 6 and 7, customer behaviors of

Fig. 7. Feature maps of minimum probability purchasing from last convolutional layer. (Color
figure online)

Purchase and Its Sign Analysis from Customer Behaviors Using Deep CNN 471



purchase class are time-series features in left edge. Namely, when time line customer
behaviors are active about news pages outlet pages, gear pages, and old item pages, the
possibility of purchase is high. On the other hands, there are active behaviors some-
where in a month, the possibility of purchase is low. Considering kinds of pages about
max possibility of purchase, the time-series activity of customers about news pages or
outlet pages is thought to be purchase sign. And, customers behaviors are active at the
end of month, possibility of purchase is low. In terms of not purchasing class, when
customer behaviors are active about such new item pages or sale pages, the possibility is
low. They may use this E-commerce site for viewing products. Customers for minimum
probability of not purchase are active about center of data. Thus, they are active users for
reserving golf course and do not use this site not E-commerce site as reserving site.

Fig. 8. Feature maps of maximum probability not purchasing from last convolutional layer.
(Color figure online)
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7 Conclusion

In this study, we proposed a CNN model to predict purchase and grasp its sign.
Especially, to visualize hidden layers, we could grasp customer behavior from time-
series its access log data by using CNN. So, this study expanded ability of applying
CNN to no images discrimination. However, some studies are remaining, for example,
more interpreting the characteristics of hidden layers or improving model accuracy.
These are our future works.

Fig. 9. Feature maps of minimum probability not purchasing from last convolutional layer.
(Color figure online)
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Abstract. In recent years, with expansion and growth of electronic commerce
(EC) market, it is expected that the competition of getting customers will be
fierce. The EC company is required to find new customers who have the
potential of becoming loyal customers as soon as possible. In this study, we
analyze customers’ behavior using customer membership information data,
purchase records data and web access logs data on a golf EC site. Firstly, we
evaluate the loyalty of customers using RFM analysis to divide customers into
the loyal and general ones. Next, we perform logistic regression to discriminate
loyalty by using the first-time purchase and browsing behaviors. Through our
analysis, we built a model to predict loyal customers and clarify the charac-
teristic behaviors of high loyal customers.

Keywords: Customer behavior � RFM analysis � Logistic regression

1 Introduction

In recent years, electronic commerce (hereinafter called “EC”) continues to evolve at a
rapid pace [1]. With expansion and growth of the EC market, it is expected that the
competition of getting customers will be fierce. Choosing appropriate target customers
is very important for expanding sales and improving profitability.

Therefore, the EC company is required to find new customers who have the
potential of becoming loyal customers as soon as possible. Here, the first purchase date
can be considered a point. We look forward to the common behaviors of these cus-
tomers in their initial purchases. Customers raise customer satisfaction, so that com-
panies improve sales and profits. It is desirable to have such a relationship between
both sides that can benefit from each other.

Figure 1 shows the framework of customers hierarchy. First, customers visit the
website. Upper-level customer purchase frequently and high amount. Then, finding
these loyal customers and developing new loyal customers are very important strategies
for the retail company.
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In this study, we focused on new customers and the purpose is to clarify the
characteristic behaviors of high loyal customers using customer’s membership infor-
mation data, purchase data and access historical data.

2 Datasets

We target on a general electronic commerce website (hereinafter called “EC site”)
relating to golf. The EC site provides some services such as EC of golf equipment,
reservations for golf courses, manage golf score, etc. From among these services, we
used the following data.

• Customer information data (age, sex, registration date, etc.)
• Purchase history data (category of purchase items, purchase date, whether pur-

chased item is brand-new or secondhand, etc.)
• Access history data (log in date and time, URL of access page, URL of referrer

page, etc.)

The category name of the product included in the purchase data is shown in
Table 1.

Fig. 1. Framework of customer hierarchy

Table 1. Category name of item

Category Item

Men’s wear Tops for men, pants for men, etc.
Lady’s wear Tops for women, pants for women, etc.
Golf club Putter, iron, etc.
Accessory Golf ball, golf glove, etc.
Other Calendar etc.
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Target Customer
In this study, we analyzed 5,553 customers who purchased for the first time from May
1, 2015, to July 30, 2015, and purchased more than twice a year from the initial
purchase date. We exclude the customer who has passed for more than one year from
registration.

In Fig. 2, we show the target period used in this research.

Explanatory Variables
We considered the impact factors to the first purchase using the above data. Based on
the result, we created the explanatory variables such as customer’s member information
(5 variables), purchasing behavior at the time of initial purchase (11 variables) and web
browsing behavior at the initial purchase date (13 variables) [4].

Details of the explanatory variables are shown in Tables 2, 3 and 4.
Table 2 presents demographic variables created by membership information data.

Fig. 2. Target period

Table 2. Demographic variables used in the model construction.

Variable name Data type

Gender (male = 1, female = 0) 0 or 1
Age Integer
Whether customer lives in capital or not 0 or 1
Whether the member registration date matched the initial order date or not 0 or 1
Whether customer updated membership or not 0 or 1
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Table 3 demonstrates purchasing behavior variables created by purchase data.

Table 4 shows Access History Variables created by web browsing data.

3 Analysis of Loyal Customer

In this study, we analyze the behavior of the initial order date for customers who
purchase more than once a year using customer membership information data, purchase
records data and web access logs data on a golf EC site.

Table 3. Purchasing behavior used in the model construction.

Variable name Data type

Total number of items purchased at the first-time purchase Integer
Total amount at the first-time purchase Integer
Average amount at the initial order date Integer
Whether customer purchased lady’s wear item at the initial order date or not 0 or 1
Whether customer purchased men’s wear item at the initial order date or not 0 or 1
Whether customer purchased golf club item at the initial order date or not 0 or 1
Whether customer purchased accessory item at the initial order date or not 0 or 1
Whether customer purchased the other item at the initial order date or not 0 or 1
Whether customer purchased brand-new item at the initial order date or not 0 or 1
Whether customer purchased secondhand item at the initial order date or not 0 or 1
Whether customer purchased sale item at the initial order date or not 0 or 1

Table 4. Access history variables used in the model construction.

Variable name Data type

Average login time of all session at the initial order date Integer
Number of log in at the initial order date Integer
Average number of page view at first purchase date Integer
Whether browsing golf lesson page or not 0 or 1
Whether browsing golf course reservation page or not 0 or 1
Whether browsing golf movie page or not 0 or 1
Whether browsing golf news page or not 0 or 1
Whether browsing golf style page or not 0 or 1
Whether browsing golf second-hand goods shop page or not 0 or 1
Whether browsing golf gear page or not 0 or 1
Whether browsing golf new goods shop page or not 0 or 1
Whether browsing management golf score page or not 0 or 1
Whether browsing golf event page or not 0 or 1
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As an analysis, firstly we evaluated customer loyalty for new customers by RFM
analysis. We determined customers’ loyalties with three purchasing behavior indicators
(Recency, Frequency, Monetary) and categorized them as loyal customers and general
customers based on this.

Next, we created variables related to the initial purchase and exploratory behavior
and constructed a discrimination model of customer loyalty by logistic regression
analysis. Through these analyses, we worked to grasp the characteristics of customers
with high loyalties at the initial order date.

3.1 RFM Analysis

RFM analysis is one of the most common approaches in database marketing. RFM
analysis is a proven marketing model for behavior-based customer segmentation. It
groups customers on recency, frequency, and monetary value can indicate customer.

RFM analysis segments customers on recency, frequency, and monetary value can
indicate customer We evaluated the loyalty of customers using RFM analysis to divide
customers into loyal and general ones [2]. Commonly, the F in RFM analysis is
determined by the number of purchases. Here, we defined F by the total number of
logins instead of the number of purchase, because frequent browsing behavior is also
relates to customer’s loyalty for the website.

RFM stands for the three dimensions:

• Recency: Period since last purchase
• Frequency: Total number of logins within the period
• Monetary: Amount of purchase within the period

The approach to RFM is to assign a score for each dimension on a scale from 1 to 5.
The maximum score represents the preferred behavior.

Customers are divided into five scales equally for each of recency, frequency,
monetary. The maximum score of RFM stands for the three dimensions:

• Recency: The maximum score (5) represents the shortest number of days that have
passed since the customer last purchased within a year.

• Frequency: The maximum score (5) represents the longest number of logins within
a year.

• Monetary: The maximum score (5) represents the highest value of all purchases
within a year.

3.2 Binomial Logistic Regression

The purpose of this study is to predict the high loyal customers by using the initial
purchase and browsing behaviors. When the objective variable to be predicted is
binary, binomial logistic regression models are often used.

The Binomial logistic regression model is a type of classifier that performs class
discrimination. By interpreting significant explanatory variables in the constructed
model, it is possible to clarify the characteristics that affect the presence or absence of
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repurchase. In the binomial logistic regression analysis, the customer’s repurchase
probability pi is expressed by the following equation [3].

pi ¼
exp

Pm
j¼0 bjXij

n o

1þ exp
Pm

j¼0 bjXij

n o ð1Þ

Xij : Factors affecting repurchase (Xi0 ¼ 1Þ
bj : Parameters for each explanatory variable (b0 is intercept)

We prepared variables related to demographic variables, initial purchase behavior
and exploratory behavior (Tables 2, 3 and 4) and constructed a discrimination model of
customer loyalty by binomial logistic regression analysis. Here, we label the loyal
customer as 1, and the general customer as 0.

In logistic regression analysis, when the explanatory variable is excessive, it may be
difficult to interpret the regression equation, or the versatility of prediction of the
objective variable may decrease. It may occur multicollinearity problem due to some
variables have a high correlation. Therefore, in this study, to select true effective
variables, we used stepwise method based on Akaike’s Information Criterion (AIC).

In order to confirm the discrimination accuracy of the model, we divided the data
used in the logistic regression analysis into two groups (Group A, Group B), and
performed a 2-fold cross-validation method.

The cross-validation method is mainly used in settings where the purpose is a
prediction, and one wants to estimate how accurately a predictive model will perform in
practice.

In order to confirm the prediction accuracy of the constructed model, we performed
hold-out validation by using the training data and test data. Specifically, we created a
confusion matrix like Table 5 and we calculated prediction accuracy of the constructed
model by using the following equations.

Accuracy (ACC): Percentage of the total number correctly predicted among the
total number predicted.

ACC ¼ TPþ TN
FPþFN þ TPþ TN

ð2Þ

Table 5. Confusion matrix

Predicted class
Positive Negative

Actual class True True Positive (TP) True Negative (TN)
False False Positive (FP) False Negative (FN)
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Precision (PRE): Percentage of the total number that is a positive class actually
among the total number predicted positive class.

PRE ¼ TP
TPþFP

ð3Þ

Recall (REC): Percentage of the total number predicted positive class among the
total number that is a positive class actually

REC ¼ TP
FN þ TP

ð4Þ

F-measure: harmonic mean of PRE and REC

F-measure ¼ 2� PRE � REC
PREþREC

ð5Þ

4 Results and Discussions

In this section, we show our analyzing results and discuss them.

4.1 RFM Analysis

Customers were divided into five equal scales equally for each of recency, frequency,
monetary. Categories for each attribute of RFM are shown in Table 6.

Although the number of target customers in this research was 5,553, at the time of
model construction, we randomly sampled the number of general customers by setting
the number equal to the number of loyal customers.

The number of datasets (Group A, Group B) used in these model constructions are
shown Table 7.

Table 6. Categories for each attribute of RFM

Score Recency
(/days)

Frequency
(/times)

Monetary (/yen)

5 * 34 326 * 60950 *
4 35 * 97 160 * 325 27667 * 60949
3 98 * 198 77 * 159 14001 * 27666
2 199 * 307 30 * 76 6801 * 14000
1 308 * * 29 * 6800
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4.2 Binomial Logistic Regression

In each iteration, the model will be fit to one group of the data, and used to predict the
other group.

We built two models that predicts loyal customer for the customers using binomial
logistic regression analysis with AIC based the stepwise selection method.

The evaluation indicator for confirming the prediction accuracy are shown Table 8.

Table 7. Datasets used in prediction model

Target customers Analysis data
Group A Group B Total

Loyal customers 961 480 481 961
General customers 4592 480 481 961
Total 5553 960 962 1922

Table 8. Evaluation indicator of model for customers (%)

Training data: Group. A Training data: Group. B Average

ACC 82.22% 82.40% 82.31%
PRE 84.60% 83.16% 83.88%
REC 78.79% 81.25% 80.02%
F-measure 81.59% 82.19% 81.89%

Table 9. Partial regression coefficients.

Explanatory variables Partial
regression
coefficient

(Intercept) −5.460 ***
Whether customer updated membership or not 0.798 **
Whether the member registration date matched the initial order date or not 0.754 ***
Total number of items purchased at the initial order date 2.590 ***
Average amount at the initial order date 0.736 ***
Whether customer purchased lady’s wear item at the initial order date or not 0.405
Whether customer purchased men’s wear item at the initial order date or not 0.744 **
Whether customer purchased golf club item at the initial order date or not 0.887 ***
Whether customer purchased accessory item at the initial order date or not 0.709 *
Whether customer purchased sale item at the initial order date or not 0.724 *
Average login time of all session at the initial order date 0.179 .
Whether browsing golf gear page or not 0.449

***p < 0.001, **p < 0.01, *p < 0.05
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Both models are over accuracies. Since the conventional researches on the EC site
had the accuracies about 60%, it can be said that this research gained sufficient pre-
diction accuracy.

The accuracy is high when group A is used as training data. Table 9 shows the
partial regression coefficients.

There are 11 variables selected from 29 candidate variables.
From Table 9, we can see that variables created from purchase data are selected

much. In addition, the confusion matrix for the test data of this model is shown in
Table 10.

4.3 Discussions

We selected the explanatory variables which the coefficient of the significant proba-
bility of less than 0.05. There are 8 explanatory variables selected (Table 11).

Overall, since all the partial regression coefficients are positive numbers, it was
found that the higher the value of all the selected variables, the more likely to become
loyal customers.

Table 10. Confusion matrix of model for customers

Predicted class
Positive Negative

Actual class Positive 390 90
Negative 79 401

Table 11. Estimated value of selected partial regression coefficient

Explanatory variables Partial regression
coefficient

Total number of items purchased at first purchase 2.590
Whether customer purchased golf club item at the first purchase or
not

0.887

Whether customer updated membership or not 0.798
Whether the member registration date matched the initial order
date or not

0.754

Whether customer purchased men’s wear item at the initial order
date or not

0.744

Average amount at first-time purchase 0.736
Whether customer purchased sale item at the initial order date or
not

0.724

Whether customer purchased accessory item at the initial order
date not

0.709
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In all the variables, total number of items purchased at the initial order date is the
highest partial regression coefficient. It seems that the loyalties will be improved by
raising customer satisfaction such as giving coupons or gifts to customers with high
purchase quantities at the initial order date.

Since partial regression coefficient of “Whether the member registration date
matched the initial order date or not” is positive as well, we considered that customers
who were interested for a long time and took a long time to purchase. From this result,
it seems that recommendations of similar items promote purchase.

It seems that recommending the items of men’s wear, golf club, accessory on sale
items to the customers registered as a member and did not purchase leads to promotion
of purchasing.

It is considered that it is necessary to improve the loyalty of customers by rec-
ommending goods to be compared without limiting prices at the initial purchase.

4.4 Verification

We verified with the data of the same period two years later using the prediction model
built this time. The results are shown in Tables 12 and 13.

Here, although high prediction accuracy was obtained, the precision was low. It is
considered that this model distinguishes loyal customers and general customers well,
but it could not confirm loyal customers correctly.

5 Conclusion

In this study, we determined customers’ loyalties by RFM analysis and constructed a
discrimination model of customer loyalty by logistic regression analysis to find char-
acteristic behavior of loyal customers on a golf EC site.

Through our analyses, we built a useful model to predict loyal customers using the
web access logs and purchase records data at initial purchase on a golf EC site. As a
result, we could clarify the initial purchase and browsing behavior of high loyal cus-
tomers and tried to propose marketing measures. Even for the data after two years, the
model we made this time got a high accuracy.

Table 12. Confusion matrix of model for customers

Predicted class
Positive Negative

Actual class Positive 894 135
Negative 946 3483

Table 13. Evaluation indicator of model for customers (%)

ACC PRE REC F-measure

80.19% 48.59% 86.88% 62.32%
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However, we are conducting a prediction from the data at one point in this study. It
is important to check the prediction accuracy of loyal customers by analyzing the data
at the transition time.

Acknowledgment. We thank Golf Digest Online Inc. for permission to use valuable datasets
and for useful comments. This work was supported by JSPS KAKENHI Grant Number
16K03944 and 17K13809.
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Abstract. Due to the spread of the electronic commerce site (EC site), it
changed to an era where shopping can be done without going to a real store
through the Internet. Under these circumstances, a review is one of the important
information to consider purchasing at the EC site. In this study, we use the
reviews posted on golf portal site and we analyze the characteristic of products
using a text mining method. Moreover, we extracted characteristic words and we
evaluated 6 products of golf.

Keywords: EC site � User review � Text mining

1 Introduction

Along with the spread of the EC (Electronic Commerce) market, it is easier to order
some products and get some information about an item. Due to the above convenience
of customers, the market size of the EC site is increasing [1].

Focusing on the service contents provided by the EC site, the user-contributed
review service has been introduced at many EC sites. The review contains a lot of
important information for customer impressions and customer experiences. Therefore,
it is very helpful when the customer cannot decide to buy a product. The review has a
strong influence on consumer’s decision making. The review has positive content and
negative content, which is also a factor for decision-making for consumers [2].

In this study, we use the reviews posted on a golf product for a golf portal site.
Consumers want to find golf reviews that match their golf player level when consid-
ering purchasing products with reference to golf reviews. However, it is not easy to find
a review that matches his or her golf level. In addition, we compare the characteristic
words of the review by each golf player level and clarify noteworthy items that appear
in the review.
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2 Data Summary

In this study, we focus on the reviews posted by members of a golf portal site. In
addition, we target reviews about golf products. Reviews include some texts that
express the content, and evaluation score (5 stages, 1 is very bad, 5 is very good).
Generally, after purchasing the target product, reviews are posted on the portal site. The
total review number was 98,265. The review data includes the following items.

3 Dataset

First, we removed missing and outlier during the data. Next, we selected the target
product. Specifically, we targeted products with more than 100 reviews in the data
period. This is because it is difficult to identify the characteristics of the product from
the review unless it was a product that had been reviewed to some extent. As a result,
six golf product IDs were targeted. These six products were all included in the category
“Ball”. Table 2 shows the number of reviews posted for 6 products.

Table 1. Data of items

User attributes Age of review
Height
Weight
Golf type (athlete, semi athlete, enjoy)
Round

Golf skill Golf score
Point
Head speed(mph)
Trajectory
Shot
Satisfaction level
Distance

Review Text

Table 2. Number of reviews posted for each product IDs

Product ID Number of reviews

3534 165
3900 302
4071 102
4088 107
4089 183
4156 117
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4 Analysis of Characteristics of Review

4.1 Summary Statistics

First, we compiled information on user who posted reviews for each product ID. The
results are shown in Tables 3, 4, 5, 6 and 7.

Table 3 is construction ratio with respect to round score level. Generally, it is called
that round score under 93 is an advance player, 93 to 110 is an intermediate player and
over 111 is a beginner player.

As a result, all the looks like for the intermediate player. Especially, the highest
percentage among 3534 and 4156 is 93*100. It is mean that these products often used
by the intermediate player. Besides, 3900, 4071, 4088 and 4089 highest percentage is
about 83*92. These products are usually used for intermediate player and advance
player.

Among the six product IDs, 3534 and 4156 are the high percentage of the inter-
mediate user and also the high percentage of the advanced users.

• Product ID 4089 is the highest percentage of reviews among “advance” users.
• Product ID 4156 is the highest percentage of reviews among “intermediate” users.
• Product ID 3534 is the highest percentage of reviews among “beginner” users.
• When classifying the six products into groups, we defined “beginner to interme-

diate,” “intermediate to advanced” and “advanced”.

Table 3. Percentage of average reviewers golf score for each golf product

Average score 3534 3900 4071 4088 4089 4156

*73 0% 0% 1% 0% 1% 0%
73*82 2% 5% 13% 10% 10% 4%
83*92 32% 47% 42% 54% 58% 38%
93*100 33% 36% 33% 30% 25% 38%
101*110 21% 10% 8% 5% 5% 16%
111*120 7% 2% 1% 1% 2% 3%
121*130 1% 0% 1% 0% 0% 0%
130* 3% 1% 1% 0% 0% 0%

Table 4. Cross tabulation golf level vs product

Golf level 3534 3900 4071 4088 4089 4156

Advance 35% 51% 56% 64% 68% 43%
Intermediate 54% 46% 41% 35% 30% 55%
Beginner 12% 3% 3% 1% 2% 3%
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Next, we focus on the satisfaction of the review. Satisfaction shows that the user
expresses what feelings to the product.

All Six products satisfaction level are mostly felt good. However, 4156 is not so
satisfying compared with other product.

• Product IDs 3534 and 4088 is the highest proportion among “Good”.
• Product ID 4156 is the highest proportion among “Normal”.
• Product ID 4156 is the highest proportion among “Bad”.
• 5 product IDs (3534, 3900, 4071, 4088 and 4089) percentage of “Good” is very

high.
• However, ID number 4156 had not only ordinary and dissatisfied but also special

icons such as anger and surprise.

Next, we focus on the evaluation score of the review. Evaluation score is how
satisfactory the user is with the product by 5-step evaluation. Here, 5 is the highest
score and 1 is the worth score.

• Product ID 4089 is the highest proportion among “evaluation points 5.”
• Product ID 4156 is the highest proportion among “evaluation points 4.”
• Product ID 4156 is the highest proportion among “evaluation points 3.”
• Most of the product IDs evaluation points are 5.

Next, we focus on the golfer type of the review. Golfer type represents the user’s
competitive motivation for golf. It is arbitrarily selected by the user from three options.

Table 5. Satisfaction level vs product

Satisfaction level 3534 3900 4071 4088 4089 4156

Good 90% 83% 86% 90% 89% 66%
Normal 10% 16% 13% 9% 11% 30%
Bad 0% 1% 1% 1% 0% 2%
Surprised 0% 0% 0% 0% 0% 2%
Anger 0% 0% 0% 0% 0% 1%

Table 6. The result of tabulation on the evaluation score

Evaluation score 3534 3900 4071 4088 4089 4156

5 67% 56% 73% 75% 80% 33%
4 25% 37% 25% 18% 17% 50%
3 8% 7% 2% 7% 2% 13%
2 0% 0% 1% 0% 0% 2%
1 0% 0% 0% 1% 1% 2%
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“Athlete” type has a highly competitive motivation. They can be inferred to be a
type that practices regularly and tackles stoic. “Semi-athlete” type has middle com-
petitive motivation. They can be inferred to be a type that enthusiastically engages in
practice even though it is not as extensive as “Athlete.” “Enjoy” type is not high in
competitive motivation.

As a result, all the 6 product IDs usually reviewed by “Semi-athlete” and “Enjoy”
type of player. Especially, 3534, 3900, 4071 and 4156 reviewed by “Enjoy” type of
player. On the other hands, 4088 and 4089 reviewed by “Semi-athlete” and “Enjoy”
type of player.

• Product ID 4071 is the highest proportion among “athletes.”
• Product IDs 4088 and 4089 is the highest proportion among “semi athletes.”
• Product IDs 3900 and 4156 is the highest proportion among “enjoy.”
• When classifying the six products into groups, “Enjoy,” “Semi athletes to Enjoy”

and “Athletes to Enjoy.”

4.2 Analysis of Features Included in the Review

We performed natural language processing analysis in order to clarify the character-
istics of the reviews. Natural language processing is used for analysis of text data and
many types of research are targeted on reviews on the EC site [3].

First, we compiled the reviews for each product into one document. Namely, we
created six documents. Next, we performed Morphological analysis on each document.
Here, we used MeCab [4] which is a Japanese dictionary for morphological analysis. In
this study, we extracted nouns, verbs, adjectives, proper nouns, place names, organi-
zation names, and part-of-speech of proper nouns from review sentences.

Next, we try to identify words (characteristic words) that characteristically express
each category. Specifically, we extract words that frequently appear in a specific cat-
egory by the TF-IDF [5] method. TF-IDF method was adopted by the following
Eqs. (1) to (3).

TF � IDFi;j ¼ tfi;j � idfi ð1Þ

tfi;j ¼ ni;jP
S nS;j

ð2Þ

idfi ¼ log
Dj j

d : d 2 tif gj j ð3Þ

Table 7. The result of aggregation on golfer type

Golfer type 3534 3900 4071 4088 4089 4156

Athlete 3% 5% 12% 8% 9% 4%
Semi athlete 21% 27% 39% 48% 48% 28%
Enjoy 76% 68% 49% 44% 42% 68%
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Here, ni;j is the number of appear frequency about word i in the sentence j.
P

S nS;j
is the number of appear frequency of all words in the sentence j, Dj j is the total number
of all sentences. d : d 2 tif gj j is the number of sentences containing words i.

Table 8 shows the characteristic words with the high TF-IDF value for each pro-
duct (Top 20).

5 Discussion

Based on the above results, we point out the characteristics of reviewer condition of
each product IDs using Tables 3, 4, 5, 6 and 7.

As an overall trend, the average score shows that the ratio of “83 to 92” and “93 to
100” is high by looking at the six product IDs. For the golf level, the proportion of
Advance and Intermediate is high, and the satisfaction degree accounts for the majority
of good and normal. It turns out that most of the evaluation points occupy the ratio of 4
to 5. For golfers, the proportion of semi athlete and enjoy type is high.

Product ID 3534 has a high percentage of “intermediate” users with an average
score of “93 to 100” and satisfaction is also high. The proportion of the evaluation
points was high, and the type was found to be a lot of the “enjoying” type. We inferred
that this product is for low motivation people from the “beginning” of golf to “ad-
vanced” people.

Table 8. The top 20 words obtained by the TF-IDF method

Rank 3534 3900 4071 4088 4089 4156

1 cute Bridgestone tight happy distance straight
2 woman yellow act make sense name
3 glad cost performance match change wonderful like
4 price think orange glad maker cost performance
5 gift distance distance coupon number attract
6 man orange model excite pro product
7 look down compare model durability turn
8 peace Bridgestone iron stop balance distance
9 fun try feel distance sale score
10 girl tour stretch say takes ace
11 colorful winter driver head new myself
12 can use pat ace can buy objection peace
13 golf level green feeling complaint find
14 product cold different back match trajectory
15 me fall course mild me iron
16 optimal white back change club stop
17 repute favorite soft try know match
18 a lot great buy turn price surmount price
19 carriage cost patter soft feeling green
20 conspicuous sale hard patter model driver
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Product ID 3900 is the percentage of middle and “advanced” in the average score
“83 to 92” of high, the satisfaction level is high, the percentage of “evaluation point 5”
is the highest. There are also many golf player types. We inferred that this product is for
users who can easily enjoy golf.

Product ID 4071 is a high percentage of medium and advanced in the average score
“83 to 92”. The satisfaction level is also very high, and the percentage of the “eval-
uation point 5” is also high. The percentage of “enjoying” types is high for golfers. We
inferred that this product is for golf experienced and low motivation users.

Product ID 4088 is a high percentage of “advanced” users with the average score
“83 to 92.” The satisfaction level is also high, the percentage of the “evaluation point
5” is also high. It turned out that the proportion of “semi athlete” was high. We inferred
that this product is for users who are experienced in golf and can be satisfied with high
motivation or low motivation. Moreover, we inferred that this product is for users with
confidence in golf and regular motivation.

Product ID 4089 has a high percentage of “advanced” users with the average score
“83 to 92.” The percentage of satisfaction and “evaluation point 5” is the highest. The
proportion of golf player type semi-athlete is high. We inferred that this product is for
users with a sense of golf and motivation is normal.

Product ID 4156 is a high average score of the for users of middle and advanced
users of “83 to 92 and 93 to 100.” Satisfaction degree is the highest but uses special
satisfaction such as surprised and angry. As a result, the percentage of the “evaluation
points 4” is the highest. We inferred that this product is intended for users who play
golf and have low motivation.

Next, we discussed the characteristic words of each product using Table 8.
Product ID 3900 is used the word “Bridgestone.” This is the name of a very famous

golf company. Also, there is some word “yellow” and “orange.” It means that this
product has some color variation. The words “sale,” “cost performance” and “great
buy” which means this product is a bargain product with the standard product of the
manufacturer.

Product ID 3534 is mostly used words like “cute,” “woman” and “colorful.” It
means that golf product for girls due to the cute design of the product. It is understood
that there are many people who purchase mainly for the purpose of using in the golf
competition.

Product ID 4071 used the words “iron,” “green,” “driver” and “distance”. We
understood that it is evaluated about shot performance.

Product ID 4088 used the word “maker.” That is mean this product developed by
famous company. There were words “price” and “coupon” which means the price is
affordable products. The word “happy” and “glad” means that this product can use for a
gift.

Product ID 4089 used words “wonderful” and “feeling”. This product is known
excellent functionality such as sense and durability. Therefore, it can be inferred that
such words appeared in the reviews.

Product ID 4156 shows that the performance of the ball is good which used the
word “score” and “straight”. It can be inferred that the performance of the ball was
evaluated. Moreover, it can be inferred that the words “trajectory,” “turn,” “iron” and
“driver” evaluated good flight distance in the first shot and approach scenes.
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Finally, we evaluate each product IDs using the result of reviewer condition and
characteristic words.

Product ID 3534 has a high percentage of “intermediate” users. Moreover, product
ID 3534 is mostly used words like “cute,” “woman” and “colorful”. Additionally,
satisfaction and evaluation points are nearly full. We evaluated this product is a
commodity for gifts pleased even for women.

Product ID 3900 is a bargain product with goods of a famous manufacturer. We can
see the characteristics that the performance is substantial. We evaluated this product is
for the gift of competition.

Product ID 4071 is characterized by excellent performance. Exercises and scenes
used in the course emerge. It is understood that it is perfect for users looking for
products with particularly good performance. We evaluated this product is for using for
practice golf and using at golf course.

Product ID 4088 is a product for gifts enough to please opponents. It is a pleasing
tendency to send a gift to someone for famous manufacturers and for bargain reason.
We evaluated this product is for a gift to make the person happy.

Product ID 4089 is a bargain product and has good characteristics. It seems that it is
used for practice to understand the tendency to use as a premium for preparing as a
good prize and to use it even in the course. We evaluated that this product is for gift of
competition.

In product ID 4156, the performance part of the product is evaluated, and in
addition, the cost performance is good. We evaluated this product is for golf playing.

6 Conclusion

In this study, we focus on the reviews posted by members of a golf portal site and
targeted review about 6 golf product IDs. First of all, we compiled information on
members who posted reviews for each product IDs. We targeted products with more
than 100 reviews in the data period in this study. After that, we compared information
on members who posted reviews for each product ID. Moreover, we performed natural
language processing analysis in order to clarify the characteristics of the reviews.
Finally, we evaluated each product IDs using the result of reviewer condition and
characteristic words.

In the future, we need to increase the number of target data. It is possible to
compare various golf products and to judge what kind of products are suitable for what
users. Moreover, we judge whether the review sentence is positive or not and estimate
what emotions the review wrote from the sentence.
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Abstract. This study examines a collection of artifacts passed on from
some closed Facebook groups of anti-vaxxers. The study conducted a the-
matic analysis to determine whether or not the group is a community of
practice, evaluate and categorize the types of information shared in these
groups, and determine the sources of over 1,100 links across two compiled
documents to address a series of questions related to claims of ex-vaxxers
when compared to anti-vaxxers and the types of data commonly refer-
enced. Findings indicated that ex-vaxxers and anti-vaxxers have separate
and distinct claims, abstracts are the most commonly shared scholarly
document, and select information is most often taken out of context. This
data set can be analyzed for valence and language use in future studies.
The purpose of this study is to evaluate information shared in among
anti- and ex-vaxxer parents. This study does not seek to validate a spe-
cific position or point of view, nor does the researcher want to explore
or determine correctness of beliefs.

Keywords: Anti-vaxxer · Health information sharing ·
Community of practice · Support group

1 Introduction

Many parents want the best for their children. This includes their health and
safety as well as emotional well-being. What happens when you believe in the
power of science and vaccines, but you watch your child have a violent reaction
or become “vaccine damaged” as a result of a vaccine injection (Anonymous,
personal communication, July 21, 2018)? This is an uncommon occurrence for
many parents, but it does happen [6]. While it is not an experience that may
make parents become anti-vaxxers (those who do not believe in immunization
or the current vaccination schedule), it is an experience that makes some ques-
tion what is in vaccines, the vaccine schedule in their country, and barriers to
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vaccination research. This community of parents is called ex-vaxxers, and the
community is growing in number as they experience first-hand the reactions their
children have to vaccines.

To date, no literature about a schism in the anti-vaxxer community in the
United States exists, and scholarly research exploring anti-vaxxers and the infor-
mation they share is a growing field. This study first seeks to identify the beliefs
of the ex-vaxxer community and compare these with the beliefs of the anti-vaxxer
community. Next, this study examines a small subset of compiled documents to
determine the nature of information shared to conclude whether or not the infor-
mation is scholarly research. Finally, this study identifies whether or not these
closed Facebook groups are communities of practice.

Since many ex-vaxxers still believe in the concept of herd immunity, which is
the need for a percentage of the population to be immunized against viruses and
bacteria for the survival of the community ([13]), their desires and motivations
appear to be different from anti-vaxxers. Next, this study explores whether or
not the ex-vaxxer community is a community of practice with claims distinct
from the anti-vaxxer community. Whereas anti-vaxxers spread conspiracy theo-
ries, disinformation, and misinformation about vaccines on social media ([40]),
the demands of ex-vaxxers include the need to research safer adjuvants and other
additives in vaccines that do not react with unique allergies [3]. Finally, a the-
matic analysis was performed on a data set passed on from a member of several
ex-vaxxer Facebook anti-vax groups to determine if the data is peer reviewed or
consists of unfounded claims.

The purpose of this study is to evaluate information shared in the anti-vaxxer
community. This study does not seek to validate a specific position or point of
view, nor does the researcher want to explore or determine correctness of beliefs.

2 Literature Review

It should be noted that a prevalence for conspiracy theories exist in the anti-
vaxxer community. As Stein writes “Conspiratorial beliefs have become endemic
among anti-vaccination groups” [40]. Stein lists several common conspiracies
spread on social media today including the belief that airlines inoculate passen-
gers through the ventilation system on planes. Opposition to vaccination is not
new. This opposition dates back to the Victorian age and since the 18th century,
fear and controversy accompanied the introduction of every new vaccine.

2.1 Language

Fear language is common in anti-vaxxer literature. When talking with new or
young mothers, in “Recovering Trust,” Boser explains that anti-vax beliefs are
rooted in fear. In her conversations with mothers and analysis of literature to con-
vert anti-vaxxer to pro-vaxxers, Boser writes, “The implied danger is mainstream
medicine. Medical professionals were said to be ‘authoritarian’... and medicine an
‘impersonal monolith’...Mothers recount fear and a fundamental need to protect
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their children from the unnecessary poisons present in vaccines” [5]. A fear was
also found when discussing the possible reporting of outbreaks on university
campuses [35]. Also, fear and fear-based decision-making is the focus of Guille-
mard’s paper on addressing concerns about vaccines in writing [15].

Other papers that have examined the claims of the anti-vax community
include Kata’s research about tropes and tactics of the movement as a whole
[23], Murakami et als.’ visualization of argument analysis in vaccination debates
[31], Nichols’ information credibility analysis [32], and the importance of patience
when discussing vaccines with a member of the anti-vax community [10]. While
these are interesting approaches to researching engagement with anti-vaxxers,
none are cited by the community itself.

One study examining the language of anti-vaxxers in debate examines the
use of science language in context in a Facebook post. This research about the
comment thread accompanying an image posted by Mark Zuckerberg, Face-
book CEO, is by Faasse, Chatman, and Martin (2016). Referenced often in
anti-vax documents, this study superficially reinforces the narrative that anti-
vaxxers are well-researched. The researchers, however, found that, “Although the
anti-vaccination stance is not scientifically-based, comments showed evidence of
greater analytical thinking, and more references to health and the body. In con-
trast, pro-vaccination comments demonstrated greater comparative anxiety, with
a particular focus on family and social processes” [12]. It shows that anti-vaxxers
can reference information but not necessarily that it is properly understood or
interpreted. Additional research in health information sharing led to the devel-
opment of the following question:

Are the claims of the anti-vaxxer community different from the claims of those
who identify as ex-vaxxers?
It is worth examining social media and health information trends in order to
situate the current landscape.

2.2 Health Information and Social Media

Sharing health concerns and health information on social media platforms is grow-
ing, and so is this area of research (e.g. [26]). Not only do people share their per-
sonal experiences with family, followers, and friends in social networking sites,
they also reach out to try to create change in their communities, seek support
and share information. Facebook groups are one such example. Ilhan [22] explores
why users join fitness groups on Facebook from a uses and gratifications perspec-
tive. In addition, some niche platforms exist for solely for this purpose. Cancer
care (cancercare.org) for example, is one such site where the goal is to get sup-
port from a community for cancer survivors, those in treatment, and caregivers of
those living with or recovering from cancer. Research on cancer support groups is
growing, as can be seen in [4] and [20]. Another group that seeks online support
and knowledge sharing is the anti-vax community.

Some of the data shared in this community includes the Vaccine Adverse
Event Reporting System (VAERS) (see [6,9,47] for more information), the econ-
omy of vaccines [28], and compiled documents with links to information about

http://www.cancercare.org
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vaccines, vaccine injury, and vaccine research. Included in this list is also misin-
formation about vaccines. Research about health information sharing led to the
development of the following question:

What types of information are shared in ex-vaxxer communities?
Information is shared in these groups to educate, so it is worth evaluating
whether or not these groups can be considered communities of practice.

2.3 Communities of Practice

Communities of practice are peer to peer groups that focus on knowledge-sharing
and problem solving and are driven by the participation of a willing membership
[37]. Wenger-Trayner and Wenger-Trayner [43] define a community of practice as
“...[a] group of people who share a concern or a passion for something they do and
learn how to do it better as they interact regularly” (2). Some ways in which
a community of practice might emerge are to exchange data or knowledge or
accomplish a task. These groups engage in continuous communication in order
to create a sense of belonging where it is safe to discuss or try to change a
given “area of shared inquiry” (1). Communities of practice also provide a social
aspect for their membership. This may include creating and sharing biographies
or profiles or directories, facilitating online meetings, or nesting subgroups in
online forums.

In many ways, Facebook is a wonderful platform for communities of practice.
The Group feature allows like-minded people to gather together around ideas,
causes, concepts, or events. Park, Kee, and Valenzuela examined uses and grat-
ifications in a 2009 study of college students in Facebook groups. They found
that gratifications varied based on engagement and relationships, but partici-
pants who were willing to get involved in an online community were satisfied
overall [33].

In addition to evaluating Facebook groups for gratification, several studies
have examined the effectiveness of Facebook groups as communities of practice
(e.g. [44]). Duncan and Barczyk examined using a Facebook group in conjunction
with a class in a university setting. Social learning and a sense of belonging were
enhanced, but the community of practice was not statistically significant when
compared with other classes that only met face to face [11]. Pi, Chou, and Liao
evaluated knowledge sharing, an important aspect of a community of practice,
in Facebook groups [34]. Research about communities of practice led to the
development of the following question:
Can the anti- or ex-vaxxer community be considered a community of practice?

In the 2013 study, the group dynamics of information sharing were evaluated.
Findings indicated that “...reputation would affect knowledge sharing attitude of
Groups members and sense of self-worth would directly and indirectly (through
subjective norm) affect the attitude” [34]. While Duncan and Barczyk showed
that sharing information was enriched because of the connection afforded by
Facebook groups, Pi, Chou, and Liao found that information is only as respected
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as the user sharing it. This may become problematic in groups where misinfor-
mation is frequently shared to maintain group norms (see [19] for information
about knowledge management). Exploring these questions led to the develop-
ment of this study, which employs a grounded approach to data collection and
interpretation.

3 Methods

To evaluate the first research question, a grounded approach using open coding
and thematic analysis of the data set passed on from an informant in several
closed anti-vax Facebook groups was conducted. This analysis catalogued and
counted the types of media passed on over a six-week period from July 19,
2018 to August 31, 2018. The informant volunteered to pass on information
from these groups because it is understood that entry is difficult to obtain, and
questions about group activity are closely monitored [1]. In addition, because
the informant is an active participant in this community, certain information
was selected to be passed on for its value in one or several of the communities.
This data set, called the Original data set, consists of memes, scholarly articles,
vaccine inserts, messages about interpretation or information and context to
frame certain articles, videos, newspaper articles, and infographics.

This collection was sorted into a table to identify specific type and count
information using thematic analysis. The information collected in this thematic
analysis was the author name, type of content, year it was published, country
of origin (where the research took place or the location of the first author),
where the research was published, the title, whether the information was the full
version or an abstract or abbreviated in some way, whether the information is
open access or accessible without a paywall, if the source was peer reviewed, the
subject or tags or keywords identified, and the conclusion of the argument. The
data set was then examined further.

After the information was sorted, the scholarly articles were checked to deter-
mine whether or not the study was retracted or edited and whether or not the
journal is peer reviewed. This information was then evaluated by descriptive
statistics. Another subset of data, the compiled documents, were then evaluated
for nominal variables. Content in tables were listed in the order in which they
first appeared.

Several collections of data are shared in these groups. They are accessible as
Google Docs, as a collection of links and quotes housed on an external resource
server. Some are partially accessible with most hidden behind a paywall. These
documents are shared among members of the Facebook groups and are generally
deemed credible. These compiled documents were evaluated to determine the
accuracy of source information. Links were coded by source type using a thematic
analysis and open coding approach.

In addition, some links on one document, Vaccine File, had claims either
preceding or following links. These claims were evaluated in the surrounding links
to determine whether the information could be identified or if it was unfounded
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based on its presence or absence in the linked source. This was determined by
copying and pasting a quote in Vaccine File and searching for the quote using
the Find or Search feature in the abstract, article, or web page.

One researcher read for stated claims and beliefs held by anti-vaxxers in
publicly accessible memes and posts in two prominent Facebook groups shared in
the Original data set and the compiled documents using a close reading approach.
These claims were then distilled into broad categories of claims using thematic
analysis. These claims were compared and contrasted with claims stated from an
informant in the ex-vaxxer community about what they (the self-proclaimed ex-
vaxxer community) believe. In addition to this interview, artifacts from several
closed ex-vaxxer groups were evaluated employing thematic analysis and open
coding techniques in a grounded theory approach. Some interesting results and
findings will now be explored and hypotheses posited.

4 Results

4.1 Claims Found

Claims from ex-vaxxers were gathered from an interview with an informant
speaking on behalf of the self-proclaimed ex-vaxxer community while anti-vaxxer
claims were gathered from open coding and close reading from links and memes
generated the Facebook groups Dr. Tenpenny, Stop Mandatory Vaccination,
and Revolution for Choice. Some claims are listed in the compiled document
Vaccine File. Most anti-vax claims revolve around vaccines causing autism and
other spectrum disorders. While these claims continue to be disproved in current
scientific research, (e.g. [21,30]) the claims of anti-vaxxers persist in their current
iterations. The anti-vaxxer claims as found in memes created and disseminated
by two Facebook groups are listed below:

1. Vaccines cause mental disorders.
2. Vaccines cause autism.
3. Childhood vaccinations contain mercury.
4. Mandating vaccines is government overreach.
5. The science behind vaccines is disputable.
6. Vaccines cause the diseases.
7. Doctors get paid by pharmaceutical companies to give vaccinations.
8. Society does not need vaccinations.
9. Measles is a harmless disease.

10. “Natural” immunity (i.e., immunity gained by infection with the disease) is
better or lasts longer than immunity gained by a vaccine.

(see [27] for the Facebook groups from which the majority of anti-vax posts
originate).

It appears as though ex-vaxxer claims can be distinguished from anti-vaxxer
claims in content. These claims are primarily based on experience, but in cases
where research backs up those claims, those articles have been referenced. The
ex-vaxxer claims are:
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1. Vaccines don’t cause mental disorders, but parents have watched their chil-
dren have seizures after receiving a vaccine [3,46].

2. Recent studies of brains of patients with various spectrum diseases and dis-
orders revealed an accumulation of aluminum in the brain [29]. Since not all
bodies can process aluminum, alternatives to aluminum should be incorpo-
rated into vaccines.

3. Vaccines contain many things that need further study [2,14].
4. The vaccine schedule should be amended so adverse reactions in children can

be better monitored.
5. Because we acknowledge the reality of vaccine injury, less harmful adjuvants

should be added to vaccines [3,16,17].
6. Vaccines cause adverse reactions [18,36,42]
7. We need to maintain herd immunity, but not at the cost of children [3].

It should be noted that a study published in February 2019 found that the
majority of Facebook posts relating to anti-vaccination come from a relatively
small number of people. Madrigal writes, “the top 50 Facebook pages ranked
by the number of public posts they made about vaccines generated nearly half
(46%) of the top 10,000 posts for or against vaccinations, as well as 38% of
the total likes on those posts, from January 2016 to February of this year. The
distribution is heavy on the top, particularly for the anti-vax position. Just seven
anti-vax pages generated nearly 20% of the top 10,000 vaccination posts in this
time period” [27]. Therefore, the use of the subset of memes and posts by these
groups was sufficient to establish the claims listed. These memes can be seen in
Vaccine File, a compiled document.

As seen in the above section, the claims made by ex-vaxxers can be argued
for using current scientific research. One study is McLachlan et al. published a
2019 study on aluminum build up in neurodegenerative diseased brains post-
mortem [29]. While this study did not find an overabundance of aluminum in
brains with autism spectrum disorder, some neurodegenerative diseased brains
did exhibit more aluminum. This study was conducted using a network of brain
banks. Amaral et al. highlight the importance of a network of brain banks for
post-mortem research on spectrum disorders, metal accumulation, and brain
development [2]. Because of the contrasting claims and a reliance on current
research, it can be hypothesized that
Anti-vaxxers and ex-vaxxers are separate and distinct groups with different goals
for national vaccination.

4.2 Types of Information Shared

The initial data set shared from the Facebook groups in the original data set
consisted of several types of media.

As seen in the table above, the number of articles shared from the informant
totaled the same as the memes and comments. Each of these categories account
for 16.7% of the shared content. While all of these types of data were inter-
esting, and meaningful studies could be produced from this data set or newly
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Table 1. Types of content shared in a six week period.

Type Total Peer reviewed Open access

Article 9 4 8

Meme 9 0 2

Documentary 2 0 0

Book review 2 0 2

Book 1 2 0

Comment 9 0 3

Posts 1 0 0

Insert 1 0 1

Compiled doc 3 0 1

Blog 1 0 1

Court order 1 1 1

Facebook group 1 0 0

Anon analysis 3 0 0

op.ed post 1 0 0

Screenshots 2 0 0

Statistical report 1 0 1

Website 1 0 1

Donation request 1 0 0

Videos 5 0 4

constructed data sets based on these types of media, the next part of analysis
in this study focused on the compiled documents.

The compiled documents only account for 5.5% of the shared information,
but these files are stored online, publicly available, and are rich with links and
claims for analysis. Some of the content in these documents were then analyzed.

Vaccine File. Vaccine File is a complicated document. When printed to PDF
on 15 February 2019, it totaled 88 pages. This document was then copied and
pasted to a spreadsheet where it totaled over 17,000 lines of text. It was cleaned
to 483 links and 177 statements. The link types can be seen in the following
table.

As can be seen in Table 2, 31.5% of the links were broken, 22.8% were redun-
dant and appeared multiple times throughout the document, and 6.7% were
Facebook posts. A total of 23.6% of links in this document led to scholarly
databases. The majority of those were terminal abstracts with articles either
only accessible behind a paywall or not accessible at all. Abstracts accounted for
15% of the total links but are 63.2% of the 114 scholarly links.

A unique aspect of this data set were the retracted articles and articles with
commentary. It should be noted that 11 links to corrections and commentary
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Table 2. Vaccine file links.

Source type Total

Broken links (all) 152

Abstract 72

Article (OA) 23

Full text available 19

Compilations 8

News article 6

Second hand news article 2

WHO 3

CDC 6

Web page 7

Vaccine insert 2

Facebook post 32

Buy book 5

Vaccine documentary 4

Video 9

Untrusted site 6

Retracted article 2

Blog search 3

Redirected video 4

Database search 1

Facebook group 1

Institution of education statistics 1

Letter 1

Login required 1

Meme 1

Trailer for documentary 1

USFDA 1

Redundant (Total) 110

Total 483

were available on 4 abstracts. Only 2% of the articles were redacted, but com-
mentary and amendments were available by link on approximately 7% of the
abstracts. Again, this would be an interesting data set to explore in further
research, especially since this document leads to eight additional unique com-
piled documents. This data set was reviewed for descriptive information about
sets of links like, Doctors who explain clearly why vaccines aren’t safe or effec-
tive. Those statements were removed from the document upon analysis. This file
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contained 177 meaningful statements. These consisted of claims, arguments, and
quotes from articles. An example of this type of text is:

“Tylenol (Acetaminophen) depletes glutathione levels in the body, which are
essential for detoxification. Vaccines have alum adjuvants and other ingredients
(See attached link to see specific vaccine ingredients and adverse reactions asso-
ciated). If you give your child Tylenol before or after vaccines, they can’t process
these toxins and they become even more susceptible to autism and other vaccine
injury, as these peer reviewed scientific studies affirm [no citation].”

Another example in which a link is provided is, Wild animals don’t have
food allergies unless vaccinated. People in countries without modern medicine
available to them do not have food allergies. (That is used as the reasoning
behind the hygiene theory of food allergies. See www.medscape.com/viewarticle/
842500). Unfortunately, this link is broken at the time of data analysis and
writing. When a search for the statement is conducted using Bing and Google,
no results are found. Again, these 177 claims analyzed did not include descriptive
statements about the links, but such statements were in the document.

Of the claims made, like this one, approximately 75% are unfounded. This
does not mean these claims are fabricated; rather, these claims cannot be found
in the document either preceding or following the statement. This result could
have been averted by properly citing documents. If this document was com-
piled like an annotated bibliography, finding sources and quotes again would be
easier for future researchers. Five of the 177 claims relate to requesting a reli-
gious exemption. Finally, 11 claims have been omitted from this evaluation as
they are, admittedly, conspiracy theories. One interesting subset of data was the
redundant, or repeated, links.

Redundant posts made up 22.77% of the total links available, but 33.23%
of active links in this data compilation. The redundant links were defined as
a repetition of a link which connected to the same article, abstract, post, web
page, or other source of information that was previously mentioned. A table of
categories and total of each can be seen below (Table 3).

Table 3. Redundant and repeated source categories.

Redundant type Total

Abstract 55

Article 24

Compiled documents 6

Facebook posts 4

Government news 5

Secondhand news 8

Webpage 8

Total 110

www.medscape.com/viewarticle/842500
www.medscape.com/viewarticle/842500


Searching for Community and Safety 505

The other compiled document evaluated was the Vaccine Research Guide.

Vaccine Research Guide. Vaccine Research Guide is a file that houses links
and descriptions of documents including vaccine schedules and inserts. The Vac-
cine Research Guide is the easiest document to navigate. It consists of clickable
links that are easy to identify. As seen in the table below, only 4.6% of the links
were unclickable, and 15% were broken. An overview of the types of material in
that file can be seen in Table 4 below.

Table 4. Vaccine research guide links

Resources Total

CDC 2

Book 2

For profit website 66

Database search results 5

Patent 3

Full peer reviewed article 4

Scientific information about compounds 18

NIH 1

Blog 1

Medline 2

Abstract 11

Uncontextualized data 2

Digital image 2

US news outlet 1

Video 1

Vatican analysis 1

Broken link 23

Unclickable 7

Total 152

Looking back to Table 1, it can be seen that the majority of information
shared in this time frame was not scholarly, peer reviewed studies. While that is
the case, it is all information that is needed for a good foundation in the reasons
and beliefs of this community from the perspective of the informant.

Posts of solidarity seemed to be the most important type of information
conveyed among users. This again reinforces the idea of a support group and to
know that if your child or you experienced some adverse reaction to vaccines, a
group of people also understand and share your pain.
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Table 5. Comparison of data in originally shared artifacts and Vaccine File, and
Vaccine Research.

Resources V. Research V. File Original

Abstract 11 72 0

Anonymous analysis of information 0 0 3

Blog 1 0 1

Blog search 0 3 0

Book: about, buy, or review 2 5 3

Broken link 23 152 0

Centers for disease control 2 6 0

Compiled documents 0 8 3

Court order 0 0 1

Database search results 5 1 0

Digital image 2 0 0

Documentary 0 4 2

Donation request 0 0 1

Facebook group 0 1 1

Facebook post or comment 0 32 12

For profit website 66 7 1

Full text article, not peer reviewed 0 0 5

Full text available (open access) 0 19 0

Full text, peer reviewed article 4 23 4

Institution of education statistics 0 1 0

Letter 0 1 0

Login 0 1 0

Medline 2 0 0

Meme 0 1 9

National institute of health 1 0 0

Op ed post 0 0 1

Patent 3 0 0

Redirected video 0 4 0

Redundant (Total) 0 110 0

Retracted article 0 2 0

Scientific information about compounds 18 0 0

Second hand news article 0 2 0

Unclickable 7 0 0

Uncontextualized data 2 0 1

Untrusted site 0 6 0

USFDA 0 1 0

US news outlet 1 6 0

Vaccine insert 0 2 1

Vatican analysis 1 0 0

Video 1 9 5

Video trailer 0 1 0

World Health Organization 0 3 0

Total 152 483 54
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A comparison of the types of data shared in the original data set shows that
Facebook posts and comments were the most often shared (22.2%), followed by
memes (16.7%) and then full texts of articles that were not peer reviewed and
videos at 9.25% each. Compared to the types of data shared in the other compiled
documents, visible in Table 5, personal interaction is most highly valued in the
Facebook groups.

As Table 5 shows, the publicly housed data sets have broken and redundant
links, but the originally shared artifacts did not have any broken links. Every-
thing shared from the informant was accessible. Some things to consider are
that, according to these data sets, scholarly articles appear 7.4% of the time
in the Facebook group, 4.8% in Vaccine File, and 2.6% of the time in Vaccine
Research. Converted to rations, a reader is likely to find an open access, peer
reviewed article 7 out of 100 times in the original data set, 6 out of 125 times
in Vaccine File, and 13 out of 500 times in Vaccine Guide. From these results,
it can be hypothesized that
The amount of scholarly articles in compiled documents are not statistically sig-
nificant when compared to broken links, for profit links, and other types of media
shared in anti-vaxxer and ex-vaxxer groups.
After evaluating the types of information most commonly shared in these groups,
it is now possible to evaluate whether or not these groups are a community of
practice.

4.3 Community of Practice

Even though the members of these Facebook groups may feel as though infor-
mation sharing and learning are priorities, these groups cannot be classified as
a community of practice. Based on their information sharing habits and what
was shared from the informant, it may be likely for these groups to function like
support or self-help groups. Bender, Jimenez-Marroquin, and Jadad researched
support groups on Facebook. They identified support groups as the most com-
monly created type of group relating to breast cancer is support for survivorship
or support for caregivers of survivors [4]. It seems likely that Facebook groups
for anti-vaxxers and ex-vaxxers may fall into this category, but more research
must be examined.

First, Katz and Bender define support groups as “Voluntary, small group
structures for mutual aid and the accomplishment of a special purpose. They
are usually formed by peers who have come together for mutual assistance in
satisfying a common need, overcoming a common handicap or life-disrupting
problem or bringing about social and/or personal change” [24]. Huber distills
this to mean that support groups have been used to improve individuals psy-
chological, behavioral, physical, and interpersonal well-being [20]. The primary
focus of a support group is not learning or developing a skill or accomplishing a
task, as it is in a community of practice.
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Instead, Zambelli and DeRosa (1992) define support groups as a modal-
ity that emphasizes peer support and can serve as an additional system. They
further indicate that support groups typically do not aim to ameliorate inter-
apsychic or interpersonal difficulties, even though this may occur as a result
of participation in the group [45]. This seems to be one form of relief in shar-
ing posts about experiences or seeking positive feedback from other members of
anti-vax and ex-vax communities.

While there are several types of support groups, it must be examined whether
or not ex-vax and anti-vax groups are self help groups. Some common charac-
teristics of self-help groups that are associated with some cognitive behavior
modification programs include their:

– “voluntary nature- they are run by and for group members, have regular
meetings, and are open to new members (17);

– generally being formed in response to a particular issue, e.g. no access to edu-
cation for children with disabilities, limited income-generating opportunities;

– clear goals, which originate from the needs of group members and are known
and shared by all members (15);

– informal structure and basic rules, regulations and guidelines to show mem-
bers how to work effectively together;

– participatory nature involving getting help, sharing knowledge and experi-
ence, giving help, and learning to help oneself (18);

– shared responsibility among group members each member has a clear role
and contributes his/her share of resources to the group;

– democratic decision-making;
– governance by members, using an external facilitator only if necessary in the

formation of the group (15);
– evolution over time to address a broader range of issues;
– possibility of joining together to form a federation of groups across a wider

area.” ([25], p. 3)

The agenda-setting, roles, rules, and democratic nature of self-help groups
are not applicable to ex-vax and anti-vax groups. While members in these groups
come together as a result of a particular event, the lack of governance, struc-
ture, and goals set self-help groups apart from the communities evaluated on
Facebook.

One research question sought to examine whether or not anti-vax and ex-
vax groups can be considered communities of practice. While the anti-vax and
ex-vax communities are knowledgeable about some of the risks associated with
vaccines and vaccine injury, communities of practice also have clearly defined
goals and rules, regulations, and guidelines. Based on this information and the
sharing practices exhibited by the original data set, it can be hypothesized that
Ex-vaxxer and anti-vaxxer communities in Facebook groups are support groups
and not communities of practice.
It is now possible to examine the shortcomings and future study possibilities for
this area of study.
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5 Discussion

Limitations for this study existed in several areas. First, this study only evaluated
the data shared in communities by one member in a six week time span. Many
factors of information retrieval may have impacted the data set. The member of
the community may have excluded articles that did not favor a specific position
or that may have come from unreliable sources. Additionally, the member might
not have seen every piece of information shared in the community. It must be
acknowledged that this study evaluates only a portion of information shared by
ex-vaxxers.

Next, because data for this study was not collected directly from closed Face-
book groups, random sampling could not be employed for further evaluation. The
idea for this study was to evaluate scholarly articles to determine information
accuracy, but there was no guarantee that all of the scholarly articles shared in
the groups were passed on or that the data set constructed by the informant
was comprised only of artifacts shared during the six week window. As a result,
one future study on this topic is a participant observation, where researchers in
the community observe and record events, artifacts, and conversations. Another
area of future research is to evaluate compiled documents using content analy-
sis with interrater reliability. Further, the subset of information shared within
communities to what exists in the scope of scientific and scholarly journals only
accessible behind paywalls can also be evaluated using thematic analysis and
content analysis.

Linguistic and semantic studies on the originally shared content and compiled
documents should be conducted. Some studies like [7,8,12,31,38,39] have shown
several approaches to evaluating language, rhetoric, and narratives in anti-vaxxer
and vaccine debates. These approaches could be applied to any subset of the data
collected from the original data set to evaluate language choices and the agendas
set by these groups.

Another future study is to take each compiled document file and individually
examine the statements, quotes, and claims for valence and use of emotional lan-
guage. This type of studywill provide insight to the agenda shared in each compiled
file. In addition, teasing out the language and valence of each statement may help
clarify true statements from created narratives. Like Faasse, Chatman, and Martin
write, anti-vaxxers are better able to use scientific language in discussions about
vaccines because they read excerpts from these studies [12]. While anti- and ex-
vaxxers are not experts or even scientifically trained in these complex concepts,
distilling the studies and concepts for mass dissemination will help communities
as a whole better understand the issue and dispel some of the myths on both sides
of the argument.

Another future study is examining the interpretations of information by
members in the community. This study did not seek the opinions of commu-
nity members, nor did the study solicit the interpretation of highlighted, non-
annotated information that is publicly accessible. The study also did not ask
members of the community to interpret any of the passages to ensure the con-
tinuity of meaning or continuity of conclusions reached in the published article.
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To better understand the proliferation of scholarly articles in this community,
examining the meaning, comprehension, and interpretation internalized from
articles by community members is a crucial area of future research.

Perception studies about highlighted information in the Vaccine Guide should
be conducted with members in the ex-vax and anti-vax community Facebook
groups. This file includes a court case with only highlighted information on the
first two pages of a 50+ page document highlighted [41]. A null hypothesis about
information interpretation can be evaluated using a Mann-Whitney U-test and
communication with other members of the closed Facebook groups. A follow up
study on Vaccine Guide, the vaccine schedules, and Vaccine File should be the
next phase in this line of research.

Finally, there was no way to evaluate the level of engagement in or between
the groups in which this information was shared. Another avenue for future study
is the evaluation of popular articles or most popular posts in groups as well
as cross-group members and cross-group posting. The dynamics of community
and information-sharing from a network perspective may possibly contribute to
which articles get read, shared, or liked. This area should receive attention in
the future.

6 Conclusion

What started off as a simple sharing of information turned into an evaluation
of the presence of and access to information. The three compiled documents
and the originally shared information became a complex data set of 1,105 links,
claims, and highlighted information that were manually tested and coded by one
researcher. This area of research should be continued in order to better under-
stand the claims, experiences, and fears of those who have witnessed vaccine
injury. In addition, research of the commonly shared documents in ex-vaxxer
and anti-vaxxer communities can help to reach an understanding about where
and how information gets misinterpreted. Finally, research in health information
can further discourse about public health and safety. Future studies should be
pursued by researchers interested in communication, health information, infor-
mation sharing, and the interpretation of complex data.
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Abstract. This paper seeks to discuss the theoretical notion of algorithmic sign
mediation in advertising and brand consumption, based on the theory of
mediations [16], considering the sociocultural understanding of this new ontic
status of the digital language of the market, based on the storage process,
organization and interpretation of data for the establishment of interactions
between brands and consumers. Thus, the reflection adds to the view of medi-
ations a semio-pragmatic perspective, to understand the principles of algorithmic
writing of advertising and its narrative and interactional dynamics in relations
between brands and consumers.
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Consumption

1 Introduction

The ecosystem of brands, in algorithmic mediation, brings a new ontological status to
the signic mediation of advertising. It is understood that signs give the communication
mediations and that these mediations are founders of the sociocultural realities.
Mediations, in this work, can be understood from a philosophical perspective, as a sort
of materialist phenomenology [4, 16].

The materiality of digital signs, via algorithms, invites us to a new dimension of the
writing of things in the digital humanities, which goes beyond the mediation of
technicality, and spreads in the logic of production, industrial formats, institutions and
cultural matrices, generating new sociabilities and new cognitions that are manifested
in the mediations of the consumption of the brands with their appropriations and new
rituals for consumers.

The communicative condition of the mediations of things in consumption was our
object of the previous discussion in Perez and Trindade [18], which supported the
propositions of the semiotics of Charles Sanders Peirce, sought to understand the
aesthetic, ethical and logical dimensions of consumption signs, including in this kind of
research, advertisings and every ecosystem of brands with their expressiveness.

At the same time, it also sought to observe the interfaces of these dimensions of
consumption in the sociocultural realities in which such phenomena occur. In this
theoretical complementation between cultural mediations and signic mediation, con-
sumption is seen as a communicational mediation that would articulate regulatory or
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intermediary instances of sociocultural dynamics, based on the Martín-Barbero
model/map of mediations [16].

Such a model is discussed in its intermedialities implied to the interactional
dynamics of goods, services, and brands with consumers for the constitution of signic
sense links in cultural life, as outlined in the previous paragraph. It is perceived in this
theoretical intersection that communication would function as pragmatics of social
discursivization.

This theoretical effort enunciated in the previous lines now seeks its adaptation to
the phenomena of digital advertising, manifested in the algorithms mediation. It is
noteworthy that, in the opportunity of this text, although also consider the contribution
of Charles Sanders Peirce, the reflection will be held on the same principle of this
combination Semiotics and mediations, but now this theoretical crossroads is more
oriented by the perspective of the French semiotic approach as proposed by Algirdas
Julien Greimas.

Nevertheless, regardless of the semiotic approach used, this work continues to
perceive signic mediation as a communicational condition in a philosophical-
theoretical perspective phenomenological-materialist, as discussed by Couldry and
Hepp [4], since the semiopragmatic in the Peirce or Greimas aspect is seen here in the
material and symbolic condition that the signs of the algorithms assume in the pro-
cesses of communication and consumption, in the media studies, whether these are
defended in the concepts of communication mediations of the cultures or by the
concept of mediatization.

It should be clarified that Martín-Barbero’s theory of mediations [16] is not the
same thing as the theories of mediatization. However, we work with the possibility of
approximation that authors like Couldry and Hepp [5] present as currents of the studies
of mediatization and in which they approach with Martín-Barbero on the concept of
communicational mediations in cultures. With both concepts (mediations and media-
tization) we seek to understand the processes that correspond to the media’s modes of
presence and performance in the transformations of cultures. This is the aspect worth
emphasizing here since our interpretation of the questions of definitions about medi-
ations and consumption mediation has already been discussed in other papers [21].

We are interested, specifically, at this moment of reflection, in the questions of the
communication mediations in the consumptions, starting from the algorithms as
mediating instances of daily life. The algorithms assume a relevance for the definition
of new cultural patterns of interaction, being this a prominent aspect of the media
studies in the contemporaneity.

It is not uncommon to find news in business journals or corporate websites dealing
with investments and gains in competitiveness, from the use of applications (app). In
the Brazilian case, in retail, Pão de Açúcar Supermarket Group invests in an application
for the online food trade1. In the United States of America, Adidas brand declares an
increase of more than 1000% in the average ticket in e-commerce sales, thanks to the

1 Pão de Açúcar investe em apps para avançar no varejo online de comida. https://www.infomoney.
com.br/negocios/grandes-empresas/noticia/7897626/grupo-investe-em-apps-para-avancar-no-varejo-
online-de-comida Viewed in 30/01/2019.
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use of the “Complete The Look”2, an app, which offers combinations of other products,
from the query of a single item, basing its combinations on consumer database.

The examples, many of them in retail, signal a transformation in the buying and
selling actions, but that interfere in the logic of consumption of several segments of
products and services. The calculations made by algorithms from databases shows a new
social logic of consumption that puts the theme as a new challenge to be understood.

As Gillespie [9] said, in his studies, aspects of the relevance of the algorithms are
identified, which can allow an understanding of the writing of this new ontic status of
digital humanity. In this sense, it is possible to think of the application of these aspects
of the mentioned author, from the perspective of a semio-pragmatic theory to the
understanding of the algorithmic advertising signal processes of the brands in their
interactions with the consumers, going beyond the technique, considering the condi-
tions of interaction and of the production and circulation and consumption of its
discursive forms.

The elements of Gillespie’s [9], propositions are: algorithms promote patterns of
data inclusion through the actors; the algorithms perform calculations of anticipation
and predictability of occurrences; the algorithms promote the evaluation of the rele-
vance of occurrences with non-visible criteria of calculations; the algorithms operate
the supply of objectively calculated options; there is the idea of the impartiality of the
offer on the part of the algorithms, although these offers are the result of subjective
processes delegated by those who conceive the algorithms; the algorithm gains the
condition of directing the life of the users by performing the mixture in the entan-
glement of calculations of occurrences, based on the practices of public uses, allowing
the conception of a predictable public.

The results of semio-pragmatic applications on these aspects are related to con-
tributions on the logic of production and appropriation potential of the dynamic way of
algorithmic advertising actions, which in turn help to think the logical narrative and
discourse of consumption cultures in digital mediation.

The theoretical and methodological proposal presented here is theoretically sup-
ported in works on the media brand [2], as well as applications of semiotics to
advertising and marketing in the Brazilian context [20]. Thus, a pragmatic under-
standing of algorithmic advertising for the cultural dynamics of consumption in its new
writing mode and specific contexts, such as the Brazilian for example, is constituted.

In this sense, it should be clarified that the text will be organized in three axes, namely:
the production logics and powers of appropriation of algorithmic advertising in its
writing; Algorithm and suggested narratives for consumption: a socio-cultural writing;
and the manifestations of risky interactions [14], adapted to relations between brands and
consumers in algorithmic advertising mediation, considering the tensions between pro-
grammed, accidental interactions, manipulation, and adjustment interactions regimes.

The four possibilities of meanings of the risky interactions allow to see modalities
of communicative actions between brands and consumers in the mediation of the

2 ComoAdidas mudou a receita do seu e-commerce usando inteligência Artificial https://portalnovarejo.
com.br/2019/01/como-a-adidas-aumentou-a-receita-de-seu-e-commerce-usando-inteligencia-artific-
ial/?fbclid=IwAR1IX8F2C98xpT8TLhWi8ptO5zSbnopo5NlUsKeIfACJyp2iIccaY8qlc78.
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algorithms, namely: the programmed refers to the actions determined in the affordances
of the platforms of interaction of the brands with consumers; the interaction in the
adjustment works the calculations of occurrences in front of the most recurrent uses of
the processes of interaction brands and consumers. The manipulation considers the
selection manifestation of the algorithms in front of the calculations of relevant
recurrences in the interaction of consumer brands and programming interests; finally,
the accident configures the interaction regimes of the order of the less predicted ele-
ments of poetic/aesthetic tone, but possible to happen, that makes the process of sense
of the interactions gain some degree of unpredictability, novelty.

This perspective seeks to offer, from the theoretical point of view, a communica-
tional reading of advertising, toward the possibilities of algorithms adjustments in
realities of consumptions, which explains our option for the theory of mediations as
theoretical support that makes possible to understand the contexts on digital humanities
in their socio-cultural heterogeneities and permanent negotiation processes.

2 The Logics of Algorithmic Advertising in Its Writing

Advertising and multiple expressions of brands live a transmutation against their classic
definitions and formats. This can be seen in texts such as those of [2, 17, 22], that
brands occupy a place of media-brand in a great variety of media, crossing by dis-
cursive genres and formats that initially shows a sense of depublicitarization of brand
expression that, paradoxically, hyperpublicitizes the whole environment of consumers’
lives, making the media-brand present and interacting in different ways with
consumers.

Digital advertising, in this sense, reflects a new form of advertising, at the same
time, revealing a new underlying expressiveness of suggestions and inductions to
consumption, based on calculations of big data and Artificial Intelligence (AI), because
there are, on the days present, a certain predisposition of the human to delegate to the
algorithm its decisions. Thus, the question can be raised: what will the advertising
industry become when the algorithms calculate all consumption possibilities and AI
data systems can define the consumption patterns of humanity? What will be its ontic
status? Is it in the same expressiveness that we know today of the speeches of
advertising and brands? There is new writing in conformation. What remains? What
changes? But none of this eliminates the senses of branded experiences. Algorithms
can recognize, describe, indicate, induce, but they can not experience or feel.

The previous questions pose essential challenges to communication studies for the
understanding of how this algorithmic logic works in communicational terms about
market and consumption. How would be the processes of production, circulation, and
consumption of brands and the interactions of brands with consumers in the logic of
algorithms? What would be this algorithmic writing of advertising?

At this point that we recover the valuable contribution of Gillespie [9], on the six
aspects of relevance of the algorithms, mentioned in the introduction, to find possible
ways of answering the presented questions, crossing the informational/communicational
aspects of the six relevant elements of the algorithm versus the dimensions of pro-
duction, circulation/interaction and reception/consumption.
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When thinking about the production of data in algorithms, we realize that the
promotion of standards for data inclusion happens through the actors. Such actors are
not necessarily human since AI has data capture machines. This finding favors the
dialogue with the actor-network perspective of Latour [15], which studies the actors in
connection in the digital networks and their flows of meanings. That is the
narrative/discursive course of the networks, as a new domain of understanding of
society and culture.

It should also be thought that this pattern of the form of data inclusion is previously
thought by humans, but not all actors of this big data production are human. This
process corresponds to the size of the production of the communication in algorithms to
perform calculations that predict probabilities of occurrences, seeking to anticipate to
consumers the offers of their most recurrent consumption practices. These calculation
criteria are not visible and comprise the ‘black box’ of the algorithms. Besides, there
are also groundbreaking discussions on the theme such as Beer [1], that deals with the
studies of algorithms beyond the technical question and thinking about their power
logic in cultural life, considering the productive intentionality, materialized in software
and the uses in daily consumption of these products.

Recent international papers about the subject like Bucher [13], acknowledge that
studies on production in algorithms and how they work are in greater quantity than
studies on their circulations and their effects, perceptions, what could be interpreted, in
the last case, such as studies about the imaginary of the reception of algorithms. This is
a subject little discussed in international scientific journals. See also Filho [23], about
this discussion, which emphasizes that most of the studies on algorithms are demar-
cated in the discussion of their functionalities and applicabilities or demarcated by the
interest in data privacy and the surveillance issues of the actions of social subjects,
considering the ethical implications of such processes. The effects of the algorithms and
their processes of appropriation in the cultures are little studied.

At any rate, this strong aspect of the social production of an algorithmic sense
reinforces what Gillespie [9], identified as an “algorithmic promise of objectivity,”
though idealized by the intentionality of production, but generalized in usage and
consumption, since, these are based on a belief that such devices work in the per-
spective of an impartiality, in the sense of what they offer to consumer users as
algorithmic truth. This aspect is false, because what is a selection of occurrences within
commercial interests and what happens in greater probability, which also favors the
commercial aspect of what is offered in the research of the data in its programmings.

The circulation/interaction and reception of the algorithm gain relevance from
Gillespie’s [9], perspective by the condition of directing (manipulating) users’ lives by
performing the mixture that induces, in the entanglement of occurrence calculations,
from the practices of public, users-consumers, allowing the design of a predictable
public. However, stays the question: what would be the level of adjustment and the
accidental in the algorithmic interactions? If there is a probability of occurrence of a
fact, however, small it is, this fact may occur. This aspect takes place in the third and
fourth stages of this reflection, which consider the sociocultural contexts of the influ-
ence of algorithms as narratives and as forms of interactions that predict the most
frequent as the central aspect of manipulation and that tends to be generalized, the
merges of brand and user-consumer interactions by the cross-data that favor a revealing
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dynamic of the actual data flows and the accidental one that would demarcate the
unusual occurrences and often out of commercial interests, but predicted as minimal or
rare probabilities and also an instance of fruition or cathartic aesthetic experience.

3 Advertising Algorithm and Narratives: A Sociocultural
Writing

Calculations of occurrences determined by algorithms in consumption are reflections of
data interpretation. The induction or manipulation of determined occurrences happens
in the interactions/circulations in the actions of users in the digital platforms toward the
previous determinations of possibilities that a given platform offers to the anticipated
conceptions of uses, denominated affordances. That is the concept that designates the
potential of an object to be used as it was designed to be used. This understanding of
the term, roughly, was offered by the psychologist Gibson [10], whose contribution
stimulated reflections from design to man-machine interactions. But there are unan-
ticipated uses and unusual occurrences that the algorithm calculus recognizes and can
resize their offers and their predictability (adjustment) versus uses in realities.

This finding allows us to say that the algorithm does not act in the same way in all
contexts and that the sociocultural and determinant aspect of adjustments to the cultural
practices of consumption. Thus, as we study the issue of advertising and identity of
Brazilian culture in 2012, realizing that the thematization and figurativization of
Brazilian aspects in commercials created the identification and the link of pertinence
and belongings to consumption [20], we can state that algorithm advertising also seeks
the adjustments with the public which allows understanding in the perspective of Hall
[11], that there are ideological processes that are specific to the contexts of
interaction/communication, being a purpose of the research in the area the search for
the nexus of the social production of meaning in their specific contexts, allowing us to
think that through the relationship between communication and ideology there is a
theoretical path to understand in practice the differences that the contexts of digital
humanities can present. Moreover, the calculations in the discursive formulations,
oriented to the consumers, will present thematizations and discursive figurativizations
that reflect the context of identification with the culture that is inserted.

In addition to the discursive level, we perceive that, in terms of a francophone
semiotics, it is as if the algorithms gave us an auxiliary narrative program that would be
subordinated to a main narrative program of the big commercial brands that would be
configured, in the perspective of looking for the conjunction with object of cognitive
and pragmatic value of brands, profit, which in turn depends on the consumer’s nar-
rative auxiliary program with the brand in the conquest also of an object of value
(cognitive and pragmatic offered by the brand) to consumers.

From the perspective of the semiotics in Peirce, applied to advertising [19], with a
view to the study of the semiosis of the senses of brands and consumers, in the
mediation of the algorithm, this semiosis would be framed in the perspective of the
interpretation of the data, on a scale of dynamic interpretants that would go from the
occurrences of the most recurrent to the rarest and unlikely.
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The formulations above, which are said in this way, make it appear that everything
would be programmed in the digital world and that the sociocultural world would be
determined by algorithmic logic. In a sense, this can be understood as true, but it is only
one way of a complex process in tow directions. The algorithm can determine reality,
but reality can also determine the algorithm. Thus, we return to the question raised in
the previous section of this discussion: but how is the question of the possibility of
adjustment and the accidental in the algorithmic interactions? Have the algorithms for
consumption served only retail? Or the offerings of brands would inhabit the minds of
consumers also in actions of an affective, cognitive order related to brands?

4 The Interactions in the Algorithmic Relations of Brands
and Consumers

Landowski [14], considers that the senses carry a risk, for although there is an order or
regime of programming of living to the conjunction of every living actor toward death,
for all actors of the great narrative of life, there is also in the narrative process of life,
facts that leave the logic of regularities, which are tensioned by a randomness that, in
turn, make the tensions between logics of an intentionality that contradict each other,
by the logic of the sensible and allows the adjustment for this sensitive aspect, towards
an accidental possibility (event), which can be good or bad.

The author emphasizes that the semiotics, in Greimas’s proposition, was always
occupied with the programmed and manipulative dimension of the senses and that it
gave little space to the accidental, and the adjustment, which is the exact space of
aesthetic experience, in terms of communication lived in the uses and media con-
sumptions with cultural products, including brand messages and advertising.

Algorithms as a device of mankind do not escape this maxim. But their condition of
writing is underlying as mathematical meta-language, constitutive of digital humanity,
therefore, constitutive of the realities in their mediation condition, as Coudry and Hepp
[4] treat, when considering data mediatization, or realities in datafication process.

The algorithm interaction considers the scheduling, manipulation, adjustment and
accident regimes, the last two results of the circulation processes and the media uses
and consumptions of the digital platforms and that by the AI conditions fit the pos-
sibilities of the identified data in the real dynamics of interactions.

At the same time, that such action in the uses of the algorithms, in theory, directs us
hypothetically to the accidental, as Landowski [14] thinks, but in the case of com-
mercial consumption it seems that the adjustment is always cooptated by the intentions
of the intentionality of the commercial production, becoming the sequence in possi-
bility manipulated of occurrence, when the accident interests. The mechanisms of AI
seem to seek the agile overcoming of the adjustment and annulment of the accidental
(not interesting), in the allotropic order of the permanent self-organization of the
programming of the algorithm. This allows the occurrence of accidental as a record that
tends to be incorporated or canceled.

It is important to say that in the risks of the senses, the accidental aspect can be
good or bad for the brand and/or consumers. Accident as an event capable of altering
the flow of narrative meaning of interactions is not necessarily a condition of digital

520 E. Trindade



interaction. There would be other factors that would influence the digital world out of
adjustment and accidental processes.

This is why we consider Stuart Hall’s [10] studies in which one, the author pre-
sents, in his discussions of communication and ideology, the idea of communication as
an interdisciplinary theoretical regionality that seeks to understand the nexus on social
production of meanings between events, cultural phenomena in the face of their
specific contexts.

Although the quantitative digital aspect of the mathematical ontic state of the
algorithm overlaps, its calculations are the result of an appropriation of big data
interpretations for specific contexts. The datafication of the world should not be
understood as homogeneous as it argues Couldry and Meijas [6]. This phenomenon
happens appropriately to the contexts which the data refers. Although we know that
there is a tentative standardization or colonization of the algorithmic programming of
consumption in the world, which constitutes a globalized Babel trying to meet the
commercial interests of large international corporations and the programmed logic
given as certain and regular, profitable.

On the other hand, such interests are strained by the adjustments and accidents of
the local contexts of interactions, with the random, irregulars and sensitives aspects that
are constituted from the uses and consumptions of the specific contexts, sometimes
escaping to that programmed by affordances and demanding adjustments of the algo-
rithm for action in specific contexts.

Today the algorithm devices find great advances in the retail sector and create links
between brands and consumers in the processes of buying and selling. Databases are
being fed, but there is still a path to be improved in these relationships in the field of
affectivity and cognition, which form stronger linkages between brands and consumers
in AI mediation.

In this sense, the study of algorithmic advertising must develop an agenda for the
investigation of social production of meaning in consumer cultures that must pass
through the communication, production, circulation, reception/consumption contexts,
combined with an understanding of morphology, semantics, syntax and the pragmatics
of the algorithms in human interactions and with their social institutions for an
understanding of their logic, always glimpsing the ethical dimension, since the
dimension of commercial intentions is not the only defining elements of the social
environment, which is also the environment of the economy of consumption. The
algorithm needs to be humanized in its purposes.

The algorithms, as we expose at the beginning of this exposition, can describe,
configure, induce, predict, but can not feel. The universe of the sensible can be cal-
culated, stimulated, described, provoked, but can not, or can not yet, be felt by the non-
human. The professionalization of the advertising area requires today digital knowl-
edge that was not relevant for two decades. However, today they are.

The new modalities of interactions mediated by digital algorithms in the con-
sumption and in the various dimensions of the digital humanity imply to know this new
language of media circulation, that is, to open the ‘black box’ for the understanding of
the morphological structures that make up the base of the algorithm code, its semantic
assignment forms (which means understanding the modes assign meanings, functions,
values/hierarchies). These dimensions would be in the horizon of the scheduling
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regime, observing the regularities (including statistics) and intentionalities, for the
constitution of syntax, an ordering as a basis in the occurrences and possible functions
predicted for the users-consumers, that is, the affordances.

On the other hand, the determination of affordances, from the circulation in the
interaction with the consumer and their form of appropriation, make it possible in the
AI dynamics to adjust the algorithm to the accidental real (positive or negative for the
brands), this new semantization and syntax constitutes within a pragmatic of the digital
language, ‘mathematizing’ the social life.

The proposition of a semio-pragmatic discussion justifies precisely because of the
ontological aspect of the digital sign, algorithm, which in its writing and narrative seeks
to determine in the interface with the human, the meanings that can be established in
cultural life in detriments of other possibilities.

In addition to the discussion of commercial interests, the ethical, moral intentions
that constitute human relations and AI are included. What do we want from this
intelligence? What consumption society do we want? The high level of regularity of
interactions in commercially programmed intentions understood in their contexts can
lead to a society that values the meaning of the profitable for few in the logic of
production in detriment of the interests of the majority of consumer society. What
consumption society do we want? Sustainable? Selfish or selfless? How to think col-
lectively in this logic?

The algorithms will be what we program to make them work. The semio-pragmatic
and cultural mediation of algorithms signs for consumption emerges as a proposal that
goes through the agenda of understanding its structuring signs (morphology and
semantics), its rules of order (syntax) that in the interactions of the logic of functioning
(pragmatic) given in the circulations, uses and consumptions for the appropriations of
subjects and institutions of social life.

These aspects are fundamental for a deeper social critique of the conformation of
the digital humanities and are the essential substratum for a good dialogue with a new
political economy of digital humanities communication in spite in Fuchs’ works [7, 8],
about the data fetish and the consequent social criticism of media, which should be
made for this positivist, administrative and often enthusiastic look at the practices of
social class, economic dynamics and implications for the life of consumption that this
digital presence brings, from a world given by the logic of the data, the algorithms.

This research agenda should also include, in addition to what has been commented
on algorithmic language structures and processes, three approaches, namely: the first
one refers to the understanding of how the ecosystem of brands is represented discur-
sively in digital communications and in the suggestions that foresee for the uses of the
algorithmic logic in the consumptions. This type of work shows in the action of the
media agents of the brands a logic of the present time that confers the representative
status of the digital sense to the imaginary of the social life in the lived moment. These
studies can be synchronic and diachronic, allowing the comparison between the forms of
representation of each temporal/spatial context and in their updates in time and space.
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Hepp emphasizes the importance of synchronic and diachronic studies to under-
stand the reality mediated by communication, by the mediatizing action of the media in
time/space, that is, in the contexts in which they are circumscribed, since the synchrony
reflects the actuality of the phenomenon and diachrony allows us to understand it in the
confrontation with the different media configurations of previous contexts. The com-
municational configurations are specificities to be analyzed in their actuality and their
historical senses, glimpsing possible communicational configurations in a future per-
spective [12].

The second aspect concerns research with users-consumers regarding the percep-
tions that they have about algorithms in consumption in their lives, to understand the
types of the logic of appropriation of such references in daily life. This type of research
is in line with Bucher’s work [3] which, as previously mentioned, discusses the
imaginary of perceptions about the algorithms and puts in the screen the discussion of
the effects and reception that are presented, as an approach with great potential to be
explored in the field of research on the subject.

Finally, the researches on digital interactions presuppose as a constitutive process
the semio-pragmatic analysis the understanding of the processes of enunciation in
digital networks that would support the understanding of their logic and narrative
flows. Here, Bruno Latour’s actor-network perspective is an articulating element of the
narrative flows in digital networks [15]. At this way, we can observe the brands in their
expressivities, not only as discourses, but as actants and actors of the process, per-
ceiving in the semantic and syntax of these flows the narrative programs of the actants
and their manifestations in discourses as actors, in the thematizations and figura-
tivizations of discursive temporalities and spatialities manifested in the discursive
updating of the platforms to interactions in networks. This process also requires
understanding the enunciation as communication in productive processes, circulation
and consumption and appropriation of speeches. The traditional protocol of narrative
and discursive semiotics already exists and only needs adaptations to the reality of
narratives and discourses of digital, algorithmic.

It should be emphasized that the field of circulation and consumption requires an
anthropological competence of the culture to detect media uses and consumptions,
requiring besides the socio-discursive understandings, an ethnographic and ethnolog-
ical view for a full understanding of this communication mediation of the culture in
digital humanity, via algorithms and individuals in their life contexts.

Only from this, it becomes possible to accumulate a set of information about the
discursive formulations of algorithmic advertising and to analyze the regimes of
interaction in their concrete manifestations.

5 Conclusions

On the other hand, this aspect of the volume of data creates a difficulty for the semio-
pragmatic proposal, since it would not apply to the general data of a brand phenomenon,
but to a reduction of consumer realities, from the selection of data better delimited,
envisioning a deeper understanding of their social logics of meaning production.
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This means that the semio-pragmatic perspective is limited to an understanding of
medium-range phenomena, related to its contextual characteristics, which is aligned
with the perspectives of studies of communication mediations as proposed by Martin-
Barbero [16], because the algorithms in their communicational action would be in the
centrality of the political-socio-cultural and economic life of the daily consumption
realities. And the intermedialities as dimensions of cultural mediations, manifested by
the logic of production and consumption and cultural matrices and industrial formats, in
which these devices are embodied in cultural life, shows specific forms of the institu-
tions of brands in their ways of generating sociabilities and cognitive processes of
consumer practices, such as cultural practices, together with consumers witch, through
the mediation of communication interactions, through algorithms and uses of digital
platforms, presents rituals of uses and consumptions that are proper to the relational
universes on the consumption of brands with their consumers in their appropriations of
realities.

In this sense, we rescue the principle that advertising algorithms are constituents of
consumption realities while being co-fabricated by the realities that are inserted. And
the study of cultural mediations combined with the semio-pragmatic perspective of the
relations brands and consumers are a privileged way to understand this phenomenology
of the symbolic materiality that ideologically conforms the senses of the social, backed
by a philosophical-theoretical axis in the media studies, that allows the most powerful
configuration of the theoretical regionality of communication, aspect that when we start
the text, was presented on the basis of Couldru and Hepp [4], which defend the
philosophical-theoretical position that contemporary reality is mediated by the com-
munication condition of the algorithm signs as a constituent element of this new
conformation of realities by data.

In the view proposed here, Couldry and Heep [4], although referring to the concept
of mediatization, which was not the subject of a deeper discussion of this work, may be
equated with the idea of communicational mediations in cultures of Martín-Barbero
[16], as we have already discussed, in Perez and Trindade [18], when we deal with the
signic mediations of consumption and its philosophical-theoretical status.

The relevant aspect of this work is to demarcate a possible theoretical path of
investigation in communication that seeks its space and voice, from a perspective, more
adjusted to the accidental regimes that constitute the specificities of the communica-
tional phenomena of consumption in the Brazilian context in Latin-American.
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