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Foreword

The 21st International Conference on Human-Computer Interaction, HCI International
2019, was held in Orlando, FL, USA, during July 26–31, 2019. The event incorporated
the 18 thematic areas and affiliated conferences listed on the following page.

A total of 5,029 individuals from academia, research institutes, industry, and
governmental agencies from 73 countries submitted contributions, and 1,274 papers
and 209 posters were included in the pre-conference proceedings. These contributions
address the latest research and development efforts and highlight the human aspects of
design and use of computing systems. The contributions thoroughly cover the entire
field of human-computer interaction, addressing major advances in knowledge and
effective use of computers in a variety of application areas. The volumes constituting
the full set of the pre-conference proceedings are listed in the following pages.

This year the HCI International (HCII) conference introduced the new option of
“late-breaking work.” This applies both for papers and posters and the corresponding
volume(s) of the proceedings will be published just after the conference. Full papers
will be included in the HCII 2019 Late-Breaking Work Papers Proceedings volume
of the proceedings to be published in the Springer LNCS series, while poster extended
abstracts will be included as short papers in the HCII 2019 Late-Breaking Work Poster
Extended Abstracts volume to be published in the Springer CCIS series.

I would like to thank the program board chairs and the members of the program
boards of all thematic areas and affiliated conferences for their contribution to the
highest scientific quality and the overall success of the HCI International 2019
conference.

This conference would not have been possible without the continuous and unwa-
vering support and advice of the founder, Conference General Chair Emeritus and
Conference Scientific Advisor Prof. Gavriel Salvendy. For his outstanding efforts,
I would like to express my appreciation to the communications chair and editor of
HCI International News, Dr. Abbas Moallem.

July 2019 Constantine Stephanidis



HCI International 2019 Thematic Areas
and Affiliated Conferences

Thematic areas:

• HCI 2019: Human-Computer Interaction
• HIMI 2019: Human Interface and the Management of Information

Affiliated conferences:

• EPCE 2019: 16th International Conference on Engineering Psychology and
Cognitive Ergonomics

• UAHCI 2019: 13th International Conference on Universal Access in
Human-Computer Interaction

• VAMR 2019: 11th International Conference on Virtual, Augmented and Mixed
Reality

• CCD 2019: 11th International Conference on Cross-Cultural Design
• SCSM 2019: 11th International Conference on Social Computing and Social Media
• AC 2019: 13th International Conference on Augmented Cognition
• DHM 2019: 10th International Conference on Digital Human Modeling and

Applications in Health, Safety, Ergonomics and Risk Management
• DUXU 2019: 8th International Conference on Design, User Experience, and

Usability
• DAPI 2019: 7th International Conference on Distributed, Ambient and Pervasive

Interactions
• HCIBGO 2019: 6th International Conference on HCI in Business, Government and

Organizations
• LCT 2019: 6th International Conference on Learning and Collaboration

Technologies
• ITAP 2019: 5th International Conference on Human Aspects of IT for the Aged

Population
• HCI-CPT 2019: First International Conference on HCI for Cybersecurity, Privacy

and Trust
• HCI-Games 2019: First International Conference on HCI in Games
• MobiTAS 2019: First International Conference on HCI in Mobility, Transport, and

Automotive Systems
• AIS 2019: First International Conference on Adaptive Instructional Systems



Pre-conference Proceedings Volumes Full List

1. LNCS 11566, Human-Computer Interaction: Perspectives on Design (Part I),
edited by Masaaki Kurosu

2. LNCS 11567, Human-Computer Interaction: Recognition and Interaction
Technologies (Part II), edited by Masaaki Kurosu

3. LNCS 11568, Human-Computer Interaction: Design Practice in Contemporary
Societies (Part III), edited by Masaaki Kurosu

4. LNCS 11569, Human Interface and the Management of Information: Visual
Information and Knowledge Management (Part I), edited by Sakae Yamamoto and
Hirohiko Mori

5. LNCS 11570, Human Interface and the Management of Information: Information
in Intelligent Systems (Part II), edited by Sakae Yamamoto and Hirohiko Mori

6. LNAI 11571, Engineering Psychology and Cognitive Ergonomics, edited by Don
Harris

7. LNCS 11572, Universal Access in Human-Computer Interaction: Theory, Methods
and Tools (Part I), edited by Margherita Antona and Constantine Stephanidis

8. LNCS 11573, Universal Access in Human-Computer Interaction: Multimodality
and Assistive Environments (Part II), edited by Margherita Antona and Constantine
Stephanidis

9. LNCS 11574, Virtual, Augmented and Mixed Reality: Multimodal Interaction
(Part I), edited by Jessie Y. C. Chen and Gino Fragomeni

10. LNCS 11575, Virtual, Augmented and Mixed Reality: Applications and Case
Studies (Part II), edited by Jessie Y. C. Chen and Gino Fragomeni

11. LNCS 11576, Cross-Cultural Design: Methods, Tools and User Experience
(Part I), edited by P. L. Patrick Rau

12. LNCS 11577, Cross-Cultural Design: Culture and Society (Part II), edited by
P. L. Patrick Rau

13. LNCS 11578, Social Computing and Social Media: Design, Human Behavior and
Analytics (Part I), edited by Gabriele Meiselwitz

14. LNCS 11579, Social Computing and Social Media: Communication and Social
Communities (Part II), edited by Gabriele Meiselwitz

15. LNAI 11580, Augmented Cognition, edited by Dylan D. Schmorrow and Cali M.
Fidopiastis

16. LNCS 11581, Digital Human Modeling and Applications in Health, Safety,
Ergonomics and Risk Management: Human Body and Motion (Part I), edited by
Vincent G. Duffy



17. LNCS 11582, Digital Human Modeling and Applications in Health, Safety,
Ergonomics and Risk Management: Healthcare Applications (Part II), edited by
Vincent G. Duffy

18. LNCS 11583, Design, User Experience, and Usability: Design Philosophy and
Theory (Part I), edited by Aaron Marcus and Wentao Wang

19. LNCS 11584, Design, User Experience, and Usability: User Experience in
Advanced Technological Environments (Part II), edited by Aaron Marcus and
Wentao Wang

20. LNCS 11585, Design, User Experience, and Usability: Application Domains
(Part III), edited by Aaron Marcus and Wentao Wang

21. LNCS 11586, Design, User Experience, and Usability: Practice and Case Studies
(Part IV), edited by Aaron Marcus and Wentao Wang

22. LNCS 11587, Distributed, Ambient and Pervasive Interactions, edited by Norbert
Streitz and Shin’ichi Konomi

23. LNCS 11588, HCI in Business, Government and Organizations: eCommerce and
Consumer Behavior (Part I), edited by Fiona Fui-Hoon Nah and Keng Siau

24. LNCS 11589, HCI in Business, Government and Organizations: Information
Systems and Analytics (Part II), edited by Fiona Fui-Hoon Nah and Keng Siau

25. LNCS 11590, Learning and Collaboration Technologies: Designing Learning
Experiences (Part I), edited by Panayiotis Zaphiris and Andri Ioannou

26. LNCS 11591, Learning and Collaboration Technologies: Ubiquitous and Virtual
Environments for Learning and Collaboration (Part II), edited by Panayiotis
Zaphiris and Andri Ioannou

27. LNCS 11592, Human Aspects of IT for the Aged Population: Design for the
Elderly and Technology Acceptance (Part I), edited by Jia Zhou and Gavriel
Salvendy

28. LNCS 11593, Human Aspects of IT for the Aged Population: Social Media, Games
and Assistive Environments (Part II), edited by Jia Zhou and Gavriel Salvendy

29. LNCS 11594, HCI for Cybersecurity, Privacy and Trust, edited by Abbas Moallem
30. LNCS 11595, HCI in Games, edited by Xiaowen Fang
31. LNCS 11596, HCI in Mobility, Transport, and Automotive Systems, edited by

Heidi Krömker
32. LNCS 11597, Adaptive Instructional Systems, edited by Robert Sottilare and

Jessica Schwarz
33. CCIS 1032, HCI International 2019 - Posters (Part I), edited by Constantine

Stephanidis

x Pre-conference Proceedings Volumes Full List



34. CCIS 1033, HCI International 2019 - Posters (Part II), edited by Constantine
Stephanidis

35. CCIS 1034, HCI International 2019 - Posters (Part III), edited by Constantine
Stephanidis

http://2019.hci.international/proceedings
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HCI International 2020

The 22nd International Conference on Human-Computer Interaction, HCI International
2020, will be held jointly with the affiliated conferences in Copenhagen, Denmark, at
the Bella Center Copenhagen, July 19–24, 2020. It will cover a broad spectrum
of themes related to HCI, including theoretical issues, methods, tools, processes, and
case studies in HCI design, as well as novel interaction techniques, interfaces, and
applications. The proceedings will be published by Springer. More information will be
available on the conference website: http://2020.hci.international/.

General Chair
Prof. Constantine Stephanidis
University of Crete and ICS-FORTH
Heraklion, Crete, Greece
E-mail: general_chair@hcii2020.org

http://2020.hci.international/

http://2020.hci.international/
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Abstract. The volume of Arabic information is rapidly increasingly
nowadays, and thus, access to the corrects is arguably one of the most
difficult research problems facing readers and researchers. Text Summari-
sation Systems are utilised to produce a short text describing significant
portions of the original text. That is by selecting the most important
sentences, following several steps: preprocessing, stemming, scoring, and
summary extraction. Nevertheless, summarisation systems remain still
in their infancy for the Arabic language. Therefore, this paper proposes
an automatic Arabic text summarisation systems, entitled Wajeez, that
introduces a new inclusive scoring formula that generates a final sum-
mary from several top-ranking sentences. Wajeez was applied on two
different datasets: the Essex Arabic Summaries Corpus (EASC) and a
manual summary to assess its performance using the Recall-Oriented
Understudy for Gisting Evaluation (ROUGE) set of metrics. In compar-
ison to two other competitions systems, Wajeez performed comparatively
well when a title is provisioned to support summarisation.

Keywords: Natural language processing · Text summarisation ·
Extractive approach · Arabic language · Sentence scoring methods ·
Ranking

1 Introduction

As research on text summarisation is becoming a hot topic in Natural Language
Processing. There is a big demand for automatic text summarisation systems
which automatically retrieves the data from documents that minimising our
precious time. The benefits of automatic Arabic text summarisation appear on
some applications and fields such as the first page of the newspaper is a brief
summary of next pages, sending news by SMS that helps in keeping the time of
users. Eduard Hovy defines a summary as: “a text that is produced from one or
more texts, which contains a significant portion of the information in the original
text(s), and that is no longer than half of the original text(s)” [13].
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Text summarisation can be classified according to different criteria; one of
these criteria is summarisation method. The summarisation methods can be
classified into abstractive and extractive summarisations [11]. Extractive Text
Summarisation (ETS) uses classical approaches to generate summaries by crop-
ping important segments of the original text and combining them to build a
consistent summary. In Abstractive Text Summarisation (ATS), the document
will be generated from scratch without being restrained to phrases from the
original text. This is like the human-written sentences to generate summaries.

The Arabic language is the native language for more than 300 million people
worldwide and one of the six official languages used at the United Nations. The
Arabic languages includes 28 letters and is written from right to left. The letters
change forms according to their position in the word. Furthermore, Arabic short
vowels do not appear as letters it appears as diacritical marks, which are marks
written on the top. In addition, the Arabic language has no capitalisation. In
written Arabic, if the vowels omitted then the result will have a higher level of
ambiguity. This ambiguity will be a problem in information retrieval, in the fact
that an Arabic word can have several meanings. In addition to the ambiguity,
there is another problem of the plural form of irregular nouns, also called broken
plural. In this case, a noun in plural takes another morphological form different
from its initial form in singular [16].

There is a need of Arabic text summarisation as the number of texts written
in Arabic rapidly increases. Users cannot manually handle a large amount of
text, and thus there is a necessity to have an automated system to generate a
summary to give the reader the main idea of the text. Therefore, the need to
automate Arabic text summarisation was a desirable goal. Text summarisation
(TS) aims to generate a new document (summary) which consisting of a few
sentences capture the most important content of an input document or a set of
documents.

This paper proposes a new system, Wajeez, that automatically generates
summarisation of Arabic text to balance both information scores and readabil-
ity. That is by extracting sentences of the highest scores to help understand
the general meaning of the original text. The main objectives of this work is
examine the effect of combining many features of text extraction that generate
an automatic Arabic summary text depending on the extraction of the most
salient sentences of a text that help to understand the general meaning of the
whole text. The performances of Wajeez is comparatively assessed against two
established systems using the Recall-Oriented Understudy for Gisting Evalua-
tion (ROUGE) set of metrics. The findings support the usefulness of Wajeez at
producing valid summarisation when an adequate title is provided with the text
to be summarised.

The remainder of this paper is organised as follows. First, the related work
section reviews work for extractive text summarisation system for both Arabic
and English languages. Third, the following sections describes Wajeez, the pro-
posed extractive Arabic text summarisation systems. Fourth, the experimental
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set-up is descried and the results are presented and discussed. The final section
summarises and concludes the paper and briefly draws future directions.

2 Related Work

The past few years have seen many works proposing text summarisation tech-
niques for various languages. In this section, a review of the literature on extrac-
tive text summarisation system for English and Arabic language will be pre-
sented. First, we will present many related works for the English language. Then
some Arabic text summarisation system will be shown in the second part.

Since 1950’s, a lot of researches have been conducted on text summarisation
using a variety of and languages. For an English language system, a computer
program that used machine learning and natural language processing developed
approaches to automatically generate summaries of full-text scientific publica-
tions [8]. This program uses an extractive approach to generate the summery.
The summaries of the sentence and fragment levels were evaluated in finding
common clinical systematic review (SR) data elements.

A novel word-sentence co-ranking model named CoRank was proposed [12].
This CoRank model combines sentence scoring techniques by combine the word-
sentences relationship with the graph-based unsupervised ranking model. The
actions of CoRank are also supplemented with a redundancy elimination tech-
niques. Two real-life datasets were used to assess the performance of CoRank
with nearly 600 documents. The findings confirm the effectiveness of the pro-
posed approach in producing short summaries.

A model for automatic text summarisation was introduced and was based
on fuzzy logic system evolutionary algorithms and cellular learning automata
[1]. First, the proposed approach extracts the most important features. A lin-
ear combination of these features shows the importance of each sentence. A
combined method based on artificial bee colony algorithm and cellular learning
automata are then used to calculate similarity measures. Furthermore, a new
method is proposed to set the best weights of the text features using particle
swarm optimisation and genetic algorithm. This method assigns weights to all
text by discovering more important and less important text features. In the end,
a fuzzy logic system is used to perform the final scoring.

A topic modeling approach to extractive automatic summarisation was pre-
sented to achieve a good balance between compression ratio, summarisation
quality, and machine readability [18]. The approach goes through many steps,
the first step is extracting the candidate sentences associated with topic words
from a preprocessed novel document. Then, select the most important sentences
from the candidate sentences to generate an initial novel summary. The last step
is the summary smoothing to improve the summary readability by overcomes
the semantic confusion caused by ambiguous or synonymous words.

Text summarisation field has not been studied enough for Arabic language
and currently, only a few related works are available. The first system designed
for Arabic text summarisation, uses a combination of many statistical features
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(terms frequency, the position of the sentence, etc.) [9]. Extractive Arabic Text
Summarization based on graph theory and semantic similarity between sentences
to calculate importance of each sentence in the document so to extract the most
important sentence was also developed [6]. For a final extractive summary, they
used the ranking algorithm in combination with Maximal Marginal Relevance
method instead of selecting top-ranked sentences. For experimentation, they had
been building their own corpus of Arabic articles, a total number of documents is
25 were the summaries produced manually by an expert in the Arabic language.
Their approach evaluated using Precision, Recall, and F-measure and obtained
by the following values 79.0%, 71.8% and 75.22% respectively.

An Arabic text summarisation system that combines statistical and semantic
approaches to achieve the summarisation task implemented was more recently
proposed [5]. The system goes through three steps; preprocessing, computes
P the similarity between each pair of sentences, then converts the text into
a graph model using PageRank algorithm. Then, the score of each sentence
is improved by adding other statistical features such as TF.IDF and sentence
position. Including the top-ranked sentences from the input, document forms
the summary, and an adapted version of maximal marginal relevance (MMR)
algorithm is applied to remove information that is redundant and enhance the
quality of the result summary.

Text summarisation relies heavily on human-engineered features. Therefore,
a generic extractive Arabic Single-Document summarisation approach using the
hybrid graph and statistical approaches integrated with the Genetic Algorithm
that depends on the semantic relationship between sentences was proposed [14].
The evaluation of this approach using EASC corpus, and ROUGE evaluation
method to determine the accuracy. With compression ratio equal to 40% of the
original text size, the F-measure equal to 0.5476 for ROUGE-1 and 0.4465 for
ROUGE-2. In another paper, an approach for using Practical Swarm Optimisa-
tion (PSO) algorithm for summary extraction for single Arabic document was
produced [2]. In the research, EASC corpus used as a dataset and evaluated
the result using ROUGE tool. PSO approach combined informative scoring with
semantic scoring to find the optimal summary.

In conclusion, it is notable that each of the above-mentioned approaches
has its own advantages towards single-document summarisation. However, there
are some issues and limitation. From this section, we can see that there is no
approved benchmark for the Arabic language used in the evaluation process nei-
ther gold standard corpora and the different measures used to assess text sum-
marisation. This gap is address in this works and its exploration of appropriate
techniques for the Arabic text summarisation.

3 Extractive Arabic Text Summarisation System

In this section, the processes and structure of our proposed Extractive Automatic
Arabic Text Summarization System, Wajeez, are presented. The system is easy
to use and has the feature of enabling the user to determine the size of the
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summary through a number of sentences, a number of words and a percentage
of the original. It also allows the user to enter a query to enhance the summary.
i.e. the user can enter a specific word or a list of words. First, we divide the
text to set of sentences. We then assign a score to each sentence based on seven
scoring functions calculated for each sentence. At the end, we pick sentences
that have a maximum score while satisfying the constraint set by the user in
terms of length of the summary and the query if it had entered Otherwise the
system will generate the default summary size which is 30% as some other system
[5,6]. Wajeez processes on five main subsystems: data acquisition, preprocessing,
stemming, sentence scoring, and finally we generate the summary within the user
determined size. The following subsections summarises each subsystems, with a
particular concentration on the scoring function.

3.1 Data Acquisition

The data acquisition subsystem describes the inputs of the system and it is
required structure. Text, query, and size of the text are the main inputs of the
system. The user then selects either support the system with a query to satisfy a
requested summary, which would be a sentences, word, or a collection of words.
The user would then specify the size of the summary as a generated ratios, a
specified number of sentences or number of words.

3.2 Preprocessing

The preprocessing subsystem is a structured representation of the original text.
Preprocessing has six main steps: sentence segmentation, tokenisation, removing
sentence noise word, and removing stopwords, and extracting strong words. The
task of preprocessing is to segment a text into a set of sentences then filter the
sentences from undesirable additions such that: numbers, symbols, punctuation,
diacritics, define article and stop words.

Sentence Segmentation. Texts segmentation is the process of dividing input
text into meaningful units called a sentence. This task involves identifying sen-
tence boundaries between words in different sentences [15]. Most written lan-
guages, including Arabic language, have main punctuation marks which occur
at sentence boundaries such as the period, question mark, and exclamation mark.
One sentence segmentation issue occurs with a period, where it can be used for
terms such as Dr. in the English language. To deal with this issue we proposed a
list of Arabic abbreviations that end with or contain period, which contributed
to an increased level of performance.

Tokenisation. Tokenization is a text term number which is a count measure
used in calculating a number of words in text input to be text’s size. It is used
in generating a summary if a user specified a desired size of summary by words
number. In addition, it is important in the coming preprocessing steps, which
deals with each word individually.
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Removing Sentence Noise Word. The noise of sentence means the additions
to a sentence or to individual words that not needed in next processes. It includes
filtering each sentence from numbers, punctuations, and diacritics and defines
articles.

Removing Stopwords. Stop words are non-meaning words appear mostly in
the text to conjunction other words. There are categories of stop words: prepo-
sitions, pronouns, relative pronouns, demonstrative pronouns, etc. Stop words
filtered out before or after processing of natural language data to make the
process easier. In Wajeez, an open source list of Arabic stopwords is used [7].

Extracting Strong Words. Strong words in Arabic are word with a strong
meaning that needs to be considered when calculating the scoring function to
increase the importance of a sentence that appears with one or more strong
words. It is a statistical technique to identify and increase the strong word
counter value if one of the strong words appears in a sentence.

3.3 Stemming

The stemming subsystem is converting each word to its stem, which the past
verb forms. All words are derived from the stem, and there are several kinds
of derives: verb derivation, noun derivation, and infinitive derivation. Summari-
sation systems need to stem process because it works with the meaning of the
words, not the forms, the system then will calculate the frequency of stems and
compute the similarity of two sentences, the similarity with title or query if it
exists. In Wajeez, three stemmers were investigated: Khoja, ISRI, and Tasha-
phyne light stemmer.

3.4 Sentence Scoring

In the process of identifying important sentences, determining the factors that
affect the relevance of sentences. Our proposed system uses the following seven
factors to calculate scoring function for each sentence: Position (Ps) also known
as the Location of Sentence, Length of Sentence (L), Frequencies (F) for each
word on sentence, Similarity (SI) to determine whether this sentence related
to other sentences, existence of Strong Word that commonly used on Arabic
(SW), existence of Title Matching Stems (TM) and user entered Query Matching
Stems (QM).

To analysis scoring function first, we had tested the factors separately on
some text to calculate how much each factor affects summarisation by using
standard evaluation measures for each factor. Compute the factors for each sen-
tence by using following equations.

Let Ps be a position of the sentence that calculated using a counter that
retains the appearance position of each sentence in the original text. Then:

Ps(s(i)) =
Ns − Ps

Ns
(1)
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Where Ns is the number of sentences in original text and P is the position of
sentence s(i).

Let L be the length of sentence which computed by calculating the number
of stems in a sentence s(i) divided by the number of words in the sentence that
has the highest length.

L(s(i)) =
Number of stems

Number of words of the highest length of sentence
(2)

The frequency of a word or word frequency Fw is count repetition of each
word individually in a whole text. Then divide by total text words.

Fw(w(i)) =
count(w(i))

Nw
(3)

Where count(w(i)) is the number of occurrence of word w(i) and Nw is the total
number of words in the document. Then, frequency F for each sentence s(i) is
calculated below where k is the number of words in sentence s(i).

F (s(i)) =
∑k

i=1 Fw(w(i))
k

(4)

Once you are reading the title you will get the idea of that text. Sentence
s(i) will be classified as important if there exists intersection with title stems.
The similarity with the title will be calculated by:

TM(s(i)) =
stem(s(i)) ∩ stem(t)
stem(s(i)) ∪ stem(t)

(5)

Where stem(s(i)) is the stem of words in a sentence s(i) and stem(t) is the stem
of words in the title t.

The sentence s(i) is more important than other sentences if its stems com-
monly appear in other text sentences. The similarity with text sentences will be
calculated below where stem(ts) represent words stems of all text sentences and
stem(s(i)) be as described previously.

SI(s(i)) =
stem(s(i)) ∩ stem(ts)
stem(s(i)) ∪ stem(ts)

(6)

Hence this system is built to serve user as much as possible, it asks the user to
enter a query that includes desirable words or complete sentence which the user
prefer to appear on the generated sentences. Query matching will be calculated
for sentences s(i) as:

QM(s(i)) =
stem(s(i)) ∩ stem(q)
stem(s(i)) ∪ stem(q)

(7)

Where stem(s(i)) is the stem of words in a sentence s(i) and stem(q) is the
stem of words in the user entered a query.
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The Arabic language includes some words that make the sentence a strong
meaning which are preferable in summary. The sentence s(i) which has strong
words will be assigned a score by:

SW (s(i)) =
Number of strong word in s(i)

length of sentence s(i)
(8)

After calculating a scoring function for each sentence using the equations
above, the sentences should be sorted according to its scoring function value
and its weight in a decreasing order. The proposed scoring function is a function
based on the linear combination of all factors, then multiplying the score for each
sentence by a scale value to normalise fluctuated factor values of each factor to
improve the summary extracted result.

Score(s(i)) = Ps(s(i))+L(s(i))+F (s(i))+SI(s(i))+TM(s(i))+QM(s(i)) (9)

S(i) =
N∑

k=1

S(k) · Score(s(i)) (10)

Where S(k) is the scale to normalise fluctuated feature values of each factor
and N represents the number of factors and i is represented the number of
sentences which entered by the user. To calculate this scale, take the average
values of factor F respect to all sentences and repeat this with all factors. Pick
the largest average of these factors then divides it by factor value as:

S =
Largest average

Average factor value
(11)

3.5 Summary Generation

This is the last step in our system, which produce the output (summary) to
the user according to the entered size either by ratio, number of sentence or
number of words. If the user chooses to summarise the text based on “sentences
number”, then the extraction process done by ranking the sentences based on
their scores, after that extract the highest ith sentences. If the size unit is ratio
or number of words Wajeez system using LengthController algorithm which is
based on the 0/1-Knapsack problem to generate the final summary which ensures
it has a highest possible score and not exceed the size [10]. Finally, order these
extracted sentences depending on the priority of their position as they appear
in the original text.

4 System Evaluation

Wajeez was developed using Python 2.7.x programming language. In our sys-
tem, we used two datasets to evaluate our system: EASC and manual sum-
maries. EASC is used to evaluate the proposed approach. The corpus includes
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153 documents and has five summaries for each document; with a total of 765
Arabic human-made summaries generated using Mechanical Turk (Mturk) [10].
Ten subjects are embedded in EASC corpus: art, music, environment, politics,
sports, health, finance, science and technology, tourism, religion, and education.
In Wajeez System, we select 3 articles from each subject. Manual summaries we
provide 12 texts from different sources: sites, newspapers, and e-book that are
in different scopes type: science, news, research, general Articles, hadith, and
health.

Evaluating the summarisation approaches face a challenge with Arabic
text summarisation systems, it can be done manually, automatically, or semi-
automatically [4]. However, it appears that one of the main problems in Arabic
text summarisation is the absence of Arabic gold standard summaries. More-
over, the difficulties of evaluation for Arabic summarisation is due to the lack
of Arabic benchmark corpora, lexicons and machine-readable dictionaries make
automatic [3].

In the evaluation, we will measure the actual quality of the machine sum-
maries generated by our system. The summary will be produced based on one
of three units either percentage, a number of sentences or number of words that
user specify it. We will combine two based of the summary techniques: Generic
and Query to improve the quality of the machine summary.

We ran our algorithm to generate summaries for sample texts in different
sizes: 20%, 25%, 30%, 35%, and 40% which are the ratios of the summary length
to the original document length. To evaluate the system generated summaries,
three measures were used: precision, recall, and F-measure. F-measure (F ) bal-
ances recall and precision using a parameter β, where β = 1. This means preci-
sion and recall are given equal weight. More formally, we assume that Smanual

is the set of sentences in the manual summary and Sauto is the sentences in the
auto-generated summary, therefore:

P =
|Smanual ∩ Sauto|

Sauto
(12)

R =
|Smanual ∩ Sauto|

Smanual
(13)

F =
2PR

P + R
(14)

Table 1 displays the performance results of Wajeez using the EASC dataset
at varying summary sizes. We then compare our system with two competitive
approaches, Arabic Summarisation based on Graph Theory (ASGT) and Arabic
Summarisation based on the statistical and semantic analysis. ROUGE toolkit
[7,17] had been used to evaluate our automatically generated summaries that
are a widely used evaluation metric. We choose to take the summary size equal
to 30% in the comparison. The results of comparing our system with the other
two systems are shown in Table 2.
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Table 1. Wajeez’s evaluation results on the EACS dataset at varying summary sizes

Summary size F-measure

20% 0.27

25% 0.29

30% 0.32

35% 0.33

40% 0.34

Table 2. Wajeez’s evaluation results on the EACS dataset in comparison with ASGT
and SSAS.

Summary size F-measure

ASGT 46.75

SSAS 58.2

Wajeez 31.5

Table 2 shows that Wajeez has the lowest performance over the other two
systems. We conclude that this may occur because our system has the best
performance when the text contains a title. SSAS system has the highest F-
measure with 58.2%.

On the other hands, we had tested the quality of the machine summary using
the manual dataset. We provide 12 texts from different sources (Sites, Newspa-
pers, and E-book that are in different scopes type: Science, News, Research,
General Articles, Hadith and Health) to an expert to get human summaries and
experience of these texts. Then we auto-generate the summary for these texts
using Wajeez system in different sizes. The summaries were evaluated to get
Precision (P), Recall (R) and F-measure (F) measures for untitled text and title
text as well. Table 3 shows the average results of the manual summary results.
After evaluating many tests, the system performance with F measures is equal
to 0.59 with title feature calculation and 0.58 without title calculation, which
considered as a high performance compared to some other Arabic systems. In
addition, Wajeez system gives greater value for its performance at 40%, and this
performance will increase up when percentage increases.
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Table 3. Wajeez’s evaluation results on the manual text summary

Summary size P R F-measure

15% 0.422 0.422 0.422

25% 0.551 0.678 0.607

30% 0.583 0.582 0.578

40% 0.630 0.600 0.639

15% (with title) 0.472 0.500 0.482

25% (with title) 0.644 0.737 0.687

30% (with title) 0.575 0.617 0.593

40% (with title) 0.676 0.753 0.710

5 Conclusion and Future Work

This paper proposed a new Extractive Arabic text Summarisation, entitled
Wajeez. The main contribution of this work is the investigation of a prepro-
cessing methods, preprocessing for a light stemmer Tashaphyne [16] to enhance
its performance and scoring function. Testing was done to measure the perfor-
mance of the system for the EASC corpus dataset as well as the manual dataset.
Rouge toolkit was used, in addition to EASC corpus; the system has a low perfor-
mance comparing with ASTG and SSAS with F-measure equal to 31.5% for our
system and 46.75% and 58.2% respectively. After perform testing on the manual
dataset, the performance of the system with F-measures is equal to 59% with
title feature calculation and 58% without title calculation. In addition, Wajeez
system gives greater value for its performance at 40%, and this performance will
increase up when parentage increases.

For future work, we will allow the system to categorise the text and to gen-
erate a title for a non-title text. Also, we will enable the user to enter text by
entering a URL of a web page and to send the summary by email. We will
improve the system performance by summarising the generated summary if the
user chose a different size on the same text.
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Abstract. Automatic speech recognition is the area of research concerning the
enablement of machines to accept vocal input from humans and interpreting it
with the highest probability of correctness. There are several techniques to
implement speech recognition models. One of the emerging techniques is using
neural networks with deep learning for speech recognition. Arabic is one of the
most spoken languages and least highlighted in terms of speech recognition.
This paper serves as a brief review on the available studies on Arabic speech
recognition. In addition, it sheds some light on the services and toolkits available
for Arabic speech recognition systems’ development.
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1 Introduction

Arabic is one of the most widely spoken languages around the world with an estimated
number of over 313 million speakers with 270 million as a second language speaker of
Arabic ranked as the forth after Mandarin, Spanish and English [1]. Moreover, it is the
language of the Islamic holy book “Quran” with 1.8 billion Muslims around the world
in 2015 and projected to increase to 3 billion in 2060 [2]. There have been relatively
little speech recognition researches on Arabic compared to other languages [3].

The Arabic language has three types: classical, modern, and dialectal. Classical
Arabic is the language Quran. Modern Standard Arabic (MSA) is based on classical
Arabic but with dropping some aspects like diacritics. It is mainly used in modern
books, education, and news. Dialectal Arabic has multiple regional forms and is used
for daily spoken communication in non-formal settings. With the advent of social
media, dialectal Arabic is also written. Those forms of the language result in lexical,
morphological and grammatical differences resulting in the hardness of developing one
Arabic NLP application to process data from different varieties.
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Al-Anzi and AbuZeina in [4] addressed challenges in speech recognition such as
different acoustic conditions, different accents, and the variety of expressing words.
Meanwhile, they introduce Arabic speech recognition challenges such as the Arabic
script discretization. The authors claimed that the Arabic language is in the early stages
compared to English.

Deep learning is a branch of machine learning that inspired by the act of the human
brain in processing data based on learning data by using multiple processing layers that
has a complex structure or otherwise, composed of multiple non-linear transformations
that is capable of unsupervised learning from unstructured or unlabeled data. Deep
learning research has been successful in the last few years and it is used in various
fields such as in computer vision, speech recognition, natural language processing,
handwriting recognition. Deep learning is one of the promising areas in machine
learning for the future tasks involved in machine learning especially in the area of the
neural network [5].

The published research on models, techniques and applications on English speech
recognition based on deep learning is comparably higher than that of Arabic. For
Arabic, the literature is limited and scattered. This review serves as pivot point aiming
at shedding the light on the available literature on Arabic speech recognition using deep
learning.

In later sections, we will introduce the following: Sect. ‘2’ Review methodology.
Then, in Sect. ‘3’, the background and related work presented and discussed. After
that, in Sect. ‘4’ Application of Arabic Automatic Speech Recognition (AASR) is
presented. Further, Sect. ‘5’, discusses the techniques used for deep learning with
AASR. Finally, Sect. ‘7’ is the conclusion.

2 Review Methodology

In developing this review, we are inspired with the methodology described by [6, 7].
Additionally, the focus of this review is depicted in the following research questions:

RQ1: what are the techniques for ASR
RQ2: what are the studies on Arabic ASR using deep learning
RQ3: what are the available services and frameworks for developing Arabic ASR.

The databases we did search in are ACM, IEEE, Springer, Sage journals and
Science Direct. The keywords used are: “Deep learning”, “Arabic automatic speech
recognition”, “Speech recognition”, “Arabic speech recognition”, “Neural Networks”,
“Deep neural networks”, “Recurrent neural networks”, “Voice recognition”. Moreover,
timeframe of the review focused on published papers from year 2000 until now. After
eliminating papers that does not answer the research questions, we are let with 17
papers. Figure 1 shows the distribution of the papers across the different databases.
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3 Background and Related Work

The aim of speech recognition is to enable machines to accept sounds and act based on
it. Automatic speech recognition is the ability for a machine to recognize “receive and
interpret” the speech and convert it into readable form or text and performing an action
based on the instructions defined by the human [8].

Speech analysis is the process of analyzing voice and different speech patterns.
Speech analysis techniques are divided into segmentation analysis, sub-segment
analysis, and surpa segmental analysis [9]. Meanwhile, speech feature extractions are
done using Linear predictive coding (LPC) and Mel frequency cepstral coefficients
(MFCC).

In addition, the approaches of speech recognition are the Template-Based approach,
Knowledge-based approaches, Neural network based approaches, Dynamic time
warping (DTW) based approaches and Hidden Markov model (HMM) based speech
recognition [10].

Template based approach is the process of matching unknown spoken word and
then comparing them with speech patterns templates (pre-recorded words) to find the
best match. While the Knowledge-based approach deals with acoustic aspects of
spoken words. It analyses sound wave properties based on observed features and then
incorporate them with the knowledge of the relationship between the acoustic feature
and phonetic symbol. The spoken words are decoded to obtain a sequence of phonemes
and other linguistic units. Moreover, Dynamic Type Warping approach is based on an
algorithm for measuring the similarity between two sequences, to find the optimal
match between a given sequence that may be varied in time or speed. Finally, Hidden
Markov Model which is widely used in the stochastic approach, where the Hidden
Markov model is characterized using a set of distribution outputs and finite state
Markov model. Word and phone boundaries are automatically determined in the
training process.

In this paper, we will focus on neural network-based approaches that are repre-
sented as an important class of discriminative techniques and as it inspired the
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Springer, 
2

Other, 5

IEEE Springer Other

Fig. 1. Research paper results based on the publisher
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biological neural networks. In the following paragraph, we will discuss the literature
based in terms of AASR classification, stages, and techniques.

Authors Yu and Deng [11] dissected the AASR system into four stages. First,
preprocessing stage. Second, Feature extraction stage. Third, decoding using Acoustic
model, Language model, and pronunciation dictionary. Fourth, Post-processing results
were the best hypothesis is produced. The stages work as following: First, speech
waveform used as input in the preprocessing stage. Then, the output is processed
speech waveform and this is used as input in feature extraction stages where we have
the feature vector as output and use it as input in the next stage, the decoding stage. In
this stage, the Acoustic model, is employed along with a pronunciation dictionary.
After that, the n-best hypothesis - the output of the pronunciation dictionary stage is
used in post-processing as input. As a result, the best hypothesis is produced from this
work operation.

Turab, Khatatneh, and Odeh in [12] discussed the phoneme recognition as it is
related to speech recognition. The techniques used are as follows: Gaussian Low Pass
filtering algorithm along with the neural network in the pre-processing stage to have an
improvement on the results. Furthermore, the stages of phoneme recognition are:
catching a signal, sampling, quantization and setting energy. After that, a neural net-
work is used to enhance the results. Moreover, this paper shows the enhanced impact in
results after applying the Gaussian Low Pass filter in voice signals hence, the noise was
reduced. After that, in the training phase, the neural network has been used to train the
system in order to recognize the speech signals.

Ahmed and Ghabayen in [3] proposed three approached to enhance the AASR. The
paper started with the first approach which is the punctuation modeling, in this
approach Ahmed and Ghabyaen proposed a decision tree with variant pronunciation
generation. After that, a hybrid approach proposed and used to adapt the native acoustic
model with another native acoustic model. Finally, the language model is enhanced and
improved using a processed text. The model efficiency was measured by Word Error
Rate (WER) which is a metric to measure the performance of speech recognition and
calculates misrecognitions at the word level. Consequently, the pronunciation model
reduced WER by 1%, The acoustic modeling reduced the WER by 1.2% and the
language model reduced WER by 1.9%.

Emami and Mangu [13], examine the neural network usage for Arabic speech
recognition using a distributed word representation. Furthermore, the model of the
neural network allows robust generalization and enhance the ability to fight the data
sparseness problem. Also, the investigation process includes different configuration
neural probabilistic model, n-gram order parameter experiment, output vocabulary, the
method of normalization, model size and parameters. The experiment has been done on
the Arabic news broadcast, and conversation broadcast. As a result, some improvement
has been achieved using the optimized neural network model over the 4-gram baseline
model resulting in up to 0.8% absolute reductions and 3.8% relative WER. However,
different parameters do not have a significant impact on model performance. The paper
was based on analyzing first. Then, feature extraction. After that, modeling and finally,
testing.
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Based on Desai, Dhameliya, and Desai [14], the proposed speech recognition
system contains four stages. First, feature extraction. Second, database. Third, network
training. Fourth, testing or decoding.

In [4] Al-Anzi and AbuZeina used WER metric to evaluate the performance of
isolated-word recognition and continuous speech recognition. The evaluation of con-
tinuous speech was presented for seven papers based on the improvement of WER. The
results were as follow: Kirchhof, Bilmes and Stolcke in [15] performed performance
evaluation using a language model for morphology and the improvement of WER for
two different test sets is 1.8% and 1.5% respectively. In [16], Emami, Ahmad and Lidia
use two different configurations of neural probabilistic models and the improvement of
WER is 0.8% and 3.8% respectively. The authors in [17] used broadcast news corpus
and improve the WER by 13.66%. Hyassat and Abu Zitar in [18] used the holy Quran
corpus and WER improved by 46.182%. In [19] Elmahdy and Mohamed used Egyptian
Colloquial Arabic and reached 99.34% of recognition accuracy. Selouani, Sid Ahmed
and Malika Boudraa in [20] used MSA continues speech corpus and reach an accuracy
rate of 91.65%. In [21] the authors Jurafsky and Martin used MSA continues speech
corpus and the improvement of WER using diacritical marks and without resulting
11.27% and 10.07% respectively.

4 Arabic Automatic Speech Recognition with Deep Learning

Some popular techniques used in ASR and AASR are artificial neural networks,
dynamic time warping and Hidden Markov modeling. In this review, we are going to
focus on artificial neural network techniques. Moreover, speech recognition systems
can be classified in different classes based on what type of utterances they can rec-
ognize. Those are of four types: isolated words, connected words, connected speech,
and spontaneous speech. Those are discussed in more detail in the following
subsections.

4.1 Isolated Words

Isolated word recognizers require to have Listen/Not-Listen states between each
utterance, it processes the words during the “not listen” state [22].

The authors in [23] show a comparison between general regression neural network
(GRNN) algorithm and the traditional multi-layer perceptron in the recognition of a
large set of Arabic words. The results show that the GRNN gives better results than
those based on the feedforward backpropagation in the recognition rate. The proposed
architecture consists of two parts: pre-processing phase which consists of segmental
normalization and feature extraction and a classification phase which uses neural
networks based on nonparametric density estimation. Using MLP the error rate was
respectively 8%, 8% and 12% for the digit “2”, “3” and “8” pronounced by male
speakers. It is less significant when they used the non-parametric regression (respec-
tively 2%, 6% and 6%). The GRNN gives better recognition rate and it was the faster
algorithm when having a large dimension of input vectors.
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The authors in [24] designed a speech recognition system that investigates Arabic
digits based on a recurrent neural network. They implement it as a multi-speaker mode
and a speaker-independent mode. The system in the case of a multi-speaker mode
achieved 99.5% correct digit recognition, and in the case of the speaker-independent
mode, the system achieved 94.5%.

A novel approach was presented in [1] describing the implementation of Arabic
isolated speech recognition system by modular recurrent Elman neural networks
(MRENN). The authors claimed that the results have shown that this new neural
network approach can compete with the traditional HMM-based speech recognition
approaches. They show a table with the obtained results of 6 speakers some of them
with a noise background and other with clean background. The recognition rate for the
different speakers was around 85% and 100%.

4.2 Connected Words

Connected word systems are similar to isolated words but allow separate utterance to
be run together with “minimum pause between them” [22].

In [25] the author introduces a “simple and effective time alignment” for spoken
Arabic digit recognition systems. The algorithms are simple and low in computational
power, and in the understanding of the algorithm also. The speech recognition system
designed based on an artificial neural network tested with automatic Arabic digit
recognition and implemented in a multi-speaker mode. The authors used the time
alignment algorithm to compensate for the differences in the utterance and the
misalignment of the phoneme the time alignment algorithm. The algorithm was tested
on a MLP neural network based recognizer; the overall system performance for Arabic
digit recognition was 99.49%.

The authors aimed in [26] to observe the differences in the 29 letters of the Arabic
alphabet. They proposed a system based on a fully-connected recurrent neural network
with a backpropagation through time learning algorithm. The purpose was to improve
the knowledge of the Arabic alphabet. They compared the LPCCC and MFCC per-
formance with different hidden node (40, 50 and 60) for different 4 speakers, overall the
LPCCC outperform the MFCC performance by 0.7%.

An approach in learning to deal with a non-uniform sequence length of the speech
utterances have been proposed in [27] based on Long Short-Term Memory (LSTM).
The system consists of two phases: feature extraction with the Mel Frequency Cepstral
Coefficients algorithm (MFCC), and then process the features with a deep neural
network. They used a recurrent LSTM or GRU architecture to encode sequences of
MFCC features like a fixed size vector to feed a multilayer perceptron network to
perform the classification.

4.3 Continuous Speech

Continuous speech recognizers allow the user to speak almost naturally. Due to the
utterance boundaries, it uses a special method, which is why it considered as one of the
most difficult systems to create [22].
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The authors in [28] present three different system structures. They manually con-
structed an Arabic phoneme database. The Mel Frequency Cepstral Coefficients
algorithm (MFCC) was used to extract the features from the input signal. The nor-
malized dataset was used to train and test the three different systems. The performances
of these systems were 47.52%, 44.58% and 46.63% frame recognition for single MLP
identification system, category-based phonemes recognition system and individual
Phoneme classifier system respectively.

Also, an argument in the improvement of the performance of speech recognition in
mobile communication system has been shown in [29], the authors used in the feature
extraction phase the Multitaper Frequency Cepstral Coefficients features and the Gabor
features, and in the processing phase they have investigated three different systems:
Continues Hidden Markov Models (CHMM), Deep Neural Network (DNN) and
HMMDNN hybrid. They focused on HMMDNN and claimed that it can get consis-
tently almost 8% of clean speech, 13% of AMR-NB coder and 8.5% of DSR coders.

A novel approach [30] where the authors combines the benefits of the morpheme-
based LMs and feature-rich modeling with the DNN-LMs for the Egyptian Arabic.
A result have been shown when a single hidden layer, 2 hidden layers, 3 hidden layers
and 4 hidden layers. The most improvement was obtained in the single hidden layer.
Incorporating the conventional n-gram LM, the DNN-LM and the feature-rich DNN-
LM achieve the best performance.

An AASR system was developed in [31] with a 1,200-h speech corpus. The authors
modeled a different DNN topologies including: Feed-forward, Convolutional, Time-
Delay, Recurrent Long Short-Term Memory (LSTM), Highway LSTM (H-LSTM) and
Grid LSTM (GLSTM). A table with all the models and its result has been shown. The
best performance was from a combination of the top two hypotheses from the sequence
trained GLSTM models with 18.3% WER.

A comparison for some of the state-of-the-art speech recognition techniques was
shown in [32]. The authors applied those techniques only to a limited Arabic broadcast
news dataset. The different approaches were all trained with a 50-h of transcription
audio from a news channel “Al-jazirah”. The best performance obtained was the hybrid
DNN/HMM approach with the MPE (Minimum Phone Error) criterion used in training
the DNN sequentially, and achieved 25.78% WER.

An Arabic broadcast news speech recognition system was built using the KALDI
toolkit in [33]. The system was trained with 200 h broadcast news database. They build
a broadcast news system with 15.81% WER on Broadcast Report (BR) and 32.21%
WER on Broadcast Conversation (BC) with a combined WER of 26.95%.

A LIUM ASR system win the second position in the 2016 Multi-Genre Broadcast
(MGB-2) Challenge in the Arabic language [34]. Their main idea was to combine the
GMM derived features for training a DNN with the use of time-delay neural networks
for acoustic models for automatically phonetic the Arabic words. The key features was
the training data selection approach, where a five neural network AMs of different types
with a various acoustic features and also a different techniques for speaker adaptation
and two types of phonetization. The final system was a combination of a five systems
where the result obtained succeeded the best single LIUM ASR system with a 9% of
WER reduction and also succeeded the baseline MGB system that was provided by the
organizers with a 43% WER reduction.
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Also in the same 2016 Multi-Genre Broadcast (MGB-2) Challenge in the Arabic
language, The lowest WER was achieved among the nine participating teams by [35]
with 14.2%. They built a system that is a combination of three LF-MMI trained
models; TDNN, LSTM and BLSTM. Before combinations, The models were rescored
using a four-gram and RNNME LM. The system was trained using 1,200 h audio with
lightly supervised transcription.

4.4 Spontaneous Speech

It is a speech that is natural sounding and not rehearsed. An ASRS should be able to
handle a variety of natural speech features like words being run together [22].

An approach that integrates into adverse acoustic conditions multiple components
to improved speaker identification in spontaneous Arabic speech has been presented in
[36]. They used two acoustic speakers models the maximum likelihood linear regres-
sion support vector machine (MLLR-SVM) and the Cepstral Gaussian Mixture Models
(GMM) models and a neural network combiner. A result of the Arabic portion of the
NIST (National Institute of Standards and Technology) mixer data is shown. The
authors apply noises like babble and city traffic, in both they found an equal error rate
reductions over the no-compensation condition. Which gave a complementary gain for
both acoustic models. The authors show different tables with the result, Surprisingly,
they found the combiner that trained in clean conditions gives a similar performance to
the one that trained in matched conditions.

The authors in [37] presented a comparative study between two identification
engines to identify speakers automatically from their voices when speaking sponta-
neously in Arabic. The continuous hidden Markov models (CHMMs) was used in the
first engine, and in the second engine, they used artificial neural networks (ANNs). In
the feature extraction phase of the signal, the Mel frequency cepstral coefficients
(MFCCs) were used. They used the general Gaussian density distribution HMM, as for
the ANN-based engine they used the Elman network. The identification rate was found
to be 100% for both engines during text dependent experiments. However, for text-
independent experiments, the performance for the CHMM-based engine outperformed
that of the ANN-based engine. The identification rates for the CHMM- and the ANN-
based engines were found to be 80% and 50% respectively.

5 AASR Deep Learning Techniques

Deep learning has different techniques which can be applied on AASR. In this paper
we focus on the artificial neural network technique. We cover the main types of ANN.
Table 1 cover the summary of the main types of ANN.

5.1 Neural Networks

It is more convenient to use NN for speech recognition than serial programming which
execute only one operation at a time. In this section, we review the three available
papers for AASR using NNs.
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Emami and Mangu [20] showing the use of distributed representations and neural
network for AASR. They used the AASR decoder to generate a set of lattices with an
average link density. The training samples were 7 M words collected from Arabic
broadcast news and broadcast conversations. This paper used a baseline 4-gram model
which helped in improving the NN by reducing up to 0.8% absolute and 3.8% relative
in WER. Experimented the parameters of NN language models (LMs) with different
configurations of NN LMs which concluded that the performance of NN LMs was not
affected by parameters. The size of the NN has no effect on the performance.

Ettaouil et al. [19] used a hybrid model ANN/HMM for AASR to determine the
optimal codebook generated by Kohonen network Self Organizing Maps (SOM). The
Optimal codebook used to the classification of the Arabic digits this leads to opti-
mization of Kohonen approach. The numerical results are satisfactory showing that the
classification was affected by the size of the dictionary. The codebook vectors are with
size 34, 36, and 48 they had a recognition rate 84%, 85%, and 86% respectively.

Wahyuni in [20] used Mel-Frequency Cepstral Coefficients (MFCC) based on
feature extraction and ANN to distinguish between the pronounce of three different
letters (sa, sya, and tsa) by Indonesian speakers which have the same sound for those
different letters which is (sa) according to their usual using Bahasa. The result showing
that the usage of

MFCC with ANN gave the better recognize the three letters average accuracy of
92.42%.

5.2 Recurrent Neural Networks

Recurrent Neural Networks (RNN) is one of the best models applied for sequential data
[21]. It allows for both feedforward and feedback paths. For AASR only two papers
used the Elman RNN which is the type of RNN. Elman has an advantage when
compared with fully RNN [4]. It can use backpropagation to train the network.

Alotaibi in [5] show the usage of recurrent ANN namely recurrent Elman network
for AASR to the recognition of ten Arabic digits (from Zero to nine). Asking 17 male
Arabic native speakers to repeat the digits ten times. This created the database with
1700 token, that is, 170 samples for every digit. Operating the system in two different
modes. The first mode is a multi-speaker mode which used the same speakers sound for
both training and testing phases. The training tokens set has 340 tokens. That is 17
speakers, 2 repetitions and 10 digits. Where the test set used 1700 tokens. The system
performance was 99.47% in this mode. The second mode is speaker-independent mode
which used the different speaker sounds for training and testing phases. The training
tokens set has 400 tokens, that is 4 speakers, 10 repetitions, and 10 digits. Where the
testing set using 1,300 tokens that is 13 speakers, 10 digits, and 10 repetitions. The
system performance was 96.46% in this mode. The system in both modes cannot
recognize the digit 9 that according to the dissimilarity of this digit and the other digits.
Digit 1, 4 and 8 have high error rates, particularly in the second mode.

Choubassi et al. [4] used small RNN and their recognizer has recognized a limited
set of isolated words there were: “manzel” (house), “hirra” (cur), “chajara” (tree),
“tariq” (road), “ghinaa” (singing), “zeina” (zeina). All those words have individual
RNN to detected only the specific word. Training has two phases first is consistent of
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consistent training then discriminative training. Consistent training used the different
utterances of the dedicated word. In discriminative training use utterances of other
words not only the dedicated word. This paper used 4 female speakers in a clean
environment without any noise for training. For testing they used one women speaker
and one-male speaker both in a clean environment. They used back-propagation with
momentum and variable learning rate as a training algorithm. This paper used
MATLAB to simulate the result. They took a slot of output curves to determine the
classification of an utterance over other dedicated words by comparing its result slope s
with minimum slope sm. The result of the paper indicated that the usage of RNN gives
the same recognition rate matching as the HMM-based approach as mention in
Sect. ‘4’.

5.3 Deep Neural Networks

Deep Neural Networks (DNNs) have reached to suitable performance. DNNs have
three advantage when used over other NN [22]. First, DNNs can extract robust and
significant features of the input data via several non-linear hidden layers. Second,
DNNs can merge multiple extracted feature vectors efficiently. Third, DNNs can
prevent overfitting problem by using dropout technique. We find only one paper use
this method for AASR.

AbdAlmisreb et al. [22] presented the DNN with three hidden layers, 500 Maxout
units with 2 neurons for the unit and used Mel-Frequency Cepstral Coefficients
(MFCC) for feature extraction. This approach was trained and tested over a corpus
which consisted of 20 Malay speakers of consonant Arabic phonemes recorded. The
training set consisted of 5 waveforms and the tested set contained 15 waveforms. The
result show that the Maxout based deep structure gave better performance with lowest
error rate than other deep networks such as Restricted Boltzmann Machine (RBM),
Deep Belief Network (DBN), Convolutional Neural Network (CNN), the conventional
feedforward neural network (NN) and Convolutional Auto-Encoder (CAE) which had
error rate between 2800 and 3000 (numbers).

Table 1. Summary of the main types of ANN

Approach Aims Preprocessing Type of
NNs

Used datasets Result

Emami and
Mangu [20]

Showing the
use of
distributed
representations
and neural
network for
AASR

Used the AASR
decoder to
generate a set of
lattices with an
average link
density
Use different order
of neural
probabilistic model
by taking those
parameters:

Neural
Networks
(NN)

The training
samples were
7M words
collected from
Arabic
broadcast news
and broadcast
conversations

This paper used a
baseline 4-gram
model which helped
in improving the NN
by reducing up to
0.8% absolute and
3.8% relative in
WER. Experimented
the parameters of NN
language models
(LMs) with different

(continued)
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Table 1. (continued)

Approach Aims Preprocessing Type of
NNs

Used datasets Result

- N-gram order
- Output
vocabulary
- Normalization
method
- Model size

configurations of NN
LMs which
concluded that the
performance of NN
LMs was not affected
by parameters. The
size of the NN has no
effect on the
performance

Ettaouil et al.
[19]

Determine the
optimal
codebook
generated by
Kohonen
network Self
Organizing
Maps (SOM)

Used a hybrid
model
ANN/HMM for
AASR. By
generate three
dictionaries with
three neural
networks the first
with 34 neurons,
the second with 36
and the third with
48 neurons

Neural
Networks
(NN)

Consists of
8800 tokens
for Arabic
digits
Dataset divide
to:
1–75% of the
samples for
training set
2–25% of the
samples for test
set

The classification
was affected by the
size of the dictionary.
The codebook
vectors are with size
34, 36, and 48 they
had a recognition rate
84%, 85%, and 86%
respectively

Wahyuni in
[20]

Distinguish
between the
pronounce of
three different
letters (sa, sya,
and tsa) by
Indonesian
speakers which
have the same
sound for those
different letters
which is
(sa) according
to their usual
using Bahasa

They extract
feature by using
Mel-Frequency
Cepstral
Coefficients
(MFCC) then use
ANN for
classification

Neural
Networks
(NN)

738 data of
three letters
as:
248 data of sa
,(س)
254 data of sya
,(ش)
236 data of tsa
(ث)
Collect them by
recording
human voice
with
pronounces
letters sa ,(س)
sya ,(ش) tsa ,(ث)
by depending
on the makhraj
pronunciation
of hijaiyah

The usage of MFCC
with ANN gave the
better recognize the
three letters average
accuracy of 92.42%

Alotaibi in [5] Show the usage
of recurrent
ANN namely
recurrent
Elman network
for AASR to
the recognition
of ten Arabic

- Extract feature
by using (MFCC)
- Used VECTOR
QUANTIZATION
technique to
compression data

Recurrent
Neural
Networks
(RNN)

Asking 17
male Arabic
native speakers
to repeat the
digits ten
times. this
created the
database with

The system
performance was
99.47%
The system
performance was
96.46%
The system in both
modes cannot

(continued)
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Table 1. (continued)

Approach Aims Preprocessing Type of
NNs

Used datasets Result

digits (from
Zero to nine)

1700 token,
that is, 170
samples for
every digit
Operating the
system in two
different modes
1-multi-speaker
mode which
used the same
speakers sound
for both training
and testing
phases
The training set
has 340 tokens.
And the test set
used 1700
tokens
2-Speaker-
independent
mode which
used the
different
speaker sounds
for training and
testing phases
The training set
has 400 tokens.
And the testing
set using 1,300
tokens

recognize the digit 9
that according to the
dissimilarity of this
digit and the other
digits. Digit 1, 4 and 8
have high error rates,
particularly in the
second mode

Choubassi
et al. [4]

To recognize a
limited set of
isolated words
there were:
“manzel”
(house), “hirra”
(cur), “chajara”
(tree), “tariq”
(road),
“ghinaa”
(singing),
“zeina” (zeina)

- Used small RNN
and their
recognizer
- All those words
have individual
RNN to detected
only the specific
word
- used back-
propagation with
momentum and
variable learning
rate as a training
algorithm

Recurrent
Neural
Networks
(RNN)

Two phases for
Training:
1st phase
consistent
training which
used the
different
utterances of the
dedicated word
2nd phase
discriminative
training which
use utterances
of other words
not only the
dedicated word.
This paper used

This paper used
MATLAB to
simulate the result.
They took a slot of
output curves to
determine the
classification of an
utterance over other
dedicated words by
comparing its result
slope s with
minimum slope sm.
The result of the
paper indicated that
the usage of RNN
gives the same
recognition rate

(continued)
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6 AASR with Deep Learning Services

Speech recognition using deep-learning is a huge task that its success depends on the
availability of a large repository of a training dataset. The availability of open-source
deep-learning enabled frameworks and Application Programming Interfaces
(API) would boost the development and research of AASR. There are multiple services
and frameworks that provide developers with powerful deep-learning abilities for
speech recognition.

Table 1. (continued)

Approach Aims Preprocessing Type of
NNs

Used datasets Result

4 female
speakers in a
clean
environment
without any
noise for
training. For
testing they
used one
women speaker
and one-male
speaker both in
a clean
environment

matching as the
HMM-based
approach as mention
in Sect. 4

AbdAlmisreb
et al. [22]

Test
performance of
DNN based on
Maxout

Use:
1-Mel-Frequency
Cepstral
Coefficients for
feature extraction
2-Maxout Deep
Neural Network by
using Maxout
algorithm with
dropout function to
improve the
efficiency

Deep
Neural
Networks
(DNN)

The training set
consisted of 5
waveforms and
the tested set
contained 15
waveforms

The result show that
the Maxout based
deep structure gave
better performance
with lowest error rate
than other deep
networks such as
Restricted Boltzmann
Machine (RBM),
Deep Belief Network
(DBN),
Convolutional Neural
Network (CNN), the
conventional
feedforward neural
network (NN) and
Convolutional Auto-
Encoder
(CAE) which had
error rate between
0. 2800 and 0.3000
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6.1 API Services

One of the marked applications is Cloud Speech-to-Text service from Google [35]
which uses a deep-learning neural network algorithm to convert Arabic speech or audio
file to text. Cloud Speech-to-Text service allows for its translator system to directly
accept the spoken word to be converted to text then translated. The service offers an
API for developers with multiple recognition features.

Another service is Microsoft Speech API [36] from Microsoft. This service help
developers to create speech recognition systems using deep neural networks.

IBM cloud provide Watson service API for speech to text recognition [37] support
modern standard Arabic language until now there is not any work use this API with
Arabic.

6.2 Toolkits

The Kaldi [38]. It is a toolkit for speech recognition using deep neural network and
support Arabic language as Ali et al. in [37] showing the usage of Kaldi to build Arabic
broadcast news speech recognition system. They use all Kaldi conventional models.
The result showing that the building of broadcast news system on broadcast report take
15.81% WER and 32.21% WER on broadcast conversation.

Manohar et al. in [40] use Kaldi toolkit for Arabic Multi-Genre Broadcast (MGB-3)
challenge which deal with dialectal Arabic of Egyptian. For their study, they take 80
different video from YouTube for seven genres. Their comparative study for the effi-
ciency of using Kaldi by take multi-reference word error rate (MR-WER) to measure
the efficiency. The system first, built with Minimum Bayes Risk (MBR) system
combination of sMBR and nonsMBR system and produce the MR-WER of 32.78% on
the MGB-3 test set. They conclude that the Kaldi improve the efficiency of MR-WER.

Additionally, is the Microsoft Cognitive Toolkit (Microsoft’s CNTK) [41] which is
an open-source toolkit that trains the deep learning algorithm. This toolkit enables
using more than one model like DNN, CNN, and RNN. There is no paper that
developed AASR with this tool kit.

6.3 Frameworks

one of the main frameworks offering deep-learning capabilities for developers is
Tensorflow [42] which is a library that provides accuracy when used with other models
to produce speech recognition. Sim et al. [17] used Tensorflow to improve the effi-
ciency of Forward-backward algorithm with English speech recognition.

7 Conclusion

This paper presented a review on Arabic speech recognition using deep-learning Neural
Networks. The literature covered seventeen papers and presented according to the
recognized entity and according to the learning technique. Recognized entities are of
four types: isolated word, connected word, continues word and Spontaneous speech.
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Furthermore, Deep learning techniques have three main types, Neural networks,
recurrent neural networks, and deep learning networks. This paper presented the state
of the art frameworks and services that aid in the ASR system development.
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Abstract. Websites and applications (apps) have become so ingrained in
society, it is important that everyone, regardless of their disability, has equal
access to websites and apps. However, Web accessibility continues to be an
issue. One of the reasons often cited for inaccessible websites and apps is lack of
training. Many developers are not educated, or even exposed, to accessibility
guidelines in their college preparations. Thus, understanding the extent to which
current student website and app developers are exposed to accessibility is a
critical first step in determining how to increase their use of accessibility
guidelines. This mixed method study is a first step to understand the awareness
of Web accessibility guidelines of student website and app developers. The
survey questions have been developed to understand student website and app
developers’ education, experience, and perceptions of accessibility guidelines.
The interview data collected has been used to explain the quantitative results and
explore to narrow the gaps in the perceptions and implementation of accessi-
bility guidelines.

Keywords: Web accessibility � Accessibility guidelines �
Student website and app developers

1 Introduction

Web accessibility continues to be an issue (Loiacono 2004; Loiacono et al. 2005,
2009). The Business Disability Forum has been assessing the accessibility of websites
since 2008 and has found that 70% of websites reviewed have lacked accessibility
(Rocca 2016). Another assessment (Castro et al. 2017) conducted by Information
Technology & Innovation Foundation (ITIF) in 2016 and 2017, indicated that 42% of
the 260 most popular federal government websites in the US failed the accessibility test
for people with disabilities.

Because websites and applications (apps) have become so ingrained in society, it is
important that everyone, regardless of their disability, has equal access to websites and
apps. That is what World Wide Web Consortium (W3C) Accessibility Guidelines aim
to accomplish. Those guidelines help encourage website and app developers to make
more accessible websites and apps. For example, one recommendation contained in the
newly released Web Content Accessibility Guidelines (WCAG) (version 2.1, released
June 5, 2018) is to “provide text alternatives for any non-text content so that it can be
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changed into other forms people need, such as large print, braille, speech, symbols or
simpler language” (https://www.w3.org/TR/2018/REC-WCAG21-20180605/). This
recommendation ensures that people with different disabilities, such as deafness or
blindness, can access online materials.

However, many developers are not educated on, or even exposed to accessibility
guidelines. Thus, a critical first step is to understand the extent to which current student
website and app developers are exposed to accessibility guidelines in their college
preparations. In this initial study, as a first step of our research, we used a mixed
method to survey and interview student website and app developers to understand their
awareness of Web accessibility guidelines.

2 Literature Review

Previous research (Lawton 2005; Lawton et al. 2017) indicated that Web accessibility
provides benefits, not only to people with disabilities, but to society as a whole. Web
accessibility guidelines are a key resource to incorporate accessibility in websites and
apps (Loiacono 2004; Rouse 2018). Research has shown that legislation can compel
companies to increase their adherence to accessibility guidelines (Loiacono et al. 2013).
Pervious research (Lazar et al. 2004; Abou-Zahra 2017) showed that education,
training, and awareness of diverse disabilities help enhance the understanding of Web
accessibility.

2.1 Web Accessibility Is Beneficial to Everyone

In its simplest form, Web accessibility means that all people can use websites and apps,
regardless of their disability. This includes people with temporary or changing dis-
abilities and means that everyone must be able to perceive, understand, navigate, and
contribute to websites and apps (Lawton 2005). Making websites and apps accessible is
socially responsible (Lawton 2005); it is a human right for everyone to have equal
access and equal opportunity (Lawton et al. 2017). Web accessibility provides benefits
to entire society. For example, people from any background or situation can contribute
to a worldwide online community, and those with disabilities should have access to
this. Accessible websites and apps can also hugely benefit companies. A website or app
that is well designed and accessible provides better search-engine optimization
(SEO) and usually requires less maintenance (Lawton et al. 2017). Inaccessible web-
sites and apps hinder usage for people with disabilities while also being inconvenient to
people without disabilities. For instance, under the WCAG, ensuring that there are
definitions for idioms, jargon, or abbreviations used on websites and apps, can not only
help those with cognitive issues, but also those unfamiliar with the topic of the website
or app. Therefore, Web accessibility can benefit everyone.

2.2 Web Accessibility Guidelines Are Essential to Design Accessible Web

The Web Accessibility Initiative (WAI) was founded by the W3C in 1996. The WAI
has developed guidelines in place to incorporate Web accessibility in every aspect of
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the Web. The initial WCAG version 1.0 was developed in 1999 and the WAI updated
to WCAG version 2.1 in 2018. This new version includes 4 guiding principles (per-
ceivable, operable, understandable, and robust) and 13 guidelines to ensure website
page content such as text, images, forms, and sounds accessible to people with dis-
abilities (https://www.w3.org/TR/WCAG21/#conformance). In addition, the United
States government provides guidelines and tools in the Section 508 initiative (https://
www.section508.gov/), requiring that all electronic and information technology must
be accessible to people with disabilities (Rouse 2010). Moreover, the Americans with
Disabilities Act (ADA), enacted by the United States Congress in 1990, has been
expanded to cover the accessibility of websites, requiring that websites must be pre-
pared to offer communications through accessible means (Kaplan 2000).

2.3 Awareness Disabilities Helps People Understand Various Demands
of Web Accessibility

Different types of disabilities present unique barriers to users and unique challenges to
website and app developers because users need different accessibility features. For
example, those with visual disabilities may require an alternative to audio media, while
those with cognitive disabilities can be assisted by logical and consistent design and
simpler text to use websites and apps. Even people with the same category of disability
may require different demands depending on the degree of their disability. For instance,
for those who are just hard of hearing, good audio quality and the ability to change the
volume of media is an acceptable starting point; however, for those who are completely
deaf, an alternative to audio is necessary–usually addressed by using captions for
videos or by supplying a separate transcript (Abou-Zahra 2017).

2.4 Education and Training Help Form the Perceptions of Web
Accessibility

Lazar et al. (2004) found that societal foundations, such as education and training,
influence website and app developers on their awareness and decision of whether a
website or app will be built for accessibility or not. Education and training play an
important role in the perceptions of Web accessibility, especially for student website
and app developers because they acquire knowledge mainly from the classroom and
related projects.

3 Research Method

This research uses a mixed method to survey and interview student website and app
developers to understand their awareness of Web accessibility guidelines. We have
collected and analyzed the quantitative and qualitative data1. The reason for collecting

1 Three undergraduate students collected part of the quantitative and qualitative data in their
Interactive Qualifying Project (IQP) from September 2017 to December 2017.
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both quantitative and qualitative data is to provide a comprehensive and deep under-
standing of the awareness of Web accessibility guidelines of student website and app
developers.

3.1 Quantitative Data

The survey questionnaire, consisting of 15 questions, was developed by the researchers
and reviewed by experts in website and app development and accessibility. Except for
the demographic questions, all questions focused on student website and app devel-
opers’ education, experiences, and perceptions of Web accessibility guidelines. These
questions contained various types of questions, including multiple choice and open-
ended questions. The questionnaire was pilot tested by researchers and random subjects
(not include in the survey data). Institutional Review Board (IRB) approval was
obtained for the study (both survey and interview protocol). Advertisements to faculty
who taught website and app development or design courses in various universities in
the Northeastern US. Faculty who were willing to promote this research sent the study
promotion email and survey link to their students. Using this approach, we made sure
that participants had a background knowledge of Web accessibility. Participants were
solicited through Qualtrics.

3.2 Qualitative Data

To enhance our understanding of the quantitative data, at the end of the survey
questionnaire, we asked participants if they were willing to sign up for interviews or
not. If they were willing to participate in interviews, they would click a link provided in
the questionnaire, which leaded to a time-slot sheet for signing up for interviews by
Slottr. Signing up for a time-slot required the participant’s email. Then researchers
contacted participants through email to check interview dates and times and sent
participants the consent form approved by IRB. An approved protocol, which was also
reviewed by the experts, was used to conduct the interview. The interview consisted of
14 questions. Overall, the interviews were about respondents’ experiences and per-
ceptions of accessibility guidelines. In addition, some questions delved into respon-
dents’ experiences in implementing Web accessibility in their work. Interviews lasted
around 15 min. For those who agreed to it, interviews were audio recorded and tran-
scribed to ensure accuracy of notetaking. Participants who finished both survey and
interview were awarded $5 Amazon gift cards.

3.3 Demographics of Participants

As of today, we have collected a total of 76 surveys and 34 interviews. The number of
participants in each gender was 54 in male (71.1%), 20 in female (26.3%), 1 in other
identification (1.3%), and 1 in preferred not to answer (1.3%). The sample consisted of
56 undergraduate students (73.7%) and 20 graduate students (26.3%). The number of
participants in each major was 36 in computer science (47.4%), 21 in information
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technology (27.6%), 17 in other majors (22.4%), and 2 students did not state their
majors (2.6%). The interview sample consisted of 23 male (67.6%) and 11 female
(32.4%), 24 undergraduate students (70.6%) and 10 graduate students (29.4%), as well
as 18 in computer science (52.9%), 6 in information technology (17.6%), and 10 in
other majors (29.4%).

4 Initial Quantitative Results

4.1 Education and Training

There are two items to measure education and training of accessibility—the number of
website and app development or design courses a student has taken, and whether or not
a student has taken courses that discussed accessibility.

It is noted that the majority of participants reported to have taken one website and
app development or design course (55%) or have not taken any relevant courses (28%),
as can be seen in the graphic at Fig. 1.

Not every website and app development or design course discusses accessibility.
As it can be observed in Fig. 2, 55% of the participants stated that they have not taken
courses that discussed accessibility.
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4.2 Disabilities Awareness

The item used to measure awareness of diverse disabilities is the number of different
disabilities a student website and app developer personally knew people who have.
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Fig. 2. Whether or not a student has taken courses that discussed accessibility
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Figure 3 shows percent of the number of different disabilities students personally
knew people who have varied. 82% of the participants at least personally know one
type of disability, among which 21% personally know one type of disability, 16%
personally know six types of disabilities, and 13% personally know three types of
disabilities.

4.3 Accessibility Exposure

For exposure to accessibility, participants were asked to report their level of exposure to
the concept of “Web accessibility” as “a great deal” (coded as 5), “a lot” (coded as 4), “a
moderate amount” (coded as 3), “a little” (coded as 2), and “none at all” (coded as 1).

In Fig. 4, we can observe that 42% of the participants report that their level of
exposure to accessibility is a moderate amount and 28% report that their level is a little.
The mean of scores of exposure to accessibility is 2.87 (M = 2.87, SD = .94), which is
relatively low.

4.4 Guidelines Familiarity

We used both the level of exposure to accessibility and the level of familiarity with
accessibility guidelines because exposure to the concept of Web accessibility did not
necessarily mean awareness of accessibility guidelines. Website or app developers may
know the concept of Web accessibility that everyone should have equal access to the
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Web (Lawton et al. 2017), however, to accomplish Web accessibility, they need to
know and apply specific guidelines to create accessible features for website and app
content.

In the survey questions, participants were asked whether or not they were familiar
with any of the three main accessibility guidelines or laws (ADA, Section 508, and
WCAG) in the US. If a case reported to be not familiar with any guidelines, it was
coded as 0; if a case reported to be familiar with one guideline, it was coded as 1; if a
case reported to be familiar with two guidelines, it was coded as 2; if a case reported to
be familiar with three guidelines, it was coded as 3.

In Fig. 5, it is observed that many of the participants are not familiar with acces-
sibility guidelines at all (57%) and only 26% are familiar with one accessibility
guideline. The mean of scores of familiarity with accessibility guidelines is .66
(M = .66, SD = .89), which is quite low.

5 Initial Qualitative Results

5.1 Education and Training

In general, interview participants said that course discussions could make them more
aware of Web accessibility, but some courses taught accessibility guidelines briefly, so
they were still not familiar with those guidelines.

“In my web design class, we focus a lot on user experience and part of it is to make it more
accessible.”
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Fig. 5. Level of familiarity with accessibility guidelines
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“It’s kind of in general. Like there is a guideline on YouTube for how to use technology and
using those features on our computers to use technology. It’s sort of that exposure.”

“As far as the (school name) courses, I’ve taken HCI, the mobile development one, mobile
computing and so there I learned briefly about accessibility standards…” “I think if we talk
about the more in classes, no brief for it because that was all like how human interacted with
computers but how do we make that easy for them?”

5.2 Disabilities Awareness

The results of disabilities awareness varied among interview participants, which were
consistent with the results from survey participants.

“No, no one I know uses these web accessibility features.”

“My friend is color blind, so he goes on some sites that let him change the color settings.”

“I have a couple of family members particularly about eyesight. So, like zooming in on text and,
that’s about as far as it goes.”

“I have a good friend. She has a couple of disabilities. She uses some of these features.”

Interviewees mentioned attending conferences, seminar, groups, and bigger crowds
to communicate with people with disabilities and understand their needs was helpful
for the understanding of Web accessibility.

“They (students) really need to be introduced to the concept. They need to be introduced to it
(Web accessibility) in seminar in groups or bigger crowds who actually know to what level it is
being used.”

“I would say that the best way to encourage people is to give the exposure of meeting those
people and understanding …” “… get attending these conferences about accessibility every
year.”

5.3 Accessibility Exposure

Most interviewees reported to know a moderate amount of accessibility, which were
consistent with the survey data.

“I’m not sure if I know too much. As I understand, it’s more about making sure the websites
there easy to understand, all the tools and all the features they use are users need from product
end.”

“I assume it has to do with like, you know, disability accident. Yeah. So basically, the only real
web accessibility stuff that I know about would be subtitles close captioning that kind of stuff.”

5.4 Guidelines Familiarity

Most interviewees reported that they were not familiar with accessibility guidelines,
which were consistent with the survey data.
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“No, I’m not aware of them.”

“I know they exist. I don’t know exactly how…what they are.”

“I just don’t think they are very much informed at all. Almost like they are optional goal.”

Interviewees said that check lists and suggestions for how to implement guidelines
as well as open resources and tools or plugins could make guidelines easier for them to
understand and implement guidelines.

“One thing is just having a quick reference list…”

“I think if there are a set of guidelines and if there’s some way that you’ve actually tell them, if
there’s some kind of journal that tells about how you should be doing things.”

“They are not very easy to find for instance, I wouldn’t know where I start to look for resources
to find to make my website more accessible.”

“Basically, if there is something that, um, was a tool specifically tasked for each of the
individual features. So, like I know that there is, um, I know that there’s apps that are on your
computer that can magnify screen the independent of the browser….”

Interviewees also indicated that projects’ requirements and showing business values
could enhance their intentions to use accessibility guidelines.

“If the students are provided with a project and the professor gives them these guidelines that
needs to be strictly followed, they’ll follow that.”

“My boss would already be interested in the numbers; he’d be interested in money. So, I try to
appeal to him by saying that, you know, maybe we’re missing a whole chunk of people who
could, who could be a target audience for our website, but I’ve been not able to do because they
don’t, they cannot, it’s not very accessible to them. So, by making a page very accessible and all
inclusive, maybe we can get more hits and people to visit our website….”

6 Discussion

The initial analysis of the survey and interview data showed a couple of key findings:

(1) Participants showed a relatively low level of exposure to accessibility and
familiarity with accessibility guidelines.

(2) Participants pointed out that deep course discussions, various events exposure,
projects’ requirements, open resources, check lists, or tools to implement the
guidelines, and business awareness could be helpful to make them understand and
use accessibility guidelines.

7 Conclusions and Future Research

This first step of our research utilized a mixed method to survey and interview student
website and app developers to understand their awareness of Web accessibility
guidelines. Preliminary results of the quantitative and qualitative data analysis indicated
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that student website and app developers had a relatively low level of exposure to
accessibility and familiarity with accessibility guidelines. The future research will use
statistic modeling to investigate whether or not education and training play a role in
enhancing the awareness of accessibility guidelines of student website and app
developers and use qualitative analysis to further explore how to help students better
understand and implement those guidelines. Together, we hope that this research
benefits society as a whole by increasing the accessibility of websites and apps for
everyone. We plan to present more of our findings at the conference next July.
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Abstract. Currently, researchers have focused on solving large-scale
and non-linear optimization problems. Metaheuristics as its prefix indi-
cates, are superior heuristics that aim to deliver acceptable results to
optimization problems in a short period of time, trying to achieve a
correct balance between exploration and exploitation in the search for
solutions. In this paper we present the application of a metaheuristic
technique called Social media optimization algorithm for the resolution
of the Set Covering Problem (SCP). This technique is inspired by the
behavior of users of social networking platforms such as Twitter. The
users through different interactions manage to make a Tweet more rele-
vant than others. The user who generates the best Tweet, is recognized
as a celebrity. This process of social relationship is precisely what allows
us to find better solutions given the experiments and results presented
in this document.

Keywords: Twitter Optimization · Social media · Metaheuristics ·
SCP

1 Introduction

Finding an optimal solution for an optimization problem is often a very challeng-
ing task [1], depending on the choice and the correct use of the correct algorithm.
The choice of an algorithm may depend on the type of problem, the availabil-
ity of algorithms, computational resources and time constraints. For large-scale,
non-linear global optimization problems, there is often no agreed guideline for
the choice of algorithm and, in many cases, there is no efficient algorithm. Sev-
eral algorithms can be used to solve optimization problems. The conventional or
classical algorithms are mostly deterministic.
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Metaheuristics is another major field devoted to solving optimization prob-
lems. They are useful when finding the best solution is computationally very
expensive. The key is to provide a way of finding a good-enough solution in a
fixed amount of time. Metaheuristics, as the suffix says, are upper level heuristics.
They are intelligent strategies to design or improve general heuristic procedures
with high performance. In their original definition, metaheuristics are general
purpose approximated optimization algorithms; they find a good solution for
the problem in a reasonable time (not necessarily the optimal solution). They
are iterative procedures that smartly guide a subordinate heuristic, combining
different concepts to suitably explore and operate the search space.

Over time, these methods have also come to include any procedures that
employ strategies for overcoming the trap of local optimality in complex solu-
tion spaces, especially those procedures that utilize one or more neighborhood
structures as a mean for defining admissible transitions from one solution to
another, or to transform solutions in a constructive process [2]. To get good
solutions, any search algorithm must establish an adequate balance between two
overlayed process characteristics:

Intensity is a mechanism that explores more throughly the portions of the
search space that seem promising in order to make sure that the best solution
in these areas is indeed found (space exploitation).

Diversity is a mechanism that forces the search into unexplored areas of
the search space (space exploration). This balance is needed to quickly identify
regions with good quality solutions and do not waste time in promising or visited
regions. The metaheuristics are categorized in: Constructive heuristics: they start
from an empty solution and continue adding components until a solution is built.
(i.e.: GRASP [3], Ant Colony Optimization [4] and Intelligent Water Drops [5]).
Trajectory methods: they start from an initial solution and then, iteratively, try
to replace it with a better one from their neighborhood. (i.e.: Local Search [6],
Tabu Search [7], Simulated Annealing [8]). Population-based methods: they iter-
atively evolve a population of solutions (i.e.: Genetic Algorithms [9,10], Particle
Swarm [11]).

Metaheuristic optimization algorithms are often inspired from nature.
According to the source of inspiration of the metaheuristic algorithms they can
be classified into different categories. The main category is the biology-inspired
algorithms which generally use biological evolution and/or collective behavior of
animals. Science is another source of inspiration for the metaheuristics.

These algorithms are usually inspired physic and chemistry. Moreover, art-
inspired algorithms [12] have been successful for the global optimization. They
generally inspired from artists behavior to create artistic stuffs (such as musi-
cians and architectures). Socially inspired algorithms can be defined as another
source of inspiration and the algorithm simulate the social trying to extract the
“swarm intelligence”. In this paper, we use a social media inspired optimization
algorithm: Twitter Optimization (TO) originally developed by Lv et al. on [13].
TO is able to solve combinatorial optimization problems by imitating human’s
social actions on Twitter: following, tweeting and retweeting.
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As the most intelligent biological system, human society is considered very
worthy of investigation. By observing the daily routine of humans, we surpris-
ingly discovered that we ourselves, as individuals in human society, were actually
performing some unconscious optimization tasks on the Internet, or more specif-
ically on Twitter. This is because when we use Twitter, we tend to publish the
Tweet (a term similar to Twitter) that is considered more valuable. For example,
if someone receives two Tweets, separately on the local climate and the presi-
dential elections, he would be more willing to share this last message on Twitter
because it is worth mentioning. Similar filtering behavior occurs in all Twitter
users. Everyone receives the Tweets filtered by others and publishes the Tweets
filtered by himself.

Tweets that can be widely disseminated among users have been filtered mil-
lions of times and would be considered the most valuable Tweets at that time.
This explains why Twitter users can always catch up with the access point.
Inspired by this phenomenon, the algorithm called Twitter Optimization (TO)
was created.

To create an effective algorithm for the phenomenon mentioned above, TO
introduces three metaphors on Twitter. First, each Tweet is considered as a
solution vector x composed of D real value parameters. And to minimize the
optimization mission of the objective function F , the smaller the value F (x), the
more valuable the Tweet will be. Secondly, when a person publishes a Tweet, he
will send the content to all his followers (a Twitter term represents a unidirec-
tional relationship). This means that he produces a solution and shares it with
the specific crowd connected to him.

Finally, each person must retweet (a Twitter term means to republish) the
most valuable Tweet of the people who followed, implying that it is helping the
best solution to spread more. The realization of the three metaphors makes TO
look for the global optimum.

2 Social Media Optimization

The inspiration of this metaheuristic is taken from the interaction of people
in social media, more specifically the behavior of people on Twitter. In order
to define the behavior of the algorithm, it is imperative to detail the central
elements that configure it. To do this, in the next section will delve into the
formal definition of each of this elements.

Objective Function. Mathematical expression representing the problem to
solve. In this case we apply the TO to solve the SCP.

Fitness. Represent the value of a solution or in this case a Tweet, evaluated
in the objective function (F (x)). For example, if we are working with a mini-
mization problem and evaluate two solution vectors: F (x1) and F (x2) with the
objective function, you get the values 100 and 200 respectively, you could say
that the vector x1 is better, because it has a lower value than x2.
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Tweet. A tweet in case of this metaheuristic, corresponds to a feasible solution
of the search space. A tweet represent vector of n columns. In binary case,
possible values are 0 and 1 in each columns. Formally we define a new tweet as:
xnew = {x1, x2, . . . , xn},∀i ∈ {1, 2, . . . , n} and xi ∈ {0, 1}. Some metaheuristics
work with binarization functions for the generation of solution vectors as shown
in [14], however in TO, the formulas are presented in a general way but the
decision variables (xi), just can take the values {1, 0}.

Following. This behavior mimics human relations given in the context of
tweeter. Initially the algorithm generates a direct graph between each of the
people or tweeter users. Each user is allowed to follow only F users. Then, in
each round, each user will update or optimize the following set through the oper-
ations of follow or unfollow. He will select the tweet with the best fitness received
in this round and will follow his original author, if he does not follow it already.
After this operation has been carried out correctly, the user who has the tweet
with the worst fitness must be eliminated in such a way that F is preserved.
The presented method makes the direct graph adjust as each round passes. This
methodology ensures that p will be following the users that generate the best
tweets, that is, the solutions closest to the global optimum.

Initialization of Algorithm. The process of tweeting involves generating a
new solution and sharing it with the followers. During the initiation of the search
algorithm, each user issues a tweet. The formal procedure is described in Eq. (1):

xk
i = mini + (maxi − mini) ∗ rand() (1)

where xk is the current solution of user k and xk
i is the value of xk in i-th

dimension. mini and maxi represent lower and upper value of solution value in
i-th dimension.

The random retweet consists of the initialization process where a person k
randomly selects a person p from followingk and proceeds to retweet the p
solution. Formally we can say yk

i = xp
i , where yk is the solution that the user k

will share and xp is the current solution found by the user p.

Tweeting and Retweeting. The process of retweeting corresponds to the imi-
tation of the process of sharing with followers, content that the user recognizes
as valuable. This behavior ensures that a good solution is shared by as many
users as possible. The TO algorithm adds two disturbance operators which are
discussed below. When the user k decides to retweet the user’s Tweet p, the user
k randomly selects one of the following operations:

Comments:
xp
i new = xp

i + Characterk ∗ rand(−1, 1) (2)

Participation:
xp
i new = xk

i (3)

When user decides to comments the Eq. (2) is calculated, for each dimension
i, there is the possibility that the new solution is better than the current one,
given that case, the new solution should replace the current one.
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When a user decides to participate, he will contribute his own share to the
activity. Given the above, Eq. (3) is used to simulate this behavior.

Publishing New Tweet. This specific operation consists of discarding a cur-
rent solution to generate a new one. Additionally, users called celebrity are
chosen in each round if they are ranked within the best 1% of all users and
classified as averageman otherwise.

For the celebrity a new behavior is introduced which takes into consideration
if its solution has not been updated during the last W times, given this case
generates a new solution. Where W corresponds to the number of followers of k
in the current round.

The behavior for averagemen in each round, will consist in generating a new
Tweet according to the Eq. (4). The celebrity will choose the Tweet with better
fitness and will own it.

xk
i = xnewi

+ δ ∗ rand(−1, 1) (4)

where xnew is the best solution found so far, δ is the scan radius. The Eq. (4)
is able to generate solutions near the best available solution. TO will stop when
the number of iterations is greater than the upper limit N.

Hottest Tweet. The Hottest tweet or global optimum is defined as a solution
s∗ ∈ S and it has a better fitness than all solutions of the search space, i.e.,
∀s ∈ S, f(s∗) ≤ f(s).

A complete flow chart of the TO algorithm can be reviewed in the Fig. 1.

3 Set Covering Problem

SCP Formulation. The SCP is a well-known mathematical problem, which
tries to cover a set of needs at the lowest possible cost. The SCP was included
in the list of 21 NP-complet problems of Karp [15]. There are many practical
uses for this problem, such as: airline crew scheduling [16,17], location of emer-
gency facilities [18], vehicle routing [19], network attack or defense [20], traffic
assignment in satellite communication systems [21], the calculation of bounds
in integer programs [22], assembly line balancing [23], political districting [24],
among others. The SCP can be formulated as follows:

Minimize Z =
n∑

j=1

cjxj (5)

Subject to:
n∑

j=1

aijxj ≥ 1 ∀i ∈ I (6)

xj ∈ {0, 1} ∀j ∈ J (7)

Let A = (aij) be a m × n 0-1 matrix with I = {1, . . . , m} and J = {1, . . . , n} be
the row and column sets respectively. We say that column j can be cover a row
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initialize M twitter users, num-
ber of rounds, Followingi,

Tweet and Re-Tweet

begin round

Select p from Followingi

Receive Tweet and
Re-Tweet from p

Follow p with best fitness and
Unfollow p with worst fitness

Check retweet of own tweet. if
hasn’t been retweeted, Tweet
new tweet and replace the
hottest if has better fitness

Left p

Left
rounds

end

yes

no

yes

no

Fig. 1. Social media optimization workflow.

i if aij = 1. Where cj is a nonnegative value that represents the cost of selecting
the column j and xj is a decision variable, it can be 1 if column j is selected or
0 otherwise. The objective is to find a minimum cost subset S ⊆ J , such that
each row i ∈ I is covered by at least one column j ∈ S.

4 Experiments

In order to test the correct execution of the T.O. metaheuristics, 30 independent
executions were made of each instance of the benchmark. The metaheuristic T.O.
measured its effectiveness against the instances of the library or benchmark OR
(Beasley, 1990). T.O. was programmed in language Python 3.6, making use of
the libraries Numpy and Scipy. GIT was used as source code repository. As a
persistence, text files and in memory Data Base were used and as processing, a
virtual machine with a 2.0 GHz (64 bit) dual-core CPU, 12 GB of RAM, 80 GB
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Table 1. Solutions of SCP4.1 through T.O.

Instance Optimum Min Max Avg RPD

SCP4.1 429 451 456 453.5 1.10

SCP4.2 512 611 675 643 19.34

SCP4.3 516 522 565 543.5 7.61

SCP4.4 494 514 548 531 6.20

SCP4.5 512 520 581 550.5 10.50

SCP4.6 560 566 648 607 12.65

SCP4.7 430 446 475 460.5 6.11

SCP4.8 492 499 526 512.5 5.13

SCP4.9 641 644 748 696 13.90

SCP4.10 514 543 580 561.5 6.38

of Hard Disk and Ubuntu 18.04 as operating system. In the table presented in
this section, the RPD column reports the relative percentage deviation between
the lowest experimentally obtained value (best fitness) and the global optimum
for that instance (s *). The RPD is calculated by Eq. (8).

RPD = 100
(Min − Optimum)

Optimum
(8)

As we can see in Table 1, the values of RPD are maintained between 1% and
19% for all evaluated instances. The instance with the best result was SCP4.1,
obtaining an RPD of 1.10%, with a minimum value of 461. The worst result
was obtained in the instance SCP4.2, where the value of the RPD was 19.34%.
The regular behavior of the algorithm without changes in its parameters was
around 6%. In terms of RPD evaluation, the algorithm behaved consistently in
all evaluated instances.

If we look at Fig. 2, a fast convergence of the algorithm towards the global
optimum is verified, achieving an asymptotic behavior to y axis, managing to
escape from local optima successfully. The behavior of the algorithm before the
benchmark has demonstrated its functionality and effectiveness.

Additionally, a comparison of the results obtained when solving the SCP was
made, with two known algorithms. Specifically, TO is compared with Harmony
Search (HS) in the work done by Salas et al. in [25] and with Black Hole in the
work done in [26]. As can be seen in Table 2, the TO algorithm was superior in
9/10 instances, achieving an outstanding result.
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Fig. 2. Convergence to optimum, instance SCP41.

Table 2. Comparison of algorithms for SCP resolution

Instance Optimum TO HS BH Best algorithm

SCP4.1 429 451 468 455 TO

SCP4.2 512 611 611 544 BH

SCP4.3 516 522 587 551 TO

SCP4.4 494 514 569 527 TO

SCP4.5 512 520 581 548 TO

SCP4.6 560 566 648 601 TO

SCP4.7 430 446 495 461 TO

SCP4.8 492 499 560 528 TO

SCP4.9 641 644 775 688 TO

SCP4.10 514 513 596 547 TO

5 Conclusion

Basically the social capacity to relate between people, allows us to be able to
imitate their behavior to obtain relevant topics in their interaction. As indicated
in the introduction to this paper, people are more willing to share information
they consider valuable or important, rather than of little value. This very natural
behavior allows to be applied in algorithms that behave in a good way in the
resolution of problems like the SCP.
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Our experiment results show good results solving SCP benchmark functions.
Some improvements can be implemented taking ideas from other metaheuristic
techniques, that introduce certain operators that better aspects such as exploita-
tion and exploration. This is considered as future work. Finally It can be con-
cluded that TO has a potential in solving optimization problems.
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Abstract. This work aims to develop a model to generate fine grained
and reactive non-verbal idling behaviors of a virtual listener agent when
a human user is talking to it. The target micro behaviors are facial
expressions, head movements, and postures. The following two research
questions then emerge. Whether these behaviors can be trained from
the corresponding ones from the user’s behaviors? If the answer is true,
what kind of learning model can get high precision? We explored the use
of two recurrent neural network (RNN) models (Gated Recurrent Unit,
GRU and Long Short-term Memory, LSTM) to learn these behaviors
from a human-human data corpus of active listening conversation. The
data corpus contains 16 elderly-speaker/young-listener sessions and was
collected by ourselves. The results show that this task can be achieved to
some degree even with the baseline multi-layer perceptron models. Also,
GRU showed best performance among the three compared structures.

Keywords: Virtual agent · Facial expression ·
Facial Action Coding System (FACS) · Multimodal interaction ·
Deep learning · Recurrent neural network (RNN) ·
Long Short-term Memory (LSTM) · Gated Recurrent Unit (GRU)

1 Introduction

The population of elderly people is growing rapidly in developed countries. If
they do not maintain social life with others, they may feel loneliness and anxiety.
For their mental health, it is reported effective to keep their social relationship
with others, for example, the conversation with their caregivers or other elderly
people. There are already some non-profit organizations recruiting volunteers for
engaging “active listening” with the elderly. Active listening is a communication
technique that the listener listens to the speaker carefully and attentively. The
listener also ask questions for confirming or showing his/her concern about what
the speaker said. This kind of support helps to make the elderly feel cared
and to relieve their anxiety and loneliness. However, due to the lack of the
number of volunteers comparing to that of the elderly who are living alone,
c© Springer Nature Switzerland AG 2019
G. Meiselwitz (Ed.): HCII 2019, LNCS 11578, pp. 53–63, 2019.
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the volunteers may not be always available when they are needed. In order to
improve the results, always-available and trustable conversational partners in
sufficient number are demanded.

The ultimate goal of this study is the development of a computer graphics
animated virtual listener who can engage active listening to serve elderly users at
a level close to human listeners. In order to conduct successful active listening, it
is considered essential for the listener to establish the rapport from the speaker
(elderly users). Rapport is a mood which a person feels the connection and
harmony with another person when (s)he is engaged in a pleasant relationship
with him/her, and it helps to keep long-term relationships [8,9]. In order to
realize this, like a human listener, the virtual listener has to observe the speaker’s
behaviors, to estimate how well the speaker is engaging the conversation [14],
and then reacts to the user. The utterances of the speaker are obvious cues for
the estimation of the speaker’s engagement. However, due to the nature of active
listening conversation, the speaker may utter in arbitrary contexts, It is difficult
to utilize this information. Non-verbal behaviors are considered more general
and more robust (less user-dependent). Previous works in generating the non-
verbal behaviors of virtual agents usually adopt manually defined or machine
learning rules to trigger predefined animation sequences [9]. When there is no
attentional behavior being triggered, the character will stay steady or play so-
called idling motions in a loop. Due to the fact that human body can never
keep steady and always move slightly, though the movement may be neither
meaningful nor attentional. Idling movements which are randomly generated or
a looped replay of motion captured human movements are adopted. However, the
character animation is still a repetitive replaying of exactly identical sequences
or is not reactive to the user’s behavior. These repeated patterns make the agent
be perceived unnatural.

This work aims to develop a model to generate fine grained and reactive non-
verbal behaviors of the virtual character when the human user is talking to it.
The target micro non-verbal behaviors are facial expression, head movements,
and postures. Then the following research questions emerge:

– Are the listener’s behaviors learnable only from the speaker’s behaviors? That
is, the listener’s behavior is only (mostly) dependent on the speaker.

– If the answer for the question above is true, which machine learning model
will be appropriate? That is, which kind of regression model can achieve high
precision in the learning task.

Deep neural networks have been proven to be effective in various learning
tasks. Facial expressions, head movements, and postures involve dozens of param-
eters simultaneously, this is supposed to be an appropriate application for neu-
ral networks, which can generate multiple outputs in nature. In this paper, we
presents our exploration on the use of recurrent neural networks (RNN) which
is designed to capture time series data to learn the reactive behaviors to the
human communication interlocutor’s corresponding micro non-verbal behaviors.
The generated animation is expected to be fine-grained both temporally and
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spatially, no identical sequences, and reactive to the user’s behaviors. We com-
pared two typical temporal models, Long Short-term Memory (LSTM) [6] and
a simpler model, Gated Recurrent Unit (GRU) [3] which omits the forget and
output gates with the classic non-temporal multi-layer perceptron as a baseline.
This paper is organized as the follows: Sect. 2 introduces related works, Sect. 3
introduces the data corpus used in the machine learning experiment, Sect. 4
describes the neural network models compared, and Sect. 5 concludes the paper.

2 Related Works

Deep neural networks (DNNs) have been shown their performance in generalizing
the learning process of complex contexts including the multimodal classification
of human behaviors [1]. Despite of the time consuming process in the learning
phase of DNNs which usually requires large dataset, the application of learned
models is fast. Therefore, DNN is a suitable tool for the generation of multiple
parameters with large number of input variables. DNNs have been shown their
power in image or speech recognition and are also gradually getting popular in
human-agent interaction and social computing fields. They are most often used
in prediction and estimation of human state such as visual focus [12] or sentiment
[2] by using low-level multimodal features. Recently, DNNs are also seen in the
generation part such as utterance [15] and gesture [5]. A Generative Adversarial
Networks (GAN) is used in generating photo-realistic facial expression images
in reacting to another facial expression [10]. However, there is no direct previous
work in generating facial expression parameters to animate virtual characters in
active listening context yet.

3 Active Listening Data Corpus

3.1 Data Collection Experiment

In order to collect data closer to the situation as talking with a virtual agent
on screen, the data corpus was collected in with tele-communication sessions
via Skype. For elderly people (69 to 73 years old, 71 in average) were recruited
for the speaker roles, and four college students (averagely 22 years old) were
recruited for listener roles. The genders of the participants were balanced in
each age group. Only two elderly subjects knew one young subject while the
other subjects met each other for the first time. Each elderly participant talks
with every young participants for at least 15 min. The experiment recorded 16
sessions of dyadic conversation with length up to 30 min. All participants are
native Japanese speakers and the conversation was done in Japanese.

There was no determined topic in the conversation, and the participants could
talk freely. The subjects were instructed to talk as they met for first time. The
listener participants were instructed to actively listen to the speakers, that is,
instead of talking about themselves, they should talk about the elderly speakers,
try to motivate the disclosure of the speakers, and let them enjoy the talks. The
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results were, the two interlocutors in the conversation did not play equal roles,
and the conversation sessions were usually conducted in interview style, i.e. the
listener asks questions and the speakers answer them.

The monitor used at the elderly participant side is a large size TV (larger
than 50′′) while the video at young participant side is projected to a 100′′ screen.
In addition to the WebCams for Skype connection, two digital video camera
with full HD resolution (1920 × 1080) at 29.97 fps were used to capture the
participants from their front sides, camera positions were adjusted to cover their
whole upper bodies (Fig. 1).

Fig. 1. Video recording of the active listening experiment. For the situation closer to
face-to-face conversation, large size screens are used and the height of sitting position
and screen is adjusted to align the heights of the subjects’ eyes

3.2 Data Preparation

The video taken by the two video cameras were used for the extraction of mul-
timodal features. Since the objective is the generation of listening behaviors
while the speaker is talking, it is necessary to identify the time periods when
the speaker is speaking. The behaviors of the speaker in those periods are then
extracted as explanatory variables, and the behaviors of the listener in corre-
sponding periods are extracted as response variables. Speakers’ speech activities
were automatically identified by the annotation software, ELAN [11] with addi-
tional manual corrections. The speaker of each utterance is manually labeled.
Considering the balance of data length of each session, at most 20 min from the
beginning are used in longer sessions.

The participants’ facial expressions are extracted with an open source tool,
OpenFace1. OpenFace estimates head posture, gaze direction, and 17 of 46 facial
action units (AU) in accordance with Ekman’s Facial Action Coding System
(FACS) [4]. The posture information were extracted by using the open source
tool, OpenPose2. Since OpenPose only generates two-dimensional coordinates

1 https://github.com/TadasBaltrusaitis/OpenFace.
2 https://github.com/CMU-Perceptual-Computing-Lab/openpose.

https://github.com/TadasBaltrusaitis/OpenFace
https://github.com/CMU-Perceptual-Computing-Lab/openpose
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of the joints of human bodies, posture information (leaning in two axes, for-
ward/backward and left/right) are approximated with the assumption that the
widths of the participants’ shoulder are the minimum values when they are sit-
ting straight up (i.e. they only lean forward but backward). Prosodic features of
speakers’ voice were extracted by using the open source tool, OpenSMILE3. The
16 low-level descriptors (LLD) of the Interspeech 2009 Emotion feature set [13]
were extracted at 100 fps. The features include root-mean-square of signal frame
energy, zero-crossing rate of time signal, voicing probability, F0, and MFCC. All
of the feature values are normalized to be within the range between 0.0 and 1.0.

Table 1 shows the overview of the prepared dataset. Despite the frames with
partially invalid or missing data, totally there is four hours and 21 min of recorded
data. Male listeners spoke less than female listeners. This coincides to the obser-
vation during the experiment, the two male listener participants performed rel-
atively worse than the two females one. They were less skillful in motivating the
speakers to talk more. Usually asked typical questions one by one and did not
widen the topics in the answers from the speaker.

Table 1. Overview of the dataset. Data size is the set with two-second window

Listener Speaking Frame Length (s) Data size

Male Yes 69,818 2,334 1.4 GB

No 169,387 5,663 13.6 GB

Female Yes 82,261 2,750 1.7 GB

No 147,165 4,920 11.8 GB

4 RNN Models for Behavior Generation

4.1 Experiment Procedure

We formalize the purpose of this work as a regression problem from the speaker’s
facial expression (17 variables), gaze (8 variables), head movements (6 vari-
ables), and prosodic information of voice (16 variables) to the listener’s (i.e.
the agent) facial expression, head movements, and postures (2 variables). Since
human behaviors are continuous activities of these parameters, the data frames
are not independent to each other.

The dynamics of human behaviors are supposed to be better captured as
time series data. Recurrent neural networks (RNN) which take the influence of
previous input data into account are proposed for processing such time series
data. Two variations of RNNs, Long Short-term Memory (LSTM) and Gated
Recurrent Units (GRU), and the baseline multi-layer perceptron (MLP) were
explored in this work. We designed a simple common three-layer network struc-
ture to run the evaluation experiments (Fig. 2). The first layer is separated into
3 https://www.audeering.com/what-we-do/opensmile/.

https://www.audeering.com/what-we-do/opensmile/
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two groups, one handles the input of video information (OpenFace), and the
other one handles the input of audio information (OpenSMILE). The inputs are
fed into LSTM/GRU layer with eight times units than the input, they then go
trough a fully connected (dense) layer with 128 nodes, respectively. This absorbs
the different frame rates in different modalities (30 fps v.s. 100 fps) and separates
the temporal process of each modalities. The first fully connected layer has the
same amount of nodes for each input group, this balances the influential power of
the two input modalities (video and audio). They are then concatenated and go
trough an additional fully connected layer that has 512 nodes before the output
layer.

Fig. 2. Network architecture of the evaluation experiments

The same network structure is evaluated with LSTM and GRU units running
on one-second and two-second long input data sequences. The raw data are
transformed to trunks of time series with sliding window. In the cases of MLP
models, the data trunks are reshaped to one-dimension arrays and are fed to the
network in trunks by trunks. Therefore, the inputs for MLP with two seconds
of data window will have 28× 30× 2 + 16× 100× 2 = 4,880 dimensions. In
addition to one-second and two-second windows, MLP was tested with zero-
second window (i.e. the data of one frame only), too. The models are in seven
combinations of the dataset, the whole dataset, male listeners, female listeners,
and four individual listeners. All models are evaluated by leave-one-speaker cross
validation, that is, the data when the listener(s) is/are interacting with one of
the four speakers are extracted as the test dataset while the data of the other
three speakers are used as training set. This procedure is repeated for four times
so that the data of each speaker is used once as the test dataset. Then the
average of the four trials is used as the final results. The experiment program
is developed to use GPU computation where large amount of computation is
done in parallel so that the reproducibility cannot be secured. Therefore, each
experiment trial above was run for three times and the results are averaged.
Each trial is trained for 200 epochs and the intermediate model which has best
performance (lowest mean-squared-error (mse) upon the training dataset) is
used for cross validation. mse is also adopted as the evaluation metric of the
experiment. Since all data values are normalized to the range between 0 and 1,
mse values can be interpreted regarding to this range.
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4.2 Experiment Results

Experiment results are shown in Fig. 3. According to the evaluation results, we
have the following findings:

– mse values of all temporal models except one-second LSTM one for male
listeners are under 0.02. Considering the value range is up to 1.0, the errors
are relatively low. This implies that the micron non-verbal behaviors of the
listeners are indeed reactive to those of the speakers and therefore can be
learned.

– The responsive behaviors are person dependent, individual models always
perform better than gender-specific models and the whole-set model in the
same setting. Among these, the models learned from female listeners generally
perform better than male ones. This is probably because the female listeners
were more skillful in communication, their reactions were more dynamic, and
hence convey more characteristics which could be learned. On the contrary,
male listener’s reactions were more monotonous and were more difficult to be
learned.

– GRU models generally perform better than corresponding LSTM ones on our
dataset. Since GRU units have less parameters to be tuned, this may indicate
that LSTM’s additional parameters are over-killing and increase the difficulty
of the learning task.

– As expected, MLP models generally perform worst, but surprisingly they still
can be trained to some degree of precision even with the one-frame datasets.

– All models converges within 150 epochs, and there are no obvious impacts on
the number of epochs in cross validation even though more epochs (we tried
up to 500 epochs) tend to generate more precise models on the training set.

– Not always but two-second window size models often perform worse than their
one-second counterparts. This may imply the listeners’ reaction to the speaker
does not require long period of perception (within one second). However, when
actually apply the models to a realtime working agent system [7], the long-
window version generates smoother (with less jittering) character animation
from observation.

– Although there are only slight differences, two-second models perform better
than one-second models on male listeners’ datasets. On the other hand, one-
second models perform considerably better than two-second ones on female
listeners’ datasets. This implies the different tendency in reacting to commu-
nication interlocutors for male and female subjects in our dataset.

Due to inherently different network structure, direct and completely fair com-
parison between the feature sets of different modalities is impossible in the case
of neural networks. Out network settings were an approximation of comparable
networks of multiple combinations of feature modalities and may not be the
perfectly fair settings. Figure 4 depicts the comparison on the effectiveness of
different combinations of modality features. Contrary to the priori expectation,
multimodal models do not always perform better than uni-modal models. For
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Fig. 3. Mean-squared-error values of compared models. “Individual” denotes the aver-
age of all individual listeners while “Individual-Male” and “Individual-Female” denotes
the average values of male and female listeners, respectively

Fig. 4. Comparison of the leave-one-speaker-out cross validation results among differ-
ent combinations of input modalities to GRU models using male and female listener
datasets

male datasets, audio features perform best while the multimodal models per-
form best for female datasets. Comparing to video feature set, audio feature set
is always more effective in cross validation measurements. On the other hand,
from the learning curves depicted in Fig. 5, contrary to cross-validation results,
video information is more active in network training itself. Video-only models
converge faster and to a stable level with less errors. Jointly consider cross-
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Fig. 5. Learning curves of the GRU models conducted from female listeners’ dataset.
The curves are depicted regarding to one and two second window as well as the com-
binations of audio/video features

validation results, it may imply that video information is more powerful, but it
is more person-dependent. On the other hand, audio information contains more
general characteristics among different subjects.

5 Conclusions and Future Work

This paper reports the exploration in using RNN models for the generation of
micro listening behaviors for virtual agents. The models are trained on an active
listening data corpus which features elderly speakers talking with young active
listeners and was collected by ourselves. We compared the performance of MLP,
GRU, and LSTM networks and the results show that the reactions of listeners
can be trained to some degree merely from the speaker’s behaviors. Also, GRU
is confirmed to be most effective among the three.

The numeric-wise performance of tested models was not bad, however, it is
hard to say that this performance is good or not. From the aspect in learning
such person-dependent human behaviors, we would say the accuracy is quite
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high. However, from the subjective observation when interacting with such an
agent, the perceived performance could be a totally different story. A serious
investigation based on subjective perception is required in the future. The pro-
posed model generates facial expressions, head movements, and postures but
does not generate gaze which perform an essential role in communication. Unlike
facial expressions or head movements like nodding which have absolute meaning,
numeric gaze direction values themselves do not reveal any meaning in commu-
nication. Gaze directions need to be interpreted by linking with the position of
communication interlocutor’s eyes or the objects in the environment. A properly
designed gaze model is also required in the future. The proposed model trans-
forms a set of input feature values to one single set feature values (i.e. regression).
However, human behaviors should not have one single “correct answer” in one
situation. The answer should be an acceptable range rather than a single value.
We would also like to explore other techniques like generative adversarial net-
works (GAN) to derive this “range”. Finally, an agent who does not speak cannot
really perform active listening tasks, the non-verbal behavior generation model
while the agent is speaking as well as the model to determine its utterances are
also required in the future.
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Abstract. Nowadays, the cultural practices in our society are affected by fast
technological innovation. Among those practices, there is mourning and the way
we face death. In this context, our mortuary rites are being transferred to the
digital world as well. Applications for online or digital memorials are increas-
ingly common in the web. In order to help designers model applications of the
like, we herein present practical recommendations to design digital memorials,
considering the technical and cultural peculiarities of addressing death and
mourning in digital environments. Designers should try to follow these rec-
ommendations with a view to: meeting users’ expectations regarding this kind of
social software; ensuring that all types of users will have a satisfactory inter-
action with the system; preserving the deceased user’s reputation; and pro-
moting awareness of the cultural diversity of death-related domain. We illustrate
these recommendations with prototypes of a possible social network for digital
memorials. Finally, we discuss challenges and future works concerning these
applications.

Keywords: Digital memorials � Mourning � Users’ sensations � Social web �
Guidelines

1 Introduction

Death is an unavoidable event for any living being, but only humans are aware of their
finitude, so they perform rites of passage and mourning. These rituals play a central role
in all human cultures and in Western societies they usually include tributes to the dead
by means of wakes, funerals, burials, prayers, and the construction of memorials.

These death-related cultural practices are also impacted by the fast technological
innovation that we experience nowadays, which affects not only the way we live, but
also how we die or face the death of our beloved ones. Therefore, expressions of grief
and funeral rites in general are now beginning to be transferred to the virtual world.
Applications that implement the concept of online memorials (herein called digital
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memorials) are becoming increasingly common on the web. In these systems, users are
empowered to create a memorial for someone who died and to pay him/her homage in
the form of virtual messages, flowers, candles or even prayers [1–5].

However, there is still a lack of studies about technical, cultural and legal issues
regarding death in the digital space. This includes the need for research on users’
expectations and intentions when interacting with digital memorials. As stated by
Brubaker, Hayes and Dourish [6] and Lopes, Maciel and Pereira [5], when these
applications are incorporated into the Social Web, a network of living users created
about a digital memorial, that is, a dead user’s profile. Besides, digital memorials can
also be connected to one another, so that living and deceased users compose a complex
network, where posthumous interaction [3], i.e., interaction with deceased users’ data,
takes place.

Our literature review shows that there is current research on mourning practices
mediated by technology and on the role of digital legacy; however, solutions that
consider human aspects in their design are still required. This topic considers chal-
lenges in some communities, such as reported in the GranDIHC-BR Technical Report
[7] and in the GranDSI-BR Technical Report [8].

In order to assist designers to project digital memorials, practical recommendations
will be presented in this article considering the technical and cultural specificities of
addressing death and mourning in the digital environment. Some of these recom-
mendations will be illustrated by prototypes of a possible design of a social network for
digital memorials.

2 Literature Review

The concept of digital memorials derives from the concept of memorials in the physical
world, where concrete monuments are used to symbolize and honor the memory of a
person or event [9]. According to Riechers [2], all personal memorials arise from
common human needs: paying homage to the dead and comforting people in mourning.

Therefore, memorials in the physical world have many cultural purposes, especially
those related to religious and ritualistic practices, far beyond the instrumental function
of containing the body of a deceased person. One famous example of a memorial that
plays different cultural roles, not only as a place for mourning and honoring, but also as
a landmark for tourism and as a constant image for political speeches, is the National
September 11 Memorial (see Fig. 1) in United States.

The practice of paying tributes to the dead is evidently also transposed to the virtual
universe, because many users feel the need to express their feelings for deceased people
through technologies [10]. The materiality of physical memorials plays a central role in
the process of recollection and mourning: flowers, photos, candles and other objects
used in real-world wakes and funerals metaphorically represent the absence of the
deceased [11]. This also holds true in digital memorials, e.g. in the FindAGrave
website [12], which allows users to leave virtual candles, flowers or messages to any
deceased [1].

In posthumous interaction through digital memorials, the deceased becomes either
the element around which users interact or the recipient of messages and tributes from
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the living users. This kind of process can be seen both in web platforms created with
other purposes and in those specifically created to support memorialization services.

Some social networks are now adding digital memorial profiles to their services. In
Facebook, dead users’ profiles can be changed into digital memorials either if the
system automatically detects the user’s death, or if other users notify the system.
Campos et al. [13] pointed out some relevant elements of Facebook digital memorials,
such as the possibility to name an heir or the request for the deletion of the deceased
user’s account.

In addition to the systems that were/are being adapted to support digital grief and
digital memorialization, new web applications are being developed specifically
focusing on services of this nature.

According to Riechers [2], digital memorial websites have been around since 1996,
with the release of the Virtual Memorials platform [14]. According to Brubaker et al.
[6], “these sites users can post slideshows, videos, texts, audios and buy gifts prints,
like balloons and cake to celebrate a birthday. These practices of sharing memories
allow the bereaved to preserve the postmortem identity of their loved ones”. Thus, they
create a kind of “digital limbo” between life and death [15], redefining interaction
practices somehow involving the dead. The creation of specific platforms where living
and dead coexist leads Brubaker and Vertesi [16] to consider deceased users not as a
special subgroup, but rather as a case of “extreme users”, whose needs pose special
challenges for software design.

Results of a qualitative study of tombs, tombstones and physical memorials from
four cemeteries from different cultures [17] identify expressive components that must
be considered in the design process of digital memorials. Designers must explore the
possibilities of representing: the religious identity of the deceased, their possible

Fig. 1. Memorial for the victims of the 09/11 terrorist attack (New York). (Source: author’s
archive)
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multiple identities (public and/or private ones), the significant temporal markers of their
lives, and their social, political and economic status, among others. A culture-sensitive
approach is also important during the design process, aiming at honoring the decea-
sed’s values and avoiding cultural taboos.

Some other studies on digital memorials have been carried out focusing on systems
connected to QR-Code tags attached to tombstones. According to Cann [18], “QR
codes transfer the dead from the cemetery to the realm of the living by giving the living
a connection to the deceased that can be accessed anywhere.” For Maciel et al. [19], “In
general, QR codes in cemeteries permit the access to digital memorials, where different
kinds of data about the deceased (photos, videos, textual information etc.) can be
found”. These authors analyzed users’ perceptions of digital memorials linked to graves
via QR Code technology in a cemetery space. One of the problems evidenced by their
study was the lack of information in deceased users’ profiles. Because data are not
collaboratively inserted, depending on specific stakeholders to be available (e.g., the
family, or the company that manages the software), the lack of information is com-
monly noticed. Additionally, the information architecture impacted negatively on
navigability and accessibility on mobile devices—usability and/or communicability
tests might help identifying and fixing such kind of problems. Additionally, the pos-
sibility of integrating these systems with other social tools could add value to
memorials, promoting their adoption and usage.

Whereas the aforementioned studies analyze different general issues about digital
memorials, our literature review found only a few studies presenting initial guidelines,
scaffolds or recommendations for the design of these applications [4, 17]. Publications
of that nature would be vital to lead designers to more satisfactory projects of this type
of application, since it is necessary to consider issues such as users’ beliefs and the
different representations of death [20] espoused by different social groups.

In the following section, the research methodology of the present study is
explained. Next, we show the recommendations developed and the prototypes created
for the discussion of these recommendations.

3 Methodology

Firstly, a literature review was carried out on topics such as interaction with posthu-
mous data [21, 22], beliefs and taboos related to death [10, 11, 20, 22–24], digital
memorial pages on Facebook [5, 6, 13, 25] and specific environments for digital
memorials [1, 2].

Next, we searched the Brazilian social web for digital memorials. The following
platforms were found: iHeaven [26], Saudade Eterna [27], and Memorial Digital [28].
Due to technical problems in the latter, we registered in the first two platforms, and
explored them to understand their basic operational procedures.

Then, two studies were carried out on iHeaven and Saudade Eterna. The first study
consisted of an investigation of both systems in the light of social web elements [21,
29]. By means of Ethnography [30], we were able to collect data from the software and
perform a qualitative analysis of the functional aspects proposed by Maciel [21],
Maciel, Roque and Garcia [31], Smith [29].
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The second study, in the iHeaven platform, consisted of interaction tests with users
faced with digital memorials for the first time. The interaction tests aimed to understand
how users feel when interacting with this type of application. 29 participants, from 18
to 30 years old, did the test. The tests were individually answered and were composed
of two stages: first, a list of activities that the users should perform within the software;
then, a questionnaire to be answered after the interaction with the digital memorials.

From the researchers’ observations during the tests and users’ replies to the
questionnaires, it was possible to better understand how they feel when interacting with
this type of application. Partial results of these studies are available in Lopes, Maciel
and Pereira [3], Lopes et al. [4, 5].

As a final step, a semiotic inspection [32] of the communicative cultural perspec-
tives in death-related interactive systems was carried out. Super Lachaise, an open-
source application that supports visits to the French cemetery of Père-Lachaise and is
available for download at Apple Store, was explored. Then, as a triangulation step of
the research, the results were compared to those of a previous study on a Brazilian
digital memorial – Memoriall [34] – a system connected to QR-Code tags attached to
tombstones located at the Consolação Cemetery (São Paulo, Brazil) [19]. The main
contributions of the paper are available in Leitão, Pereira and Maciel [33]) and aim at
helping designers of death-related systems: a. define the interface mediation between
users and contents from a foreign culture; and b. organize and express these contents.

From the investigation of death-related interactive systems and the data obtained
through the qualitative analysis in the light of social web elements, together with the
results obtained in the investigative tests, practical recommendations for the design of
digital memorials were created, as presented in the next section. Such recommendations
were prototyped using the software Balsamiq Mockups. These recommendations and
the prototypes might help software engineers, system developers and HCI designers
develop digital memorials with a view to technical and cultural aspects inherent to
posthumous interaction.

4 Recommendations for the Design of Digital Memorials
in the Social Web

This section presents recommendations for the design of digital memorials [5].
Designers should try to follow them with a view to: meeting users’ expectations
regarding this kind of social software; ensuring that all types of users will have a
satisfactory interaction with the system; preserving the deceased user’s reputation; and
promoting awareness of the cultural diversity of death-related domain.

4.1 Modeling Social Networks Elements [6, 13, 17, 21, 29, 31, 33]

This section goes over the elements that characterize social networks, suggesting
techniques to implement them in the realm of digital memorials.

• Identity: There must be a remarkable distinction between living users’ profiles and
digital memorials. In the case of a social network that deals with data of deceased
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users, differentiating the identities of the living and the dead is highly advisable for
the sake of interaction. It is also important to considerer multiples identities of
deceased users (e.g. names and nicknames used in professional and/or informal
settings).

• Content: In a digital memorial, designers must decide how to balance data about the
life of death users, information about their death and the space for expression of
mourning. This balance generates different impacts on users’ interaction, such as the
more intense emotional effects involved in reading users’ statements of grief when
compared to those generated by reading the biography of the deceased.

• Relationships: In a social network involving profiles for living users and memorials,
there must be relationships among users, among users and memorials, and among
memorials. There can also be relationships among users, physical and digital
memorials (e.g. QR code technologies tagged on tombs of cemeteries). Such
modeling opens up a range of possibilities, such as the creation of tools that gen-
erate family trees from these relationships data, or the creation of digital tools to
mediate users’ physical or virtual experiences and interaction on physical
memorials

• Chat: In purely scientific terms, dialogue can occur only among the living, so a chat
tool only makes sense for conversations between living users’ profiles. However, a
functionality to privately send messages to a memorial can be implemented, con-
sidering that this one-way communication can have symbolic and sentimental value
for some people.

• Groups: Digital memorials can be considered forms of grouping users who had
some relationship with the deceased. Therefore, the modeling of digital memorials
should be thought of as in “communities of interest”. Users can also be interested in
creating specific groups, such as members of a family, friends of a deceased user
etc.

• Privacy Levels and Permissions: There must be a design project of users’ and
groups’ permissions with a view to: generating content about the deceased, col-
laborating on the edition of the profile, posting data, files, statements, editing pri-
vacy of data, messages and statements, etc. Different or equal levels of privacy and
of permissions can be implemented.

• Reputation: There must be ways to increase the reputation of a digital memorial
through messages on its “wall” (i.e. a virtual space where messages can be posted
and seen by other users), by adding pictures and videos of the deceased, or by
adding events to its timeline. According to Brubaker et al. [6], such forms of tributes
help preserve the post-mortem identity of the deceased. Besides, Lopes et al. [4]
state that users value the possibility to increase a memorial’s reputation.

• Recommendation: A social network of digital memorials should recommend to its
users not only the profiles of other users they might be friends with, but also
memorials they might want to connect with or pay homage to.

• Presence: This element should only be modeled for living users, as digital
memorials cannot have an “online” status.

• Sharing: In this kind of social network, different elements can be shared, such as
pictures and videos of the deceased, messages published on the wall of a memorial,
or even a whole memorial itself. In addition to that, users should be able to share, in
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other social networks, the interactions they participated in on the digital memorials
network. Such sharing can be explicit, through network sharing buttons, or implicit,
by exporting activities into other networks (but without open notification that data
have been exported from one network to another).

• Volition: In a social network for digital memorials, the system should model
volition, ensuring that, after the death of an account owner, his/her desires are
fulfilled regarding the destination of his/her data and the management of his/her
digital memorials. As suggested by Maciel [21], designing solutions for that
problem is essential, and there are several options for dealing with posthumous data.

4.2 Ensuring the Honoring of the Deceased [4–6, 33]

This section draws attention to some precautions to take during the design process
aiming to ensure the honoring of deceased users.

• Digital memorials should have a wall: in the interaction tests, we noticed that many
users think that writing a message is the most appropriate way to pay tribute to the
deceased. In the tests, several users were uneasy when interacting with other less
conventional forms of homage.

• Consider content curation or moderation: although collaboration is a key factor on
social networks, deceased’s data are sensitive. Public exposure of personal infor-
mation and inappropriate statements or photos posted on the interface are some of
the problems that may threaten the honoring of the deceased. Defining different
users’ roles in the network and ensuring a curation process (even a collaborative
one) can minimize negative effects.

• Be cautious when using buttons: in this type of social network, the keyword for a
button that performs a direct interaction with a digital memorial should be chosen
carefully. Users can find it weird to “like” a memorial (or any other frivolous
manifestation of appreciation). Some also find it disrespectful to click on buttons to
perform religious manifestations, such as to “pray” for the memorial.

• Allow the sharing of tributes in the social network or in other networks: users feel
like publicizing that they have paid homage to a digital memorial, either by sharing
this piece of information with their friends in the digital memorials social network,
or in other social networks. If the system has been designed as a social network, this
recommendation is related to the abovementioned possibility of “sharing”.

• Design with users: designers should seek to understand users’ expectations for the
application, so that the system is responsive and sensitive to users’ values.

4.3 Promoting Awareness of the Cultural Diversity of Death-Related
Domain [4, 5, 20, 33]

This section stresses the central role of culture on death-related interactive systems,
such as digital memorials.

• Bring culture into the design since the beginning of the process: as death, its
representations, practices and rituals are variable and strongly dependent on culture,
designers must consider digital memorials as culture-sensitive systems. Designers
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must previously reflect on which cultural variables they will model and how they
will do that. Language is a key variable; religious symbols, funeral and burial
rituals, and communicative condolence protocols are other relevant cultural vari-
ables in digital memorials.

• Design for diversity: in this type of application, designers should consider that users
have very different profiles [2, 35] and different conceptions of death [20]. It is also
important to avoid that designers’ beliefs and taboos on death limit the solutions for
the system (although beliefs always mediate our perceptions and influence our
solutions). The customization of the system by users is highly recommended.

• Explore possibilities, and, then, make choices: there are many possibilities to rep-
resent, express and communicate cultural content about death to users. So, there are
also many different ways to engage users in multicultural experiences of dealing
with death and mourning. However, there are limits to explore diversity. Only a few
cultural perspectives can be anticipated and communicated within the interface.
Sometimes, less is more. The risk of trying to embrace every cultural factor and
perspective might lead to a system that fits no one. Designers should make inten-
tional choices about how to deal with cultural dimension.

• Communicate cultural perspective to users: since a system cannot be culturally
comprehensive, it is important to make users aware of the cultural nature of the
domain and of the cultural contexts available in the interactive system. Commu-
nicate through the interface what cultural perspective is therein adopted [36]. By
doing so, designers can give users the cultural context they need for social inter-
action. For instance, a digital memorial can be available in many languages and can
provide a high level of customization (e.g. different religious icons), aiming at
cultural diversity. In this case, users can choose their own cultural context among
many possibilities anticipated on the interface. On the other hand, a digital
memorial could also express only a specific cultural perspective (a Buddhist digital
memorial, for example), with cultural markers expressing how a specific social
group represents death, with limited customization options. In this case, information
about the cultural perspective adopted could help users to understand another
culture, providing cultural context for the social interaction. In both cases users
should be aware of cultural diversity.

• Avoid vocabulary limited to a specific religion: In a system aimed at people with the
most diverse religious affiliations (or even no religion at all), using vocabulary
limited to specific religions may hinder the interaction. The noun “heaven”, for
example, is not associated to post-mortem in many religions. If a limited vocabulary
is used, users should be aware of the reasons behind these limits.

• Allow users to customize the interface with icons of their religion: according to
Maciel and Pereira [20], the symbols that represent death and death-related phe-
nomena vary across different religions and creeds. For example, while Catholic
users tend to ascribe symbolic meaning to tombs, Protestant users tend to assign
higher significance to coffins, as analyzed by these authors. On the other hand, a
Protestant user may feel like clicking a button to “pray” for a memorial, a form of
interaction that maybe would not make sense for an atheist. Systems must be
designed to allow users to change the symbols of the interface, especially when they
relate to religious beliefs.
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5 Prototyping

This section presents the prototypes made based on the aforementioned practical rec-
ommendations for the design of digital memorials. These prototypes can help human-
computer interaction designers and software designers achieve a clearer vision of
solutions for this type of application. Notice that the prototypes herein presented do not
cover all the functionalities proposed in the recommendations.

Firstly, designers must reflect on the top-level culture-sensitive design strategy,
considering, among others: (i) users’ profiles, needs and cultural backgrounds; and
(ii) the cultural perspective to be adopted (the aimed scope of cultural diversity and the
cultural variables involved) [17, 33]. In the prototypes presented, English is the lan-
guage adopted, aiming to embrace a more cultural diversity of users, as it is more
commonly used in cross-cultural social network communication. ‘Places’ are key
cultural variables to provide contextual information about users: place of birth, places
of death and burial, places visited, etc. On the other hand, ‘religion’ is not explicitly
elicited as a variable. These options are not the only design choice, although they
impact the ways users will be engaged in culture-sensitive interaction.

After the definition of the cultural perspective, systems functionalities can be
prototyped. Figure 2 illustrates some of the prototype functions, so as to help the reader
understand the figures that are next presented.

5.1 Products Generated

The first prototype generated was the user’s “Home” page, shown in Fig. 3. The
interface consists of a section composed of “reminders” of important dates, such as
friends’ birthdays or deceased users’ death anniversaries (memorial) (1); then, there are
the updates and news about friends’ interactions with other users and memorials (2). At
the end of the page, there are suggestions of digital memorials (3) and friends (4) to
add, based on memorials and friends in common. The question mark icons (5) refer to
help tabs, supposed to assist the user in case of questions about the tools. Item
(6) concerns the area of system settings.

This interface also shows applications of practical recommendations presented in
the previous section. The social networking element “recommendation” can be iden-
tified in (3) and (4), where the user receives recommendations from the system about

Fig. 2. A script of the prototype’s visualization.
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memorials and profiles with which their friends have interacted. In addition to that, the
element “sharing” and the recommendation “Allow the sharing of tributes in the social
network or in other networks” are represented in (2), where the system allows the user
to share public interactions he/she had with digital memorials or with other users.

Figure 4 presents the interface of a memorial that shows basic information about
the deceased (1), such as data about places and dates of birth and death. A memorial
has also general information about the deceased (2), such as places where he/she
worked/studied, and hobbies, similar to a user’s profile in other social networks.
Information in (1) and (2) was considered by the designers as important cultural
variables to mediate cross-cultural interactions. Those pieces of information are
inserted by the user who created it, or by the honored whom the memorial pays homage
to, in case he/she is still alive (this particular situation will be analyzed in the paper
later). Besides, a memorial may contain various pieces of data about the deceased, such
as his/her timeline, his/her relationships, photos, videos, among others, listed from
(4) to (10).

In accordance with the aforementioned recommendations, the element “identity”
plays an essential role in distinguishing digital memorials from ordinary users. In our
prototype, all digital memorials have the symbol of a cross (3) in the lower right corner
of the profile photo, which tells them apart from ordinary users. Notice that the option
of a cross as a symbol is more frequently used to express death in many Christian
religions [17]. However, in a more detailed prototype where “Religion” could be
considered as a cultural variable, other symbols should be offered as customized
options to express death.

The features (5), (7) and (8) should also be implemented in the memorial to ensure
the social network element “reputation”, as detailed in the previous section. The
“timeline” (5) should show great events in the deceased user’s life, while “pictures”

Fig. 3. The “Home” interface
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(7) and “videos” (8) would be areas where multimedia files could be found in the
memorial. To implement the social network element “groups”, there must be a space
where users connected to the memorial can interact among themselves; in our proto-
type, we called this area a “circle of grief” (9). Refined prototyped versions should
include permission and privacy administration functionalities in this area.

The implementation of a tool to send private messages to the memorial is also
desirable, because, as seen in the recommendations section, users may want to send
private messages to memorials, in a one-way chat (10). Elements (4) and (6) of this
interface will be discussed in the analysis of the next prototype, since they can be found
in both interfaces.

The next prototype to be created was the “wall” (Fig. 5), a space where users can
write public tributes to the memorial, or publish photos, videos and links on it. This
interface consists of the site where users can add their tributes (1) and the space where
they can view the interactions performed by other users (2). The wall can be interpreted
as a tool where users can increase the reputation of the memorial, by sharing stories,
memories, or multimedia files. Refined prototyped versions could consider if the
administrator should also moderate the wall content. In addition to that, this prototype
follows the practical recommendations “Digital memorials must have a wall” and
“Allow the sharing of tributes in the social network or in other networks”. We can see
in (3) and (4) the sharing options in the digital memorials network and in other
networks.

The prototype in Fig. 6 shows an interface for the relationships of a digital
memorial: family relationships (1), and the “friends of the memorial” (2), i.e. people
who added that memorial to their own list of memorials. This interface follows the

Fig. 4. The “Memorial” interface
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recommendations proposed for the design of the element “relationship” in social net-
works of this type, including a genealogical tree for the deceased user’s family. In this
tree, the dead should also be identified with a “cross” and, in case they were also users
of this social network, they should be linked to the tree. It is important to remember that
the administrator of a memorial inserts data about some relatives in the tree, but the
system can also suggest other relatives based on the connections between users’ pro-
files. The relatives can also be displayed in a list, as in (3).

Fig. 5. The “Wall” interface

Fig. 6. The “Relationships” interface
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Another part of the recommendations, not prototyped yet, has to do with the system
settings. The first interface related to them is the configuration of the visual display of
the software. This interface shows the pre-defined options for customization of the
system (1); personal customization of background images and color palette (2); and
changes in the symbols for messages and system status (3). While sections (1) and
(2) ensure that the system interfaces can be customized, section (3) allows users to
customize the interface with icons of their creeds, so as to promote awareness of the
cultural diversity of the death-related domain.

As to the system settings for the management of the fate of the account, the
interface should show the memorials the user has the right to manage (1), the heirs to
the user registered in the system (2) and the time during which the user can stay out of
the system, until the ownership and rights over his/her account are transferred to
another person (3).

The interface for the administration of the fate of the account should ensure that the
memorials managed by a user do not become inaccessible after his/her death. The same
applies to the user’s own profile, which can be transformed into a digital memorial (if
the user wants to). After stating his/her wish for having his/her profile changed into a
memorial after death, the user must insert the information that will be available in the
future memorial.

In future steps of the research, the prototypes presented above will be tested, in
order to assess usability and communicability and verify whether such design is
appropriate.

6 Final Considerations

Digital memorials provide users with new forms of mourning and honoring those who
passed away. Digital memorial applications currently available on the web are still
new, but they are an important step in the process of developing software for this
domain, demonstrating that posthumous interactions and postmortem digital legacy are
relevant issues to be discussed.

Regarding the management of posthumous data, one of the issues to be discussed
is: what is the best way to transform a dead user’s profile into a digital memorial? The
solution proposed in the aforementioned discussion of the interfaces is that the user
should be able to decide, before his/her death, the destination of his/her data, according
to his/her volition [21]. Then, this decision should be automated by the system.
However, in this case it is necessary to define who the “new” administrator of this
memorial would be.

Another important issue to be discussed is that current social networks have not
been able to differentiate profiles of “dead” and “living” users yet. Digital memorials
should somehow resemble physical cemeteries, with graves and tombstones identifying
the dead and honors paid to them [33]. Maybe that is why digital memorial services are
now beginning to be offered by funeral companies. Perhaps, that is also why their use
still causes discomfort and is a taboo for many people [4, 19].

On the other hand, legal issues should greatly influence these solutions and some
actions only make sense if proposed from a legal perspective. “Terms of use” and
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“privacy policies” of applications are usually intended to protect users’ data, but they
must be carefully adapted in terms of cultural diversity and legal systems to meet users’
needs in this domain. Otherwise, terms of use and privacy policies are no more than
mere formalities.

In the case of digital memorials created by users (rather than automatically created
by the system after a user’s death), the information present in the memorial is entirely
inserted by its administrator. It is not possible to verify if the information is true, so that
digital memorials become hostages of a single source of data. A possible solution
would be if the deceased user’s friends and family could make suggestions or changes
in the data of the memorial, in a sort of collective administration. To provide trans-
parency to this administration, the page should show information like: “Administered
by [name1] [name2] … [nameN]”.

Moreover, how could such applications work with specific “groups” of users and
not only with individual profiles? For example, how could we have a specific “sub-
memorial” for each deceased person within a collective memorial (common for people
who died in wars and in natural catastrophes)?

Other tools could be created for that kind of application, such as a map in the
memorial indicating where the deceased user had resided, worked, studied or been
buried. In the field of digital memorials, various applications can be created, meeting
users’ expectations to repute the image of the deceased and undergo digital mourning.

In this research, we have only studied some ideal characteristics for digital
memorials, especially aiming at practical issues in the design of these applications.
However, many social networks [37] allow users to change profiles into memorials.
These solutions are limited, but interesting, as discussed by Campos et al. [13].

Investigating how to deal with death and designing multidisciplinary solutions to
digital legacy systems in the light of technical, cultural, legal, ethical, and affective
principles is comprehensive and challenging. According to Maciel and Pereira [19]
highlight some challenging research questions for this area that will enable us to draw
up guidelines to conceive systems that consider the fate of digital legacy embedded in
software and to inform normative institutions on the discussion of those issues. Finally,
this is also an opportunity for the software industry to obtain important inputs to
develop systems that deal with the mortality of human beings.
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Abstract. Programmers and software developers are using different Integrated
Development Environments (IDEs) to perform their daily work. IDEs are often
complex applications, not friendly for novice programmers, with a learning
process of several weeks and with usability and satisfaction of use not always as
good as expected. The Programmer eXperience (PX) is a particular case of User
eXperience (UX), based on the use of the IDEs and other artifacts. We have
found studies about the programmer’s behavior and work, and also articles
addressed the usability and new tools proposals for IDEs. In this work, we
conducted a survey to evaluate the usability of several IDEs. The survey was
based on the System Usability Scale (SUS), which we adapted for the purpose of
our research. We focus the study on popular IDEs such as Dev-C++, Eclipse and
NetBeans. The survey was conducted in two Chilean universities and one
Spanish university, with students enrolled in two undergraduate programs in
Informatics Engineering. The results obtained show that the IDEs evaluated
have several issues related to the usability perceived by our participants. An
interview was conducted with six experienced programmers that are working in
different programming environments, in order to consult them on what aspects
they would like to improve the IDEs. Their comments indicate that IDEs should
incorporate connection with other programmers, and also, they claim for more
intuitive interfaces and understandable error messages.

Keywords: Usability � User eXperience � Programmer eXperience �
Integrated Development Environment � Survey � Interview

1 Introduction

The programming environment plays a very important role in the software develop-
ment. Learning to program is a difficult process that requires several months or years.
Students and practitioners interact with the different interfaces that provide the different
programming environments or languages. Most of programming environment
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interfaces do not accomplish with the basic principles of usability and/or accessibility,
so the result is an environment difficult to learn and difficult to handle for users.

In this work, we present a study of the usability perceived by user of programming
environments centered in three of them: Dev-C++, Eclipse and NetBeans. We selected
these Integrated Development Environments (IDEs) because they are used in the
Informatics Engineering program of the three universities where we conducted this
study: Universidad Autónoma de Chile, Pontificia Universidad Católica de Valparaíso
(Chile), and Universidad Miguel Hernández de Elche (Spain). We conducted a survey
to students of these three universities and we performed several interviews to profes-
sionals working in different computer programing Chilean enterprises.

The results show in general low usability in the IDEs. Eclipse is the IDE that obtained
the best score. Both NetBeans and Dev-C++ are considered as IDEs with a low degree of
usability, obtaining the lowest score Dev-C++. The interviews provide interesting results
on the preference of the participants and aspects to improve in the IDEs.

This work is organized as follows: in Sect. 2 we describe the background, in
Sect. 3 we introduce the methodology used, in Sect. 4 results obtained are presented,
and finally, Sect. 5 contains conclusions and future work.

2 Background

The work carried out by a programmer are challenging and allows the programmer to
interact with various elements such as programming environments and other devel-
opment artifacts. Usability is one of the important aspects of the programmer work.
However, usability aspects are not enough, and some models of User eXperience
explain more complete aspects that influence in the programmer experience. Some of
these aspects can be the interaction of the programmer with systems, languages and
programming environments to reach a more pleasant programming experience.

2.1 Usability

Usability is defined by the International Organization for Standardization (ISO) 9241-
11 of 2018 as: “Extent to which a system, product or service can be used by specified
users to achieve specified goals with effectiveness, efficiency and satisfaction in a
specified context of use” [1]. Usability has specific attributes that allow its assessment,
such as: Learnability, facility to be learned and very important to reach for novice
users; Efficiency, related to the speed in which the user can reach their objectives;
Memorability, related to the ability of users not frequent to remember how the system
is used; Errors, related to the number of errors that a user commits when performing a
task; and Subjective Satisfaction, a subjective attribute that measures the subjective
impression that the user has of the system [2].

2.2 User eXperience

Nowadays the User eXperience (UX) has become the concept very important for the
systems, products or services. ISO 9241-210 of 2010 defines the UX as: “person’s
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perceptions and responses resulting from the use and/or anticipated use of a product,
system or service” [3]. There are several models that explain the user experience, one
of them is Honeycomb, proposed by Morville [4]. This model considers that UX has
seven aspects that go beyond of the usability. In this work, we take this model as a
reference for systems such as IDEs. The aspects defined in Honeycomb model are:

• Valuable, the system must deliver value and contribute to the customer satisfaction.
• Usable, the system should be simple and easy to use. The usability is necessary but

is not sufficient.
• Useful, the system or product must be useful and satisfy a need, otherwise there is

no justification for the product.
• Desirable, the visual aesthetics of the product or system must be attractive and easy

to interpret.
• Findable, the information should be easy to find and easy to navigate. The users can

find what they need.
• Accessible, the system should be designed so that even users with disabilities can

have the same user experience as others.
• Credible, the company and its products or services need to be reliable.

2.3 Programmer eXperience

Programmers use IDEs and several development artifacts, so UX concept may be
particularized as Programmer eXperience (PX). Due to the complexity of the pro-
grammers’ tasks, and the fact that they interact with several artifacts of diverse nature,
we may consider programmers as customers. The Customer eXperience (CX) concept
is therefore relevant in the software development process.

In the review of articles that address the programmer’s experience, researches were
found on the benefits of programming languages and graphic environments. These
articles show that readability of the codes can be improved, presenting advantages over
other that are textual and positively impacting the development of software [5, 6].
Development environments that implement graphic aspects can improve and facilitate
various tasks of the programmer, such as the finding information in programming
environments during software maintenance [7] and the monitoring and understanding
of the code [8].

Software maintenance is an arduous task. Programmers requires to read and to
analyze programmed codes. We found several works related to software maintenance:
(1) how facilitate the reading of codes [9]; (2) how instructions can be more predictable
by the reader [10]; (3) and how codes can be implemented in a more readable
way [11, 12].

Two interesting studies about programmers were found. The first one evaluates
whether the programmer’s experience influences the quality of the code he writes,
obtaining as a result that years of experience are not a good predictor of programmer
performance. A good predictor could be the academic background and the specialization
[13]. The second study address on the productivity of the programmer, specifying new
metrics to measure productivity for both for lonely programmers and programmers in
pairs, these metrics are applicable to the entire life cycle of development [14].
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2.4 Integrated Development Environments

IDE usually contains a source code editor, a debugger, automatic building tools, and
some of them also have IntelliSense, a tool that helps programmers to fill automatically
the code. One IDE can have a compiler, an interpreter or both. Examples of the most
used IDEs are Eclipse, NetBeans and Visual Studio. It is worth to mention that an IDE
can usually support several programming languages and also has a graphical interaction
interface in which the tools available are displayed.

Several articles reviewed about IDEs showed the interest to improve the interaction
of the programmer with the IDEs and to facilitate the work of the programmer. We
identify: (1) the incorporation of complements to facilitate editing and changes in the
codes [15, 16]; (2) the incorporation of social aspects and the benefits that brings for
programmers [17, 18]; (3) the improvement of specific aspects of debugging that IDEs
do not cover today [19]; (4) the incorporation of users that can define usability
experiments integrated into the environments [20]; and (5) the implementation of a
specific tool for IDE that was also analyzed in order to make programming easier and
minimize errors [21].

We found studies about the usability of the programming environments, one of
them show the need for a multitouch environment which contributes to ease of use
[22]. Other studies explain that overloaded assistive features in environment present
difficulties for the programmer [23].

One of the elements that programmers use in their work is Application Program-
ming Interfaces (APIs). Studies on usability of APIs were found in relation to (1) the
relevance of documentation about ease of use [24]; the most important element in the
API is providing easy communication, which would favor and minimize the errors that
can be generated in the development [25]; and (3) the ease of the use and imple-
mentation which indicates that their use is not as simple as expected [26].

3 Methodology

This study has two parts: (1) one survey about usability perceived by users of different
IDEs based on the System Usability Scale (SUS) and (2) several interviews performed
to different professional programmers in order to complement the answers obtained on
the survey.

3.1 Survey

We conducted a survey to evaluate the usability of several IDEs. The survey was based
on the SUS, which we adapted for the purpose of our research. SUS is a general tool
developed by Brooke [27], (arguably) applicable to any type of interactive system. SUS
includes 10 questions that allows to obtain a general measure of usability perceived by
users that could cover several aspects of usability like effectiveness, efficiency and
satisfaction. Each item of SUS consists of 5-point Likert Scale: 5 means “strongly
agree” whereas 1 means “strongly disagree”. In all odd items, the result will be
obtained by subtracting 1 from the participant’s response. The result of the even items
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will be obtained by subtracting to 5 the answer of the participant. So, the scale for each
item is from 0 to 4. The original total score of the survey is in the range [0–40] that will
be converted to [0–100] by multiplying by 2.5 each item score. One system is con-
sidered “usable” when scores above 68. Table 1 shows the adapted survey applied in
our study.

Among the most used programming languages are C/C++ and Java [28]. We focus
the study on popular IDEs that support these languages: Dev-C++, Eclipse and
NetBeans.

The survey was carried out in two universities in Chile: Universidad Autónoma de
Chile and Pontificia Universidad Católica de Valparaíso, and one university in Spain,
Universidad Miguel Hernández de Elche. Participants were selected from students
enrolled in undergraduate programs in Informatics Engineering.

The study involved 140 participants and was conducted from June to October 2018
in Chile and in January 2019 in Spain. Students participated in the survey voluntarily.
In both countries, students from 1st year were asked to conduct the survey about Dev-C
++ IDE. Since C is the initial language in the teaching of programming in the par-
ticipating universities of the study. Other students with more experience in Chile from
2nd to 5th year answer a randomly about NetBeans, Eclipse and Dev-C++. In the case
of Spain, students of the 2nd year were asked to fill the survey to evaluate Eclipse IDE,
as they are working with Java in their second year. Moreover, students of 4th year were
asked to fill both Dev-C++ IDE and Eclipse IDE as they have worked with both IDEs
and have experience with more IDEs when they arrive at their last degree year; we split
the group in two parts to get responses to both surveys.

The survey was conducted in the classrooms of the different universities, in stu-
dents’ usual environment. Mainly we want them to answer about the IDEs that they
have usually had the opportunity to work this semester and the previous semesters. The
time allotted to answer the survey was 10 min maximum. Generally, the students
responded in less time. The data was collected through a printed form in Chile, and a
digital form in Spain (we used Google Forms).

Table 1. Survey applied in our study.

No Questions

Q1 I think I would like to use this IDE frequently
Q2 I found the IDE unnecessarily complex
Q3 I thought the IDE was easy to use
Q4 I think I would need the support of a technical person to be able to use this IDE
Q5 I found that the various functions in this IDE were well integrated
Q6 I thought there was too much inconsistency in this IDE
Q7 I would imagine that most people would learn to use this IDE very quickly
Q8 I found the IDE very cumbersome to use
Q9 I felt very confident using the IDE
Q10 I needed to learn many things before I could work with this IDE
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3.2 Interviews

The purpose of the interview was to collect relevant information about the opinions of
professionals who are users of development environments. The type of interview used
was partially structured, in which six open-ended questions were considered, in which
there is the possibility of deepening in some of them if necessary. The reason for
selecting this type of partially structured interview allows to collect more information
than the users and in turn to guide the interview process towards the points of interest.

The interview is composed of two initial questions that characterize the user. The
third question is a general question about the environments they have used. The fourth
question is focused on the advantages and disadvantages of IDEs. The two last
questions are devoted to what they would like to improve in the environments.

The six questions defined in the interview are:

1. What IDE have you used?
2. What functionalities of the IDEs have you used?
3. Referring to the IDEs used Which one do you like best and which one less?
4. You can tell us three favorable things and three unfavorable things of the IDEs that

you have used.
5. If you had to recommend an IDE, what would it be and why?
6. What would you like to improve in IDEs?

We contact professional informatics engineering graduates that have experience in
software development (experience over 3 years) in Chilean enterprises. The intervie-
wees were all male between 25 and 35 years old. They freely decided to participate in
the interview. They were anticipated that the interview has six questions, so it would be
short enough. The interviews were conducted in their offices directly and notes were
collected in notebooks manually. Although the interview has well-defined questions, it
was intended that the interviewee feel comfortable. The interviews last between 10 and
15 min.

4 Results

The analysis of the results of the survey will be carried out by interpreting single items
from the SUS proposed by Sauro [29]. Five grades are detailed for SUS, from A to F,
being A the highest grade and F the lowest. It also provides a description of scores for
each question based on previous studies, which allows establishing whether the scores
obtained are related to average scores or good scores. The analysis of the answers of the
interviews will be carried out through a qualitative analysis for each question.

4.1 Dev-C++

This IDE was initially developed by Bloodshed Software until 2005 and then by Orwell
since 2011. Its latest version available is from 2015. Dev-C++ allows programming in
languages C/C++. This environment is used in the first year at all universities that
participated in this work [30].
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The total number of participants who answer about Dev-C++ in Chile is 35, of
which 23 are first-year students. The general score obtained is 53.0, which places it in
grade D of SUS, which means that it is very low as expected to be considered usable.

The lowest scores are in questions Q4 and Q10, what shows that students consider
it difficult to use and complex to work. The highest scores were obtained in questions
Q5 and Q6. The score obtained in Q5 does not reach to be average. In the case of Q6,
his score places him in grade A, that is, a good score. This means that students consider
Dev-C++ very consistency.

The total student that answered in Spain is 22, 13 of them are students of first year.
The score obtained in general is 47.5 which is very low, considering it very unsatis-
factory on the part of the students, this score places it in an F grade of SUS. The lowest
scores were obtained by Q7 and Q10, which means that students consider that Dev-C++
is difficult to learn and difficult to use. The highest scores were obtained in Q2 and Q3,
but only Q2 achieves an average score. In Fig. 1, we can see the results obtained in both
countries.

In both results we can see that the perception of students about the IDE is quite
negative, especially in the case of Spanish students. Whereas Dev-C++ is complex,
difficult to use and to learn. All the above indicates that the satisfaction of the students
is very low.

4.2 Eclipse

Eclipse is an open source platform with a worldwide known IDE that allows to work
with Java programming language and can be extended to other languages, such as the
programming languages C/C++ and Python. Its latest version is from 2018 [31].

Eclipse was evaluated by 36 students in Chile in the 2nd, 4th and 5th years. The
result obtained is of 60.9, which places it in grade D, so it has important aspects to

Fig. 1. Dev-C++: results (scale 0–4).
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improve. The lowest scores were obtained in Q4 and Q10, being perceived by students
as difficult to use and difficult to work. Questions Q1 and Q5 obtained the highest
scores, but neither of them reached a minimum average score, so they are relevant to
highlight as positive aspects perceived by the students.

In total 27 students from Spain belonging to 2nd and 4th year answered the Eclipse
survey. The score obtained is 67.8 so the IDE is considered as usable by the students.
The lowest scores are in Q4 and Q10, both reach an average score, this means that
students consider moderately difficult to use and complex to work. The highest scores
were obtained in Q1 and Q6. Only Q6 reaches a good score. So, the students consider
that Eclipse is a consistent environment.

The results obtained show that Spanish students perceive that Eclipse is a usable
IDE unlike Chilean students. In both cases the lowest scores were obtained in questions
Q4 and Q10, with Chilean students evaluating it with the lowest results. In Fig. 2, we
can see the results obtained.

4.3 NetBeans

NetBeans is developed by Apache Software Foundation and it is a free multiplatform
IDE programmed in Java. Mainly for Java language developments, it can be extended
to other languages. Its latest available version is from December 2018 [32].

NetBeans was only evaluated by 20 Chilean students in 3rd year. Spanish students
have a transition from Dev-C++ to Eclipse directly, without using NetBeans, as is the
case of Chilean students who follow the sequence, Dev-C++, NetBeans, and then
Eclipse.

The results show that the total score obtained is 59.6. This result places NetBeans in
a D grade, that is, it has aspects to improve to be more usable. The questions that have
lower scores are Q4 and Q10, which means that students consider the complex to use
and to work. The highest score was obtained in Q5, however it is not enough to obtain

Fig. 2. Eclipse: results (scale 0–4).
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an average score, so it could not be considered as a positive aspect in the students’
perception. In Fig. 3, we can see the results.

4.4 Interviews

The analysis of the interviews made to the professionals indicates the following rele-
vant results:

What IDE have you used? All of them had used NetBeans, Eclipse and Dev-C++.
2 of 3 had used Visual Studio whereas half of them Android Studio.

What functionalities of the IDEs have you used? The most used functionality is
the debugging of code in IDEs (66% of respondents), followed by the function of auto
fill code (33% of respondents), a functionality mentioned by one of the respondents in
the search for definitions inside the code.

Referring to the IDEs used: Which one do you like more and which one less?
The IDEs most liked by respondents are NetBeans and Visual Studio, each one with
two preferences, followed by Eclipse and Visual Studio with one preference. As for the
less preferred, Dev-C++ is mentioned twice, because they consider it is a very basic
IDE that is rarely used in the work they do.

Can you can tell us three favorable things and three unfavorable things of the
IDEs that you have used? About NetBeans, the interviewees mentioned how fast the
speed to create projects, besides supporting several languages. In the case of Eclipse,
ease of use and speed to find errors stand out were the more mentioned favorable
aspects. Favorable aspects of Visual Studio like familiarity and ease of use were also
mentioned. In case of Android Studio, interviewees mentioned the speed of compila-
tion and debugging. No participant referred to positive aspects of Dev-C++. About
unfavorable aspects of Eclipse and NetBeans IDEs, the interviewees (50% of them)
stated that they use many resources of the computer which makes them slow in their

Fig. 3. NetBeans: results (scale 0–4).
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performance. Others stated that IDEs in general have non-visible functionalities and
that error messages are not understandable.

If you had to recommend an IDE, what would it be and why? In this question
the interviewees responded in some cases with more than one recommendation. The
most recommended IDE by the interviewees was NetBeans, recommended by 50% of
them, due to the easiness to create projects and availability of complements. Followed
by Visual Studio, recommended twice for its ease of use and documentation. Finally
Eclipse, Android Studio and Dev-C++, were recommended only by one interviewee; in
the case of Dev-C++ only for the use of programming in C language.

What would you like to improve in IDEs? Although this question is quite broad
and general, it seeks to identify the functionalities that the users experienced considered
necessary to implement. The answers show that what they would like to improve in the
IDEs is access to forums internally, without having to leave the environment to
communicate with the other programmers (50% of them considered it). It was also
considered important to improve the generation of more documentation and in other
languages besides English for beginning programmers (this is because the native
language in Chile is Spanish). These answers about the social interaction with forums
and the outside had already been found in a recent work of Astromskis et al. where the
behavior of the programmers is monitored [33].

5 Conclusions and Future Work

In relation to the surveys conducted, the total number of students surveyed is 140,
composed of 91 Chilean students and 49 Spanish students. This is a significant number
for this study. As for Dev-C++, students perceive it as a system with low usability;
especially Spanish students are more critical about it. Dev-C++ was considered com-
plex, difficult to learn and difficult to use. The previous results were obtained with
students from different courses of their degrees. The lowest results of the study were
obtained by Dev-C++.

In relation to NetBeans, the results show that it is an IDE with important aspects to
improve, being considered by the students as complex and difficult to work. This IDE
obtained the average score of the three IDEs.

Clearly, the results of Eclipse were better, obtaining the best perception of usability
by students both in Chile and in Spain. Eclipse achieved a score of 67.8 and was
considered as an IDE quite usable by the Spanish students. It is also considered that it
has aspects to improve such as the difficulty of use and the complexity to work it.

The interviews offered interesting conclusions about the most used aspects of IDEs,
such as debugging and auto-filling code functionalities. In addition to the consideration
that Dev-C++ is the least used in the work that the interviewees perform. The ease of
creating projects appears also as a relevant aspect of NetBeans. As well Eclipse and
NetBeans are considered slow IDEs and they require too many resources of the
computer. An interesting finding is the need for programmers to connect with others
through the programming environment.

As future work, the segmentation of the students and the comparison of the
obtained results will be considered. This study could be refined by considering
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equivalent years of the degree of the participants. In Chile, surveys have been con-
ducted between students of 5 different levels (1st, 2nd, 3rd, 4th and 5th year courses)
and in the case of Spain surveys have been conducted by students of only 3 different
levels (1st, 2nd and 4th year course), so it would be interesting to establish a more
equitable relationship in terms of the course studied.

In the interviews arise new IDEs that programmers use in their work such as Visual
Studio and Android Studio. These two IDEs will also be included in surveys of our
future works. In addition, we will complement the interviews with more professionals
from both Chile and Spain to find more interesting and comparable results.
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Abstract. Cooking recipes have become available by various ways.
However, there are not always recipes that can satisfy any request. In
order to reliably provide recipes that can meet his or her needs, it is
necessary to newly produce recipes that meet requirements as needed.
In addition, a support system is necessary for people who do not have
much knowledge to easily devise their favorite recipe. We propose a deci-
sion support system for demand driven design of cocktail recipes, that
is systemized using Deep Learning due to diversity of ingredients and
combinations, differences in taste, etc.

Keywords: Cocktail recipe · Deep learning · Deep neural network

1 Introduction

Cooking recipes have become available by various means. However, despite the
huge number of recipes, there are not always dishes that perfectly match each
individual’s preference. Also, even if they exist, it is not always easy to find them.
It is also clear that too many choices can cause problems [6]. For example, it can
be a cause of inhibition of motivation to the selection, a decrease of satisfaction to
the selected object, and so on. Likewise, because of huge combination of cocktails
made from multiple liquors, beverages, etc., there are not always recipes that can
satisfy any request. In order to reliably provide recipes that can meet his or her
needs, it is necessary to newly produce recipes that meet requirements as needed.
In this study, we focus on cocktails where recipes are simpler than general cuisine
and devise a method to generate recipes based on requests. Since combinations
of ingredients are complicated, we make a support system by deep learning. A
support system is necessary for people who do not have much knowledge to easily
devise their favorite recipe.
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2 Dataset

We used 3110 recipes obtained from the website [5] that posted cocktail recipes.
The variables contain the quantities of 645 different ingredients (treated as dif-
ferent ingredients if units of quantity are different) (Table 1).

Table 1. An example of dataset.

Amaretto

[Part]

Apple Juice

[Part]

Cherry

[Whole]

· · · White Cacao

Liqueur [Part]

Tonic Water

[Part]

Strawberry

[Whole]

Strawberry

[Piece]

0.25 1.00 0.00 · · · 0.00 0.00 0.00 0.00

0.00 0.50 0.00 · · · 0.00 0.00 0.00 4.00

1.00 0.00 1.00 · · · 0.00 0.00 0.00 0.00

0.00 0.00 0.00 · · · 1.00 0.00 0.00 0.00

0.00 0.00 0.00 · · · 0.00 2.00 0.00 0.00

0.00 0.00 0.00 · · · 0.00 0.00 1.00 0.00

0.00 0.00 0.00 · · · 0.00 0.00 0.00 0.00

3 Method

First of all, our system takes as inputs a collection of required ingredients, a col-
lection of forbidden ingredients and whether “surprise” is necessary. Required
ingredients are always used in recipes to be output finally, while forbidden ingre-
dients are never used. “surprise” is like an indicator of a level of a concept close
to the term serendipity used in the field of marketing. Regarding this part, we
almost follow the work of Grace et al. [1,2]. However, there is only one point
difference, which is that the input on “surprise” is not at that level and whether
it is necessary or not.

On the other hand, our system consists of two processes: the generation of
sets of ingredients and the generation of ingredient quantities (Fig. 1).

3.1 The Generation of Sets of Ingredients

In the generation of sets of ingredients, two deep learning models are used. One is
a multilayer perceptron [3]. It takes as input a vector representation of a part of
ingredients contained in a recipe and outputs levels of co-occurrence relation that
each ingredient is included in the recipe. Another is a variational autoencoder
[4] that encodes a vector with information such as which ingredient is included
in a recipe into a vector of multidimensional normal distribution. First, the
system receives a request in the form of a collection of required ingredients, a
set of forbidden ingredients, and whether “surprise” is necessary. Next, using
the multilayer perceptron, excluding forbidden ingredients, add an ingredient
with the highest levels of co-occurrence relation of entering recipe or “surprise”
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Fig. 1. Image of the proposed system.
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estimate to the required ingredient set. The definition of “surprise” here [1,2]
is as follows. When a set of other ingredients is given in multilayer perceptron
and it estimates levels of co-occurrence relation Pθ of entering recipe of different
ingredients, s expressed by the following equation is called “surprise”.

s(f |c) = − log2
Pθ(f)

Pθ(f |c) (1)

where f is an ingredient and c is context of set of ingredients. Considering
computational ease of use, the length of the combination at training is up to 3.

For a recipe to which a selected ingredient is added for an required ingre-
dient set, outlier detection with the Mahalanobis distance and the chi-squared
distribution [4] is performed on the vector coded by the variational autoencoder.
If there is no outlier, a process such as addition of ingredient and processing of
outlier detection is repeated. If it is judged as outlier or the number of ingredi-
ents exceeds the maximum value of the data set, this algorithm ends. We output
a list including all the collections of ingredients from the required ingredient set
to the final set of the repetition (however, those whose ingredient set size is 1 or
0 are removed from the candidates).

3.2 The Generation of Ingredient Quantities

The generation of ingredient quantities receives as input a list of ingredients
outputted in the process of the generation of sets of ingredients. The following
processing is performed on each set of ingredients. First, using the regression
by multilayer perceptron [3], the system estimates amounts of each ingredient
contained in the set of ingredients. Information on the estimate of quantity is
added to the set of ingredients. A set of all ingredient sets subjected to the above
processing is regarded as a final output result.

Loss Function in Learning of Multilayer Perceptron (MLP). When
existing functions such as Mean Squared Error, Mean Absolute Error and MAPE
are used as the loss function in learning of Multilayer Perceptron (MLP) for
ingredient quantity generation, a problem that extremely small amounts (value
close to 0) is output since the train data is sparse (amounts of ingredients that are
not used is 0) arises. Therefore, in this study, we have defined the loss function
LN uniquely (2).

LN =
1

NP

N∑

n=1

P∑

p=1

sign(y(n)
p )|y(n)

p − ŷ
(n)
p |

max(y(n)
p , ε)

(2)

0 ≤ yn
p ≤ 1, 0 ≤ ŷ(n)

p ≤ 1, ε > 0

where, N is the number of data, P is the dimension of data. ε is a tiny positive
number to prevent division by 0, such as 10−7 is used. In MAPE, the loss for
each sample is multiplied by the sign of the true value yn

p . When yn
p is 0, the loss

is fixed to 0.
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Evaluation Function in Validating of Multilayer Perceptron (MLP). If
the proposed loss function 2 is used as an evaluation function in validating, there
is a problem that it is easier to output a better evaluation value (lower value) as
the number of ingredients used is smaller, that is, data with a lot of y

(n)
p where

sign(y(n)
p ) takes zero. Therefore, we also uniquely defined the evaluation function

(3).

LN =
1

∑N
n=1

∑P
p=1 sign(y(n)

p )

N∑

n=1

P∑

p=1

sign(y(n)
p )|y(n)

p − ŷ
(n)
p |

max(y(n)
p , ε)

(3)

0 ≤ yn
p ≤ 1, 0 ≤ ŷ(n)

p ≤ 1, ε > 0

By replacing NP with the sum of sign(y(n)
p ), it becomes equivalent to MAPE

for y
(n)
p which take positive values.

4 Experiment

Based on our method, we constructed a support system for recipe design on
WEB application. Below are two screens of the application screen.

If you enter information on “required ingredients”, “forbidden ingredients”
and “surprise”, you will transition to the result page (Fig. 2).

The input information is described at the top. A recommended recipe is
displayed under that. Below it a plurality of recipes generated by the algorithm
are displayed (Fig. 3).

First, We also generated recipes by our method using requests of randomly
generated. After that, we took and analyzed a questionnaire including question
items on the generated recipes.

In the questionnaire, the main questions are roughly divided into two types.
One type is the question “Which of the following two recipes do you feel more
than wanting to drink?” Another type is the question “Which of the following two
recipes do you think is “a cocktail recipe created by a computer algorithm”?”.
Ten questions were prepared for each question type. The two recipes presented in
one question are the recipe generated by the algorithm based on a certain request
and the known recipe that most closely matches the same request. Furthermore,
we asked questions such as taste for alcoholic beverages and drinking habits. A
questionnaire survey was conducted for 37 males and females aged from 20 to
43. Using the data obtained from the questionnaire, we analyzed the probability
of wanting to drink the recipe of the algorithm, the probability of discrimination
between a recipe of the algorithm and a known recipe, respectively by logistic
regression.

4.1 Procedure

Two patterns of analysis by logistic regression are carried out based on the
questionnaire result. One is modeling the probability that the recipe of the algo-
rithm is preferred, and another is modeling the probability that the recipe of the
algorithm is distinguished.
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Fig. 2. The page for entering a query.
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Fig. 3. The page displaying a result.
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First, modeling the probability that the recipe of the algorithm is preferred is
explained. The objective variable is set to 1 if the algorithm recipe is selected as
the recipe that the user prefers, and 0 if not selected. We prepared the following
variables as explanatory variable candidates.

– Type of alcohol drink preference (True: 1, False: 0)
• The most popular alcohol drink (whisky or wine or beer, plum wine)
• Popular alcohol drink (liqueur or jin or shochu or sake)
• Unpopular alcohol drink (brandy or spirits or vodka oe rum)
• None

– Question
• Question 1
• Question 2
• Question 3
• Question 4
• Question 5
• Question 6
• Question 7
• Question 8
• Question 9
• Question 10

– Use of “surprise” in algorithm (True: 1, False: 0)
– Alcohol preference (True: 1, False: 0)
– Cocktail preference (True: 1, False: 0)
– Age (normalized)
– Sex (Male: 1, Female: 0)
– Alcohol drink preference (True: 1, False: 0)

• Whisky
• Jin
• Beer
• Liqueur
• Wine
• Sake
• Plum wine
• Shochu

– Experience equivalent to work of making cocktail (True: 1, False: 0)
• Experienced
• Not experienced

– Frequency of drinking cocktail
• No drinking
• Few (About 2 days or less per month)
• Normal (About 1 to 3 days per week)
• Frequent (About 4 days or more per week)

– Frequency of drinking alcohol
• No drinking
• Few (About 2 days or less per month)
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• Normal (About 1 to 3 days per week)
• Frequent (About 4 days or more per week)

– Drinking amount on drinking alcohol
• No drinking
• Small (It is equivalent to beer medium bottle (1 bottle) or sake (1 go) or

whisky single (2 cups) or less)
• Normal (It is equivalent to beer medium bottle (1 to 2 bottles) or sake

(1 to 2 go) or whisky single (3 cups))
• Large (It is equivalent to beer medium bottle (3 bottles) or sake (3 go)

or whisky double (3 cups)) or more
– Maximum value of “surprise” at the time of ingredient selection (normalized)

Variables are selected from the above variables using the variable increment
method of the stepwise method based on AIC criterion and the resulting model
is treated as an official model in this study.

We describe the modeling the probability that the recipe of the algorithm
is distinguished. The objective variable is 1 if the recipe of the algorithm is
selected as the recipe which is thought to have been created by the algorithm,
and 0 if it is not chosen. For explanatory variables, we use the same variables
as those used for modeling the probability that the recipe of the algorithm is
preferred. However, note that the variables of the question correspond to different
questions. In the same way as modeling the probability that the recipe of the
algorithm is preferred, the variable selection is also done, and the model obtained
from the result is handled as an official model in this study.

4.2 Results

Crosstabulation on whether or not each respondent like alcohol and whether or
not each respondent like cocktails is shown below (Table 2).

Table 2. Crosstabulation on whether or not each respondent like alcohol and whether
or not each respondent like cocktails.

No. of respondent who
like cocktails

No. of respondent who
do not like cocktails

Total

No. of respondent who
like alcohol

21 6 27

No. of respondent who
do not like alcohol

7 3 10

Total 28 9 37

Crosstabulation of preference of existing recipe vs. recipe created by algo-
rithm and presence of “surprise” is shown below.
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Table 3. Crosstabulation of preference of existing recipe vs. recipe created by algorithm
and presence of “surprise.”

“surprise” No “surprise” Total

Existing recipe 66 115 181

Recipe created by algorithm 45 144 189

Total 111 259 370

As shown in Table 3, the recipe of the algorithm seems to prefer to drink is
about 51%.

The result of modeling the probability that the recipe of the algorithm is
preferred is shown in the following table (Table 4).

Table 4. The result of modeling the probability that the recipe of the algorithm is
preferred.

Coefficient Estimate z value p value

Intercept −0.2644 −1.210 0.22629

Use of “surprise” in algorithm 0.6280 2.682 0.00733

Alcohol drink preference (liqueur) 0.6640 2.356 0.01846

Alcohol drink preference (beer) −0.4654 −2.099 0.03586

Type of alcohol drink preference
(unpopular alcohol drink)

−0.6522 −1.825 0.06807

Crosstabulation of the recipe which was thought to be a recipe created by
the algorithm and the presence of “surprise” is shown below (Table 5).

Table 5. Crosstabulation of the recipe which was thought to be a recipe created by
the algorithm and the presence of “surprise.”

“surprise” No “surprise” Total

Recipe created by algorithm (Correct) 113 47 160

Existing recipe (Incorrect) 146 64 110

Total 159 111 370

From the result, the rate at which the recipe of the algorithm is perceived is
about 57%.

The result of modeling the probability that the recipe of the algorithm is
distinguished is shown in the following table (Table 6).
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Table 6. The result of modeling the probability that the recipe of the algorithm is
distinguished.

Coefficient Estimate z value p value

Intercept 1.0116 2.450 0.01428

Alcohol drink preference (whisky) −0.7336 −3.006 0.00265

Alcohol drink preference (liqueur) 0.8870 2.775 0.00553

Cocktail preference −1.1172 −3.086 0.00203

Frequency of drinking alcohol (few) −0.6893 −0.836 0.40330

Frequency of drinking alcohol (normal) −1.4085 −1.786 0.07407

Frequency of drinking alcohol (frequent) −1.7200 −2.027 0.04271

Experience equivalent to work of making
cocktail (experienced)

1.1330 2.548 0.01082

Type of alcohol drink preference (popular
alcohol drink)

1.4128 2.002 0.04531

5 Discussion

In this study, it is desirable that we proposed a system with the following prop-
erties. One is to make people want to drink cocktails of recipes generated by the
algorithm. Another is that recipes generated by the algorithm is indistinguish-
able from existing recipes.

As an overall tendency, there are more cases where people want to drink a
cocktail of recipes generated by the algorithm, and there are more cases that a
recipe generated by the algorithm is distinguished from an existing recipe by a
person. However, neither of these trends is prominent.

In order to make more appreciate recipe which is match to individual person’s
favorite, the following factors are important. First of all, it is better to use
“surprise”. In the system proposed in this study, it is left to the user whether
or not to use “surprise”, but we should always use “surprise” to reduce the
elements that the user must select. By reducing the number of elements that must
be selected, motivation for user selection and improvement in satisfaction after
selection can be expected. Also, the features of users suitable for the proposed
system are as follows.

– Person who likes liqueurs
– Person who does not like beer
– Person who does not like unpopular alcohol drink

People who can not distinguish between recipe generated by algorithm and
existing recipe have the following features.

– Person who does not like liqueurs
– Person who likes cocktails
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– Person who frequently drinks alcohol
– Person who has no experience equivalent to work making cocktails
– Person who likes popular alcohol drink

To summarize the discussions in the above two viewpoints, we point out
following matters.

The likes and dislikes of liqueur in the features of users suitable for the
proposed system are opposite, however, people who like liqueurs are thought
to want to drink cocktails of algorithm recipes after distinguishing them from
existing recipes. Therefore, liqueur lover is appropriate as a target user image.
Even people who do not like popular alcohol drinks or unpopular alcohol drinks,
some people prefer cocktails. Such people are suitable as users of our system.
Such people are considered people who does not like drinking alcohol drink as
it is. In other words, they are suitable people as a target for providing cocktails.
People who do not like popular drinks and have no experience equivalent to a
cocktail job match the user image. It is thought that such people are not familiar
with alcohol drink or cocktail. Therefore, it should be assumed that the user does
not have much knowledge. People with a high frequency of alcohol drinking are
not only difficult to discriminate through recipes generated by algorithms or not,
but also they should consume a large amount of alcohol. It can be said that these
people can be promising customers from a commercial point of view.

6 Conclusion

We proposed a support system for demand driven design of cocktail recipes.
As an overall tendency, there were more cases where people want to drink a

cocktail of recipes generated by the algorithm, and there were more cases that
a recipe generated by the algorithm is distinguished from an existing recipe by
a person. However, neither of these trends was prominent.

In addition, as a result of analyzing the questionnaire, the features of people
ideal for users and the points to be improved of the system were also clarified.

At the present study, we adopted a system that allows users to select ingre-
dients. However, in the present system, there are too many choices and it may
become a burden to the user. Therefore, instead of letting users choose ingredi-
ents, we should allow users to enter rough information such as taste. Also, since
we found “surprise” to be preferable, we will change to specifications that always
use “surprise”.

Furthermore, we would like to conduct an evaluation experiment that people
actually drink cocktails made based on recipes made by the proposed method.

Appendix: Questionnaire

In questions whose types are “Which of the following two recipes do you feel more
than wanting to drink?” or “Which of the following two recipes do you think is
“a cocktail recipe created by a computer algorithm”?”, a recipe generated by the
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algorithm and an existing recipe are presented in a paired comparison format.
Ten kinds of different recipe pairs were prepared for each of the two types of
questions.

Next, questions of the questionnaire is shown with the answer format.

– Sex
• Male
• Female

– Age
An integer of 20 or more

– Do you like alcohol?
• Yes
• No

– Frequency of drinking
• 7 days per week
• 6 days per week
• 5 days per week
• 4 days per week
• 3 days per week
• 2 days per week
• 1 day per week
• 1 or 2 days per month
• Many months I do not drink
• I do not drink at all

– Drinking amount per day of drinking alcohol
• It is equivalent to beer medium bottle (1 bottle) or sake (1 go (� 200

ml)) or whisky single (2 cups) or less
• It is equivalent to beer medium bottle (1 to 2 bottles) or sake (1 to 2 go)

or whisky single (3 cups)
• It is equivalent to beer medium bottle (3 bottles) or sake (3 go) or whisky

double (3 cups)
• It is equivalent to beer medium bottle (4 to 6 bottles) or sake (4 to 6 go)

or whisky double (5 cups)
• It is equivalent to beer medium bottle (7 to 10 bottles) or sake (7 go to

1 sho) or whisky bottle (1 bottle)
• It is equivalent to beer medium bottle (over 10 bottles) or sake (over 1

sho) or whisky bottle (more than 1 bottle)
• I do not drink at all

– What kind of alcohol drink you like
• Whisky
• Vodka
• Gin
• Spirits
• Beer
• Brandy
• Lamb
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• Liqueur
• Wine
• Sake
• Plum wine
• Shochu
• Other

– Do you like cocktails?
• Yes
• No

– Frequency of drinking cocktails
• 7 days per week
• 6 days per week
• 5 days per week
• 4 days per week
• 3 days per week
• 2 days per week
• 1 day per week
• 1 or 2 days per month
• Many months I do not drink
• I do not drink at all

– Do you have cocktail making work or equivalent experience?
• Yes
• No

– Which of the following two recipes do you feel more than wanting to drink?
• Question 1

∗ Bourbon 1.50[Part]/Orange Juice 2.00[Part]
∗ Flowers (Edible) 1[Flower]/Bourbon 1.25[Part]/Blue Curacao

0.50[Part]
• Question 2

∗ Bourbon, Peach Flavored 1.50[Part]/Raspberry Rum
0.50[Part]/Raspberry 2.67[Whole]

∗ Bourbon, Peach Flavored 2.00[Part]/Lemon 1[Twist]
• Question 3

∗ Brandy 1.00[Part]/Galliano 1.00[Part]
∗ Williams Pear Liqueur 0.33[Part]/Brandy 1.00[Part]/Almond Liqueur

0.50[Part]
• Question 4

∗ Gin 1.50[Part]/Ginger Beer 5.00[Part]
∗ Tamarind Juice 0.50[Part]/Milk, Frozen In Cubes 0.67[Part]/Mint

Leaf 1[Sprig]
• Question 5

∗ Maraschino Cherry 1.00[Whole]/Agave Nectar 0.33[Part]/Lime Juice
0.67[Part]

∗ Absolut Vodka 2.00[Part]/Campari 1[Dash]/Maraschino Cherry
1.00[Whole]



106 S. Ota et al.

• Question 6
∗ Apple Juice 1.00[Part]/Butter 1.00[Teaspoon]/Dark Rum (Aged)

1.00[Part]/Lemon 1.00[Slice]
∗ Absolut Vodka 1.50[Part]/Apple Juice 5.00[Part]/Blue Curacao

0.75[Part]/Lemon 1[Wheel]
• Question 7

∗ Absolut Peppar 1.50[Part]/Tomato 1.00[Slice]
∗ Pink Peppers 10.75[Whole]/Tomato 1[Quarter]/Olive Juice 0.25[Part]

• Question 8
∗ Cherry 1.00[Whole]/Pineapple Liqueur 0.25[Part]/Cream Of Coconut

0.50[Part]
∗ Cherry 1.00[Whole]/Light Rum 2.00[Part]/Soda Water 4.00[Part]

• Question 9
∗ Absolut Vanilia 0.75[Part]/Calvados 0.75[Part]/Cinnamon Syrup

2[Dash]
∗ Lemon Popsicle 0.75[Whole]/Tea 1.50[Part]/Simple Syrup 0.33[Part]

• Question 10
∗ Star Anise 1.00[Slice]/Chocolate 1.00[Whole]/Simple Syrup

0.33[Part]/Light Rum 1.00[Part]
∗ Chocolate 1.00[Whole]/Dark Cacao Liqueur 0.33[Part]/Port, Red

1.00[Part]/Yellow Chartreuse 0.33[Part]
– Which of the following two recipes do you think is “a cocktail recipe created

by a computer algorithm”?
• Question 1

∗ Milk 4.00[Part]/Pastis 1.00[Part]
∗ Pastis 1[Dash]/Bitter Lemon 0.75[Part]/Lemon 1[Twist]

• Question 2
∗ Elderflower Liqueur 0.50[Part]/Tomato Juice 1.25[Part]/Absolut

Cilantro 1.25[Part]
∗ Absolut 100 1.50[Part]/Lemon Juice 2[Dash]/Tomato Juice 5.00[Part]

• Question 3
∗ Bourbon 1.00[Part]/Maraschino Liqueur 3[Dash]/Triple Sec

0.50[Part]
∗ Falernum 0.25[Part]/Watermelon Juice 1.33[Part]/Melon 1.00[Slice]

• Question 4
∗ Dry Vermouth 2.00[Part]/Pastis 2[Dash]
∗ Coffee Beans 3.00[Whole]/Pastis 1[Dash]/Dark Rum Of Jamaican

Type 0.75[Part]
• Question 5

∗ Absolut Apeach 1.50[Part]/Lemon-Lime Soda 5.00[Part]/Lime
1[Wedge]

∗ Banana 1.00[Slice]/Absolut Apeach 1.00[Part]/Cream 0.67[Part]
• Question 6

∗ Bourbon 1.00[Part]/Cognac 1.00[Part]/Milk, Frozen In Cubes
4.00[Part]/Milk 4.00[Part]
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∗ Milk, Frozen In Cubes 0.75[Part]/Amontillado Sherry
0.25[Part]/Bourbon 0.50[Part]/Cognac 0.50[Part]

• Question 7
∗ Orange Juice 0.67[Part]/Apricot 1.25[Whole]/Dry Vermouth

0.33[Part]
∗ Champagne 3.00[Part]/Orange Juice 2.00[Part]

• Question 8
∗ Saffron Sugar Syrup 0.25[Part]/Canadian Whisky 1.33[Part]/Orange

Juice 1[Dash]
∗ Canadian Whisky 1.00[Part]/Cordial Medoc 1.00[Part]/Dry Ver-

mouth 1.00[Part]
• Question 9

∗ Absolut Vodka 0.33[Part]/Almond Liqueur 0.50[Part]/White Cacao
Liqueur 0.50[Part]

∗ Green Apple Liqueur 0.50[Part]/Garlic Salt [To Taste]/Balsamico
Vinegar 0.25[Part]

• Question 10
∗ Absolut Vodka 1.50[Part]/Cucumber 1.00[Slice]/Sake 0.50[Part]
∗ Cinnamon Cane 1.00[Whole]/Vanilla Pod 1.00[Whole]/Honey

0.33[Part]

In Question 2, Question 5, Question 6, Question 8, and Question 10, whose
type is “Which of the following two recipes do you feel more than wanting to
drink?” and Question 2, Question 7 and Question 8, whose type is “Which of the
following two recipes do you think is “a cocktail recipe created by a computer
algorithm”?”, the recipes created by the proposed algorithm is arranged above,
other than the recipe created by the algorithm is placed below. Also, in Question
2, Question 3, Question 5, Question 6, Question 7, Question 9 and Question 10,
whose type is “Which of the following two recipes do you feel more than wanting
to drink?” and Question 5, Question 7 and Question 10, whose type is “Which of
the following two recipes do you think is “a cocktail recipe created by a computer
algorithm”?”, “surprise” is used for the recipes created by the algorithm.

Second, we describe a method of preparing a pair of recipes. First, a virtual
user’s request is generated by random number. For this request, a pair of a recipe
generated by an algorithm and an existing recipe is prepared. For the recipe
generated by the algorithm, the user’s request is given as input of the proposed
system. However, since multiple recipes are generated in the proposed system,
one recipe selected by random number from recipes of an output of the system
is set as a recipe generated by the algorithm. For existing recipes, we chose a
recipe that is most suitable for an user’s request by the method described later
from the existing recipes we have.

Third, the generation of user’s requests is described. Regarding ingredients,
the number of elections is decided for each required or forbidden ingredient by
random number, and required ingredients and forbidden ingredients are selected
as many as the determined number. For “surprise” as well, we decide whether
or not to use it by random number.
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Lastly, the selection of an existing recipe is described. The selection of an
existing recipe uses only the information related to the ingredients of the user’s
request. Specifically, it selects based on values of an index d that is disimilarity
to the user’s request based on the distance from the required ingredients entered,
plus the penalty based on the set of forbidden ingredients. We defined the index
by the following equation.

d(A,B,C) = 1 − Dice(A,B) + |A ∩ C| (4)

where, A is a set of ingrediens used for one existing recipe, B is a set of required
ingredients in request, C is a set of forbidden ingredients in request, Dice(·, ·) is
Dice coefficient.
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Abstract. The studies about systematic literature review (SLR) related with
Multimedia and produced between 2011 and early of 2018, we found that are
focused in the Multimedia Systems (MS) development for health sciences
mainly. No SLR results were found centered in studies about methodologies or
frameworks used for their development, practices and tools applied for this
purpose, or the study about validation processes. Neither are research focused on
the characterization, and recent formulation, of taxonomies about MS.
This findings led to the realization of the present study in order to identify,

which methodological approaches or frameworks are focused with the devel-
opment of MS, Interactive and Multimodal Systems (IS and MMS, respec-
tively). Due to the large number of results, we made the revision of 1506 studies
found in 7 consulted databases, focusing the SLR in 32 documents closely
related with five research questions.
This research evidences a limited number of methodologies or frameworks

related specifically with the development of MS; and the wide use of generic
practices for its development, mainly influenced by System Engineering, Soft-
ware Engineering and Human-Computer Interaction disciplines, through the use
of Interactive System (IS) development methodologies, where the attributes and
specificities of the MS are not covered at all.

Keywords: Multimedia systems methodologies � Multimedia Systems �
Interactive systems � Multimodal Systems

1 Introduction

The digital media industry is one of the main sectors showing a highest contribution
growth, in the economy of the leading countries, producing increasing benefits to its
gross domestic product (GDP). This is a trend evidencing the way how the digital
media are displacing the traditional media, being not exclusive direction for the first
world economies: Latin America has been registered as the region with the highest
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global growth in the digital media industry with 12.8%, followed by the Asia-Pacific
region with 7.9% [1].

In Colombia, for example, the information provided by PriceWatherHouseCoopers
[2] related with the advertising through multiple digital media, reports a growth in
digital advertising investment of 30.2% between 2016 and 2017, although its contri-
bution to the national economy is still significantly lower, than the one offered by the
traditional mass media. In consequence, the country must be continue making efforts
towards the development of its digital media industry.

In the other hand, the survey produced by Lang and Barry [3], although it is not a
recent research, reveals several trends since early the 2000’s acting as a barrier to
achieve this purpose: one of them, the predominant use of methodologies and practices
“in-house” for MS development in the industry of the first world economies, phe-
nomenon that feeds the increasing gap and affects the competitiveness of the digital
media industries belonging to the third world countries.

This trend about “in-house” practices for MS development in the industry, can be
an influence for found a limited number of published methodologies focused in MS
development currently, according with the findings of this SLR. Most of these
methodologies are outdated compared with the new trends about several practices and
standards of the industry. Actually, this has produced the use and adaptation of generic
methodologies centered in IS development, to guide the MS development, leaving
several gaps in their design process.

The objective of this work, is to carry out a research using a SLR method, focusing
in methodologies and frameworks, practices and tools used, validation processes
produced and trends, related with the MS development, including the research about
studies centered in the characterization, differentiation and relationship between the
MS, IS and MMS.

2 Background

The term “multimedia” was used for first time in July 1966 by music writer and artist
Bob Goldstein, referring to the nature of the technological argument used to present his
show “LightWorks at L’Oursin” in New York, being popularized in the publication of
magazines like Variety [4]. However, Smith et al. [5] appropriated the phrase of MS, to
refer to the use of different media, such as audiovisual media, as being part of a
teaching-learning method, where both the teacher and the student are active
participants.

Meanwhile, the IS concept emerges to differentiate up-and-coming interactive
computing by early the 1960s [6], including user interfaces for the first time, from the
batch processing. With the interactive computing, a human can interact with the system
using a command line console, producing a difference from the batch processing
systems, where a series of tasks are executed, without user intervention along the
computing process [7].

In the 1980s, with the dawn of the personal computer and the possibility of accessing
the Internet as a global public network, the conditions for moving towards a conver-
gence of the Information and Communication Technologies industry (ICT) are met [8],
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leading to the mass media industry - represented by radio, film, television and pho-
tography - to access an ideal scenario for producing the multimedia convergence [9].

This digital media convergence led to the development of IS which make use of
interactive multimedia information, by different kind of hardware and software inter-
faces. This allowed the generation of new digital products and services, where the MS
are commonly defined as systems that lets the deployment in an integrated way, of
different sorts of interactive digital media, allowing storage, capture, generation,
recovery, processing, transmission and presentation of multimedia information [10].

Meanwhile, the IS are defined as technologies based on computer systems and
peripherals that, through the user interaction, performs a set of tasks [11]. This is a
broader concept than the MS, however, the relationship and differences between both
systems, it is not widely studied in the related literature.

A third kind of system related with the MS are the MMS, which foundations are
based on the modality concept. The modality concept comes from the psychology,
where Charwart’s definition [12] were referenced, specifying it, as a perception that
proceeds through one of the three channels: visual, auditory or tactile. This is the basis
for technocentrism MMS definitions, such as the proposed by Möller et al. [13], which
defines it, as a system in which Human-Machine Interaction is enabled, through the
media, using different sensorial channels.

The deployment of interactive experiences generated through the development of
MS, has traditionally allowed the integration of digital media based on audio, video and
images as we can see in [14] and [15], offering at the user, to access at multimedia
content focused on visualization techniques, for example, experiences based on pro-
jection mapping and augmented reality as recognized in [16].

In the 1980s, Shavelson and Salomon and Hawes in their works, coined the term
“interactive multimedia” [17–19], referring, not only to the options that a MS can offer
for visualization of multiple digital media, but also, for possibilities of interaction
between the system user and the multimedia content. This multimedia content inter-
action, is one of the most important attributes in the design of MS, having an important
role in the process development as a set of requirements for the system [20].

3 Research Methodology - SLR Justification

This paper is based on a methodology suggested by Kitchenham and Charters [21], for
performing systematic literature review in software engineering, following a procedure
to identify, analyze and summarize the information which has been documented, about
previous research in Multimedia, specifically on aspects concerning with methodolo-
gies or frameworks formulated for the development of Multimedia, Multimodal and
Interactive Systems, the tools, practices and validation processes performed along the
MS development, trends in MS involving emerging technologies; and previous studies
related with the characterization, differences and relationships between MS/IS/MMS.

The terms Multimedia, Interactive and Multimodal, were included in the search
patterns of the SLR, due the wide use of these terms by many authors in its publications,
related with systems that supports the deployment of multimedia content for the user.
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Thanks to the previous study about SLR produced between 2011 and early 2018,
were found publications related with MS and IS; and its application in different case
studies in sectors like the Health Care [22–30], Education [31], Telecommunications
[32] and Sports [33]. We concluded that about the 75% of the articles presented as
systematic reviews related to multimedia and interactive systems and its applications,
are closely related with the Health Sciences, without evidence of SLRs produced,
focused on methodologies, practices and trends about MS development.

The subsequent steps to carry out this SLR are presented as follow:

3.1 Research Questions

The research questions and their basis against the study, are presented in Table 1.

Table 1. Research questions for the SLR.

Number Question Basis

RQ1 ¿What methodologies or frameworks
have been used or are susceptible to
being adapted for the development of
Multimedia Systems?

This RQ is the basis for this SLR, since
it allows us to study the references
related with studies that have been
proposed previously, being a
requirement to study those
methodologies or frameworks related
to Multimedia System and its
relationship with methodologies for the
development of IS and MMS

RQ2 ¿What practices and tools are the most
commonly used to guide a process of
development for Multimedia,
Multimodal and Interactive Systems?

The scope of this RQ require the
recognition about the practices and
tools that supports the different
methodologies or frameworks studied
in the previous question, in order to
study their approaches in relation to
the Multimedia field

RQ3 ¿What are the trends related with the
development of Multimedia Systems
based on emerging technologies?

This RQ is necessary to know if there
have been validation processes
recognized in the methodologies and
practices studied

RQ4 ¿What are the trends related with the
development of Multimedia Systems
based on emerging technologies?

This RQ wants to recognize some of
the main trends in MS development
based in emerging technologies and, in
the other hand, to contrast them with
the scope of the methodologies and
practices studied

RQ5 ¿What studies are related with the
characterization, foundations,
relationship and differences between
the concepts of Multimedia,
Multimodal and Interactive Systems?

This last RQ is focused on the
foundations about the MS, IS and
MMS, studying aspects about its
relationship and differentiation, in
order to understand the scope of the
methodologies and frameworks
studied
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3.2 Information Resources and Search Strategies

The search protocols were created through the literature review of different papers and
book chapters, both in English and Spanish, produced in the last fourteen years (2004-
early quarter 2018), with the purpose of achieving the greatest coverage possible
related with methodologies, trends and foundations about MS, MMS and IS
development.

The following are the databases consulted during the review process, in English:

– SCOPUS (https://www.scopus.com/home.uri)
– IEEEXplore (http://ieeexplore.ieee.org)
– ACM Digital Library (http://dl.acm.org)
– Springer (http://link.springer.com)
– Science Direct (http://www.sciencedirect.com)

The sources in Spanish:

– e-libro (http://www.e-libro.com/)
– Redalyc (http://www.redalyc.org/)

In the produced searches, the root terms used were: “multimedia system*”, “in-
teractive system*”, “multimodal system*”; “mulsemedia”, and “cyber-physical multi-
media system*” were included for question RQ4, as result of previous searches
produced in the chosen databases, using the root term: “multimedia research” protocol
and whose findings are included in the analysis of results.

These root terms were associated with words as “design”, “framework”, “de-
velop*”, “method*” and “process”, as second terms that must be associated in the
recovered documents with MS, IS and MMS development methodologies and its
validation process.

Therefore, the inclusion of these chains in the search protocols, together with the
root terms, offers an articulated approach between the concepts of methodologies,
frameworks, validation processes, practices and tools; allowing to examine, through an
integrated approach, the research questions RQ1, RQ2 and RQ3.

For question RQ5, the words: “definition”, “classification” and “taxonomy” were
used in order to look for documents centered in foundations about MS, IS or MMS,
which can create a connection between concepts.

SCOPUS
This database allows the search by title, abstract and by keywords in the document. The
search was made by title, summary and keywords.

Once the search protocol was designed using the root terms and the keywords, a
total of 317 documents were found for the search protocols related with the questions
RQ1, RQ2 and RQ3.

With the given results obtained in the e-libro database, we proceeded to search in
SCOPUS for documents by abstract, title and keywords with the term “MPIu+a” as a
development methodology focused on IS under usability and accessibility practices.
With this search criteria, we found a total of 4 additional documents.
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For question RQ4 a total of 84 documents were retrieved, using searching by title,
summary and keywords, due to the small amount of existing publications recovered in
the preliminary search. For question RQ5, 44 documents were recovered.

Springer
Following the same criteria defined in the search protocol for questions RQ1, RQ2 and
RQ3, we used the words “multimedia system*” or “interactive system*” in the title,
and making sure that in the document it contained the words “design”, “framework”,
“method*”, “process or develop*” since this database does not allow searches by title
and abstract, recovering 337 documents.

For question RQ4, three searches protocol was produced as follow: the first one,
with the word “mulsemedia”; the second, using the exact phrase “multiple sensorial
media”; and the third, “cyber physical system*” in its title; and including the word
“multimedia” within the document. A total of 40 documents were retrieved.

In question RQ5, 2 documents were recovered using the search protocol: “multi-
media system*”, “interactive system*” and “multimodal system” in the title.

IEEE Xplore
Using the command search option in the advanced settings, 144 related documents
were retrieved for the questions RQ1, RQ2 and RQ3, where the keywords were found
at the title level of the document and words contained in the summary.

For question RQ4, the search was divided into two parts: the first, including the
terms “multiple sensory media” and “mulsemedia” by document title, recovering 9
documents. The second search included the term “cyber physical system*” by docu-
ment title and the term multimedia by summary, without returning search results. For
question RQ5, 7 documents were recovered.

ACM Digital Library
An advanced search was produced for questions RQ1, RQ2 and RQ3, which included
the terms “multimedia system *” or “interactive system *” in the title and any of the
terms described in the search protocols showed below, in the whole content of the
document, recovering a total of 126 documents.

For question RQ4, a search was designed by document title, with the word
“mulsemedia” and the term “multiple sensorial media”. Likewise, it was carried out
with the term “cyber physical system*” and the search for the word “multimedia” in the
entire document. A total of 35 documents were recovered. No results were found for
question RQ5.

Web of Science
Due to the few results obtained using the terms defined for questions RQ1, RQ2 and
RQ3, a broader search was carried out using the terms “multimedia system”, “inter-
active system” or “multimodal system” at the title level, without the associated words
defined for these questions in order to access as many possible documents related to the
subject in this database. We found a total of 326 documents.

For question RQ4, searching protocols were applied at the title, summary and
keywords level, recovering 11 documents.
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Finally, and for question RQ5, a search protocol was designed according to the
established terms, without finding documents that met the search criteria at the level of
title, summary or keywords.

e-libro
For the search related with questions RQ1, RQ2 and RQ3, in e-libro in Spanish
language, the search protocol was designed with the terms “sistema multimedia” and
“sistema interactivo” in the title; in addition to: “diseño”, “desarrollo”, “modelo”,
“metodología”, “proceso” and “framework”, as words to be searched in text fields and
key fields. Three results were obtained, without results for “sistema multimodal”.

For question RQ4, we included the terms “mulsemedia”, “sistemas ciberfísicos”
and “sistemas multisensoriales”, at the text level, document title and search in all fields
respectively, in order to expand the search as much as possible, without results.

For question RQ5, we proceeded with a search protocol that linked the words
“definición”, “clasificación” and “taxonomía” within text fields and key fields of the
document, as well as the terms “sistemas multimedia” and “sistemas interactivos” in
their titles, recovering 2 documents.

Redalyc
Because the database does not allow searches with filters or use operators such as
AND/OR, it was decided to search through the Google engine, where filters can be
applied by site and file type. Through the applied search protocol, which on this
occasion did not include the words “metodología” and “proceso” for the questions
RQ1, RQ2 and RQ3, since they are usually included within the word “desarrollo” (for
example, “metodología para el desarrollo de sistemas multimedia”), a total of 6 doc-
uments were recovered. For question RQ4, we found 9 documents using the Google
engine.

In question RQ5, the words “definición”, “clasificación” and “taxonomía” were
applied to each of the terms: “sistemas interactivos”, “sistemas multimedia” and
“sistemas multimodales”, without obtaining documents that met the search criteria.

3.3 Management of Studies and Inclusion/Exclusion Criteria

For classification purposes of the documentation retrieved, some exclusion criteria are
established to determine which of the found studies will not be included in the review.
These exclusion criteria are:

– EC1: Document not available for download.
– EC2: Document not available in English or Spanish language.
– EC3: The document describes the development of a multimedia/multimodal/

interactive system, with not focusing on the process methodology or practices for its
development.

– EC4: The document describes the development of interactive or multimodal system,
without any relationship with multimedia systems.

Likewise, the studies selected for the SLR meet the following including criteria:

– IC1: The study was published between 2004 and early quarter 2018.
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– IC2: The study is focused on the proposal of a methodological process or practice
related with the design or development of multimedia/multimodal/interactive sys-
tems, or its use for the development of a specific solution.

– IC3: If the document focuses on aspects related with the IC2, even if it is in a
language other than English or Spanish.

– IC4: Studies related with the state of the art, about emerging technologies in MS.
– IC5: The document is related with fundamentals of Multimedia/Multimodal/

Interactive Systems and its relationship.

3.4 Data Retrieving

For the data extraction, an instrument in excel was used for preserving relevant
information about main papers. After applying the inclusion and exclusion criteria to
the base of the consulted sources, the classification of the documents is produced with
the following information: (a) Database name, (b) Search term, (c) Inclusion criteria,
(d) Research question(s) related to the document (e) Document ID, (f) Authors,
(g) Document title, (h) Keywords, (i) DOI, (j) ISBN, (k) Year of Publication, (l) Name
of the conference or journal from which the study proceeds, (m) Source of Publication
such as book chapter, journal paper or conference paper.

The search for the systematic literature review was conducted between June 2017
and March 2018. A total of 1,506 results were retrieved from all the databases, sub-
sequently filtered by title and abstract revision. Once the exclusion and inclusion
criteria were applied, only 32 documents of interest were chosen for the review process,
which are closely related to the research questions.

After reviewing the documents, 3 of them are related with the same methodology for
the IS development: the first, related with the approach of the MPIu+a as methodology
for IS development [34], the second, which offers a variant in the proposed method-
ology, describes the integration of practices focused on the development of user inter-
faces, focusing on usability and accessibility [35]; and the third, about a validation
process for educational software in the treatment of children with disabilities [36].

The same happens in the studies presented by Basnyat et al. and Navarre et al.,
because the first one [37], is the basis that leads the formulation of the GIMF frame-
work, which is discussed in the second document [38]. Table 2 presents the summary
of the results.

Table 2. Search results summary.

Database Search results Duplicated documents Relevant documents

SCOPUS 449 4 14
Springer 379 – 5
IEEE Xplore 160 4 7
ACM Digital library 161 2 4
Web of Science 338 1 –

e-Libro 5 – 2
Redalyc 15 – –

Total 1506 11 32
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4 Results Analysis

After reviewing the selected documents, a classification was made based on the
research questions:

The recently paper produced by Olivera et al. [39], is a good reference for
beginning the result analysis, mainly those related to the research questions RQ1, RQ2
and RQ3 and IS development methodologies, because their study is not only focused
on the analysis of different proposals and approaches formulated by different authors
related with the design, specification and verification of IS; and also makes an study
about the fundamentals of those proposals, offering a classification related to informal,
semi-formal and formal methods for IS development.

The study privileged an analysis centered, mainly, on the evaluation of the quality
of IS, through the use of different formal techniques for modeling the system and its
properties, evaluating the strengths and weaknesses of each described proposal. The
application of these models is highly dependent on the experience and knowledge of
the designers in relation to the protocols used in each model. This can be seen in the
verification of models, the theorems proofing and the verification of equivalence, where
the use of specialized software tools for such verification, is usual in the majority of
proposals exposed in the paper.

Related with questions RQ1, RQ2 and RQ3, we find the papers [34–36], based on
the same methodological proposal of MPIu+a, for IS development.

Some remarkable aspects of MPIu+a are related with its formulation under a
generic approach based in an adapted evolutionary and iterative lifecycle process from
Software Engineering based in prototypes. The user is involved from early stages of the
process development, with special emphasis on practices related with the evaluation
and the prototyping of the solution. The practices centered in Usability and Accessi-
bility, are permeated along all the lifecycle process of the methodology.

MPIu+a flexibility has allowed different adaptations in its core, for example, the
adaptation done by Villegas et al. [35], using OpenUP as a development process
framework and a specification language as SPEM 2.0, for merge a methodology for
User Interfaces development (CIAF) and the MPIu+a methodology for IS develop-
ment. On the other hand, the use of the methodology has made possible its application
for the development of multimedia educational software, in the treatment of children
suffering of dyslexia, using a tablet as a deployment device of the experience [36].

Cuevas et al. in [40] exposes his life-cycle for MS development based in a process
model using prototyping techniques from the Software Engineering discipline and
adapting it, with a set of practices from the User Centered Design (UCD). The author
makes a special emphasis, about the importance of having a “multidisciplinary” work
team to guide the MS development process, for example, anthropologists, psycholo-
gists and sociologists, between others, but not specify the involved roles and who, how,
where and when intervene in the process development for MS.

The Model-Based Design (MBD) based in the “V” process model is used by Boy in
[41], for both, the development of tangible and mission critical IS in the aerospace
industry, and MS development for Human-In-the-Loop-Simulations. In the design
process, the model refers at the Human – Systems Integration as a key concept,
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consequence of the merge between the Human – Centered Design and the Technology
– Centered Engineering.

This model involves the stakeholder’s participation from the early stages of solu-
tion planning, which increases the use of resources at the beginning of the project, in
contrast with the traditional MBD model from System Engineering. However, the use
of resources are significantly reduced in the final stages of the process development, as
result of the adapted model, optimizing the project resources and the risk management.

Another example of using MBD for MS development, is the job presented by
Leonard in [42], related with the development of embedded systems for in-flight
entertainment (IFE) at low cost. In this paper, the methodology is used to produce the
design of the hardware-software architecture model for the embedded MS. The hard-
ware subsystem includes the LCD touch screen and the used microcontroller (Ardu-
ino). A key point to choose the MBD process in this research, is related with the
verification of the required standards by the authorities responsible for certifying the
design of any type of system, where MBD adheres to strict compliance to the set
normativity, DO-331 and DO-178C, related with the critical systems of the aerospace
industry.

Same situation is presented in the design model for the development of mission
critical IS showed by Navarre et al. in [38], named Generic Integrated Modeling
Framework (GIMF) and also based in MBD, represented by a set of six phases, using a
series of techniques and software tools based on IS modeling, including within its
design, the UCD practices and the errors detection, when the user interacts with the IS,
using the Security Modeling Language described by Basnyat et al. in [37]. The paper
exposes the fact that interaction techniques applied to critical systems, increases the
possibility of incidents or accidents when the user interact with them.

Centered in MMS, Barricelli et al. in [43] exposes a method for Ubiquitous Web-
based Multimodal Interactive Systems development, using the Software Shaping
Workshop (SSW) and including rapid prototyping as a task that must be carried out
throughout the life cycle process development. The paper describes the use of the
methodology for MS development with a graphical interface using images and text for
medical diagnose; and a visual and auditory experience for geographical maps using a
text-to-speech tool.

A hexagonal model for IS design based on the theory of activity, is presented by
Döweling et al. in [44]. The development is guided along an iterative prototyping
process, in which a regular evaluation about the solution applicability on different types
of systems takes place through the combination of physical and technical elements, as
well as human and social, mixed together with an integral perspective. The model not
specify considerations about hardware-software, or interface’s design. The model
presented, has a high level of abstraction, given the conceptual application of the
activity theory to produce its description.

Related with the MMS development, the Vilimek work in [45] describes a generic
procedure that guides the developer through a process of eight phases, highlighting
those related with the interaction design, defined by the choice of the modalities that
must be included in the system in the phase 3 and the merge of these modalities in
relation with the user interaction in phase 4, highly dependent of the modalities chosen
before. This paper is relevant, because should suggest the need from a design process
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for MS development, where includes phases for choice the kind of media content
needed by the user and the multimedia content integration related with the user
interaction with the system.

In contrast with previous authors, dealing with all the stages of the MS/IS/MMS
process development, Bowen in [46] exposes a set of techniques and tools grouped in a
semi-formal framework, focused in the Interaction Design (ID) in IS specifically, for
interaction spaces design provided by the system and for the user.

Similar to Bowen and based on an MBD approach, the practice described by
Brajnik in [47], for measure the ID before building the system using a software tool,
representing different models of behavior in a User Interface by the use of a UML
based graph, facilitating the specification and use of possible system-use scenarios,
employing ID techniques. The tool allows the calculation of possible interaction
pathways through a series of metrics based on possible routes that may, or may not,
include user navigation errors. The practice suggested and applied through the use of
this software tool, offers the possibility of producing the described design analysis,
without the need to create system prototypes and a manual monitoring of the user’s
actions, allowing to improve the design before any type of User Interface (UI) proto-
type is built. However, it should not be used to draw final conclusions about the
usability of the system, because the methodological practice is not aimed to examine all
the scope involved in a complete Usability analysis of the system.

Hashim in [48] presents the evaluation method about factors involved along the
process design for Immersive MS, but does not make reference to a methodology for
MS development. The evaluation method describes a cube model with three dimen-
sions interrelated with the system: usability measurement, evaluation techniques and
measurement of realism of the immersive experience.

Both, Bandung in [49] and Sun in [50] presents studies related with the MS
development. Bandung shows a description of practices that guide a specific process
for the development of solutions and emphasis is placed on the Hardware-Software
design necessary for the creation of an embedded system and its graphical user
interface. Sun exposes an architecture for the deployment of audio and video experi-
ences using streaming techniques. However, neither Bandung nor Sun describes
methodologies for MS development.

Related with trends about MS based in emerging technologies, the job presented by
Moreno et al. [51], introduce a set of challenges of Multimedia, related with decision-
making processes based on cognitive computing, suggesting a merge between Multi-
media and other areas as machine learning, as a trend. In the dimension related with
knowledge consumption, the concept of Mulsemedia (Multiple-Sensorial-Media) is
mentioned as a key for the deployment of interactive experiences on behalf of the
cognitive processes of the user, taking advantage of the multiple sensorial media
offered by the System. This is consistent with the development of new haptic devices
for Human-Computer Multisensory Interaction, allowing the multiple sensorial media
integration in the emerging Mulsemedia Systems (MSS) [52], based in a system
architecture like MPEG-V [53], for the interoperability between virtual and real worlds,
enabled through the use of sensors and actuators and supporting a Sensorial Effects
Description Language (SEDL), based on XML.
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The third challenge, is focused in capturing the intention of the user as decision
maker, involving knowledge fields and technologies based on Internet of the Things
(IoT) and Cyber Physical Systems (CPS), where the SLR has lead us to authors like
Kaeri et al. [54], recognizing advances in a novel trend related with the Internet of
Multimedia Things (IoMT) architectures, supporting remote collaboration with video
stream and storage services, involving basic IoT elements and devices such as sensors,
cameras, microphones and multimedia communication lines.

The works presented by Duchon [55], Liu [56] and Akpınar in [57], are examples
about the merge of areas as multimedia with the CPS and IoT respectively, bringing in
the first reference, the Cyber-Physical Multimedia System (CPMMS) term, related with
a solution using sensorial-auditory perceptions, for auditory experiences between users
which are located in different geographical regions, feeling a proximity perception. The
second reference, related with the development of an adaptive multimedia recom-
mender system, using feedback control frameworks in CPSs, and the last one, related
with a multimedia collaborative environment represented by a table, where both: virtual
objects and functional representations of real objects can be shared remotely. All these
works are foundations from which the IoMT paradigm is emerging.

The trends in Multimedia, evidences a transition from traditional Multimedia to
Multisensory Multimedia such as described by Sulema [58], opening new possibilities
for exploiting other human senses, such as olfactory, thermoception and kinesthetic,
among others. The author describes a set of hardware devices that have been used for
Multisensory MS development. These devices allow the information capture and the
deployment of system’s sensorial effects directed towards the User Experience.

Ghinea et al. [59], exposes an analysis about the importance of making progress in
the Quality of Experience (QoE), particularly on the development of mathematical
models that allow the user to obtain more realistic experiences during the deployment
of the mulsemedia interactive experience offered by the system. This is corroborated in
recent publications dealing with different approaches and designs to improve the QoE,
mainly in experiences integrating auditory, visual and olfactory perceptions, as the
works showed by Murray et al. in [60] and Monks et al. in [61], where in the last one,
the model is used for integration with a 3D-based video experience. In these studies,
the proposed mathematical models are linear, in contrast with the work of Jalal and
Murroni [62], which proposes a non-linear pattern for QoE evaluation in the MSS,
obtaining a better precision and performance, in relation with the traditional linear
models.

Only Sousa et al. in [63] deals with a model based in Model Driven Architecture
(MDA) for MSS development, integrating software, media and sensory effects, cen-
tered on solutions based on digital TV. The model describes a set of layers adapted
from MDA: the computation independent model (CIM) for the requirements specifi-
cation of the application through artifacts from the sensory multimedia and software
development area, a platform-independent model (PIM) receiving the artifacts gener-
ated by the CIM and performs the design activity supported by the Multimedia
Modeling Language (MML) offering a set of views: (i) the scene model and the
(ii) presentation model, responsibility of the media team. The (iii) structural model and
the (iv) interaction model, responsibility of the software team. Finally, the platform-
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specific models (PSM) makes the transformation to one specific mulsemedia digital TV
application model.

The studied trends suggest an important evolution around the multimedia and its
merge with new systems and emerging technologies, giving a reason to lead efforts in
this SLR, towards the research about the evolution and changes of multimedia foun-
dations, mainly those related with the MS and its relationship and differences with the
IS and MMS. We found few evidence in the consulted databases about recently MS
foundations, involving the relationship and differences between them, the IS and MMS.
However, we found recent studies about MMS fundamentals in the work of Wechsung
[64], with no evidence of its relationship and difference with the MS and IS, except by
the Oviatt definition cited by Wechsung for MMS, involving the MS term. As
Wechsung, the work of Caschera et al. [65] offers an analysis about the MMS
development and focused in the evolution of the methodologies applied between 2005
and 2015, showing a solid background about its foundations and trends.

4.1 Findings Regarding About Research Questions

RQ1. ¿What methodologies or frameworks have been used or are susceptible to being
adapted for the development of Multimedia Systems?

The 28% of the all selected documents in the SLR described some type of
methodology for MS/IS/MMS development. The works studied in [34] through the
validated experience in [36, 40] showing a life cycle process and a set of practices for
MS development, [41] through the MS development for Human-In-the-Loop-
Simulations, [42] with the MS development for IFE, and [63] for multiple sensorial
development system based in Digital TV experience, are related or have some evidence
of been used for MS development. However, in [40] there is not a validation evidence
about the practices suggested for MS development.

In the other hand, the work studied in [43] describes a methodology centered in
MMS development, using some case studies as validation, for a system design with
multimedia content deployment; and [45], where authors exposes a methodology with
8 phases for MMS development, without evidence about validation process, but taking
account an adapted model for the design of the interaction modalities of the system.

The methodology exposed in [38] for IS development, is strongly centered on
mission critical systems and use the model-design approach, from the system engi-
neering and its merge with practices from software engineering. The IS development
methodology studied in [44], it’s a conceptual process model, based in activity theory
for merge subject-tool-object in a model; and centered in prototyping and UCD
practices, without evidences about a validation process until now.

We observe the methodology studied in [34] for IS development, based on
Usability, Accessibility and Software Engineer, offers flexibility to be adapted for
multiple purposes, such the case studied in [35].

Finally, we found a set of generic methodologies adapted for MS development; and
methodologies based in IS and MMS development that has been used for MS devel-
opment. However, in both cases, we do not find a methodology specifically designed
from its basis and foundations, for MS development, in contrast with the studied
methodologies for IS and MMS development.

Methodologies and Trends in Multimedia Systems 121



RQ2. ¿What practices and tools are the most commonly used to guide a process of
development for Multimedia, Multimodal and Interactive Systems?

Almost 47% of the documents selected for review, are related with practices and
tools used for MS, IS and MMS development, where cases studied in [46–49] and [50],
do not specify any kind of methodology related with their practices. Software Engi-
neering, Systems Engineering and HCI are the dominant disciplines for the model
process development and practices used, using mostly, evolutive and iterative cycles.
Prototyping and evaluation practices are recurrent in each of the phases of the iterative
cycle being a necessary strategy to involve the user from the initial stages of the
solution design. These practices are also adapted for the “V” model process, in cases
where the MBD methodology is applied, as studied in [38, 41] and [42]. Only those
techniques used from MBD describe processes related with both, software and hard-
ware design.

Only in studies discussed in [38] and [47], describes a set of software tools for
support different activities and processes that are involved within the IS development
life cycle.

RQ3. ¿What validation processes of the methodology or framework studied has
been used, as evidence of their effectiveness to drive the developing process of Mul-
timedia, Multimodal or Interactive Systems?

The works involving the use or adaptation of the MPIu+a methodology, are vali-
dated through the application of case studies, mainly for Web-based applications
solutions, without any other evidence about validations related with hardware-software
systems, which would imply validation processes designing other kind of interfaces.
The studies based on MBD makes its validations, in cases related with the aeronautical
industry mainly. In [42], the validation offers more detailed evidence about its obtained
results in the process development, but not describes teams or UCD practices involved
along the process. The study cases exposed in [38] and [41], are supported by an
industry antecedents in the aerospace and aeronautical industry mainly, but documents
not describes a specific validation process.

RQ4. ¿What are the trends related with the development of Multimedia Systems
based on emerging technologies?

From discussed studies in [55, 56] and [57] developing multimedia experiences
based in IoT and CPS principles and cited by some authors as CPMMS, we found the
basis for evolve towards a novel paradigm where the smart and heterogeneous mul-
timedia things, can interact with another things in a network, named as IoMT.

The trends in MS development evidences an evolving merge with machine learning
and its influence in emerging services as the IoMT, or for the QoE optimization related
with the multimedia experience, not just for multiple-sensorial media experiences and
new interaction possibilities for the user, as we can see in [59], but also, for improve the
QoE of IoMT services for networks users.

The MSS open new possibilities beyond those offered by traditional MS limited in
visual and auditory perception, offering new experiences involving sensory percep-
tions, such as kinesthetic, olfactory and thermoception, among others. However, the
development of algorithms for improve the QoE is one of the current challenges for
both: the MSS development and IoMT service networks.
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RQ5. ¿What studies have taken place regarding the characterization, relationship
and differences between the concepts of Multimedia, Multimodal and Interactive
Systems?

In contrast with the studies related about the MMS fundamentals in [64] and [65],
there are few recent studies related with methodologies and trends involving funda-
mentals about MS, not just as a basis that we consider relevant for establishing the
scope and boundaries from a well-defined methodology for MS development, but also,
about the new possibilities that can offer for the User Experience, trends as multiple
sensorial media design and the growing multimedia services omnipresence, thanks to
emerging paradigms as the IoMT.

5 Conclusions and Future Work

There has been produced a SLR, with a set of papers chosen in a wide window of time
publication (2004 and early quarter of 2018); taking into account a diversity of con-
cepts about fundamentals, methodologies, frameworks and trends, related with the MS
development process.

It covered 1506 studies and found 32 relevant documents for the SLR that have
been selected following the exclusion and inclusion criteria and a set of search pro-
tocols for each database, related with the research questions. Of these 32 documents, 12
deals with aspects directly related with methodologies or frameworks for MS, IS and
MMS development; and 1 about MSS development. However, only 3 are focused
specifically on practices and a methodologies related with MS development.

In none of the methodologies or framework studied we observed practices for
choose the media contents more suitable for the user needs and expectations, or
practices and process related with a specific process for the design of the multimedia
experience to be supported through the MS. Neither practices nor process design were
recognized, for the design of interfaces or interaction techniques more suitable,
according to the type of multimedia content that want to be deployed.

Only the study presented by de Sousa in [63], deals with a process design from the
adapted MDA, for the development of multiple sensorial media experiences systems.
However, this approximation is restricted for multimedia experiences based in inter-
active digital TV experiences. Also, for wind, vibration and light sensorial experience
design restricted to a software system design, without taking account, practices and
process related with hardware design for objects and devices as sensors or actuators,
according to user needs and expectations.

On the other hand and related with emerging trends as the IoMT, we identify that
are not covered by any scope of the studied methodologies and frameworks for MS
development, being an opportunity for the development of new methodologies, that
innovate the design process of these systems, with novel practices and tools, dealing
with trends as IoMT, or mulsemedia experiences and machine learning for MS
development.

However, we observe “hundreds” of new MS developed by the industry making the
multimedia an omnipresent resource for the people, using different devices and
peripherals. This would suggest an increasing of “in-house” practices, as part of the
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“know-how” and value strategy of the involved companies, to ensure its competi-
tiveness and productivity. Maybe, a new and recent survey following a similar
methodology as worked by Lang and Barry in [3], could offer a better clarity about the
current trends and behaviors of the multimedia industry.
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Abstract. Social networks have existed in all stages of the human history.
Digital systems only helped to globalize their use. Usability refers to the efficacy,
efficiency, and satisfaction in achieving user’s goals through a product, system or
service. User eXperience (UX) extends the usability concept to the whole range
of user’s perception when using (or even intend to use) a product, system or
service. Heuristic evaluation is one of the most popular usability evaluation
methods. Generic or specific heuristics may be used. Generic heuristics are
familiar to evaluators and therefore easy to apply, but they can miss specific
usability issues. Specific heuristics can detect relevant domain related usability
issues. Evaluating social networks usability and UX is challenging. General
usability heuristics, as Nielsen’s, cannot detect specific, domain-related, usability
problem. There are relatively few sets of specific usability heuristics for social
networks. Moreover, heuristics rarely focus on UX aspects, other than usability.
For this work we used the methodology proposed by Quiñones et al. [7],

which includes 8 stages, and can be applied iteratively. Finally, we developed a
set of 11 heuristics oriented to UX in social networks, applicable for both mobile
devices and websites versions. Heuristics were refined based on experts’ feed-
back, and validation’s results. As future work we pretend to further validate (and
possible improve) the set of 11 heuristics based on new case studies.

Keywords: Social media � User eXperience � Usability � Heuristic evaluation

1 Introduction

We can say that today digital social networks are already part of a person’s daily routine.
Everyone who owns an electronic device, whether it’s a computer or a smartphone, uses
a social network to keep in touch with friends or relatives. The social media has achieved
great versatility today as not even age is an impediment to use them. However, it is
important to note that the use of social networks should not be confused with their
correct use. When a user is using some medium to communicate with someone or keep
in touch with people it does not imply that they are alienated from frustrations by how
the information or content is presented to them on the website.
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The User eXperience (UX) is responsible for evaluating the emotions and sensations
generated in users by the use of a system, product or service [1]. These perceptions can
be negative or positive because they can generate frustration when the way the infor-
mation is delivered confuses users; or a certain sense of success and achievement when
what is shown by the device is as expected.

Our research aimed to define a set of heuristics to evaluate UX in social networks.
The set of heuristics was validated through expert’s judgement and experiments. Our
study focused on two of the most popular social networks in Chile in recent months,
based on the intelligent tool SimilarWeb [2]: Twitter and Facebook.

The paper is organized as follows. Section 2 presents some theoretical background
that is important for understanding concepts approached by the research. Section 3
shows the set of usability/UX heuristics for Social Networks, documenting their
development process. Section 4 highlights conclusions and future work.

2 Theoretical Background

2.1 User eXperience (UX)

Directly or indirectly every website causes sensations, and these can be positive or
negative. The first impressions in the human are important, since in a short period of
time we decide if something pleases us or not [3]. Therefore, the first time a user
accesses an application or website is paramount. This generates in us a judgment of
whether we will give that website a chance to perform the same action in the future, or
we will choose to find other alternatives that could be more pleasant and comfortable
for the same purpose.

There are many accepted definitions of what is known as UX, according to the ISO
9241-11:2018 standard is “user’s perceptions and responses that result from the use
and/or anticipated use of a system, product or service” [1]. Several authors propose
models of UX. Among others, Morville explains each of the attributes of the UX
through his ‘honeycomb’ model [4]:

• Usable: The site should be easy to use, without users having to think too much
about how an activity or action is performed.

• Useful: Facilitate the user to reach his goals and satisfy some need.
• Desirable: It must create content in order to evoke emotion and appreciation from

users to achieve their desire to interact with the product.
• Findable: It must be impossible for users not to find your content.
• Accessible: The content must be designed for everyone, including people with

specific needs.
• Credible: The user must have confidence in the product being offered and therefore

in the person offering it.
• Valuable: The product, system or service must be valuable.
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2.2 Usability

According to the ISO9241-11:2018 [1], this concept is understood as “extent to which
a system, product or service can be used by specified users to achieve specified goals
with effectiveness, efficiency and satisfaction in a specified context of use”, presenting
three main features:

• Effectiveness: accuracy and completeness with which users achieve specified goals.
• Efficiency: resources used in relation to the results achieved.
• Satisfaction: extent to which the user’s physical, cognitive and emotional responses

that result from the use of a system, product or service meet the user’s needs and
expectations.

2.3 Social Networks

Social networks have been developing for decades. Currently, computer systems have
served as a tool to complement and promote this term that has always existed. Today
we can learn more about the social networks that surround us, and these can constantly
change in order to satisfy the needs of its users. These changes may or may not go hand
in hand with the experience they manage to deliver to users. There are social networks
that give a lot of emphasis to the emotions that their users could experience with the use
of their platforms, as well as there are others that prefer to give preference to their
usability.

Identifying the beginnings of social networks is complex, since theywere not born in a
digital way, but this medium complemented them later. Similarly, we can say that a social
network is what we know as a group offriends, a family, or co-workers. They have always
existed but not with the help of computer systems. Highlighting the words of Ponce [5],
who indicates that a social network is a social structure formed by people or entities
connected and joined together by some kind of relationship or common interest.

There are many social networks throughout the world, in some countries some are
used more than others and the popularity of some comes at different times. But one
thing that all social networks should have in common is the UX they apply at the time
of their concession. A social network is the means by which people communicate,
inform, keep in touch and express through the Internet. For this reason, they require a
platform that supports them in the most comfortable, pleasant and safe way possible
with a correct organization of the delivery of their information and its functionalities,
among other factors.

Therefore, social networks are sites that are accessed through the Internet, which
allow users to connect to each other virtually, share experiences and content, and even
create new ties or friendships, but it should always be borne in mind that users who
interact through these media also share their personal information with the confidence
that it will not be disclosed or exposed to others, so achieving credibility is a primary
factor for the responsible for the system.

As a result of the observation of different social networks, it was possible to
identify six characteristics that any system of this type, current or future, should satisfy:
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• Security: users must be able to trust the system, refers to everything related to login
and logout, registration of a new account and or close any user account.

• Connectivity: users can manage their contacts within the social network, refers to
everything related to follow, add, delete, block and report users.

• Interaction: users can interact with the system and the rest of the users of it, refers to
everything related to the activity between contacts within the network, either send
and delete messages, create instant messaging groups, and share, view, evaluate,
comment and report content.

• Customization: users can adjust various settings of the social network, refers to the
customization of profile and configure notifications that are received, the permis-
sions granted and language, among others.

• Management of content: users add, create and delete content within their space in the
network, regardless of whether other users of the network will interact with it or not.

• Help Center: users will be given a help service to resolve frequent or concerns
related to the system.

2.4 Heuristic Evaluation

According to the website Allaboutux, there are currently 86 known methods for
evaluating UX [6], including inspections, heuristic evaluations and experiments. This
research relied on the heuristic evaluation method to validate the set proposed.

A heuristic evaluation is a type of usability inspection in which a small number of
evaluators look for problems within an individual system, and then compile the results
along with the rest of the evaluators (ideally). The recommended number of evaluators
ranges from three to five and the experience of each will influence the number of
problems encountered.

The evaluators are provided with a set of heuristics to evaluate the usability/UX of a
website; it is important to emphasize what [7] mentions about the existence of generic
heuristics and specific heuristics. General heuristics are applicable to a wide range of
applications, usually detecting general problems; they are known by most evaluators.
Specific heuristics detect both general and specific problems, but are domain-oriented,
applicable only to specific applications.

Heuristic evaluation as probably the best-known evaluation; usually applied when
evaluating usability, but Quiñones et al. [7] suggest it could be used to evaluate UX
attributes others than usability.

3 Methodology

In this research we used the methodology to develop usability/UX heuristics for
specific domains proposed by Quiñones et al. [7], its 8 stages are explained below:

• Exploratory stage: performing a literature review.
• Experimental stage: analyzing data obtained through experiments.
• Descriptive stage: selecting and prioritizing the most important topics of all infor-

mation that was collected in the previous stages.
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• Correlational stage: matching the features of the specific application domain with
the usability/UX attributes and existing heuristics (and/or other relevant elements).

• Selection stage: keeping, adapting and/or discarding the existing sets of usability/UX
heuristics that were selected during the descriptive stage.

• Specification stage: formally specifying the new set of usability/UX heuristics.
• Validation stage: validating the set of heuristics.
• Refinement stage: refining and improving the new set of heuristics based on the

feedback that was obtained in the validation stage.

3.1 How the Set of Heuristics Was Developed

Our research included three iterations; none of these were performed the 8 stages of the
methodology. Figure 1 shows how we worked in each iteration.

In the first iteration, all stages of the methodology were performed except the
experimental stage; In the second iteration, only the last three stages of the method-
ology were completed, since details of the specifications had to be improved and the
feedback was not critical with respect to the set proposed. Finally, some initial defi-
nitions were corrected, and most of the initial stages of the methodology were revisited.

Evolution of Heuristics. Thanks to the first stage of the methodology, which included
a review of previous literature in order to find any research related articles that might be
useful for creating or adapting a set of heuristics focused on UX in social networks.
There were three investigations directly related to the domain of the problem. As the
main base of this work was the set of heuristics proposed by Arancibia and Gonzalez
[8] listed below (Table 1):

Fig. 1. Iterative process used in the research.
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Although their work delivers a set of sixteen heuristics oriented to usability/UX in
social networks and after analyzing each of them, we concluded that there are certain
characteristics of social networks that might not be addressed by his work, in addition
to not involving mobile platforms.

Table 1. Heuristics on which the set is based.

Id Name

HRS1 Visibility of system status
HRS2 Visibility of the elements and important information of the system
HRS3 User availability
HRS4 Coincidence between the system and the real world
HRS5 Consistency and standards between system elements
HRS6 Consistency in web symbology and design
HRS7 User control and freedom
HRS8 Error prevention
HRS9 Minimize user memory load
HRS10 Flexibility and efficiency of use
HRS11 Aesthetic and minimalist design
HRS12 Help the user to recognize, diagnose and recover from errors
HRS13 Help and documentation
HRS14 Privacy and exposure control
HRS15 Control of published content
HRS16 Security and user account recovery

Table 2. Action to take, first filter.

Id Name Action

HRS1 Visibility of system status Adapt
HRS2 Visibility of the elements and important information of the system Discard
HRS3 User availability Keep
HRS4 Coincidence between the system and the real world Discard
HRS5 Consistency and standards between system elements Discard
HRS6 Consistency in web symbology and design Discard
HRS7 User control and freedom Adapt
HRS8 Error prevention Adapt
HRS9 Minimize user memory load Adapt
HRS10 Flexibility and efficiency of use Discard
HRS11 Aesthetic and minimalist design Discard
HRS12 Help the user to recognize, diagnose and recover from errors Adapt
HRS13 Help and documentation Adapt
HRS14 Privacy and exposure control Adapt
HRS15 Control of published content Keep
HRS16 Security and user account recovery Adapt
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Document Changes. The proposed set went through a series of modifications along its
conception, which are documented below. In the first instance, the base set was adapted
to work on this research; creating, modifying and eliminating specific heuristics from
the Arancibia and Gonzalez set [8].

As shown in Table 2, only ten heuristics were used to develop the new set.
The justification for the action that was carried out with each heuristic is presented
below.

• HRS1 - It is important that the user always has a notion of what happens on the site
or application given their actions.

• HRS2 - It is not considered relevant to the wide range of social networks available
on the market today.

• HRS3 - It is relevant to satisfy the features: customization, connectivity and
interaction.

• HRS4 - It is considered that each social network has its own symbology with which
it tries to set trends. Therefore, coincidence with the real world is not considered
relevant.

• HRS5 - It is not understood what is sought to evaluate with this heuristic, if the
reference were between its mobile versions and its web versions would make more
sense.

• HRS6 - It is considered that each social network has its own symbology with which
it tries to set trends. Therefore, coincidence with the real world is not considered
relevant.

• HRS7 - It is relevant to satisfy the features: management of content and interaction.
• HRS8 - It is relevant for satisfy the customization’s feature.
• HRS9 - It is relevant to satisfy the features: management of contents, customization

and interaction.
• HRS10 - The purpose of heuristics is not clear enough, and its purpose is not

understood.
• HRS11 - The design of a social network will vary depending on its purpose,

therefore, it is not considered necessary to evaluate this topic.
• HRS12 - It is relevant to satisfy the features: help center and customization.
• HRS13 - Relevant for satisfy the help center’s feature.
• HRS14 - It is relevant to satisfy the features: management of content, customization

and interaction.
• HRS15 - It is important to satisfy the feature “management of content”.
• HRS16 - It is important to satisfy the safety feature.

After this preliminary version of the set (Table 3), a second version of the set was
obtained (Table 4); which aimed to complete the template proposed by the method-
ology of Quiñones et al. [7] for the specification stage along with all its attributes.

Finally, and after applying inspections to the set, it was considered that the
heuristics of the set still did not have a definition that included the UX as expected from
the research. So, in the third iteration we modify all definitions and explanations of
heuristics to give them a focus on UX, and not just usability.

134 M.-J. Saavedra et al.



3.2 A Set of Usability and User eXperience Heuristics for Social
Networks (SNUXH)

• (SNUXH1) Visual feedback and system status: The social network must inform the
user of the status of the system after any action taken by the him or her.

• (SNUXH2) User control and freedom: The social network should allow the user
undo and redo actions; user should always feel in control.

• (SNUXH3) Consistency and standards in multiplatform: There should be no visual
or functional differences between the various platforms delivered by the same social
network, to the extent that user interaction is influenced.

• (SNUXH4) Prevention and recovery from errors: The social network must prevent
and avoid errors in use of the system through warning messages that deliver the
right information, without too much technicality that may confuse the user.

• (SNUXH5) Minimize user memory load: User should not have to remember
information that he/she already provided.

• (SNUXH6) Aesthetic and minimalist design: The social network must show an
aesthetic design that includes only the elements relevant to the user in a certain
context of use.

Table 3. SNUXH “Social Network User eXperience Heuristics”, version 1

Id Name Heuristic’s updates

SNUXH1 Visual feedback and system
status

Base heuristics are adapted to the set, with
all its attributes

SNUXH2 Ergonomic interface (Applies to
smartphones)

Base heuristics are adapted to the set

SNUXH3 User perception and status Base heuristics are kept to the set, with all
its attributes

SNUXH4 Minimize user memory load Base heuristics are adapted to the set, with
all its attributes

SNUXH5 Prevention and recovery of
errors

Base heuristics are adapted to the set, with
all its attributes

SNUXH6 User control and freedom Base heuristics are adapted to the set, with
all its attributes

SNUXH7 Control of published content Base heuristics are kept to the set, with all
its attributes

SNUXH8 Control of notifications and
alerts

Base heuristics are adapted to the set, with
all its attributes

SNUXH9 Privacy and exposure control Base heuristics are adapted to the set, with
all its attributes

SNUXH10 User account security and
recovery

Base heuristics are adapted to the set, with
all its attributes

SNUXH11 Help center New heuristic creates
SNUXH12 Consistent multiplatform Base heuristics are adapted to the set, with

all its attributes
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• (SNUXH7) Help center: The social network must have a space where users can
resolve their doubts about the system; the help information must be brief, accurate
and user-centered.

• (SNUXH8) User perception and status: The system must allow user to configure, at
any time, whether he/she is available (or not) to communicate; user must easily
perceive other users’ availability.

• (SNUXH9) Control of published content: The social network must control the
content that publishes so as not to affect the sensitivity of users, through filters and
regulations; the user must be able to denounce/report content published by other
users on the network, indicating the reason (Table 5).

• (SNUXH10) Customization and configuration settings: The user must be able to
adjust the different settings provided by the social network and customize the space
it provides.

• (SNUXH11) Security and user account recovery: The social network must include
security measures, protection of the user’s account and personal data; it must also
provide an account recovery option.

Table 4. SNUXH “Social Network User eXperience Heuristics”, version 2

Id Name Heuristic’s updates

SNUXH1 Visual feedback and system status Add checklist
SNUXH2 User perception and status Add checklist; explanation was

improved; add problems
SNUXH3 Minimize user memory load Add checklist; explanation was

improved; add problems
SNUXH4 Prevention and recovery of errors Add checklist; definition and

explanation were improved
SNUXH5 User control and freedom Add checklist
SNUXH6 Control of published content Add checklist; explanation was

improved
SNUXH7 Control of notifications and alerts Add checklist; explanation was

improved
SNUXH8 Privacy and exposure control Add checklist; explanation was

improved
SNUXH9 User account security and

recovery
Add checklist; definition and
explanation were improved

SNUXH10 Help center Add checklist; add benefits
SNUXH11 Consistent multiplatform Add checklist
SNUXH12 Aesthetic and minimalist design New heuristic on the set. Adaptation of

traditional heuristics
SNUXH13 Consistency and standards

between system elements
New heuristic on the set. Adaptation of
traditional heuristics

SNUXH14 Customization and direct access New heuristic creates
SNUXH15 Ergonomic interface Add checklist
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3.3 Preliminary Validation

The set of heuristics was preliminary validated using three evaluation methods: expert
judgement, heuristic evaluation and user test.

The expert judgement involved eight experts, all of them had participated in at least
one heuristic evaluation. The method consisted of subjecting the experts to a survey

Table 5. Example of a complete heuristic: SNUXH9 – Control of published content.

Id SNUXH9

Priority (3) Critical
Name Control of published content
Definition The social network must control the content that publishes so as not to

affect the sensitivity of users, through filters and regulations; the user
must be able to denounce/report content published by other users on the
network, indicating the reason

Explanation Users expect to enjoy social network content without inconvenience or
annoyance. For this reason, the site must allow users to indicate that
published content is not suitable for everyone. Also, it must allow users
to report content, indicating the reasons why they believe that the
publication is not suitable for anyone on the site

Application
feature

Customization, Management of content, Interaction

Example • The social network has the option “Report this publication”. If you
press it, you will see a pop-up window that requires you to indicate the
reason for the complaint

• As a user, I want to have among my contacts only certain users, but I am
not interested in the content they publish within my social network,
therefore, users can ‘unfollow’ that kind of people, without prejudicing
the relationship

Examples with
images

Examples of heuristic’s compliance are shown in Figs. 2 and 3

Benefits Users will be able to avoid viewing unpleasant content for them, so their
surfing through the system will not be affected

Problems An expert might confuse the approach with SNUXH10: Customization
and configuration settings. And SNUXH2: User control and freedom

Checklist • The user has the possibility to denounce publications, justifying why
• The social network responds in reasonable waiting times to complaints
reported by users

• The social network constantly monitors the content that is published
inside it

• Content considered offensive or violent is presented with a symbology
indicating what it means to access it

Usability attribute Satisfaction
UX attribute Credible, Findable
Set of heuristics
related

Arancibia and González [8]
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that aimed to obtain feedback from them. The heuristics were evaluated in three
dimensions (clarity, usefulness and ease of use). The results were mostly favorable,
reflecting minimal modifications to the set.

The usability tests aimed to evaluate the set through the interactions that real users
had using the system. Although social networks are a product that is used alone, this
time it was decided to perform the co-discovery method as a test, in which users
express aloud their opinion, feelings and thoughts while surfing the site. Finally, the
experiment demonstrated that important heuristics were left aside within the set, and
confirmed the usefulness of certain heuristics.

The last method was a heuristic evaluation, which was previously explained. There
were six evaluators with similar experience, three people qualified and looked for

Fig. 2. With this screenshot to the social network ‘LinkedIn’, we can see an example of
heuristic compliance.

Fig. 3. With this screenshot to the social network ‘Facebook’, we can observe another example
of heuristic compliance.
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problems based on the control set [8], while the other three used the SNUXH set. Each
collaborator evaluated the study case “Twitter” in its web and mobile versions indi-
vidually. In this opportunity the results were quite even, the evaluators of the sets found
a similar number of problems. In addition, it was considered, based on the experience
of the evaluators, that there could have been an overestimation on the part of the control
group. Finally, this last validation reflects that the proposed set does not exceed the
control set in all aspects evaluated.

4 Conclusion

Social networks have always existed and will continue to exist even when computer
systems become extinct. Because people are what make them up. Although with the
simple use of the Internet these have broken down borders that people could not cross
so freely before, it should also be kept in mind that this tool is only that, and it depends
on the users themselves the use they are given.

This research sought to provide a set of heuristics to evaluate the UX when using
this type of systems, attempting to present a set that encompasses other aspects beside
usability. After having established the attributes of usability and UX relevant to this
research, accessibility was discarded, since at this moment there is not enough time to
achieve a complete and correct validation of this aspect that freezes more than a simple
heuristic can deliver. Finally, after applying the methodology for the development of
domain-specific heuristics, it was possible to establish eleven heuristics. A preliminary
validation of the set of heuristics was made.

As future work we expect to further validate the set of heuristics and check how
useful it is for the evaluation of UX in social networks. We also pretend to refine the
set, if necessary.
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Abstract. Making analogies is an important rhetorical device. Analogies can
not only help explain new concepts, but also make the expressions more inter-
esting and creative. In our previous work, we explored an automated approach for
making analogies using data from knowledge graphs where concepts are con-
nected by their relationships. The algorithm computes how analogous two rela-
tionships are to each other based on the structural similarity of their adjacent
concepts and relationships. The analogous relationships are then used to con-
struct analogies between two concepts. In this work, we study how people’s
impressions of the analogies are affected by how the analogies are presented. We
hypothesized that the analogy between a pair of relationships will be perceived as
stronger when it is presented in a group of analogous relationship pairs for
supporting making an analogy between two concepts than when it is presented
alone. This hypothesis is confirmed by our empirical study. In addition, we found
that people’s impressions of how creative the analogy between a pair of rela-
tionships is not affected by how they are presented.

Keywords: Analogy � Computational creativity � Knowledge graph

1 Introduction

Analogies describe comparative relationships between two sets of concepts. According
to the Stanford Encyclopedia of Philosophy, “An analogy is a comparison between two
objects, or systems of objects, that highlights respects in which they are thought to be
similar” (Bartha 2013), e.g. “Life is like a box of chocolates, you never know what
you’re gonna get”. Here, an analogy is made between the uncertainty of what happens
in life and the flavor of chocolates one may get by randomly picking one from a box.
Scientific analogies often compare one system to another, such as Rutherford’s atomic
model which compares the atomic system to the solar system. Making analogies is a
common and important rhetorical device. Analogies can not only help explain new
concepts, but also make the sentences more interesting and creative.

With the rapid development of computational technologies in recent years, creating
conversational agents that can communicate with people in task orientated dialogue or
small talk has received increasing interest in recent years. Intelligent conversational
agents, such as Alexia, Google assistant, and Siri have become a more and more
integral part of people’s everyday lives. Enabling conversational agents to use
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analogies in their speech will enhance their ability to communicate or develop a social
relationship with the users.

1.1 Cognitive Theories on Analogy-Making

Many cognitive theories have been proposed for explaining how people form analo-
gies, such as LISA (Kubose et al. 2002), CAB (Larkey and Love 2003), Structure-
Mapping Theory (SMT) (Gentner 1983; Gentner and Smith 2012), and (Winston 1980;
Kline 1983; Kedar-Cabelli 1985; Greiner 1988; Holyoak and Thagard 1989; O’Do-
noghue and Keane 2012; Grootswagers 2013). Common to most existing work, the
central idea behind analogy-making involves mapping hierarchical relationship struc-
tures among the concepts in two different domains. For example, according to the
Structure-Mapping Theory (SMT), analogical mapping is created by establishing a
structural alignment of the relationships between two sets of concepts. The closer the
structural match is, the more optimal the inferred analogy will be. The Structure-
Mapping Engine (SME) is a computational system that implements SMT (Falkenhainer
et al. 1989). For producing the analogy between the solar system and the Rutherford
model, SME can computationally determine that maximum structural mapping happens
when the Sun is mapped to the nucleus and the planets are mapped to the electrons.
This mapping is resulted from the structural mapping of the relationships among these
concepts. In the solar system, the Sun attracts the planets and has a greater mass than
the planets; as a result, the planets revolve around the Sun, i.e. the attract and the
greater-than relationships together cause the revolve relationship. Furthermore, the
attract relationship is caused by both the Sun and the planets have mass and therefore
have gravity. The same relationship structure exists for explaining how the nucleus
attracts the electrons and makes the electrons revolve around it. Figure 1 shows SMT’s
models of the solar system and the Rutherford model. The relationship structures are
also often expressed in predicate calculus.

1.2 Create Analogies Without Hierarchically Structured Data

A major challenge of adapting existing theories on analogy-making to generate dia-
logue for conversational agents is acquiring appropriate input data. In most cases,
existing theories rely on the input data containing structural information about concept
relationships, such as the relationship structures shown in Fig. 1. Automatically

Mass (Sun)

Solar System

Cause

ANDCause

Gravity

Revolve

Greater ThanAttracts

Mass (planet)

Rutherford Model

Cause

ANDCause

Opposite-sign Greater ThanAttracts

Charge (nucleus) Charge (electron)

Revolve

Fig. 1. Relationship structures of the solar system and the Rutherford model.
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gathering data with such hierarchal structure is almost impossible. Manually created
input data tend to be small scaled which will significantly limit the amount and variety
of analogies a dialogue agent can make.

In this work, we explore automatically creating analogies using contents from
knowledge graphs. Semantic web such as DBpedia (Bizer et al. 2009) and Wikidata
(Erxleben et al. 2014) contain a massive amount of structured data, which can be used
to construct knowledge graphs easily. In knowledge graphs, concepts are connected by
links which represent the relationships among the concepts. Knowledge graphs,
therefore, intuitively provide a good basis for automatically generating analogies. On
the other hand, the concept-relationship structure is flat in knowledge graphs. There is
no hierarchical relationship structure, and therefore we cannot directly use content from
knowledge graphs to infer relationship structural mappings for analogy-making. Fig-
ure 2 provides an example knowledge graph crawled from Wikipedia. Sun was used as
the seed node, and we only included concepts that are within two steps from the Sun.
We used the Seealsology tool (Seealsology) for generating this graph. For generating
analogies in this work, we wrote our own crawler for gathering data which will be
explained in Sect. 2.

In our previous work (Si and Carlson 2017), we explored automatically generating
analogies using data from DBpedia. Our approach was inspired by the Structural
Mapping Theory. The algorithm strives to find analogous pairs of concept groups and
the analogies are composed of a pair of mapping concepts and a set of supporting
evidences. For example, Punk Rock is analogous to LPC (a programming language)
because “the stylistic origin of Punk Rock is Garage Rock, Glam Rock, and Surf
Music, just like LPC is influenced by Lisp, Perl, and C,” and “Punk Rock is a music
fusion genre of Celtic Punk, just like LPC influences Pike.” Here, the analogy between
Punk Rock and LPC is supported by mapping the “stylistic origin” of a music genre to
the “influenced by” relationship among programming languages, and the “fusion
genre” relationship among music genres to the “influence” relationship among pro-
gramming languages.

An important step in the algorithm is inferring pairs of analogous relationships. The
algorithm computes how analogous two relationships are to each other based on the
structural similarity of their adjacent concepts and relationships. For example, if on

Fig. 2. Sun and related concepts in Wikipedia.
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average, the concepts where relationship r is linked from are always associated with
more relationships than the concepts where r is targeting at, then r is more similar to
other relationships which also have this pattern than to those that have a different
pattern, e.g. the concepts where the relationship is linked from are always associated
with the same relationships as the concepts where the relationship is targeting at. In our
algorithm, we computed four sets of relationship differences between the linked-from
concept and the targeting concept:

1. Gain – what relationships are associated with the targeting concept but not the
linked-from concept;

2. Loss – what relationships are associated with the linked-from concept but not the
targeting concept;

3. Same – what relationships are associated with both the targeting concept and the
linked-from concept;

4. Diff – the combination of the gain and the loss sets.

Section 2 provides the details of the algorithm for computing the structural simi-
larity between two relationships. After we have obtained the similarities between each
pair of relationships in a domain or two different domains if we septate the source and
the target domains, the relationships are then used to construct analogies between
concepts. If two concepts have many relationships that are analogous/similar to each
other, the two concepts are regarded as being analogous.

1.3 Evaluations of the Generated Analogies

Though the process of computing how analogous two relationships are to each other
leverages on the idea of computing structural similarity, the results produced by (Si and
Carlson 2017) are different from results produced by SME or other theories that infer
analogies purely based on structural similarities. Using SME, a relationship is mapped
to another, e.g., the revolving relationship in a planet revolves around the Sun and the
revolving relationship in an electron revolves around the nucleus because of the
structural alignment between the two groups of concepts and does not have anything to
do with what the relationships are. Two relationships both named involving does not
make them more analogous to each other than two relationships with different names.

In our previous work as well as in this work, we aim at creating analogies where the
relationship mapping itself is analogous. Using the analogy example between pro-
gramming languages and music genres, we believe Punk Rock is analogous to LPC
exactly because “stylistic origin” is analogous to “influenced by” and “fusion genre” is
analogous to “influence.” When interpreting analogies created by our system, people’s
perception of how much two concepts seem analogous to each other are dependent on
how much they think each of the related relationship pairs are analogous to each other.
Here, “influence” and “sub-genre” are mapping relationships. They are not synonyms
but have similar meanings in their respective domains. We can similarly say Python
influenced many other programming languages just like Jazz has many sub-genres.
Without the supporting evidences, Python and Jazz are largely not related. However,
the influenced relationship and the sub-genre relationship may still read analogous to
each other. Further, unlikely presenting the analogy itself where the supporting
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evidences must be included, the analogous relationships can be presented alone, and
without additional supporting information. This property makes it very convenient to
use analogous relationship in dialogue generation.

In this work, we study how people’s impressions of the analogies and in particular
the analogous relationships are affected by how the analogies are presented. (Kubose
et al. 2002) showed that when multiple propositions can jointly provide a stronger
structural support for an analogy and are presented together, people understand the
mappings in the analogy more accurately than when the propositions are presented
individually. Our hypothesis is inspired by this finding. We hypothesized that the
analogy between a pair of relationships will be perceived as stronger when it is pre-
sented in a group of analogous relationships for making an analogy between two
concepts than when it is presented alone. In addition, we want to find out whether
people can differentiate the mapping between two concepts or two relationships is
analogous or is creative.

2 Make Analogies Using Knowledge Graphs

2.1 Information from Wikidata

In this work, we explored using contents from Wikidata for generating analogies.
Knowledge graphs such as DBpedia or Wikidata contain huge sets of connected
concepts. In (Si and Carlson 2017), we used information from DBpedia as the base for
generating analogies. In this work, we want to explore using information from Wiki-
data. The main benefit of switching to Wikidata is that the relationships in Wikidata are
all uniquely identifiable. This eliminates the need for dealing with relationships with
similar names such as “influence” and “influences.” It turned out to be a challenging
task to decides what relationships can/should be merged when using data from
DBpedia. For getting information from Wikidata, we wrote a web crawler using
Python, which stores concepts and their relationships in a network structure that can be
directly used by the analogy building algorithm.

2.2 Find Analogous Relationship and Concepts

When computing mapped relationships, we used the topological similarity between the
groups of relationships related to the source and target concepts as a multi-dimensional
embedding for each relationship. Algorithm 1 is taken from (Si and Carlson 2017). It is
the main algorithm for computing a unique index for each relationship in a domain. As
mentioned in Sect. 1.2, for each pair of concepts connected by a given relationship r,
we computer four sets of relationship differences between the linked-from concept and
the targeting concept: gain, loss, same and diff. These four sets are aggregated over all
the concept pairs connected by the relationship. We then compute the Jaccard index
between each pair of the sets and generate an embedding for the relationship with six
dimensions. These embeddings are used to compute the similarity between two rela-
tionships. Because there are no concept or relationship names in the embedding, the
relationships from different domains can be compared with each other, and thus enable
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us to generate analogies between concepts from different domains. The details of the
analogy-making algorithms can be found in (Si and Carlson 2017).

Another difference between this work and (Si and Carlson 2017) is that we are
using much larger domains now. In our previous work, the sizes of domains are
ranging between having hundreds of to thousands of concepts. In this work, we
expanded the domains to have more than 20k concepts. As a result, the aggregated
gain, loss, same and diff sets may become very large. We capped the sizes of these sets
to 5000. When the sets grow beyond the limit, we down sample the set by randomly
deleting items in it.

2.3 Example Outputs

The example output from our system consists of a pair of mapping concepts and a
number of supporting evidence, which are the mapping relationships and their targeting
concepts. An example analogy created by our system between The Source (a famous
painting) and OS/2 (an operating system) is provided below:

• The Source ! OS/2
• instance of painting ! instance of operating system
• country France ! language of work or name English
• location Musée d’Orsay ! platform x86
• genre figure painting ! programming language C

This example reads like “The Source is analogous to OS/2. This is because The
Source is an instance of paining just like OS/2 is an instance of operating system. The
Source’s country is France just like OS/2’s language of work is English, etc. Another
example is provided below. An analogy is made between the state Vermont and (2970)
Pestalozzi – an asteroid.
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• Vermont ! (2970) Pestalozzi
• instance of state of the United States ! instance of asteroid
• located in time zone Eastern Time Zone ! parent astronomical body Sun
• country United States of America ! minor planet group asteroid belt
• head of government Peter Shumlin ! discoverer or inventor Paul Wild (2970)

Pestalozzi

We created these analogies by forcing the system to look for analogous concepts
from different domains, i.e., the two concepts are not the same type of instance. Both of
these two examples were used in the evaluation study described in Sect. 3.

3 Experiment Design and Materials

In this study, we want to evaluate how the presentations of the analogies affect people’s
impressions of them. In particular, we hypothesized that the analogy between a pair of
relationships will be perceived as stronger when it is presented in a group of rela-
tionship pairs for making an analogy between two concepts than when it is presented
alone. In addition, we want to find out whether people can differentiate the mapping
between two concepts or two relationships is analogous or is creative.

3.1 Experiment Design

For evaluating the hypothesis, we designed a between group study with three
conditions:

1. Full: the full analogy is presented with both the concept pairs and the supporting
evidences which are composed of corresponding relationships and their targeting
concepts, such as the analogy example given in Sect. 2.3.

2. R+D: only the relationship and targeting concept pairs are presented, e.g., country
France ! language of work or name English.

3. R: only the relationship pairs are presented, e.g. country ! language of work.

The study was conducted on Amazon’s mTurk. We recruited 50 subjects for each
condition.

3.2 Materials and Procedure

The experiment material consists of 16 analogies generated by the system. Just like the
examples provided in Sect. 2.3, each analogy contains four pieces of supporting evi-
dence. The first one is always the mapping between each concept’s instance-of rela-
tionship. Except for the instance-of relationship, the rest of the mapping relationships
do not have the same name. In general, our algorithm is capable of generating analogies
with more supporting evidence, and it is not necessary for the mapping relationships to
have different names. We enforced these rules when generating the analogy examples
for this study.

146 M. Si



During the study, the subjects need to read the analogies with their supporting
evidences if provided, and rate how analogous and how creative each item is. If the full
analogy is presented, the subject needs to rate each supporting evidence first before
rating the analogy between the two concepts. Each question is given a Likert scale of 1
to 7 (1 = Strongly Disagree, 7 = Strongly Agree). In the R+D and R conditions, the
analogy between the two instance-of relationships is excluded from being rated. In
addition, in the R condition, if the same relationship mapping appears in multiple
analogies, we only asked the subjects to rate it once.

The overall time for the study is less than 5 min for most subjects.

4 Results and Discussion

Figures 3 and 4 compares the ratings of the same relationship mapping when being
presented within a full analogy (the Full condition), separately with the targeting
concept (the R+D condition) and alone (the R condition). The x-axis shows the
question IDs. The first digit of the ID indicates the index of analogy example the
question belongs to. Each analogy contains 10 questions. The first 8 questions are
about how analogous and creative each supporting evidence is, with odd-numbered
questions asking about how analogous an item is, and the even-numbered questions
asking about how creative an item is. The 9th and the 10th questions are about the
concept mapping itself. Even though in the R+D and R conditions subjects do not see
the mapping concepts, we keep the same naming convention. So, question ID 13 means
it is the 3rd questions about Analogy example 1. Whether it is about the relationship
and targeting concepts or just the relationship alone is dependent on which experi-
mental group the subject belongs to. Questions 1 and 2 are about the instance-of
relationship. Because both the R+D and R conditions do not rate this relationship, the
answers to these questions are excluded from the plot. Similarly, the answers to the 9th
and the 10th questions are excluded. We also excluded a few questions where we didn’t
collect enough data because of technique problems.

From Fig. 3, we can see that the analogous ratings from the R+D group (blue bars)
are usually the highest, and the ratings from the R group and the Full group are
compatible. The polynomial trend lines indicate there is a constant decrease in the
subjects’ ratings in the Full group. This trend is not apparent for the other two groups.
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Fig. 3. Analogous ratings. The x-axis shows question IDs. (Color figure online)
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We suspect the trend in the Full group is caused by the fatigue factor. The subjects in
this group need to rate more items than the subjects from the other two groups.

In contrast, for ratings about how creative the items are, we cannot see clear
differences among the three groups. There is a similar trend that the Full group’s ratings
gradually decrease over time.

Table 1 shows the means and standard deviations of the analogous ratings from
each group. We report both the statistics for the entire sequence, and for the first half,
i.e., the first 7 questions for ruling out the potential impact of the participants’ fatigue
factor. We performed two-tailed paired sample T-tests between the ratings from dif-
ferent. As we can see in Table 1, the R group gave the highest ratings in general. The
ratings from the R group and the Full group are significantly higher than the ratings
from the R+D group. The R group and the Full group gave similar ratings when only
consider the first half of the questionnaire.

Table 2 shows the means and standard deviations of the creative ratings from each
group. We can see that the creative ratings from different groups are more similar to
each other compared to the analogous ratings. Looking at the first half of the ques-
tionnaire, only the ratings from the R group are higher than the ratings from the R+D
group at the .05 level.

The results from Tables 1 and 2 suggest that the participants rated how analogous
and how creative a mapping is in different ways. Based on the results in Fig. 4 and
Table 4, we suspect that people could not meaningfully rate the creativity of the
mappings generated from our algorithm. However, people can tell how analogous they
are. Our hypothesis is confirmed that a relationship mapping is rated as being more
analogous when it is presented within an analogy than when it is presented alone with
an example of its targeting concept. We consider the R+D condition as providing an
example of the relationship R’s targeting concept because typically each relationship
can point to multiple targeting concepts. A somehow surprising result is the R group
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Fig. 4. Creative ratings. The x-axis shows question IDs.

Table 1. Means, standard deviations, and T-tests for analogous ratings.

Group Full sequence
(mean/SD)

First half (mean/SD) T-test full sequence T-test first half

Full 3.9/0.2 4.1/0.2 Full vs. R+D <.01 <.01
R+D 4.0/0.1 4.0/0.1 R+D vs. R <.01 <.01
R 4.1/0.1 4.2/0.1 R vs. Full <.01 .08
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received the highest ratings for how analogous the mappings are. This suggests that
supplying examples, i.e., the R+D group may not always help people understand the
concepts better – in this case supplying a concrete example of the targeting concept, in
fact, hurts people’s ability to see the analogous relationship between the two
relationships.

The difference between the ratings on being creative and being analogous is further
illustrated in Fig. 5. Figure 5 is a heat map of the differences between ratings from
different groups. The first line contains the difference between the Full and the R+D
group. To obtain this difference, we simply used the ratings from the Full group to
minus the corresponding ratings from the R+D group. Similarly, the second line
contains the difference between the R and the R+D group. The third line contains the
difference between the Full and the R group. The last line is the question’s ID. We only
took results from the first half of the questionnaire. The odd column in Fig. 5 are
associated with the analogous ratings, and the even columns are associated with the
creativity ratings. We can see that there is no clear pattern in the difference between the
Full and the R groups. Further, there is no clear pattern in the creative ratings as well.
There are green bars in the alternative columns indicating that both the Full and R
groups are receiving higher ratings on how analogous the presented items are than the
R+D group.

5 Conclusion and Future Work

Making analogies is a common and important rhetorical device. Analogies can not only
help explain new concepts, but also make the expressions more interesting and seem
more creative. In this work, we explored creating analogies using information crawled
from Wikidata. We also conducted an empirical study for investigating how people’s
impressions of the analogies are affected by how the analogies are presented. Our
results show that both presenting the analogous relationships just by themselves and
within an analogy between two concepts work better than showing the relationships

Table 2. Means, standard deviations, and T-tests for creative ratings.

Group Full sequence
(mean/SD)

First half (mean/SD) T-test full sequence T-test first half

Full 3.9/0.3 4.1/0.2 Full vs. R+D <.01 .20
R+D 4.0/0.2 4.1/0.1 R+D vs. R .85 .05
R 4.0/0.1 4.0/0.1 R vs. Full .01 .67

Fig. 5. Heat map comparing the creative and analogous ratings. (Color figure online)
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along with a targeting concept the relationship can point to. Our study also shows that
people’s impressions of how creative the analogy between a pair of relationships is not
affected by how they are presented. We also suspect though people can judge how
analogous the generated analogies are, it is hard for them to judge how creative the
analogies are.

Our future work lies in two main directions. One is improving the algorithm of
analogy generation for creating more interesting and sound analogies. In particular,
even though data coming from knowledge graphs typically do not contain hierarchical
relationships, leveraging on semantic and network analysis tools, we may be able to
build a hierarchical relationship structure in an ad hoc fashion and using it to aide our
reasoning on analogy building. Related to this goal, we also plan to explore creating
analogies that are more similar to those appearing in literature, rather than for
explaining scientific concepts. Secondly, we are interested in conducting more
experiments like the one presented in this work and study how we can use the auto-
matically generated analogies more effectively in conversations.
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Abstract. This paper analyzes the present situation and development trend of
rural tourism, and puts forward the idea of developing tourism-like O2O
products by using We-Media communication effect. By deconstructing the three
functions of We-Media era, tourists’ experience behavior and O2O products, a
beautiful village from the We-media era is constructed with the breakthrough of
tourists’ experience mode and the function mode of O2O products. The design
method and concrete measures of tourism O2O product system are introduced,
and the design practice of Tangshan Village in Nanjing City is taken as an
example to verify the method. It provides a reference for the innovative con-
struction of the beautiful countryside in the mobile Internet era.

Keywords: Rural tourism � We-media communication �
O2O product function � Experiential behavior mode � Virtual image design

1 Introduction

Since the 19th National Congress, the rural revitalization strategy centered on the issues
of agriculture, rural areas and farmers has been raised to an unprecedented height. At
present, the research results on beautiful countryside are mainly focused on policy
interpretation, research and analysis in a certain region, information services and the
construction of rural complex ecosystem, but the research achievements in the field of
product design are very rare. At a time when the number of free travelers is constantly
rising, beautiful countryside has great potential for developing its characteristic prod-
ucts. Therefore, tourism, as a green, high-quality industry that can effectively boost
consumption, has become the entry point for beautiful countryside’s development. The
media environment has changed in the mobile Internet era, and the We-media com-
munication platform has formed a momentum of large user base, sufficient content
creativity and great communication power. Because of the low utilization rate of
mobile phone applications, more and more traditional brands have abandoned the
application development model and tried to explore new models and create new
products on the We-media platform. Therefore, in the mobile Internet era, it is urgent to
carry out practical research on how to make full use of the advantage of We-media
communication to design and develop characteristic products in beautiful countryside.
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2 The Current Situation and Development of Tourism
in Beautiful Countryside

2.1 The Present Situation of Beautiful Countryside and Its Tourism
Development

In the process of rapid urbanization, confronted with the problems of declining tradi-
tional agriculture and deteriorating ecological environment, villages are facing
marginalization and hollowing-out, the concept of “beautiful countryside” has been put
forward: a sustainable development village with scientific planning, production devel-
opment, comfortable living, civilized rural style, clean and tidy village, democratic
management, as well as livable and suitable industry [1].

In the 1970s, Japan’s “village building movement” has exerted great efforts to build
up the characteristics of rural industry and humanistic charm, which has a profound
impact on its rural revitalization and development. One of the most representative “One
Village, One Product” campaign is a typical case of comprehensive development of
rural resources for high quality, leisure, diversity and other needs of the city. In recent
years, a number of good examples of beautiful countryside construction have also
emerged in our country, such as Wuyuan in Jiangxi and Anji in Zhejiang, both of which
have become “the most beautiful countryside in China” by virtue of their natural
environmental resources and superior geographical conditions and relying on diversified
publicity and tourism products. Rural tourism is the fastest growing sector in China’s
tourism investment. In 2017, the number of tourists received exceeded 2.5 billion, and
the tourism consumption scale increased to 1.4 trillion, driving 9 million farmers to
benefit [2]. It can be seen that tourism, as an industry that can realize the all-round
development of economy, environment and humanities, has become a breakthrough in
the development of beautiful countryside.

2.2 Beautiful Countryside’s Tourists Demand Escalates

Statistics released by the National Tourism Administration in 2017 show that free
travel is the main way of rural tourism, and self-driving is another major trend. Specific
to the travel time and distance, the tourists’ two-day tour is generally between 150 and
300 km, and the three-day tour is generally within 600 km [3]. This means that most
tourists with a certain consumption ability will freely choose the rural tourism route on
weekends or small holidays. Besides, they have a certain consumption ability and
aesthetic judgment, and the choice of destination mostly comes from the Internet. If the
rural tourism projects are still only on the same performance and the same small
commodity display, it is already difficult to meet their needs. Therefore, under the
surface geographical environment characteristics, the deeper and differentiated rural
connotation and customs display have become the new demand of tourists, and the
creation of its core experience content has become particularly important.
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2.3 Tourism Development of Beautiful Countryside with the O2O Model

With the development of mobile Internet and Internet of Things intelligent technology,
beautiful countryside’s tourism products rely on intelligent information technology to
complete data acquisition, identification, storage, analysis and feedback through VR
(Virtual Reality) technology, thus constituting a complete industrial chain. The beau-
tiful countryside tourism under O2O (Online to Offline) mode is to use online display
and interaction to expand the offline tourism space, enable consumers to delete and pay
for products and services online through the Internet, and then use vouchers to go to
offline destinations to experience relevant tourism services. With the popularization of
mobile terminals and the Internet, Online to Offline has three typical characteristics of
socialization, localization and mobility, which can effectively use its social commu-
nication effect to gather popularity for the development of local rural tourism and
promote its consumption upgrade so as to boost the development of local related
agriculture.

2.4 We-Media Communication Effect and Beautiful Rural Tourism

We Media as a way to begin to understand how ordinary citizens,empowered by digital
technologies that connect knowledge throughout the globe,are contributing to and
participating in their own truths, their own kind of news [4]. This concept breaks the
traditional mode of one-way information dissemination, including microblog, WeChat,
short video social networking sites and other types. The user’s subjective conscious-
ness is enhanced; the content of the dissemination is fragmented and personalized, and
it can cause instant public opinion effect [5]. Therefore, combining with Online to
Offline design and innovation of tourism products from the media era, it will become
the engine for industrial development, transformation and upgrading of beautiful rural
industries.

3 Construct a Tourism O2O Product System in Beautiful
Countryside from the We-Media Era

The construction of beautiful countryside’s tourism O2O product system in the era of
We-media is divided into three parts: First, the construction of tourists’ experience
mode, which mainly refers to the integration of tourists’ experience behavior, sharing
behavior and consumption behavior. The second is the construction of O2O product
function, which mainly refers to the exchange and transformation of information data
between the virtuality and reality. The third is to propose specific product design
measures under the prototype of constructed method.

3.1 Construction of Tourist Experience Mode

Since the media era, the mode of tourists’ access to information has changed dra-
matically: the mobile convenience of mobile phones has promoted a high degree of
integration between social networks and real life, and to a large extent has affected
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tourists’ purchase and consumption behavior. On the one hand, the channels and
carriers of tourism information dissemination are combined through the We-media
platform and tourists’ way of life. Then O2O products become an important node
connecting tourism destinations and users’ needs, bearing the role of experience
acquisition and sharing diffusion. On the other hand, every tourist is a relatively
independent and complete individual. They make up a virtual community through the
We-media platform owing to a certain life link or interest. What’s more, they also have
real social activities, obtain and share information with each other. Therefore, the most
valuable construction in O2O product system is the integration of tourists’ experience
behavior, sharing behavior and consumption behavior. The experience consumption
behavior of tourists is interpreted into five stages of AIVSA, and the experience mode
in O2O product system is constructed according to the sharing characteristics of the
We-media era. As shown in Fig. 1:

1. The external factors (geographical location, cultural activities, equipment carriers
and product performance, etc.) of rural tourism destinations are concerned by the
internal factors (cognition, emotion, motivation and personality, etc.) of tourists
User A, which is the first stage of the experience model A that is attracted and
recognized.

2. User A starts product interaction in the second phase of experience I (INTEREST &
INTERACTION), including interaction with other users(User N), and interaction
between User A and the tourism external environment through AR(Augmented
Reality) technology in O2O products to form a reality enhancement.

Fig. 1. Tourist experience pattern map
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3. Usually go through the first two stages to enter the third stage V(Value)-value
recognition, and then enter the fourth stage S(Share) to share their feelings with
other users(User N) on the basis of this recognition.

4. User A directly enters the final stage of experience mode A(Action) after V(Value)
is approved to buy or consume and then returns to the fourth stage S(Share) to share
the good experience to other users(User N).

5. Other users(User N) who share information can influence each other’s internal
factors during the interaction with User A, and can also feel their external factors
simultaneously in O2O product system through the interaction of both sides,
respectively, to enhance their real experience.

Therefore, the external factors that attract tourists involve people, culture, produc-
tion, land and scenery, which constitute the local community entities in beautiful
countryside. Tourists User A and other users(User N) form a virtual community through
We-media platform due to the sharing and interaction between a certain life link, product
or interest. The virtual community and the physical community interact through the
five stages of the tourists’ AIVSA experience.

3.2 O2O Product Function Construction

SOLOMO is the most typical three functions of O2O products, namely, Social, Local
and Mobile, and refers to the regional interaction between users based on location
contact through mobile phones [6]. Since the We-media era, the functional structure of
the tourism product system has changed. Therefore, the O2O product function is
deconstructed on the basis of tourists’ experience behavior, as the exchange and
transformation of information data between the virtuality and reality are analyzed. When
a tourist arrives at a tourist destination in beautiful countryside, he has two types of
location-based information: location information and spatial information. When tourists
choose to share location information to the online site, they can match the online
payment, identity confirmation, Chink-in and other functions at the offline site. When
tourists share their spatial information, for one thing, they can share the information with
other users through the online site, and for another, they can enhance reality through the
online site. The mode is shown in Fig. 2.

1. Tourists (User A) have two kinds of information based on the tourist location:
location information and spatial information when they reach the destination of the
tour, that is, the offline of O2O system. Location information usually includes:
geographic location, equipment carrier, environmental route, etc. Spatial informa-
tion usually includes: landscape, theme activities, product appearance, etc.

2. User A’s location information is authenticated and matched through personal
information with Offline account login, enabling to use online booking, online
payment, Check-in, Check-out, GPS, traffic and weather queries and other functions
at the Online;

3. User A’s spatial information can make him show his own pictures, short videos and
playing experience through the system’s We-media online, or also share experi-
ences, display pictures and exchange with other users(User N), etc.
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4. User A’s spatial information directly enhances the real environment at Offline of
O2O system by interacting with products at Online;

5. The spatial information of User A enhances the real environment of Offline again
through the interaction between the Online and other users(User N).

6. Other users(User N) can search for User A’s location information at the Online
through direct social communication with User A, thus realizing sightseeing
activities at the Offline of the destination.

7. Other users(User N) make online reservation and payment through the spatial
information display of User A on the online to reach the aimed offline of the
destination for sightseeing.

Therefore, the aimed offline of the tour destination and its location information and
spatial information belong to the Local function of the whole O2O product system. The
online terminal of the user’s mobile equipment belongs to the Mobile function of O2O
product system. During this period, the information sharing and interaction between
User A and User N was realized by using the We-media platform, which belongs to the
Social function of the entire O2O product system.

3.3 Product Design Initiatives

Entering the era of We-media of information interconnection, the traditional top-down
industry model of traditional product design has been broken, and the design chain has
gradually penetrated into the upstream market analysis, product research and devel-
opment and downstream product marketing.

As shown in Fig. 3, stage A is the responsibility of the traditional product design.
with the optimization of information and internet technology, product designers par-
ticipate in the user demand analysis of the market research and development depart-
ment, and then product design enters stage B. Since the media era, product design has
extended to the stage C: it is a step closer to users. In addition to making use of big data
to obtain potential demand more conveniently, it can also participate in product

Fig. 2. O2O product function diagram
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marketing more directly and obtain experience feedback of user interaction in a timely
manner. Therefore, the product design in the We-media era shows the new features of
expanding the design chain, shortening the development cycle, demanding the core
content of the product, cross-border integration of teams, and innovation of marketing
model [7]. Through the constructed product system, the following four specific mea-
sures for the design and development of tourism O2O products in beautiful countryside
are provided:

(1) Pay attention to the design of brand virtual image and explore its cultural
transmission. According to the experience model of tourists in the system, we
can see that since the We-media era, tourists have been no longer blindly guided
by commercial advertisements but actively have started collecting relevant
information, and the content with relevance and sense of identification is more
likely to attract the attention of tourists’ internal elements and be actively accepted
and disseminated. At the same time, the product brand of the We-media platform
has the function of media: it can become a provider of content, even design and
produce high-quality media content, and then release it directly to target cus-
tomers through the We-media platform. Therefore, User A in the system is not
only a real individual tourist, but also a virtual image of a product brand. It makes
the brand have the characteristics of image specificity and personification, makes
its design concept concrete into a virtual image, and enables tourists to understand
the valuable information behind its products and arouse their recognition and
resonance through personalized interaction with other users from the We-media
platform.

(2) Making use of the community effect to create customized services. In the
system model, users gradually form a virtual community in the We-media plat-
form because of their living environment or interests. They gather together to
share life, work or entertainment information without geographical restrictions,
constituting another interest community among themselves and emerging new
consumption demands. At the same time, the external factors that attract tourists
in the system involve people, culture, production, land and scenery, constituting

Fig. 3. Product design process diagram
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the local community entity in beautiful countryside [8]. They influence each other
through the AIVSA experience phase of tourists. Therefore, the development of
the real community in beautiful countryside needs to analyze the target user’s
information data in the virtual community, explore the potential demand matched
with its cultural connotation, create customized services, and achieve a higher
degree of integration of virtual reality through hardware equipment.

(3) Design the theme of products and focus on experience and interaction. In
accordance with the interest interaction and sharing mode in the experience
system, tourists are no longer satisfied with offline single-line consumption but
prefer online interactive participation to experience local culture. Therefore, in
developing products, we should not only tap the value of local products, but also
focus on the sensory experience that users get in the whole O2O product inter-
action: designing the routes, services and derivatives of rural themes, and creating
their relevant visual, auditory, tactile, taste, smell and other experiences according
to users’ demands, not only staying in the product development at the “object”
level, but also building tourists’ using logic, behavior trajectory, scene space and
even lifestyle [9]. Taking advantage of the sharing features in the experience
mode, tourists can spread the experience through the We-media platform to attract
more potential groups to understand, share and feel the beautiful village in person.
In the meantime, the secondary processing and creation of this information has
also become an important part of the whole system, realizing the value creation of
both users and products.

(4) Activation of rural resources and diversification of product forms. The pri-
mary factor attracting tourists’ attention in the constructed system is the external
factors of the tourist destination, so it is essential to realize the activation of rural
resources: to develop the main rural resources and pillar industries in depth and at
multiple levels so that they can operate independently and effectively in good
order to attract local villagers to return to their homes, and to participate in the
refactoring and construction of rural resources, and make their homes truly
“beautiful countryside” [10]. Hence, in the process of carrying out this experi-
ential design, the design forms of the products are diversified: compared with the
traditional products, the tourism O2O products in beautiful countryside lay more
stress on expressing their regional cultural characteristics through diversified
technical means, creating a more novel and unique sensory experience, and
enhancing their realistic expression through the interaction of the mobile end of
the network to satisfy tourists’ artistic imagination and experience new feelings.

4 Design Practice

4.1 Designing Background and Research on Current Situation

Tangshan Village in Nanjing is the east gate of Nanjing, covering a total area of
172 km2, and consisting of 133 natural villages in 16 communities of Tangshan, with
an agricultural population of 50241. There are now two golden flower villages and a
modern leisure agriculture park [11]. As a world-renowned hot spring town, Tangshan
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Village has abundant tourism resources: natural resources dominated by hot springs,
Ming culture represented by Yangshan monument materials, ape-man cave ruins,
Jiang’s villa and Canglong Temple, etc. Meanwhile, Tangshan Village was led by the
government to create new rural communities such as Tangjiajia and Qifang, combining
tourism development with local agricultural production. On this basis, as the repre-
sentative of beautiful countryside, Tangshan Village has the natural conditions and
opportunities to develop tourism O2O products. After on-the-spot investigations and
surveys, three manifest problems were found: First, hot spring tourism has a single
theme, a great deal of redundancy and strong seasonal dependence. Second, the con-
ceptual hysteresis of industrial development, the single mode of business, the serious
homogenization, and the weak chain aggregation effect with local agriculture. Third,
the new rural community has lower participation, lack of brand management concept
and weak promotion.

To sum up, according to the constructed O2O product system design framework,
under the background of Tangshan hot spring tourism development with a single
theme, attention should be paid to the experience design of surrounding scenic spots
with humanistic connotation, and brand management should be strengthened on the
basis of new rural communities, so as to promote the active participation of local
farmers on the one hand and enhance interaction with tourists on the other.

4.2 Design Proposal I: Design Virtual Image and Concentrate on Product
Content Communication

The site of the ancient ape man cave on the northern slope of Tangshan village in
Nanjing was selected for design practice: in the Leigong mountain of Tangshan Village,
there is a huge cave group with a total area of tens of thousands of square meters. The
skull fossils of Nanjing ape man unearthed in the cave are about 300,000 years ago,
confirming that the Yangtze river basin is one of the birthplaces of the Chinese nation
and has great archaeological significance. At present, Leigong Cave and Hulu Cave are
open to tourists, but the actual tourist visited-rate is low. Besides, the landscape
development is roughly the same as that of similar attractions. As shown in Fig. 4, the
whole journey can take about 15 min to get out of the cave entrance, and the view of the
cave entrance is wide enough to see Tangshan Village.

Fig. 4. Picture taken in the cave of ape man
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In view of the practical problems, under the background of the development of
Tangshan hot spring tourism with a single theme, attention should be paid to the
experience design of surrounding scenic spots with humanistic connotation. According
to the structured O2O product system design framework, virtual images are designed
for the ape-man cave route to enable users to better obtain tourism from the perspective
of product content dissemination. As shown in Fig. 5, the experiential design of the
hominid cave is conducted from four aspects: online publicity, enhanced interaction,
routes expansion and derivative products.

First of all, in the form of comics, draw the experience story version of the whole
tour route from the perspective of tourists User A, and publish it through We-media
platforms such as microblog and We-chat, as shown in Fig. 6. In the era of time-
fragmented picture reading, the Online terminal arrests users’ attention in a more vivid
and direct way, and uses the social cluster effect to convey tourist routes and relevant
products vividly to potential users through comics.

As shown in Fig. 7, take We-chat platform as an example to push popular science
and activity information of relevant scenic spots on Tangshan public number homepage
from time to time. The ape-man cave route is designed with a virtual image of “ape-ape”
to serve tourists with functions such as scenic spot navigation, introduction to ape-man
cave, and stalactite encyclopedia. At the same time, in the process of visiting ape-man
cave, we can use image recognition and voice input and output technologies to vividly
realize virtual reality enhancement with the image of “ape-ape”.

Online Publicity of ape-
man cave

• We-media pla orm
• Virtual image
• Comics

Enhanced Interac on 

of ape-man cave

• Virtual image design
• interac on with users' 

mobile equipment
• Enhanced virtual scene

Routes Expansion

Key:“Mian Xiaozao”

• Expend routes
• idyllic sightseeing 

route
• design flower 

houses

Deriva ve Products of 
“Mian Xiaozao”

• develop associated 
cosme cs

• small decora ve air 
plants

• postcards and so on

Fig. 5. Sketch map of ape man cave design process

Fig. 6. The cartoon excerpts of Visitors User A’s experience
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According to the actual investigation, there is a typical herb in Tangshan Village:
Mian Zaoer, which has the medicinal effects of promoting blood circulation, detoxi-
fying, detumescence and relieving pain in addition to its good ornamental value. On
this basis, the brand image of “Mian Xiaozao” is designed, and at the same time,
develop associated cosmetics, decorative air plants and postcards. As shown in Fig. 8,
taking advantage of the wide view of the cave entrance and the unique geographical
position around the ape man cave, we designed and expanded an idyllic sightseeing
route, planned to plant related plants, designed flower houses and post stations, and
opened online purchase and distribution channels simultaneously with product intro-
ductions. In the meantime, it also connects the scenic spots such as the flower house
post station expanded on offline into the tourist route of the ape-man cave through the
way of online drainage.

4.3 Design Proposal II: Substitution Theme Design with Emphasis
on Immersion Experience and Interaction

The Ming Culture Village in the northern part of Tangshan Village is selected for
design practice: Nanjing Ming Culture Village is located in Guquan Village in
Tangshan, Nanjing, and consists of Ming Culture Village, Yangshan Guaishi Forest
and Yangshan Beilin Wenwu District. It is a cultural tourism and sightseeing area

Fig. 7. The excerpts of interactive interface of product
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based on Yangshan Xiaoling Tomb tablet materials and featuring the historical scenes
of the Ming Dynasty, as shown in Fig. 9. However, the actual number of tourists per
day is less than 100. The main reasons for this are: remote location, low popularity,
slightly higher ticket price (48 yuan/person), single tour mode, low interaction of scenic
spots, and idle tourist attractions, etc.

In response to the actual problems, a substitute experience theme was designed for
the route of Ming Culture Village to strengthen the interaction between tourists and
scenic spots. First off, the way to collect tickets for the tour is designed as a mode of
identity authentication: you can top up 100 yuan in cash or online in exchange for the
entry token, and with this entity token, you can visit and consume in the scenic area. If
the actual overspend, it can be recharged online or exchanged in cash at the pawn-
shop. The token will be returned when leaving the scenic spot, and RMB will be
exchanged when it is not used up. The entire scenic spot browsing uses a physical
product to complete the identity conversion and substitution, and can inspire tourists’
consumption desire and tourist achievement, as shown in Fig. 10.

Fig. 8. “Mian Xiaozao” brand image and product sample map

Fig. 9. The Pictures of General route of scenic spot, scenic entrance and the Imperial Drug
Institution
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In addition, all the scenic spots with closed doors will be opened, and the staff will
restore the real life of Ming people through clothing and scenes, and also set up some
tourist experience links. For example, the staff in the royal pharmacy personifies the
shopkeeper and page, and tourists can come here to watch the cleaning and drying of
medicinal materials, experience the links in the process, and buy the relevant medicinal
derivatives. Then, some scenes of life in Ming Dynasty will be combined with modern
life. For example, the escort agency can perform the function of modern express
delivery and provide packaging and shipping services for goods purchased by tourists
in other shops, as shown in Fig. 11.

Fig. 10. The role experience design of Ming Culture Village

Fig. 11. The design plan for scenic spots of Ming Culture Village
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5 Conclusion

This paper takes beautiful countryside’s tourism O2O products as the research object,
proposes the design method of constructing its product system under the background of
the We-media era. It also puts forwards the measures and guidelines of system design
through the construction of tourists’ experience mode and O2O product function mode.
What’s more, it comes up with the concrete design scheme for the field investigation
and design practice of Tangshan Village in Nanjing. Grasping the core of user expe-
rience and paying attention to the characteristics of communication and interaction in
the era of We-media, we apply online to offline design method to the development of
tourism products in beautiful countryside, which is practical and innovative. More
importantly, it is a new trend in beautiful countryside research in the era of mobile
Internet, which deserves further practical exploration.

Acknowledgements. The authors are grateful for the financial support provided by the 2018
Jiangsu Province Cultural Research Project (18YB09): Research on O2O Product Design of
Tourism in beautiful countryside in the Age of We-media—A Case Study of Tangshan Village,
Nanjing City.

References

1. Qiuhong, Q., Faiwen, Y.: Summary of the research and practice of beautiful countryside
construction. Learn. Pract. (6), 107–116 (2014)

2. National Development and Reform Commission: Action plan to promote rural tourism
development and upgrading, pp. 07–16 (2017)

3. Junlou, L., Jun, Z.: The development and Countermeasures of rural tourism O2O integration
in the era of “Internet plus”. Mod. Serv. Ind. (6), 107–116 (2014)

4. Bowman, S., Willis, C.: We media how audiences are shaping the future of news and
information. The American Press Institute, p. 9 (2003)

5. Jinxia, S.: Analysis of the characteristics of information dissemination from the we-media.
Today’s Mass Media, 94–96 (2012)

6. Yuchen, P., Desheng, W., Olson, D.L.: Online to offline (O2O) service recommendation
method based on multi-dimensional similarity measurement. Decis. Support Syst. 08(003),
116 (2017)

7. Congyao, X.: Characteristic product design of beautiful countryside in Nanjing from the
We-media age. In: Asian Design Cultural Society (ADCS), pp. 114–125 (2018)

8. Baosheng, W.: Open design for rural development based on local community. Packag. Eng.
(02), 95–101 (2018)

9. Fangliang, W., Liquan, L.: Product design innovation: from tradition to “Internet+”.
Hundred Sch. Arts. (5), 69–72 (2017)

10. Shihui, H.: Japan’s experience in sustainable rural areas: the use of the original resources in
rural areas. In: The Third Asian Design Conference, China Japan Korea Symposium,
pp. 123–130 (2001)

11. Haiqin, W., Chuan, Z.: Exploring the planning of the beautiful countryside in the suburbs of
Metropolis – a case study of Tang Shan village in Nanjing. Small Town Constr. (11), 74–79
(2015)

Research on O2O Product Design of Beautiful Rural Tourism 165



Human Behaviour in Social Media



User Characteristics of Vaguebookers
versus General Social Media Users

Chloe Berryman1(&), Bridget McHugh2, Pamela Wisniewski3,
Chris Ferguson4, and Charles Negy1

1 Department of Psychology, University of Central Florida, Orlando, FL, USA
ceberryman333@knights.ucf.edu, charles.negy@ucf.edu

2 Center for Education and Training for Employment,
The Ohio State University, Columbus, OH, USA

mchugh.159@osu.edu
3 Department of Computer Science, University of Central Florida,

Orlando, FL, USA
pamwis@ucf.edu

4 Department of Psychology, Stetson University, DeLand, FL, USA
cjfergus@stetson.edu

Abstract. Using the Unified Theory of User Acceptance and Use of Tech-
nology (UTAUT), we examined how user traits predict both general acceptance
of social media as well as vaguebooking, an understudied subtype of prob-
lematic social media use. Past research has suggested that general acceptance of
social media platforms and problematic social media use may be linked to
different user traits. Based on a sample of young adults (N = 467), general
acceptance and use of social media platforms were associated with a need to
belong, while vaguebooking was associated with loneliness and histrionic
symptoms. Histrionic users also had a higher acceptance of social media
platforms.

Keywords: Social media � Loneliness � Histrionic � User acceptance �
Vaguebooking � Problematic internet use � Need to belong

1 Introduction

As social media’s popularity has grown, there has been increasing concern over the
possible negative effects of these emerging technologies on users. 79% of adults with
internet access have a Facebook profile, and 70% of those users use the platform
everyday [1]. Both popular press outlets [2] and research communities [3] have sug-
gested that social media may be linked to problematic internet use [4], leading to higher
rates of depression [5], increased social isolation [6], and narcissistic behavior [7]. On
the other hand, other researchers have suggested that negative emotional experiences or
poor mental health may actually motivate certain individuals to use and accept these
technologies or use these technologies to engage in maladaptive behaviors at a great
rate than their healthier counterparts [8]. Using the Unified Theory of Acceptance and
Use of Technology (UTAUT), the present study examines how various healthy,
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unhealthy, and demographic user characteristics may contribute to user acceptance and
use of social media. Since certain user characteristics, such as narcissism [7] and other
personality traits [9], have already been examined as predictors of social media use, we
focus our examination on user traits that have been less examined in the literature:
histrionic personality disorder, loneliness, and the need to belong. To distinguish from
general acceptance of social media, we also examine how these traits are related to
vaguebooking, a type of problematic social media use that has been under-examined in
the literature.

2 Related Literature

One of the greatest concerns surrounding social media is its possible link to prob-
lematic internet use [10]. Problematic internet use is a broad term that can refer to any
sort of pathological internet use, and often includes maladaptive or psychologically
unhealthy behaviors, such as internet dependency [11] and internet addiction [12].
Some of these behaviors are equivalent to unhealthy or maladaptive offline behaviors,
such as using the internet to engage in procrastination [13] and practicing poor impulse
control [14]. Many of these behaviors may be motivated or exacerbated by mental
health issues such as anxiety, depression [15] and social isolation [6]. Internet use is
also especially problematic when users perceive themselves as having few connections
that are not virtual or feel uncomfortable interacting with others offline [16]. It has also
been suggested that problematic internet use may include attention-seeking behaviors
and may be used by individuals who have mental illnesses that encourage attention-
seeking [17].

3 Research Framework

3.1 Social Media and Problematic Internet Use

Many popular press outlets suggest that problematic social media use in general can
lead to negative mental health outcomes. However, the directional relationship between
mental health and social media use remains unclear. Some research suggests that more
time spent on social media may lead to depression and other negative emotions [18].
On the other hand, individuals who spend more time online may also use social media
more because they have mental health issues [19], and that maladaptive online
behaviors, not overall use is more related to mental health [20]. This research suggests
that poor mental health may actually lead certain users to engage in problematic social
media use as a means of coping with mental health issues in a maladaptive way. For
example, individuals who are lonely may use online communication to reduce lone-
liness in a way that decreases more healthy in-person contact [6]. Thus, while users
may use social media to engage in unhealthy coping behaviors, social media use is not
necessarily used to engage in maladaptive behaviors.

Social media use and acceptance may also be motivated by nonpathological needs,
such as a desire to expand one’s social network [21] or to strengthen bonds formed
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offline [22]. Indeed, social media can be used to strengthen communications by
opening up new forms of communication with family and friends [23] and help
individuals from marginalized groups find support groups they cannot find in offline
contexts [24]. Therefore, when examining predictors of problematic internet use, many
researchers separate problematic internet use from more neutral or positive use and
acceptance of online platforms [25], often focusing on specific categories of prob-
lematic internet use [16], such as online gambling [26], cyberloafing [27], and social
media addiction [28]. In our case, the present study focuses specifically on vague-
booking, an understudied but prevalent type of problematic social media use [29].
However, we also examine a users’ need to belong as a potential nonpathological need
for using social media.

3.2 Vaguebooking on Social Media

Like offline communities, online communities such as social media websites also have
their own norms that must be followed by users. These social media norms dictate what
content or information is appropriate to share on social media platforms [30]. These
norms are usually implicit [31] and are an extension of norms usually observed in
offline contexts [32]. Some of these norms mirror offline norms, with some social
media specific context. For example, users are expected to tailor information shared on
social media to whichever users may see this information [33]. Social media norms also
dictate whether information that is overly emotional or personal should be shared in
private communication channels (e.g., messaging) versus public communication
channels (e.g., Facebook timeline posts, public tweets) [34].

One type of potentially maladaptive online behavior, which violates social media
norms is vaguebooking. Vaguebooking refers to posts on Facebook or other social
media sites that are intentionally vague and ambiguous [35]. These ambiguous posts
are seen as norm violations in part because they appear to be private messages that are
shared with public audiences [33]. They are also considered norm violations because
they may contain overly emotional or dramatic wording [34]. Users who engage in
vaguebooking may do so in an effort to protect their privacy from people who may
have access to their social media profile, but are not the intended target of the message
[29]. However, research that examines specific motivating factors for these posts
suggest that most users engage in vaguebooking as a means of eliciting emotional
support or gaining attention from other users [35]. Users may vaguebook as a means of
gaining comfort from other users without making a direct request for help [35]. These
vaguebooking posts, while seemingly innocuous, can often be passive aggressive, as
they allow the vaguebooking user to avoid speaking to someone who has caused them
emotional distress directly [36]. Since they violate social media norms, they may also
strain and damage relationships with people who view these messages [37], as well as
create stress for receivers who are confused or frustrated by the ambiguity of these
posts [38]. For these reasons, vaguebooking is generally seen as an unhealthy or
maladaptive behavior [39] that is associated with attention seeking [39]. Though
vaguebooking has already been studied in past research [33–35], there is no research to
date on the antecedents of vaguebooking. In the following sections, we describe our
research framework for examining vaguebooking behaviors and social media use.
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3.3 Histrionic Personality Symptoms

Histrionic personality disorder is a clinical disorder recognized by the Diagnostic and
Statistical Manual of Mental Disorders [40]. This disorder is characterized by a need to
be the center of attention. Individuals with histrionic personality disorder often fulfill
this need for attention through overdramatic expressions of emotion [41]. Histrionic
individuals may feel frustrated when people do not notice them [42]. Histrionic indi-
viduals also have trouble gauging how intimate relationships are, and may seek out
emotional support from people they are not close to [43]. Though histrionic personality
disorder is relatively prevalent, with 2–3% of the population experiencing clinically
diagnosable symptoms [44], it is underresearched in comparison to similar personality
disorders [42].

As vaguebooking is usually an attention-seeking and overdramatic behavior [39]
and often used to indirectly bid for emotional support or interaction from other users
[29], users who engage in vaguebooking may have traits that are associated with these
behaviors. Since vaguebooking is characterized by emotional and melodramatic bids
for attention [40], individuals who exhibit histrionic personality symptoms may be
more likely to vaguebook. However, while narcissistic personality symptoms and
problematic social media use have been thoroughly examined in the literature [7],
histrionic personality symptoms has not been examined in relation to problematic
internet use. Therefore, the current study examines the relationship between vague-
booking and histrionic personality symptoms.

H1: Users who exhibit histrionic personality symptoms will be more likely to
vaguebook.

4 Loneliness

Like histrionic personality symptoms, loneliness also may prompt individuals to seek
out emotional support [45]. Loneliness may arise from a perceived lack of social
support or a perceived discrepancy between one’s desired and actual social support
[46]. Loneliness can be acute (e.g., feeling lonely during a solitary holiday) or chronic
(e.g., feeling lonely for several months) [47]. While loneliness is a negative experience
[48], it is not considered pathological. Instead, loneliness is considered a negative
emotional experience that occurs when someone has an unmet need for social con-
nections [49].

Social media acceptance and use may be motivated by a desire to connect with
others [50]. It is possible that individuals may be more likely to engage with and use
social media in part because it allows them to create new connection with other users or
maintain relationship with offline friends and family [51]. Lonely individuals may be
particularly drawn to online communication forms where they feel they can gain the
connections they lack [52]. Previous content analyses of vaguebooking posts suggest
that this behavior is based on a need for emotional support or social interaction [35].
Problematic internet use that is meant to elicit emotional and social support is common
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[53] and is often motivated by users’ loneliness [54]. Therefore, it is also probable that
loneliness is also related to vaguebooking behaviors.

H2: Loneliness will be directly related to vaguebooking behaviors.

4.1 Need to Belong

Another trait that is related to a desire to connect to other is the need to belong (NTB).
NTB is defined by the need to form attachments and feel a sense of intimacy with
others [55]. Individuals who have a greater sense of belonging tend to have a higher
sense of self-competence and worth [56]. Individuals who have a greater need to
belong tend to seek out and strengthen interpersonal attachments [57]. For this reason,
individuals who have a greater need to belong are more likely to engage in activities
that allow them to forge new friendships. They are also able to maintain stronger
friendships [58], in part because they are better able to follow group norms [57].

Though NTB has not been studied in the context of problematic social media use, it
is generally related to more positive social behaviors offline [59]. Moreover, previous
research suggests that NTB does motivate online behaviors that are related more to
non-problematic internet use meant to strengthen, maintain, or form new social bonds
[60]. Moreover, individuals with a greater NTB tend to observe social cues and norms
at a higher rate in online contexts [61]. As vaguebooking is considered a violation of
social media norms [29], individuals with a greater need to belong may engage in
vaguebooking less.

H3: Users with a greater NTB will be (a) more likely to use and accept social media
and (b) be less likely to engage in vaguebooking.

4.2 Demographics and User Acceptance

Demographic variables are one of the more widely studied predictors of user accep-
tance. The unified theory of acceptance and use of technology (UTAUT) [62] suggests
that demographics are one of the key predictors of adoptions of new technology.
Gender in particular determines which types of technology users tend to accept. Males
may use the internet more heavily for entertainment purposes, such as gaming [63].
Females tend to use the internet for communication or social reasons [64], and are
therefore more likely to integrate social media into their lives [65].

H4: Females will have a higher rate of social media use and acceptance when
compared to males.

Another demographic variable included in the UTAUT is age. Age has been shown
to be a strong predictor of technology acceptance and adoption [66]. Past national
surveys indicate that younger people tend to be heavy users of social media sites [1], in
part because younger individuals have spent a larger portion of their lives with the
internet [67].

H5: Younger user will accept and use social media at a higher rate.
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5 Materials and Methods

Analyses were based on archival data from a previous study that examined different
research questions [68]. Undergraduate students from a university in the America
southeast were invited to complete an online survey for extra credit. 471 undergraduate
students elected to take part in the study. Of these participants, 467 completed enough
of the survey to be included in the analyses. The majority of the remaining participants
identified as female (71.7%), were young adults (M = 19.66, SD = 3.92), and identi-
fied as White or Caucasian (60.2%; 16.5% Hispanic or Latinx; 10.1% African
American or Black; 6.6% Asian American; 6.2% Other).

5.1 Measures

Social Media Acceptance and Use. Since the present study examines social media
acceptance and use, we utilized a measure that captured the extent to which users
integrate and embed social media into their daily lives. The Social Media Use Inte-
gration Scale (SMUIS) [69] is a ten item scale that measures emotional investment in
social media as well as preference for social media over other communication tech-
nologies. Example items include, “Using social media is part of my everyday routine”
and “Social media plays an important role in my social relationships.” Respondents rate
their level of agreement for each statement on a scale of 1 (strongly disagree) to 6
(strongly agree) point scale. Scores on the SMUIS were relatively high for this sample
(M = 3.05, SD = 0.80) and had acceptable reliability (Cronbach a = .90).

Vaguebooking. Vaguebooking was measured using three items included in the sur-
vey: “I post vague updates that allude to something else on my social networking
account,” “I post social networking updates that prompt friends to ask me what is going
on,” and “I speak my mind on my social networking account without talking about
what I am referencing directly.” These items were based on formal and informal
definitions found in past literature on vaguebooking [29, 35]. All items were answered
using a 1 (never) to 4 (frequently) point frequency scale. The scale had acceptable
reliability in this sample (Cronbach a = .79) and a low mean (M = 1.83, SD = 0.75).

Loneliness. Participants completed the UCLA Loneliness Scale Version 3.0
(UCLALon-3) [70] to measure loneliness. Participants completed the scale by rating
the extent to which they agreed with twenty statements on a scale of 1 (never true) to 4
(always true) point scale. The mean for this sample was relatively low (M = 2.18,
SD = 0.51) and had acceptable reliability (Cronbach a = .93).

Histrionic Personality Symptoms. Histrionic personality symptoms were measured
using an eleven item self-report scale of histrionic personality disorder (the Brief
Histrionic Personality Scale or BHPS). [42] Participants rated the extent to which they
agreed with each statement on a scale of 1 (never true) to 4 (always true) point scale.
Example items include, “I like to be the center of attention” and “I get frustrated when
people don’t notice me.” The mean score on the BHPS was 2.14 (SD = 0.49). The
scale demonstrated acceptable reliability in this sample (Cronbach a = .81).
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Need to Belong. The Need to Belong scale or NTB [71] was used to assess partici-
pants’ need to belong. Respondents fill out the NTB by indicating the extent to which
they agree with ten statements on a 1 (strongly disagree) to 5 (strongly agree) point
scale. The mean for the sample was 3.36 (SD = 0.70). The scale had acceptable
reliability for this sample (Cronbach a = .80).

Other Variables. Two non-hypothesized variables were also included in our analyses.
The first was social media use frequency, measured as the average number of hours a
day spent using social media to communicate with others online. This was meant to
distinguish social media use frequency (i.e., how often an individual is on a social
media site) and overall acceptance and use of social media (i.e., the extent to which
social media use is accepted as an integral part of the user’s life). This variable was also
included to account for the fact that participants who use social media for a longer
period of time may be more likely to engage in vaguebooking because they spend more
actual time on social media sites. We also included a socially desirable responding
scale in the survey. Since vaguebooking is considered a negative behavior [35], it is
possible that respondents who engage in socially desirable responding may be less
likely to report engaging in vaguebooking. Using the Marlowe-Crowne Social Desir-
ability Scale-Short Form [72], we assessed the extent to which participants respond to
items in a way that portrayed them in a favorable light. All questions were answered in
a true-false format. The mean of the sample was 0.51 (SD = 0.22) with acceptable
internal reliability (Cronbach’s a = .69).

6 Results

To examine the hypothesized relationships between variables, a path analysis was
performed using SmartPLS, as shown in Fig. 1.

Fig. 1. Path analysis of user characteristics, vaguebooking, and social media acceptance.
SM = social media. SD = socially desirable. *p < .05. **p < .01. *p < .001.
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6.1 Vaguebooking

As hypothesized, both loneliness (b = 0.151, p < .05) and histrionic symptoms
(b = 0.171, p < .001) predicted vaguebooking, while NTB (b = −0.082, p > .05) did
not [73]. For demographic variables, females tended to vaguebook more (b = 0.099,
p < .05), while age was unrelated to vaguebooking (b = −0.042, p > .05). For control
variables, socially desirable responders were not less likely to report vaguebooking
(b = −0.086, p > .05), but people who spent more time online (b = 0.083, p < .05)
and had a greater use and acceptance of social media (b = 0.313, p < .001) did report
more vaguebooking.

6.2 Social Media Acceptance and Use

Consistent with H3, NTB (b = 0.159, p < .001) was related to social media acceptance
and use. However, an unhypothesized relationship between histrionic symptoms
(b = 0.151, p < .001) was also significant. In addition, it appears that people who
accept social media are more likely to vaguebook (b = 0.313, p < .001), though this
may merely be a reflection of the fact that people who have a higher acceptance of
social media also spend more time on social media (b = 0.288, p < .05). Unlike
vaguebooking, no demographics variables were related to social media acceptance and
use. Socially desirable responders were also less likely to report social media accep-
tance (b = −0.166, p < .001), suggesting there may be a self-presentation bias to
answers on this scale.

7 Discussion

Overall, most of our hypotheses were supported. NTB, a healthy motivation, was
related to general social media acceptance, but unrelated to a type of problematic social
media use (i.e., vaguebooking). In addition, two indicators of negative emotional
experiences (i.e., histrionic personality disorder and loneliness) were related to prob-
lematic social media use. This suggests that vaguebooking can be influenced by non-
pathological user traits, such as loneliness, as well as pathological traits, such as
histrionic personality symptoms. This is consistent with past research that suggests that
problematic internet use is related to negative emotions and emotional experiences,
while positive internet use is related to more emotionally healthy motivators [74]. The
relationship to loneliness may also indicate that vaguebooking may be an attempt to
connect to others or gain social support, as many vaguebooking posts are an attempt to
seek support from others [35].

However, in contrast to our hypothesis, histrionic symptoms were positively related
to social media acceptance and use. This suggests that, though many users may be
motivated to accept social media in order to fulfill healthy emotional needs such as
forming stronger relationships and creating a sense of belonging, other users may also
be drawn to social media because it helps them fulfill unhealthy needs. For example,
social media can be used as a form of communication. However, social media can also
be used feed an unhealthy need to be noticed and validated by other people [19].
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Moreover, social media may also be used as a method to flirt with others, or to seek out
romantic partners [75], in part because users have more control over the online image
they present to potential partners [76]. These behaviors are typical of people with
histrionic personality disorder. Therefore, our results may indicate that individuals with
histrionic symptoms may accept and use social media in order to gain attention or to
engage in flirting. Future research could examine these relationships more explicitly.

Our results for demographic variables were also not expected. Women were more
likely to engage in vaguebooking, though gender was unrelated to social media
acceptance and use. This may be a reflection of gender roles in our American sample.
Vaguebooking posts are often a bid for emotional support from other users [35].
Traditional American gender roles discourage men from expressing emotional vul-
nerability [77] and seeking out emotional support [78]. Female vaguebooking may then
be another form of this behavior, a possibility that could be explored by studying
gender roles in relation to vaguebooking in future research. The relationship between
age and social media use and acceptance was also inconsistent with past research [65].
However, this may be due to restriction of range, as the majority of our sample were
young adults. It may also be due to self-selection bias; people who use social media
more were probably more likely to elect to participate in a study about social media.

Socially desirable responders tended to report lower levels of social media
acceptance and use. This may indicate that there is a stigma towards social media [2].
Also contrary to research, socially desirable responders were not less likely to self-
report vaguebooking. This suggest that, though vaguebooking is considered a negative
behavior that violates social norms [35], it is not considered socially unacceptable
among the young adults who participated in the study.

7.1 Conclusion

Users who have a higher acceptance of social media tend to vaguebook more. How-
ever, it appears that there are several differences between a user who vaguebooks
versus a user who has a higher acceptance of social media use. Typical social media
acceptance and use may be motivated by a need to belong, whereas vaguebooking is
linked to negative emotional experiences such as loneliness and histrionic symptoms.
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Abstract. Few areas are so challenging/exciting as the world of museums.
Although we are accustomed to look at the museum world in a rather romantic
way, we must not forget that they are in fact service providers. Museums fulfill
these roles today, especially with the help of digital tools. The digital channels
and platforms used by museums shape the user’s personal context, stimulating
his/her behavior, interests, previous knowledge and personal commitment to art.
The same channels and platforms support the formation of human and social
interactions in museums but, at the same time, create the premises for new
challenges for visitors and museums alike.
The aim of this paper is to answer the following questions: to what extent the

digital tools used in museums change behaviors, satisfy interests and offer
upgrades to their visitors’ knowledge? What are the relevant experiences lived
by the consumers likely to attract new audiences in the future?
In order to fulfill our purpose, we made a qualitative and quantitative analysis

based on a questionnaire designed to investigate the visitor-museum rela-
tion. 341 (randomly chosen) visitors of four major museums located in
Bucharest answered, providing a reasonable statistical base. The hypotheses of
this study – most of them confirmed – converge towards the idea of the necessity
to evaluate museums from the challenging perspectives of experiences the
consumers have by using digital tools.

Keywords: Digital tools � Museums �
Customer/visitor experience and behavior

1 Introduction

Today, museums are currently undergoing a process of negotiation of their own
identity and of the role they have to play in the contemporary world (Johnson and
Garbarino 2001). The “noble” character of the museum imposes respect and, most of
the time, a silent admiration of the visitors towards objects/artifacts. The relation
between object and public has been one of a strictly visual and static nature up to the
apparition of the internet.

Latest research (Hein 1998) has tried to determine the role of objects within the
museum, showing that objects/exhibits represent experience-generating “sites”.
Therefore, an emphasis movement has occurred regarding exhibits, as they were once
seen as objects that could only be statically admired and contemplated, whereas now,
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the exhibits are seen as cultural interconnectivity spaces (Sylaiou et al. 2010). Inter-
activity becomes a “tool” that promises experiences as the interaction with objects
makes visitors react, challenging them towards participation and commitment. How-
ever, the subjectivity of experiences may endanger the authority of the museum, as the
forum that is in control of the “monopoly” on professional interpretation of all forms of
art (Hein 1998). This is one of the reasons why museums have assumed a completely
new task for themselves, that is, to create experiences that trigger thoughts and
emotions.

The adoption of informational technologies by museums promises a democratiza-
tion of the learning process, contextualization of information regarding exhibits and,
most of all, it promises a contribution to the increase of the number of visitors (Traxler
and Griffiths 2009). The new technologies offer visitors the chance to make choices.
Thus, the resulted experiences create the necessary space, so that as many voices as
possible can be heard. The experiences a visitor has when she or he gets closer to an
object or an artifact by using a digital tool, are not only of a cognitive and intellectual
nature, but at the same time, of an intimate and a profoundly personal kind. In this
context, the digital technologies have been presented by numerous specialized studies
as being the key factor destined to reconfigure the relation between museum and visitor
and to improve public experiences (vom Lehn and Heath 2005).

Hein (1998) argues that the learning experience and knowledge acquisition demand
a person’s active participation. Within the museum, active participation does not only
mean to establish a direct relation with the exhibits, but rather the possibility to “play”
with them – this also including the use of digital tools. Museums have responded to the
need of progress by adopting new methods, tools and technologies destined to promote
active participation and assimilation of new knowledge by visitors. Among the well-
known tools used by visitors, we may mention: social media, Wikis, blogs, chat-rooms,
user-generated contents (UGC), and among the interactive systems that mediate the
relation between museum and visitor, we may mention: virtual reality (VR), mixed
reality (MR) or tangible and multimodal user interfaces (TUI) (Kidd et al. 2011). All
these tools facilitate the learning process and assimilation of knowledge and, at the
same time, encourage people for action and social interaction.

Similarly, to other organizations, museums need to take into consideration the
environmental factors in which they run their activity. Indeed, in comparison to the
managers from the private sector, museum managers can choose not to take the
environment into consideration. However, this may transform into a gradual degra-
dation of the quality of activities carried out by the museum, thus leading to a defective
accomplishment of the mission undertaken by the museum, and possibly, if prolonged
for a long-term, even leading to its shutdown. No matter how much the scholars of
museums despise economic principles and techniques, they must be aware of the fact
that the accomplishment of their social, educational and artistic aims is directly pro-
portional to their compliance with the rules that govern the market. Nowadays,
museums exist within an environment where the skills acquired in using digital tools
and the management oriented to proactive marketing are critical for their future.

Even if some of them own rich and attractive collections, there are only a few
museums in Romania that have significantly renewed their museum discourse by using
suitable modern techniques of presentation and promotion. However, according to the
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National Institute for Research and Cultural Formation, within ten years (2007–2017),
the number of visitors of Romanian museums increased over 3700000 (from
12.255.182 to 15.940.666), and the total number of museums and collections grew over
80 (from 679 to 762). In terms of number of visitors, the leader is Bucharest with 2 147
287 visitors of its 47 museums and public collections.

According to the Cultural Consumer Barometer for 2017, the most visited museums
in the Romanian capital classified according to their type are: the art museums (46%);
history museums (44%); ethnography and folklore museums (30%); natural sciences
museums (24%). Thus, the leaders of the top according to general public preferences
are: “Dimitrie Gusti” National Village Museum, The National Museum of Art of
Romania and “Grigore Antipa” National Museum of Natural History.

Obviously, not every cultural act can be represented in numbers. We will never be
able to either measure or weigh emotional experiences or emotions felt by a visitor at a
museum exhibition (Plosnita 2014). However, we will always be capable of assuring
the public quality of the museum. Usually, we immediately agree on the primacy of
quality over quantity, primarily regarding the field to which we refer. We might not
agree on the essence of quality, but the organizational quality is far more important
than the quality of exhibits. A high quality managerial performance consistently
applied to a long-term strategy will eventually constitute something as valuable as the
exhibit itself: a peculiar image, a visual identity or a brand.

This paper is organized in three sections: in the first section, we review the spe-
cialized literature of the targeted field and we discuss the relation between visitor and
museum in the context of the presence of new technologies in the world of museums; in
the second section, we present the research methodology, namely the objectives and the
researched hypotheses; in the third section, we discuss the results of the research. The
paper ends with several conclusions and suggestions regarding strategies meant to
support and improve the inner lives of both museums and visitors.

2 Museums and Consumers/Visitors: A Literature Review

According to the specialized literature, museums are cultural institutions that collect,
preserve, research, restore, communicate and exhibit material and spiritual testimonies
of the existence and evolution of human communities, as well as of the environment for
the purpose of learning, education and recreation. However, museums are not only
cultural institutions: they provide a wide range of services for the population. From the
economic point of view, these services improve the urban infrastructure and create new
jobs (Coman and Pop 2012).

Museum institutions, regarded as providers of services are, however, more difficult
to evaluate than the companies producing assets. This occurs because the evaluation of
services is based on different expectations from consumers (Zeithaml et al. 1993;
Zethaml 1988). Therefore, in the case of services, the consumer’s satisfaction is given
by the fulfillment of the level of expectations: consumers compare initial expectations
regarding the promised value to the perception of the actually provided value when she
or he uses the service (Johnson et al. 1995). As consumers compare the two aspects
(promised expectations compared to those actually verified), they can confirm or
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disconfirm how well the organization has managed on the aspect regarding the quality
of the provided service (de Ruyter et al. 1997). The confirmation/disconfirmation
theory is definitely applied in the case of the museum as well, towards which the
consumer/visitor has certain expectations that can be confirmed or not by their expe-
rience. In other words, the visitor compares his or her initial expectations to the “state”
of contentment (or frustration) they feel after visiting a museum. This “state” generates
(or not) a specially-felt satisfaction, starting from the intensity of feelings and the
experienced emotions (Oliver 1980).

2.1 Satisfaction

According to Harrison and Robin (2004), satisfaction is a “state” that the consumer
experiences after buying the product and putting in balance its costs and benefits. If, in
the case of products, satisfaction appears after they are bought, in the case of services –
for instance, the ones provided by museums – satisfaction may be evaluated contin-
uously during its delivery or consumption, rather than after buying and consuming the
service (Gabbot and Hogg 1998). This means that researchers should evaluate both the
satisfaction of the visit overall and the satisfaction offered by various key elements that
constitute the experience (Danaher and Mattson 1994). Therefore, satisfaction should
be evaluated as a cumulative experience and less as a transaction or a state specific to
one single moment (Gabbot and Hendry 1999; Youngdahl and Kellogg 1994). Latest
research has also introduced emotions felt by the consumer as a determining factor in
defining satisfaction. Including emotions within the concept of satisfaction is important
due to the fact that the favorable perception (or unfavorable) regarding services pro-
vided by museums is based on the consumer’s participation and experiences (Szy-
manski and Henard 2001).

Moreover, the satisfaction only connected to one particular element of the expe-
rience is unlikely to lead to long-term loyalty whereas overall judgment based on
multiple elements of the experience(s) at the museum could make the consumer come
back to the museum or make the consumer recommend the museum to other people.

2.2 The Experiences of the Consumer/Visitors

According to Pine and Gilmore (1998), an experience occurs when an organization
“intentionally uses services as the stage and goods as props, to engage individual
consumers in a way that creates a memorable event” (p. 5).

The visitors of museums (the “purchasers” of experiences) value what the museum
unfolds throughout time. Whereas offers for goods and services are exterior to the con-
sumer, experiences are inherently personal, as they only exist within the mind of the
person who has got emotionally, physically, intellectually and spiritually involved. Thus,
two people cannot have the same experience because each experience derives from the
interaction between the event (exhibition, artifact, etc.) and the individual’s mood. If the
material assets are tangible and services are intangible, then, experiences must be
memorable (including the ones experienced in theworld ofmuseums) in order for them to
be classified as such (Pine and Gilmore 1998). Therefore, we could say that museums, as
well as firms, “stage” experiences every time this involves visitors/consumers in a
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personal and memorable way, and the new technologies especially encourage the
apparition of new types of experiences by using interactive games, chat-rooms, virtual
reality, etc.

A great way to think about experiences is to refer to their dimensions. The par-
ticipative dimension of the experience differentiates consumers according to their level
of involvement in the event. Thus, the passive consumers are those consumers who do
not contribute in any kind of way to the event they attend. On the other hand, we have
active consumers who play a key role in creating the experience or the event generating
experiences. The second dimension is a constructivist one and refers to the connection
between the consumers and the event, a connection mediated nowadays by the use of
digital tools. From the point of view of the relation with the environment, we distin-
guish consumers absorbed by what happens to them when they get closer to an artwork
and consumers who try the immersion feeling within the created event (Pine and
Gilmore 1998). Both consumers absorbed by the created event and consumers who
choose immersion within painting, atmosphere or generally art, are considered to be
active consumers.

2.3 Digital Tools

Gradual integration of digital tools within traditional museums has completely trans-
formed the inner lives of both museums and visitors. With new technologies, such as
social networks, augmented reality (AR) or high resolution digital images, the visitor’s
experience in the museum has been completely redefined. Digital technologies have not
only substantially improved the visitor’s experience, but at the same time, they have
created numerous applications. Starting from preservation and research operations of
artifacts to familiarizing and educating people interested in history and, more than that,
to maintaining certain important aspects of the contemporary world, the integration of
digital tools within museums has profoundly transformed the relation between visitor
and museum (Lohr 2014). Thus, the same author discusses the way in which digital
technologies used within museums “enhance the physical experience of exploring the
museum”. One of these technologies is the augmented reality (AR) – a smart soft that
provides additional information to an artwork on a computer or a tablet. Therefore,
museums that adopt AR can replace the classical tours with a more detailed and more
customized option, thus offering the visitor a (more) captivating experience. Another
example of innovative technology is that of specialized cameras where the visitor can
let their imagination and creativity freely work when visitors project background
images on touch screen devices.

At their turn, visitors use a wide range of digital tools, such as: social networks,
blogs, Wikis, chat-rooms, tagging (process consisting of users adding their own key-
words to the description made by the museum on the exhibited objects) or UGC (user
generated content – photos, comments, personal memories – uploaded by them on the
webpage of the museum). A valuable digital tool that appears to become very popular
in being used by visitors is wiki – that is, a site that permits users to upload and edit
information by changing the content of the site at the same time. A visitor can use wiki
during the visit to the museum, but also, when being outside of it. Therefore, wiki
seems to be an ideal digital tool for creating a symbolic relation between the visitor and
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the museum by using an online application. Moreover, Loosely and Roberto (2009)
suggest that one wiki connected to the webpage of the museum can challenge the
authority and examination of the museum itself, by the visitor who wants to be heard
within the public domain.

A valuable digital tool used on a large scale by visitors is, no doubt, the smart-
phone. However, the technologies specific for the mobile phone have not been included
in the present research due to the large number of studies already existing on this topic.

3 Research Methodology

3.1 Objectives and Hypotheses

Our research is an exploratory one and has as main objective the identification of the
way in which consumers use digital tools in relation to museums. According to
statistics, the most visited museums in Romania are: “Grigore Antipa” National
Museum of Natural History, the Village Museum, The National Museum of Art of
Romania and the Bucharest Municipality Museum, all of them being situated in
Bucharest and using digital technologies in their relation with the public. The large
number of visitors and the use of digital tools by them determined us to select them in
order to try and answer the following questions: in what way are the visitors of these
museums specifically related to modern technology? Are there behavior changes
among visitors when they use digital tools? Generally, to what extent can digital
technology improve “the inner lives” of both museums and their visitors?

Therefore, we elaborated a questionnaire consisting of 16 questions to which 341
respondents, who had visited at least one of the mentioned museums, answered. The
questionnaire was shared with the visitors of the 4 museums between July and August
2018 on the exit from the museum. The demographic structure of the respondents is
presented, as follows: 40% women, 59% men, and 1% people who refused to have their
sex declared; 59% of the visitors were from Bucharest, 29% were people coming from
the province, 11% were foreigners, whereas 1% did not specify their residential
environment. From the total number of respondents, 62% graduated a form of higher
education, 27% graduated secondary studies, 10% graduated primary studies, and 1%
did not declare the type of graduated studies. Regarding their occupation, 58% of the
respondents were employed, 22% were university students, 10% were pupils, 2% were
unemployed, 5% had other professions and 3% did not declare any occupation. The
respondents who were between 26 and 39 years old were the majority – 37%, followed
by young adults between the ages 19 and 25 – 26%. The adult respondents who were
between 40 and 55 years old represent 20% from the total number of respondents
whereas people between the ages 55–65 represent 5%. Only 1% from the total number
registered by the statistics were people over 65 years old.

Museums have become a real presence within the digital world ever since web-
pages were made into important tools of exploration of collections by visitors and of
information on museum activities and exhibitions (Giannini and Bowen 2018). The
introduction of Web 2.0 domains on the websites of museums began in the United
States where blogs, forums, wikis and social networks were seen as an opportunity to
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create online communities engaged in information/knowledge exchange (Proctor 2010;
Simon 2010). According to Muniz and O’Guinn (2001), the participative evolution,
respectively the constructivist one, on the webpage of the museum (Hellin-Hobbs
2010) was supported by the apparition of the cultural “prosumer” – that is, the visitor
who does not only consume cultural content, but she or he reuses it and comments on
it, bringing significance to it and creating derived types of media (Hinton and Whitelaw
2010). To the extent to which the “state” and digital identity change the visitors’
behavior and their expectations, these also reconfigure the identity of the museum
within and over its physical boundaries, as it unlocks new ways of perceiving the world
and the life and new challenges to awaken the visitors’ social and cultural con-
sciousness (Giannini and Bowen 2018). From this perspective, the online users’ par-
ticipation to museum communities also has marketing implications (for instance, the
use of the webpage by the museum as a necessary tool to be taken into consideration
when the museum wants to awaken the potential visitors’ curiosity and interest towards
its exhibitions and artifacts, but at the same time, to build a capable brand that can
evoke emotions and the sense of belonging, triggering implication and active partici-
pation) (Bonacini 2012).

The observations mentioned above led us to the formulation of the following
hypothesis:

H1: As a means of information, the webpage of the museum constitutes the trigger
of a visit to the museum.

The adoption of digital tools by museums has also a great impact outside the
museum – in schools and universities. According to Wetterlund (2008), the new
technologies have created the opportunity for museums to imagine, create and deliver a
wide spectrum of educational resources from those provided by online multimedia to
resources made by teachers while using digital tools. For example, modern museums
like Metropolitan Museum of Art started to display their artifacts on their own websites
and they even produced smartphone applications that list the works of art and provide
explanations related to them. These approaches encourage students to find out more
about exhibitions and exhibits, but these also encourage them to literally visit the
museum. Therefore, digital images of collections function as a door for students,
teachers and public in general to see what awaits them; like an invitation to step out of
the class or from the workplace and to step into the world of art.

Nowadays, we know that visitors want more than an ordinary experience when they
go to a museum. A study entitled “Do Museums Matter? Key Findings from the
Museums R&D Research collaborative” (NEAM 2015) shows that only 12% of the
large public perceives museums as being educational institutions. Other studies present
similar figures. Thus, the study called “Impacts data on overall satisfaction” (Dilen-
schneider 2013) shows that “the educational experience” is only a minor factor in the
review made by visitors to cultural organizations, whereas entertainment matters
approximately one fifth in their reviews.

Entertainment may act as a door towards education. Even for the visitors who
mainly come to the museum in order to learn something, they only become engaged
and connected to the reality of the museum if what happens during the visit is also
entertaining. However, the contrary is just as true: visitors who go to the museum for
the entertainment usually learn more than they expect. No matter the main orientation
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of the museum (education or entertainment), we believe that museums can create the
context that could invite visitors to participate at the creation of understanding of the
experiences by using digital technologies. Thus, museums are no longer unique
information providers. They become providers of means of entertainment for visitors,
who later on, become creators of significances, and probably the most important of all,
they become people who learn by using digital tools. These observations led us to the
following hypothesis:

H2: Visitors use digital tools as a mediation instrument of a relation with the
museum in order to enrich their knowledge (through unusual and non-traditional
learning experiences) and entertainment.

Both museums and visitors use social networks to communicate with each other.
Social media (SM) is especially used by museums as a tool to communicate with the
public, but also to engage itself in the world. For instance, American museums appear
to use social media for listing events, posting reminders, sharing promotions and
announcements in order to get to a larger number of (potential) visitors (Fletcher and
Lee 2012). However, latest research (Lazzeretti and Sartori 2015) shows that Facebook,
Twitter and Youtube achieve a double objective in the case of museums: on the one
hand, these networks are used in order to promote the museum and the events created
by the museum; on the other hand, these are used in order to support and increase the
visitors’ interest towards these activities in time by initiating a bidirectional process of
communication that may provoke discussions and debates. Thus, the museum does not
only look for more loyalty, but it also seeks to obtain suggestions, feedback and
critiques (if needed) regarding the visiting experience. According to this, it results that
social networks and “live” events organized by the museum fulfill a complementary
and a mutual supporting/strengthening function: the creation of a vivid and engaged
dialogue with the public; a dialogue resulting, on the one hand, from the interaction
between media channels and multiple digital channels, and on the other hand, from the
visitors’ initiatives.

On the other hand, consumers look for diversity in the digital tools found in relation
to the museum: except social networks, visitors use wikis, personal blogs, mobile
phones and chat-rooms when they want to post an impression or upload a photo. For
instance, photos on Instagram get to a point when they acquire their own life which is
in parallel with the life of a painting from the art gallery. In the gallery, the pleasure of
regarding a painting is carried out over the time the visitor discovers within the
painter’s work of art, senses and elements less visible at first sight. However, the
pleasure of regarding a painting online appears when the visitor “translates”/transforms
the painting in something new that overpasses his or her expectations, provoking or
surprising himself or herself. More than that, exhibits become “game partners” when
the visitor recreates exhibited object by using a downloaded application on the tablet or
they become film characters in a video made by a visitor with the staff’s support.

In other words, using digital tools changes visitors’ behavior in museums, which
leads us to the following hypothesis:

H3: Using digital technologies by museums, but also by visitors, changes the users’
behavior from predominantly passive (admiring or contemplating exhibits) to pre-
dominantly active (interacting with exhibits, participating at games and activities or
socializing, etc.).
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The consumer’s satisfaction is perceived within the specialized literature as a key
factor in maintaining the relation between consumer and product (Chaudhuri and
Holbrook 2001). In the museum field, satisfaction also influences loyalty and infor-
mation transmission from one person to another (Harrison and Robin 2004). For vis-
itors of museums, previous experiences in particular are the ones that determine
satisfaction (Oliver 1980). On the other hand, one visitor’s satisfaction is rather linked
to delight, that is, the capacity of a “product” to generate a pleasant surprise. Therefore,
the satisfaction of the visit to the museum results, in our case, from the capacity of
works of art/exhibits/artifacts to overpass the visitors’ expectations and thus, to surprise
them.

The observations mentioned above lead us to the formulation of the following
hypothesis, that is:

H4: The quality of the experiences a visitor has during the visit which are mod-
erated by digital tools determine the general level of satisfaction, but also the premises
for the visitors to come back to the museum.

4 Results and Discussion

The first question addressed to our respondents was related to their visitor status:
53.55% of the respondents declared that it had been their first visit to the museum
whereas 46.5% confirmed that they were not visiting the chosen museum for the first
time. The following Table 1 gives further information.

For the question referring to the digital tools used by visitors to get information
before they actually visited the museum, most of our respondents – 36,6% – mentioned
the webpage of the museum, which was closely followed by recommendations coming
from friends – 32,2% – and to a smaller extent, traditional social media (radio, TV,
press) or the Facebook page of the museum. Thus, we conclude that as a means of
information, the webpage of the museum constitutes the trigger of a visit to the
museum. On the other hand, the fact that the recommendations coming from friends are
also taken into consideration shows that the experiences they had during the visit were
powerful enough to further recommend the museum to those interested by this kind of
experiences. The most looked up information on the webpage of the museum were
especially connected to their visiting hours and their entry fee. At the same time,
aspects regarding owned collections, organized events and accessing possibilities of

Table 1. Means of information used by visitors

The website of the museum 178 36.6%
The Facebook page of the museum 58 11.9%
The presentation brochure of the museum 30 6.2%
Recommendations coming from friends 157 32.2%
Traditional social media (radio, TV, journals, magazines, etc.) 64 13.1%
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online services are also important. Simultaneously, educational programs for children
also arouse interest.

Therefore, hypothesis no. 1, starting from the premise that the website of the
museum constitutes a trigger for a visit to the museum, is confirmed, taking into
consideration the conditions in which more than a third from our total number of
respondents consults the webpage to get information regarding the offer of the
museum.

When asked what digital tools they use before/during/after the visit to the museum,
the respondents particularly indicated tools like Wikis, social media, videos and films,
as well as virtual tours. This result suggests that visitors of museums express an active
behavior, one of connecting to the reality of the museum and one of participating to the
interpretations of provided content. And the fact that they use digital tools before,
during or after visiting a museum is evidence upon the relation that they establish with
the museum – a relation that can later be cultivated by the museum itself in order to
vividly maintain visitors’ interest in the world of museums regarding future activities
and events. The following Table 2 provides more information:

Then, the respondents were asked what activities drew their attention at most
during their visit to the museum.

Table 2. Digital tools used by visitors

Before the visit During the visit After the visit

Wikis 128 52 55
Blogs 49 10 34
Podcasting 16 11 15
RSS 12 1 16
Forums for discussions 52 12 28
Social media networks 130 42 76
Digital storytelling 38 19 32
Videos and films 110 34 66
Virtual tours 81 37 40

Table 3. Activities preferred by the visitors

First choice Last choice Mean grade

Direct interaction with exhibits 250 4 1.37
Explanations provided by their guide 64 16 2.56
Audio explanations 53 16 2.89
Computer games 8 62 4.63
Video games 8 75 4.75
Films 31 26 3.30
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According to Table 3 regarding the visitors’ preferences, the hierarchy of activities
for most people looks, as follows: on the first place, there is the direct interaction with
exhibits; then, on the second place, we have the explanations provided by the guide; on
the third place, there are the audio explanations. Then, according to the rank of pref-
erences, films, computer and video games follow. However, if we apply the chi-square
test, we notice how meaningful differences appear among museums regarding the
hierarchy of possible answers (multiple choice).

Thus, according to Table 4, the statistics regarding the direct interaction with
exhibits is similar and it is maintained in the case of all the four museums, whereas
when it comes to the other preferences expressed by visitors, we can notice slight
differences. For instance, at the Village Museum (VM), visitors consider that the best
explanations are provided by their guide; at Antipa, visitors rate audio explanations and
computer/video games as best explanation-providers, and at the Museum of Bucharest,
visitors consider that they find the best films. These differences may also be explained
through the fact that these four museums belong to various fields (Science, History,
Art, Ethnography and Folklore).

Table 4. Activities preferred by visitors regarding the visited museum

ANTIPA BM NMAR VM

Direct interaction with exhibits 1.34 1.3 1.46 1.42
Explanations provided by the guide 2.97 2.77 2.39 1.86
Audio explanations 2.49 2.38 3.16 4.04
Computer games 3.04 4.56 5.31 4.89
Video games 4.23 4.74 5.06 5.14
Films 3.33 3.15 3.4 3.22

Table 5. Visitors’ motivation

For me, visiting the museum meant
an opportunity:

Very
high

Above
average

Average Below
average

Very
low

-to improve my knowledge 144 137 40 8 2
-to socialize 35 101 97 46 33
-to connect with the past 89 136 62 20 18
-to improve my abilities 32 61 91 63 56
-to affirm my identity 31 57 73 63 72
-to live relevant experiences for
personal development

49 83 90 42 40

-to understand better the world in
which I live

108 112 50 20 22

-to entertain myself and spend
quality leisure time

101 109 68 17 16

192 A. Coman et al.



As seen from Table 5, for many respondents, visiting a museum means especially
an opportunity to improve their knowledge, to understand better the world in which
they live and to spend quality leisure time. Last but not least, visiting a museum also
represents a good opportunity to socialize and connect with the past. Exactly as
expected, education and entertainment do not mutually exclude themselves, and
therefore, our calculations are made in accordance with older and more recent research
(Goulding 1999; 2000) which claim that visitors want to improve their knowledge and
spend quality leisure time when they choose to visit a museum. However, museum
managers should understand better how each of these components contributes to the
realization of relevant experiences for the visitor, and to the reputation of the museum
overall so that later, they can create an appropriate strategy.

However, a (relatively) new element results from our data, as well: visitors want to
understand better the world in which they live. Therefore, they look for information,
participate and evaluate the experiences to which they have had access by also using
digital tools. In other words, they explore the world of yesterday by using modern
technology in order to understand better the world of today and its challenges.

In conclusion, we can state that the second hypothesis (H2), according to which
visitors use digital tools as a mediation instrument of a relation with the museum in
order to enrich their knowledge (through unusual and non-traditional learning expe-
riences) and entertainment, is validated.

Regarding the visitors’ behavior, 47.1% of our respondents consider themselves as
being active people (they use digital technologies, involve themselves in activities, and
experience new things directly) whereas the other 52.4% auto perceive themselves as
being passive people (they listen, regard and meditate upon what they see/what they
hear). From this point of view, we mention that there are no significant differences
between the 4 museums even if taken separately. This was concluded after applying an
adequate statistical test (the Chi-Square Test) that indicated this, with a p-value of
0.335 greater than 0.05. Nevertheless, there is a slight variation in the case of the
Village Museum (there existing a higher number of respondents who perceived
themselves as being passive) and The National Museum of Art of Romania (where
more respondents perceive themselves as being active people) – as in Table 6.

Nevertheless, interesting differences appear when we analyze the way the
respondents perceive themselves as active or passive, related to the circumstances/the
context in which the visit has taken place. Thus, we notice a significant difference
(indicated, by applying, again, the chi-square test, that in this case gives a small p-value

Table 6. Visitors’ behavior

Museums Total
ANTIPA BM NMAR VM

Active person 71 39 28 22 160
Passive person 76 41 24 37 178
Total 147 80 52 59 338
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of 0.008 < 0.05) considering the conditions in which the visit takes place: people going
with friends perceive themselves as being more active in the relation to the museum,
compared to people who visit the museum with their families or alone (Table 7).

At the same time, what is interesting is that, in the relation to the museum, men
perceive themselves as being more active than women (also being a significant dif-
ference from the statistical point of view with a p-value of 0.016 smaller than 0.05).

If we take into consideration the means of information used by the respondents, we
may notice statistically significant differences: people who access the website of the
museum seem to be more active (Table 8).

Summarizing the observations mentioned above, we may state that the third
hypothesis (H3) starting from the premise that the use of digital tools changes the users’
behavior from preponderantly passive (admiring or contemplating exhibits) to pre-
ponderantly active (interacting with exhibits, sharing stories, socializing, participating
at games, etc.), is not validated.

Notes: the difference between active and passive respondents is a very small one,
that is, of only 17 people. In other words, there is a fragile balance between the two
types of behavior, significant differences from the statistical point of view only being
demonstrated in the case of men (more active than women) and in the case of
accompanied people (more active than people visiting the museum alone).

Next, we investigated the level of satisfaction felt by the respondents after visiting
the museum by using the classical grading system that is grading the satisfaction level
from 10 – the highest level of satisfaction –, to 1 – lack of satisfaction. The average
sum of the grades received by each of the 4 analyzed museums is presented as follows:

Table 7. Visitors’ behavior correlated with the context of the visit

Alone With family With friends Total

Active person 11 62 86 159
Passive person 22 88 67 177
Total 33 150 153 336

Table 8. Visitors’ behavior correlated to weather they accessed the website or not

Accessing the
museum website

Total

No Yes

An active person 64 96 160
A passive person 93 82 175
Total 157 178 335
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NMAR – 9, 17; Antipa – 8,8; BM – 8,87; VM – 9,05, and the general grade of
satisfaction felt by visitors has an average sum of 8.92 with a standard deviation of
1.227.

From the histogram below (Fig. 1), we can notice that there is a negative asym-
metry, high values being predominant in the evaluation.

What is interesting is that, even if there seems to be more people at their first visit to
the museum, there is no significant difference between the number of newcomers and
the number of those who have visited the museum before (182 of the respondents are at
their first visit whereas 158 claim that they have visited the museum before). This can
be positively interpreted, as we may conclude that the previous visit to the museum
might have triggered their level of satisfaction.

Among those who have visited the museum before (question no. 2, multiple
choice), the experience of the actual visit was the answer found in most visitors’ cases,
closely followed by the level of satisfaction felt as a result to the direct interaction with
the exhibits/environment (Table 9).

The Chi-square test presented below (Table 10) shows that there is a very signif-
icant difference regarding the place of origin: most of the visitors who come back to the
museum are usually from Bucharest (p-value/asymptotic significance equal to zero).

Fig. 1. Distribution of grades regarding visitors’ satisfaction

Table 9. Satisfaction-generating elements

The experience of the actual visit 99
The satisfaction level felt as a result to direct interaction with exhibits/environment 70
The organized events by the museum at that particular moment 25
The possibility to experiment by involving in various activities 17
Other 12
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After the visit, most of the respondents intend to recommend the museum to their
acquaintances as well, but they also want to participate to other activities and events
organized by the museum (Table 11).

Therefore, the forth hypothesis (H4), according to which the quality of the expe-
riences a visitor has during the visit which are moderated by digital tools determine the
general level of satisfaction, but also the premises for the visitors to come back to the
museum, is confirmed.

Note: In our case, the experience of the actual visit and the direct interaction with
exhibits had been factors that determined the visitors to come back to the museum.
What is interesting is the fact that the level of satisfaction remains high in the case of all
the visitors (older and newer ones), which is confirmed by their intention of recom-
mending the museum to their colleagues and friends. According to the specialized
literature (Catoiu and Teodorescu 2006), recommendations coming from friends rep-
resent an important step in building up loyalty towards a particular brand.

5 Conclusions

Museums deliver not only a simple service: they deliver experience (Hui and Bateson
1991). The need to understand the nature of experiences offered by museums is
imperative today because these cultural institutions face the successive budget reduc-
tion, but also new performance criteria based on the customer satisfaction management.
Therefore, museums are “forced” to find new ways to attract new audience/consumers
(Hooper-Greenhill 1996).

From the consumer’s perspective, to really get to visit a museum, even if the visitor
has wide access to information nowadays, continues to remain difficult: visitors seem to
(still) have insufficient information regarding collections and artifacts that might make

Table 10. Chi-Square tests

Value df Asymp. sig. (2-sided)

Pearson Chi-Square 22.186 2 .000
Likelihood ratio 23.725 2 .000
Linear-by-linear association 21.759 1 .000
N of valid cases 338

Table 11. Possible actions after the visit to the museum

-to recommend the museum to friends and colleagues (from school, from the
workplace, from social media, etc.);

251

-to participate to activities organized by the museum in the near future; 34
-to attend the event called “The Night of the Museums”; 40
-others 4
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them interested. Then, what are the information sources used by the consumers when
they choose to go visit a museum? From our research, it looks like, for visitors, the
webpage of the museum remains the main information source regarding collections and
events organized by the museum, as well as the trigger for a later visit. This simple
observation should incite museums to supported, professional, and redesigning actions
and permanent adaptation of the webpages, so that the information provided for the
public is relevant and at the same time, contributes to a more accurate outlining of the
identity of the museum.

We already know that there are countless reasons why people of all ages choose the
museum as a place to spend their leisure time (Falk 2006). To educate the wide public
is part of the mission of every museum institution. Even if there is a number of data that
certifies the fact that entertainment represents the main reason of spending free time in a
way or another, in the case of a visit to the museum, the dilemma between learning
experience versus entertaining experience proves to be a false one: the results of our
study show that visitors prefer educational and entertaining experiences at the same
time. Or, if you want, an educational experience that has at least one entertaining
component. Museums have the opportunity now due to digital technologies to reunite
facts (and their history) with entertainment in ways that can be relevant for human
experience at both personal and universal level. Providing the necessary context,
museums can help visitors to create their own experiences, to learn while amusing
themselves, but at the same time, to entertain themselves while learning. Thus, we
believe that museums should prepare themselves better in order to carry out these two
functions, or, even better, to think of a strategy of making educational experiences
more entertaining for their visitors, but also more relevant for them, as these experi-
ences are meant to make them understand better the world in which they live.

Recent theories regarding the learning process and the attribution of meanings and
significances to exhibits tend to consider the visitor more than just a neutral and passive
subject who assimilates information and knowledge from those perceived until recently
as the unique authority within the field: the curators. Today, visitors bring their own
knowledge to museums which could be considered as legitimate as those owned by the
curators of the museum. More than that, visitors are rather active subjects and deter-
minant factors in the process of creating new significances through the direct inter-
action with the exhibits/artifacts. However, our research shows that the transition from
the passive visitor to the active one is not yet finished: there are relatively more people
who perceive themselves as being passive in comparison to the number of people who
see themselves as being active in their relation to the museum. Nevertheless, what is to
be noticed is that the transition from passive to active is mediated by the use of digital
tools: people who access the webpage of the museum are more active than those who
visit the museum accompanied by their families or friends, men perceiving themselves
as being more active than women, in general.

Creating and maintaining a relation between visitor and museum is, no doubt, a
cornerstone for every museum institution. Visitors evaluate the museum through their
experiences. If these experiences are memorable, then, the satisfaction will motivate the
visitor to come back to visit the museum and to recommend the museums to friends as
well. According to our data, the relation between visitors and museum is strengthened
by everything related to modern technology: the use of digital tools makes it possible
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for the visitors to discover new senses, emotions and ideas, according to their own
cultural and intellectual biographies. Therefore, the quality of the experience and the
satisfaction are mediated by technology, this conferring the museum countless possi-
bilities to “democratize” its own collections, to open a specific place for the purpose of
dialogue and to promote experience and idea exchanges, whereas for visitors –

unexpected ways to express themselves, emphasizing their imagination, creativity and
intellect.

Hence, digital tools serve today for a multitude of purposes: they help visitors to get
information, to enjoy more captivating experiences, to feel satisfied and to wish to
come back to the museum. On the other hand, museums have the obligation to think of
strategies to attract more recent and older visitors. Digital tools and technologies can
help museums in this case. Here are a few suggestions:

The first step for museums would be to know their visitors better. Understanding
their identities, interests and behaviors better, museums can offer visitors captivating
experiences (educational experiences, entertaining ones, etc.), by making visitors feel
involved before, after or even during the visit. From our observations, it results that the
easiest starting point to collect data about visitors is the ticket booth at the entry of the
museum. However, in order for this to be possible, museums should successfully
operate the transition from selling paper tickets to selling tickets online or via smart-
phone. Information gathered in this way can later be linked to information resulting
from their visiting tour – the visitor’s choice of itinerary, the amount of time spent
while admiring each exhibit, etc. For instance, Louvre Museum concluded a partner-
ship with MIT Senseable City Lab in order to see how much time it takes for visitors to
actually finish the tour of the museum, this being possible through the use of a
Bluetooth signal used for pursuing. By combining the obtained observations, museums
can develop more efficient and personal relations with their visitors.

The next step for every museum should be the orientation of museums to creating
captivating experiences for the visitors’ right on their webpage. If there are preliminary
data about the visitors, these could be used by the museum in order to offer them a
customized version of their visit to the museum by indicating them exhibits that are
more likely to arouse their interest. If there are no such data, museums could offer
predefined virtual tours, identified on categories of visitors according to profiles created
through previous visits.

Last but not least, even more captivating experiences can be obtained by using
multimedia solutions. For instance, Victoria & Albert Museum from London concluded
a partnership with a company (Sennheiser) in order to create an extraordinary audio
experience in immersion within the 2017 Pink Floyd exhibition. Other museums, such
as history or natural sciences museums, experiment together with Google in order to
permit visitors to explore exhibits in the augmented reality (AR).

All of these solutions are also fully applicable to Romanian museums discussed in
the present paper. This leads us to the formulation of the limits of this research. Briefly,
these would be the following: the reduced number of museums and respondents
involved in the research which makes it difficult for us to apply the results on a national
level; the impossibility to establish relevant correlatives, for instance, between the
respondents’ distribution by age or level of education and them using digital tools. Last
but not least, the museums selected have different profiles, meaning that their public, as
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well, is probably a specialized one and/or exclusively interested in the field promoted
by the museum.

Taking into account the mentioned limits, we believe that an interesting direction of
research in the future may be towards a comparative perspective on museums
according to their specificity. Our questions would be: are there significant differences
between the increase of the numbers of visitors in the case of modern museums that use
digital technologies and which are, at the same time, funded by the state, and private
museums that do not benefit from such financing, and which register even a higher
afflux of visitors? How much of this increase is owed to actual collections and how
much is owed to the use of digital tools?

We believe that these directions of research are useful because the advanced
technologies seem to have created numerous opportunities for museums: even if the
transition from print to digital is not a very easy one, the museums that engaged
themselves in this transition can already see a part from the final results: a higher
visibility and understanding of their collections. However, it depends on the public so
that the inner life of museums becomes richer, more intense and more connected to the
realities beyond the walls. And a more numerous, more educated and more loyal public
could be the key for anchoring the museums, by the use of technology, in the con-
temporary reality.
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Abstract. The continuous development of new ICTs has promoted their pen-
etration in all aspects of daily life. One of the ICTs with the highest growth in
recent years is streaming. Since companies that use streaming to deliver their
services are thriving, several telecommunication companies are adopting this
distribution technology. However, few studies have focused on this industry.
This study models the behavior of Netflix consumers using an extension of the
UTAUT2 model that includes the latent variable trust (TR). The model was
analyzed through SEM. The results show that the latent variables trust (TR),
performance expectancy (PE) and hedonic motivation (HM) are significant for
behavioral intention (BI). Additionally, the latent variables hedonic motivation
(HM) and social influence (SI) determine trust (TR) in a significant way. Finally,
a new model is proposed in which social influence (SI) not only affects trust, but
also hedonic motivation (HM) and performance expectancy (PE), and trust
(TR) also determines performance expectancy. We suggest that this model needs
to be further tested on a new sample.

Keywords: Intention to use � Consumer behavior � Streaming � Internet �
Netflix

1 Introduction

Information and communication technologies have developed exponentially in recent
years, becoming one of the most important resources for society. This phenomenon has
led to a boom in data transmission, exchange and knowledge [32]. Information and
communication technologies (ICT) have revolutionized the means of communication
since the early ’90s. Since then, the Internet has moved from a specialized instrument
used by the scientific community to an easy-to-use network that has transformed social
interaction [7]. One of the information technologies that has witnessed the largest
growth in this period is streaming, which consists in data compression and distribution
of multimedia content (audio and video) by means of a continuous, real-time flow
directed to a user’s laptop [35]. The explosive development of streaming has caused
several changes in entertainment companies. In 2000, 69 million Americans subscribed
to cable television or satellite services; today, that number stands at 49 million [34]. In
addition, between 2015 and 2016, the number of TV series with original scripts
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produced by online streaming services increased substantially from 46 to 93 [19],
marking the peak of this industry in recent years.

Netflix is a leading company in the streaming field. With more than 100 million
subscribers all over the world, this service has been recognized as one of the most
innovative companies in the industry. The latter characteristic is critical for success in
the current complex and changing environment, since the survival of companies
depends on their adaptive capacity [18, 30]. In this context, we wonder what factors
lead people to watch content on Netflix.

2 Literature Review

Several studies have focused on the intention to adopt a particular information system.
Due to the nature of Netflix, we conducted a review of the studies that used UTAUT2
or extensions of the same. Factors were identified that influenced the adoption of
mostly hedonic information technologies in order to determine in which consumption
and entertainment contexts the model was applied, the variations of the same and how
these tests may or may not be applicable to this study.

Helkkula [22] carried out research on the intention to subscribe a music streaming
service. In his study, the author extended the UTAUT2 model by adding the variable
tangibility preference, which refers to the physical properties of the product and the
extent to which it can be seen, felt, heard and smelled, among others [14]. The results
of this model may be valuable for other innovative and highly hedonic industries like
the video game industry. In addition, Baabdullah [5] researched the intention to adopt
games in mobile social networks (M-SNG). In this case, the model included the
variable trust, which is related to intention to use and, at the same time, is determined
by the variables hedonic motivation and social influence. Vinnik [39] studied the
adoption of mobile applications, incorporating the variables herd behavior and online
rankings and reviews into the model. To understand the reasons that people tag pho-
tographs in social networks, Dhir [11] added variables based on the social cognitive
theory [6] to the model proposed by UTAUT2. This way, the model comprises the
variables social presence, social status and self-efficacy.

These models confirmed that the UTAUT2 model can be used in different hedonic
contexts with high reliability and adding single variables related to the context of the
study. Therefore, the UTAUT2 model can be applied to the streaming industry. We
decided to apply the model developed by Baabdullah [5], as it includes the variable
trust. This variable is relevant to prepaid media streaming service.

3 Model and Hypothesis

The extension of the model selected for this research is based on the study conducted
by Baabdullah [5], which incorporates the construct trust (TR) into the UTAUT2
model. Trust is a latent variable that within information systems (IS) refers to the
perception that one can trust another person [40]. In e-commerce, trust refers to the
confidence that clients will be provided with the desired benefits and facilities under
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safe and trustworthy conditions [16]. According to Gefen [17] trust in a seller is
associated with greater behavioral intention (BI), which is crucial for a paid sub-
scription service like Netflix. Additionally, the relationship between TR and BI has not
been studied in streaming services. Considering all of this, the model proposed for this
study is shown in Fig. 1.

3.1 Performance Expectancy (PE)

Performance Expectancy is defined as the degree at which the use of a technology will
help consumers perform certain activities [38]. Consumers seem to be more motivated

Fig. 1. UTAUT2 model extension applied to Netflix (Source: own elaboration)
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to use new technologies if they perceive that these are more useful in their daily lives
[3, 10, 37]. Several studies have determined the importance of this construct out of the
workplace [1, 5, 20]. From this, we believe that:

H1: PE has a positive effect on intention to use Netflix.

3.2 Effort Expectancy (EE)

Effort Expectancy is defined as the degree of perceived ease of use of the technology by
the individual [38]. The behavioral intention of people varies if they feel that using a
specific service is much easier and more convenient [5]. A number of studies have
shown the influence of this construct on the intention to adopt new technologies [2, 25,
31]. Therefore, we propose the following hypothesis:

H2: EE has a positive impact on the intention to use Netflix.

3.3 Hedonic Motivation (HM)

HM is the fun or pleasure derived from the use of a technology. This variable has been
proven to play an important role in acceptance and use of technology [38]. Netflix is a
service classified as highly hedonic because its purpose is to entertain consumers who
subscribe to its content. Studies on streaming have demonstrated that entertainment
(closely associated with hedonic motivation) is related to intention to use [9, 22].
Therefore:

H3: HM has a positive effect on the intention to use Netflix.
HM increases people’s trust in using this information technology. When individuals

are highly motivated by hedonic factors, the trust in using this technology grows [3]. In
online purchase systems, when consumers discover that buying can make them
experience enjoyment and usefulness, they start to trust and adopt the online purchase
system [16], which can be extrapolated to a paid subscription service. Therefore, we
believe that:

H3’: HM increases the role of trust of Chilean customers in using Netflix.

3.4 Trust (TR)

This construct refers to the perception inherent to humans of being able to trust another
person [40]. Mayer [29] defines it as the will to be in a vulnerable state based on
positive expectations of the future behavior of another person. Studies about online
services have shown that trust affects intention to use [4, 13, 21, 23]. As a paid
subscription service, Netflix needs users to trust that the company is acting in good
faith. Therefore, the following hypothesis is proposed:

H4: TR has a positive impact on intention to use Netflix.

3.5 Social Influence (SI)

Social Influence is defined as the extent to which individuals perceive that other people
important to them believe they should use the new information system [37]. This
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construct is also denominated as a social norm in models such as TAM, TAM2 and
TRA.

Social influence proved to be significant in music streaming, games and mobile
purchase services [12, 24, 42]. This way, we believe that:

H5: SI has a positive effect on intention to use Netflix.
SI plays an invaluable role in the level of trust on a service. Therefore, through

different opinions, potential users could voice their intention to use or not a service
[27]. When people know their peers and the society prefer to user a technology like
Netflix, people tend to believe that the use of such a technology can bring them benefits
and similar values. Research has already indicated the importance of social influence to
trust [5, 33]. Consequently, it is believed that:

H5’: SI influences trust in Chilean Netflix users.

3.6 Facilitating Conditions (FC)

Facilitating Conditions are defined as the extent to which individuals believe that there
is an organizational and technical infrastructure that supports the use of the system [37].
In a consumer context, this variable can be defined as the perceptions users have of the
resources and support available to perform a specific behavior [38].

Netflix requires some technological elements such as a laptop, mobile phone or
Smart TV, as well as an Internet connection with enough speed for the platform to work
properly. Users with access to a favorable set of facilitating conditions will have greater
intention to use a new technology, as demonstrated by Zhou [43]. Therefore, it is
believed that:

H6: FC has a positive impact on intention to use Netflix.

3.7 Price Value (PV)

Price Value is the cognitive calculation users make between the benefits perceived from
an information system and the monetary cost of using it [38]. Price value is positive
when the benefits of using an information system are perceived as higher than its
monetary cost, which makes users more enthusiastic about adopting a new technology
[38]. Netflix is a service for which consumers pay. Therefore, PV is expected to have a
significant impact on the selection of the service. According to Venkatesh [38], indi-
vidual consumers are more sensitive to price than people who use a service paid for by
their company, because the cost of the new technology is paid by the same consumer.
Several studies on technologies used outside of the workplace have pointed to the
importance of price value for intention to use [28, 41]. Therefore, we believe that:

H7: PV has a positive impact on the intention to use Netflix.

4 Methodology

In this study, a confirmatory approach for the structural theory was undertaken. The
survey applied to Netflix use in Chile was an adaptation of the questionnaire created by
Baabdullah [5]. The instrument was validated by an exploratory text in which 15
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people were first surveyed and asked for feedback on the questionnaire. This way,
ambiguous questions were removed, while the wording of others was changed for
clarity. Subsequently, an expert gave a final opinion about the duration, simplicity and
clarity of language the language used in the questionnaire. A 7-point Likert scale was
used, in which scores ranged from totally agree (value 1) to totally disagree (value 7)
(See Table 1).

Table 1. Survey used in this study (Source: own elaboration based on Baabdullah [5])

Construct Item

Performance
expectancy (PE)

PE1. Using Netflix will increase my chances of achieving things that
are important to me
PE2. Using Netflix will help me accomplish things more quickly
PE3. Netflix will be useful in my daily life
PE4. Using Netflix will increase my productivity

Effort expectancy
(EE)

EE1. Learning how to use Netflix will be easy for me
EE2. My interaction with Netflix will be clear and understandable
EE3. Netflix will be easy to use
EE4. It will be easy for me to become skillful at using Netflix

Social influence (SI) SI1. People who are important to me think that I should use Netflix
SI2. People who influence my behavior think that I should use
Netflix
SI3. People whose opinions that I value prefer that I use Netflix

Facilitating
conditions (FC)

FC1. Netflix is compatible with other technologies I use
FC2. I have the resources necessary to use Netflix
FC3. I have the knowledge necessary to use Netflix
FC4. I can get help from others when I have difficulties using Netflix

Hedonic motivation
(HM)

HM1. Using Netflix will be fun
HM2. Using Netflix will be enjoyable
HM3. Using Netflix will be very entertaining

Price value (PV) PV1. Netflix is reasonably priced
PV2. Netflix is good value for the money
PV3. At the current price, Netflix provide good value

Trust (TR) TR1. Netflix is trustworthy
TR2. Netflix provide good services
TR3. Netflix know their market
TR4. Netflix care about customers
TR5. Netflix is honest
TR6. Netflix is predictable

Behavioral intention
(BI)

BI1. I will use Netflix in the future
BI2. I will always try to use Netflix in my daily life
BI3. I will plan to use Netflix frequently
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Afterward, the questionnaire was published through SurveyMonkey on different
social networks. Therefore, sampling was by convenience. Four hundred and fifteen
surveys were filled in, all of them 100%. In addition, a demographic information
section was included, with questions regarding age and gender, as well as questions
about the frequency of use and consumption of Netflix.

The software Statistics v24 and SPSS Amos v24 were used to obtain the statistics
and conduct the confirmatory analysis by SEM. Additionally, a reliability analysis was
conducted using Cronbach’s alpha.

5 Results

5.1 Profile and Characteristics of Respondents

Out of the 415 people surveyed, 53.5% were men and 47.5% were women. The age of
the respondents ranged from 15 to 65 years, with a mean of 24 years. The age group
21–29 made up 75.9% of participants, followed by people under 20 years of age, who
represented 15.4%, and by the 30–39 age group with 7.0%. In the last place were
people 40 or over, who made up 1.7% of the sample.

Regarding the characteristics of the use of Netflix mentioned by participants, 98.6%
has used Netflix before, while 87.2% currently use it. As for frequency of use, most
participants use Netflix several times per week (35.2%), followed by those who use the
service once per week (21.7%). Additionally, most respondents use the service for 1 to
2 h per time of use (43.9%), and 26.0% for 2 to 4 h per time of use.

5.2 Scale Reliability

To ensure the reliability of the model’s constructs, Cronbach’s alpha was analyzed.
According to Loewnthal [26], the limit value for this indicator is 0.6, as these con-
structs have fewer than 10 items. The results are presented in Table 2.

Table 2. Cronbach’s Alpha by construct (Source: own elaboration)

Construct Cronbach’s Alpha

EE .886
PE .673
FC .610
HM .895
PV .880
SI .906
TR .800
BI .828
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As can be seen, all the constructs have a Cronbach’s Alpha value above the cutoff
point (0.6), which ranges between 0.610 (FC) and 0.906 (SI). Therefore, the constructs
are above the acceptance limit and variables do not need to be eliminated.

5.3 Confirmatory Analysis Results

The results of the model regressions indicate that the R2 of intention to use is 0.493;
that is, 49.3% of variance in the errors of this latent endogenous variable is explained
by the latent exogenous variables.

Table 3 indicates that 396 degrees of freedom are obtained. This means that the
model is over identified and (i.e. more equations than unknown parameters). Therefore,
there is no exact solution and more than one set of parameter estimates is possible.

5.4 Standardized Regression Coefficients

Table 4 shows the standardized regression coefficients of intention to use and its
associated exogenous variables. The significance of these relationships is also
provided.

The results indicate that the factors for trust (TR), performance expectancy
(PE) and hedonic motivation (HM) are significant in the prediction of the intention to
use Netflix, since they have a p-value lower than 0.05. In contrast, the factors for social
influence (SI), facilitating conditions (FC) and price value (PV) were not significant.
Additionally, social influence (SI) and hedonic motivation (HM) were found to be

Table 3. SEM degrees of freedom (Source: own elaboration)

Number of distinct sample moments: 465
Number of distinct parameters to be estimated: 69
Degrees of freedom (465 - 69): 396

Table 4. Standardized regression coefficients and significance for each latent variable (Source:
own elaboration)

Estimate S.E. C.R. P-value Significance

TR ← SI .237 .026 4.451 *** Significant
TR ← HM .617 .050 7.802 *** Significant
BI ← HM .281 .050 4.068 *** Significant
BI ← SI .029 .027 .593 .553 Not significant
BI ← TR .325 .093 3.993 *** Significant
BI ← FC .094 .065 1.717 .086 Not significant
BI ← PV .055 .029 1.205 .228 Not significant
BI ← EE .015 .050 .337 .736 Not significant
BI ← PE .423 .070 5.824 *** Significant
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latent variables that affect trust (TR) significantly. These results are of the utmost
importance for the conclusions of this study, as they show which are the variables that
predict behavioral intention (BI) with acceptable significance. Thus, hypotheses H1,
H3, H3’, H4 and H5’ are accepted, while hypotheses H2, H5, H6 and H7 are rejected.
The results of the structural equation model can be seen in Fig. 2.

Goodness-of-Fit Statistics
Below, Table 5 shows the final results of the goodness-of-fit statistics as well as the
criteria considered.

Fig. 2. Results of the structural equation model (Source: own elaboration)
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The results of the fit indexes indicate that CMIN was 1650.824 with a significance
below 0.05, which equals an acceptable model. The other statistics are not within the
respective criteria for good adjustment of the model: RMSEA, CFI, NFI, GFI and
CMIN/DF are below the acceptance limit. Based on these results, a new model will be
proposed for assessment on a new sample. This model will be presented in Sect. 7.

6 Conclusions

In this study, we conducted different analyses to determine the factors that influence the
adoption of paid subscription streaming services by Chilean users. The results indicate
that the latent variables trust (TR), performance expectancy (PE) and hedonic moti-
vation (HM) are significant for the behavioral intention (BI) of Netflix. Additionally,
the latent variables hedonic motivation (HM) and social influence (SI) affect trust
(TR) significantly.

The performance expectancy associated with Netflix is the factor that most deter-
mines the intention to use this service (0.423). This expectancy is related to the pos-
sibility of watching multimedia content faster, as well as to the personal perception that
Netflix is useful for everyday life. Considering that Chile is a country with high stress
rates in the population [8, 15], the need for distractive and hedonic elements is very
high. At the same time, these elements need to be fast to avoid lost or dead time, which
is often associated with loading or downloading times for multimedia elements. As
such, a fundamental aspect for the intention to use Netflix is the avoidance of elements
that delay entertainment; that is, the perceived speed of the service. Another relevant
aspect is the importance a person gives to audiovisual media.

The second factor most significant for the intention to use Netflix is trust
(TR) (0,325); that is, the perception of the honesty, reliability and quality of the service
is crucial for the intention to use this service in Chile. Being a paid service that requires
the use of a credit card to subscribe, Netflix needs a high perception of trust for users to
be willing to provide their personal information to use the service, especially taking
into account the sometimes-unreliable credit card security systems.

Hedonic motivation is the third factor that directly affects the intention to use
Netflix (0.281). Therefore, for people to use Netflix, they need to find the service
entertaining, fun or amusing, which reassures the hedonic nature of this streaming

Table 5. Goodness-of-fit statistics of final model (Source: own elaboration)

Statistics Value Criteria

CMIN 1650.824
Probability level CMIN .000 <.05
CMIN/DF 4.169 <3
GFI .769 >.90
NFI .762 >.90
CFI .807 >.90
RMSEA .087 <.06

Netflix, Who Is Watching Now? 211



service. Other studies about hedonic information systems have already demonstrated
this phenomenon [22, 36]. This indicates that the content of a streaming service
influences the intention of users to subscribe to the same, because if the service cat-
alogue does not satisfy the requirements of users, they will not feel entertained when
they access the platform.

In addition, we determined that hedonic motivation influence trust significantly. In
other words, when a service is perceived as entertaining, this translates into an increase
in the trust of users. Consequently, when users feel comfortable using a service, their
trust in the same will grow. This point highlights the importance of digital content
within a streaming service, since hedonic motivation not only directly impacts intention
to use, but also trust, which is the second major predictor of intention to use.

7 Recommendations

From the results, we can see that the variables performance expectancy, trust, hedonic
motivation and social influence were fundamental for the intention to subscribe to
Netflix in the Chilean context. This means that Netflix and other companies from the
streaming sector should focus on having higher service speed, as speed is directly
associated with performance expectancy. Therefore, brands need to be positioned as
high-performance services targeting the functions the user needs. In advertisement, it
should be underscored that Netflix and other streaming service are much faster than
buying, renting or downloading a movie, and that these services allow users to enjoy
multimedia content without having to move from home to go to the cinema. Addi-
tionally, streaming platforms should emphasize that content can be watched without
interruptions, even if the Internet speed of the user is slow.

Another fundamental aspect to bear in mind is the content of the streaming service,
which directly and indirectly affects intention to use through hedonic motivation. It is
necessary that advertisement reinforces the concept of fun when using the application.
At the same time, companies need to continue creating their own content to give users
personalized content based on their preferences and needs, creating different libraries
for series, movies and documentaries to satisfy the needs of all user segments.
Advertising the awards won for original content goes in this same line.

A third point is that companies should invest in security systems to protect user
data, since trust directly influences intention to use. Streaming companies should
constantly improve their security systems in order to provide maximum confidence to
the people who trust them with their personal data. Thus, companies need to effectively
communicate their efforts to maintain cybersecurity, as well as to implement high level
post-sales service that allows users to reach them quickly and efficiently in case of any
questions or problems with the service or payment.

Based on the fit indicators of the model and the significance of factors that affect the
intention to use Netflix, we propose a new research model. This model does not include
the latent variables whose regression coefficients were non-significant. Consequently,
the constructs effort expectancy, facilitating conditions and price value are removed
from the relationship between SI and BI.
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In the model proposed (Fig. 3), social influence not only affects trust but also
influences hedonic motivation and performance expectancy. Furthermore, trust deter-
mines the performance expectations of Netflix, because users who trust the company
tend to think the service will have better performance than users who do not trust it.
Thus, the model proposed is the following:

The new model does not consider the observable variables with regression coef-
ficients below the cut-off value (0.5). Therefore, TR6, PE1 and PE2 are not part of this
model. The survey proposed for this new model is presented in Table 6.

Fig. 3. Model proposed for new study on the intention to use Netflix (Source: own elaboration)

Table 6. Survey proposed for new study on the intention to use Netflix (Source: own
elaboration based on Baabdullah [5])

Construct Item

Performance expectancy
(PE)

PE2. Using Netflix will help me accomplish things more
quickly
PE3. Netflix will be useful in my daily life

Social influence (SI) SI1. People who are important to me think that I should use
Netflix
SI2. People who influence my behavior think that I should use
Netflix
SI3. People whose opinions that I value prefer that I use Netflix

Hedonic motivation (HM) HM1. Using Netflix will be fun
HM2. Using Netflix will be enjoyable
HM3. Using Netflix will be very entertaining

Trust (TR) TR1. Netflix is trustworthy
TR2. Netflix provide good services
TR3. Netflix know their market
TR4. Netflix care about customers
TR5. Netflix is honest

Behavioral intention (BI) BI1. I will use Netflix in the future
BI2. I will always try to use Netflix in my daily life
BI3. I will plan to use Netflix frequently
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Another aspect to consider is that although the UTAUT2 model focuses on con-
sumption, its questionnaire is associated to the observable variables and therefore does
not completely fit the context of streaming and Netflix. This is because Netflix is a
service exclusively devoted to entertainment and some questions do not match 100%
what users expect from this type of service. Thus, we propose to adjust these limita-
tions in a new study by putting forward a new acceptance model for new entertainment
and streaming technologies.

8 Limitations of the Study

The main objective of this study was to apply a quantitative approach to determine the
factors that affect the intention to use Netflix. This could have restricted the capacity of
the study to analyze more carefully the issues related to the behavior of Chilean Netflix
customers. Therefore, using a mixed method (quantitative and qualitative) could pro-
vide a more detailed explanation of the results of this study, specifically regarding the
reasons behind non-significant relationships. Another important aspect is the possible
existence of bias in the selection of the sample, mostly because the sampling method is
non-probabilistic. In addition to this reason, since people had no incentive to answer
the survey, they might have responded quickly and without complete awareness of their
own answers.
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Abstract. Drawing on social-psychological and political research, we offer a
theoretical model that explains how people become exposed to fake news, come
to believe in them and then share them with their contacts. Using two waves of a
nationally representative sample of Chileans with internet access, we pinpoint
the relevant causal factors. Analysis of the panel data indicate that three groups
of variables largely explain these phenomena: (1) Personal and psychological
factors such as belief in conspiracy theories, trust in others, education and
gender; (2) Frequency and specific uses of social media; and (3) Political views
and online activism. Importantly, personal and political-psychological factors
are more relevant in explaining this behavior than specific uses of social media.

Keywords: Misinformation � Social media � Fake news

1 Introduction

1.1 Current Theories in Literature

Since 2009, Social Network Sites (SNS) have gained attention not because of their
function of creating and exchanging user-generated content but also because they have
emerged as a main channel for information-seeking and news distribution. One indi-
cator of this shift may be seen in Pew Research Center data: In 2018 68% of U.S. adults
got their news via social media [1], whereas in 2012 only 49% did so [2]. Comple-
menting the rise of SNS is the ever-increasing oceans of information available online,
which can become a special problem if some of this information is misleading,
intentionally wrong or falsely promotional [3]. Research on natural disasters, for
instance, has shown that while on average 30% of total tweets posted about an event
contained situational information about the event [4]. This percentage is even higher in
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health-related issues: of all anorexia-related videos posted in YouTube, 30% misin-
formed viewers about several aspects of this eating disorder [5]. In coverage of the
HPV vaccine, one-third of the videos did not present accurate information [6]. Sub-
sequent paragraphs, however, are indented.

Scholars who investigate the internet’s role in promoting misperceptions have
offered a variety of explanations for user’s finding and sharing false information and
news. One views is that online news facilitates politically biased news consumption [7],
leaving partisan audiences with a deficit in their knowledge. This promotes inaccurate
beliefs and the formation of “echo chambers” or “filter bubbles” [8]. Another view
holds that misperceptions are the result of the psychological processes through which
information is interpreted and then perceptions formed [9–11]. Additionally,
researchers have looked at the phenomena as being influenced by political factors (e.g.
strength of partisanship); derived from technical characteristics (e.g.. algorithms or
social media use) and psychological-attitudinal (e.g., trust in media or conspiracy
mentality) [12].

However, to the best of our knowledge, there are no comprehensive efforts to
integrate these different dimensions into a single model in order to understand the
relative weight and relevance of these factors. Accordingly, our study aims to assess
which types of variables influence users to be exposed to, believe in, and share the
misinformation they find online. We start our analysis by positing that in order to share
fake news (i.e., that which the users interpret as “news” and not as an instance of irony
or repudiation), users first need to believe in, or at least be open to, the general
orientation represented by the false item and also be exposed to the specific item’s
content. Thus, we suggest that social media qualities, political behavior/ideology, trust
and psychological factors have an indirect effect on sharing fake news, mediated by
exposure and credibility. We test our model through a Structural Equation Model
(SEM), which integrates the above (operationalized) variables, on a two-wave Chilean
panel data collected in 2017 and 2018.

1.2 Social Media Affordances

Used in the human-computer interaction, design, and communication fields [13], the
term “affordance” refers to the perceived—and actual—properties of an object that
allow people to do something with it. The literature suggests that SNS like Twitter or
Facebook incorporate at least three set of affordances that facilitates the generation and
spread of fake news through internet [10, 12, 14, 15]. First, platforms like Facebook or
Twitter allow any users produce and share information at little or no cost. Second,
given the vast amount of information produced via these platforms and the limited time
users have to process the data they encounter, SNS are creating an environment where
information exceeds the capability of users to reflexively analyze the news that they are
exposed to. This is especially the case when they use their phones to interact with this
content, further limiting their ability to evaluate the veracity of the shared information.
Third, as several authors have argued, SNS are ideologically segregated by algorithms
that filter information to which users are exposed based on their preferences and online
behavior. Thus, saturated information spaces, low cost of information production, and
algorithms, facilitate SNS’s role in circulating fake news.

218 D. Halpern et al.



Following this line of argument, we can hypothesize that those individuals who use
SNS more frequently would also tend be more exposed to information through these
platforms, and consequently, more exposed to fake news and, given the above factors,
may be more likely to believe the fake news. On this basis, we argue:

H1: Frequency of social media use is positively related to (a) exposure to fake news,
and (b) holding misperceptions (i.e., incorrectly believing false news are accurate).
H2: News consumption through social media is positively related to (a) exposure to
fake news, and (b) holding misperceptions.

1.3 Political Participation and Identification

A second set of variables used to explain the proliferation of fake news is related to
political behavior and ideology. Several studies have found a positive relationship
between actively participating in politics and being exposed or believing in fake news
[16, 17]. They hold that as users participate more actively in politics, they develop a
political or party identity, which is linked to cognitive biases [18, 19]. Thus, political
participation has been traditionally associated to the formation of closed groups that
function as news filters that generate a selective exposure of information [20, 21].

Most of this literature draws on the cognitive theory developed by Kunda con-
cerning confirmatory biases [22]. This perspective holds that individuals with marked
political preferences tend to orient their conclusions to confirm prior political beliefs.
More, Kunda found that while individuals seek to reach conclusions that coincide or
reinforce their positions, they are not free to take any path to the conclusions they wish.
Rather, that to reach certain conclusions, individuals must reasonably justify their
positions, maintaining an “illusion of objectivity”.

Consequently, it may be more difficult for politically active individuals to distin-
guish the veracity of different media due to their cognitive biases that filters the type of
news to which they are exposed. And, when it challenges their beliefs, cognitive bias
also prevents them from considering corrective information in a balanced way.

Further, the relationship between political participation and sharing misinformation
is affected by the level of misperception in individuals [23]. Researchers show that in
explaining the individuals’ support in US for the Iraq war in 2003 for instance, in
addition to party identification, it was also relevant what information they had about the
possession or absence of weapons of mass destruction by the Iraqi government. Yet it
was the mistakenly informed people who were most likely to share their opinion online.
Drawing on their finding, it seems that, unlike people who are totally uninformed about
a topic, misinformed individuals are more likely to share inaccurate information on
SNS, especially when they are politically active. Given that this research seeks to
compare the relevance of different types of variables, we include hypotheses of both
participation and political ideology to evaluate the impact of political factors compared
to other types of variables.

H3: Frequency of online political participation is positively related to (a) exposure
to fake news, and (b) holding misperceptions.
H4: Extremity of political opinions is positively related to (a) exposure to fake
news, and (b) holding misperceptions.
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1.4 Trust in Media, Contacts and Conspiracy Mentality

The third set of possible explanations we consider assume that fake news proliferation
through social media is a consequence of attitudes [24] and psychological factors [25],
especially those associated with trust. Trust, which is understood for the purpose of this
paper, is an element that allows people to overcome the vulnerability derived from
uncertainty through competence, reliability, integrity and security of other people and
systems [26]. The reason is simple: confidence works as an affiliative conduit that
allows individuals to discern between sources of information, peoples or institutions,
reliable or unreliable [14].

Yet confidence in institutions is declining in many areas of social life, such as
traditional media, which can facilitates exposure to misinformation and its propagation
[10, 14]. Three reasons have been advanced by researchers for this spread of
misinformation/fake news. First, has to do with news media: Traditional news media
are becoming indistinguishable from other forms of news dissemination, collectively
called alternative news media, whose rigor is difficult to verify [11, 21, 26]. Following
this logic, we propose the following hypotheses:

H5: Mistrust in traditional news media is positively related to (a) exposure to fake
news, and (b) holding misperceptions.

A second area has to do with trust in social media contacts. These help define how
users share and interact with content posted by other users [27]. If users trust their
contacts, they (almost by definition) would trust the information shared by them.
Further, studies have shown that the interactions that occur in platforms like Facebook
work in a similar way to face-to-face interactions, as these interactions promote inti-
macy, confidence, and participation [28]. Consequently, it is expected that the more
confidence users of social networks have in their contacts, the more credibility they will
have in the information shared by them, including fake news. Therefore, given the
increased circulation of fake news via SNS, it is expected:

H6: Trust in information shared by contacts is positively related to (a) exposure to
fake news, and (b) holding misperceptions.

Third, psychological variables affect the proliferation of misinformation through
social media, particularly the influence of conspiracy mentalities, which refer to claims
that seek to explain some event or practice by reference to the machinations of pow-
erful people, who attempt to conceal their role [29]. According to Flynn et al. [16] they
are distinctive insofar as they focus on the behavior of powerful people and may be
rooted in stable psychological predispositions. Others suggest that conspiracy mentality
can be defined as a belief system related to a rejection of what is perceived as power
groups who are covertly responsible for negative political or economic events [30].
Conspiracy theories have been a common topic among fake news studies [10, 14, 25].
Drawing on them, we expect that people who have a greater conspiracy-oriented
mentality will be more likely to believe in rumors (or facts) unsupported by the
standards of evidence, regardless their political ideology or partisanship. Taking this
into account we propose the following hypothesis:
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H7: Having a conspiracy mentality is positively associated with (a) exposure to fake
news, and (b) holding misperceptions.

2 Methods

2.1 Data and Context

A two-wave panel survey was conducted to examine the hypotheses, during April 2017
and June 2018 respectively. A national panel was employed following the Chilean
National Socioeconomic Characterization Survey (CASEN) in order to assure a more
accurate national representation. Three variables were used to generate a representative
sample: gender, age, and geography. Of the 8840 participants who received the initial
email with the survey’s URL, 1007 respondents ended up participating in the first wave
(2017) and of those 1007, 45% participated a year later in the second wave (451). To
correct for demographic biases, we used a model-based strategy, which means that we
entered as a control any variable that could be used to construct a post-stratification
weight [31].

Concerning the country were the data was collected, it is relevant to mention two
aspects. First, after Chile’s last political election (November 2017), the fake news issue
became a subject of national media attention, which warned the public, inter alia, that
fake news was seen 3.5 million times during the year 2017 [32]. Second, Chile has a
high use of social networks such as Twitter, Facebook or WhatsApp, all of which serve
as a source of information and news (64%) compared to the world average (23%) [33],
and a growing distrust in traditional media such as television and newspapers [34].
Consequently, it is possible to argue that Chile also experiences the symptoms of
informational disorder observed in the global North [35].

2.2 Analysis

We used a lagged dependent variable model estimated with OLS regression where
exposure, credibility, and sharing fake news variables in wave two are the main out-
come variables. This type of model is used under the assumption that the variable of
interest, in this case exposure, credibility and sharing of fake news of wave 2, are
strongly explained by their past (wave 1). Therefore, the exclusion of the lagged
variables of wave 1 can lead to biases of omitted variable and reduce the reliability of
the coefficients of the rest of the independent variables. The inclusion of lagged
variables absorbs a large portion of the variance of the model, while the remaining
coefficients can be interpreted as the predicted change in dependent variable compared
with the value it could have taken knowing its previous value [36, 37].

We are aware that the inclusion of lagged dependent variables could reduce the
contribution of other independent variables and increase standard errors. However, this
quality makes our models conservative when estimating the coefficients, which gives
more robustness to our conclusions.

We also use as a complement tools of structural equations (SEM) to identify direct
and indirect effects of the independent variables in the three variables of interest
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separately. The data also presented a small proportion of missing values. So as
not to bias the coefficients, we decided to impute these cases with the mean
(N = 423).

Finally, all independent and dependent variables considered in the analysis except
for lagged variables correspond to wave 2 of the survey. Figure 1 shows the theoretical
model with proposed causal relations in which social media qualities, political behavior
and ideology, and trust and psychological variables impact directly exposure and
credibility to fake news. Of course, both variables then explain sharing fake news. So,
in this article we do not focus in the direct relation between the first three groups of
variables and sharing fake news, but in their indirect relation mediated by exposure to
and credibility of fake news.

2.3 Dependent Variables

Exposure to Fake News. Respondents were exposed to a set of 14 fake news stories
that circulated in Chile in the preceding 15 months and then were asked if they were
aware of them (respondents were not told that news were false). The list of fake news
included misinformation about natural disasters, health, politics and immigration (e.g.,
“Some vaccines can produce autism in children,” “The President of Venezuela, Nicolás
Maduro, called for support of the candidate for the Presidency, Alejandro Guillier”).
These so-called news stories had circulated in the authors’ own social media accounts,
were fact-checked by El Polígrafo and found to be false. Based on this question we
built an exposure variable (range = 0 [not aware of any story] to 14 [aware of all
stories]; Cronbach’s a = .70, M = 8.13, SD = 2.76).

Sharing Fake News. Respondents were also asked if they had shared any of the 14
fake news stories. From their answers we created a variable of sharing fake news

Fig. 1. The hypothesized variables included in the model
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(range = 0 [no story was shared] to 14 [shared all stories]; Cronbach’s a = .69,
M = .953, SD = 1.50).

Credibility in Fake News. Subsequently, respondents were asked if they believed in
any of the news stories we had shared, regardless of whether they had heard them
before or if they had shared them (range = 1 [“not believable at all”] to 5 [“Very
credible”]). Based on this question we built a credibility variable of fake news
(Cronbach’s a = .85, M = 2.58, SD = 0.67).

2.4 Social Media Use

Frequency of SNS Use. Participants were asked how much time they spent on four
social networks platforms (Facebook, Twitter, Instagram, and WhatsApp) (range = 0
[do not use that social network] to 7 [use more than 6 h per day]; (Cronbach’s
a = 0.62, M = 3.45, SD = 1.25).

News Consumption in SNS. Respondents were asked how many days per week they
consumed news on SNS using an 8-point scale, ranged from “I do not see news or do
not have news service” to “Every day of the week” (M = .6, SD = 2.57).

2.5 Political Views and Participation

Online Political Participation. A battery of 8 questions with different examples of
political involvement in social networks was used (e.g., “Change profile picture or
status in a social network or WhatsApp in support of a political or social cause”).
Respondents were asked about the frequency of such activities using a 5-point scale
ranging from “Never” to “Always” (Cronbach’s a = .86, M = 1.97, SD = .72).

Strength of Political Views. We used a 7-point scale for political ideology ranging
from “Very left” to “Very right.” To create the variable for strong political identifi-
cation, the item was folded into a 4-point scale, ranging from weak to strong political
views (M = 0.29, SD = 0.45).

2.6 Trust and Physiological Variables

Trust in Traditional Media. Respondents were asked about 9 statements concerning
trust in traditional media (press, radio and television) such as “They are reliable sources
of information” or “They present all the sides of a news equally” using a 5-point scale
ranging from “Strongly Disagree” to “Strongly Agree” (Cronbach’s a = .86, M = 2.88,
SD = .68).

Confidence in Information Shared by Contacts. Participants were asked about their
level of agreement with the statement, “I trust most of the news shared by my social
network contacts” using a 5-point scale ranging from “Strongly disagree” to “Strongly
agree” (M = 2.31, SD = .83).
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Conspiracy Mentality. Based on Bruder et al. [38], respondents were asked about their
level of agreement with 4 conspiracy statements, such as “many very important things
happen in the world, which the public is never informed about” and “there are secret
organizations that greatly influence political decisions” (Cronbach’s a = .76,
M = 3.46, SD = .71).

2.7 Control Variables

Three demographic variables were considered: sex (M = 1.57; SD = .46), age
(range = 20 to 71; M = 35.02; SD = 12.32) and educational level (range = 1 [Ele-
mentary school incomplete] to 7 [Postgraduate]; M = 5.93, Mdn = 6 [university
completed], SD = .72). We also included a variable related to the attention of the
respondents to different type of news (Politics, Crime, International news, Economy
and business, Food and health, Environment, Technology and Science, Sports and
Sports) (range = 1 [no attention to news] to 5 [a lot of attention to news]; Cronbach’s
a = .67, M = 3.06, SD = .56). A scale of political ideology ranged from 1, “Very
Left”, to 7 “Very Right” was also included (M = 3.8, SD = 1.32). Given that several
studies have shown the relevance of online self-efficacy in explaining social media use
and behavior [39], we also considered individuals’ perception of their ability to
influence their online environment through their skills to understand online information
[40]. Thus, participants were asked their level of agreement with 7 statements (e.g., “I
can discern between relevant information” or “It is easy to be well informed about
important issues”) (range = 1 [Total disagreement] to 5 [Total agreement]) (Cron-
bach’s a = .74, M = 3.99, SD = .51).

3 Results

3.1 Descriptive Analysis

Before reviewing the proposed hypotheses, we observed the prevalence of exposure,
credibility and the propensity to share fake news in the Chilean case using the latest
wave of the study, namely 2018. According to table No. 1, we can see the high
proportion of familiarity with the fake news revealed in the survey (most respondents
had between 30.5% and 84.4% of familiarity). This familiarity is contrasted to fake
news about tolerance towards multiculturalism (No. 3, No. 9, and No. 11) and fake
news about politics that are not related to the last presidential elections of 2017 (No. 3,
No. 10, and No. 2), where participants showed lower levels of familiarity. However, it
is important to note that for respondents none of the news stories exceeds 50% of
credibility, although 4 of them reach 30% or more. Nevertheless, the highest levels of
credibility were found in news about politics and those related to health (No. 6,
No. 5 and No. 8). Finally, only a few percentage of respondents said that they had
shared fake news. (The range goes from 0.5% to 18.2%.) Thus, except for the news N
4, we see that those fake news stories about politics were less shared than those about
health, natural disasters and tolerance to multiculturalism.

224 D. Halpern et al.



3.2 Direct Effects

Returning to our hypothesis, we seek to identify which type of variables are the most
relevant in explaining why social media users are exposed, believe, and share fake
news through the internet. Figures N1, N2 and N3 presents the SEM models with the
direct effects between variables (Fig. 2).

First, Figure N2 presents the relation between sharing fake news and both variables
credibility in fake news and Exposure to fake news. The relation between these vari-
ables was tested including the rest of independent and control variables in the model.
According with Figure N1 we find a significant and positive relation between sharing
fake news and being exposed to fake news (b = .041, p < .01), and sharing fake news
stories and believing in them (b = .630, p < .001). This means that the more indi-
viduals are exposed to and the more they believe in fake news, the more they will share
them in social media (Table 1).

Regarding the direct effects between the selected variables and credibility of fake
news, Fig. 3 shows a negative effect between the frequency of SNS use and credibility
in fake news (b = −0.049, p < 0.05). This means that, contrary to what was proposed
in hypothesis 1a, the more individuals use the social media, the less they believe in fake
news. We also find a positive effect between the confidence in information shared by
contacts (b = 0.058, p < 0.5) and holding a conspiracy mentality (b = 0.245,
p < 0.01), which allows us to support hypothesis 6a and 7a respectively. We did not
find support for hypothesis 2a, 3a, 4a and 5a. This means that in order to explain
credibility in fake news, the variables related to trust and physiological factors are more
relevant than the political aspects and those related to social media use.

Regarding the role of these variables in exposure to fake news, only online political
participation is related significantly to exposure to fake news, which confirms H3b
(b = 0.245, p < 0.01). However, none of the others variables have an impact, as Fig. 3
shows.

We also find relevant effects in control variables. Holding strong political beliefs
does not seem to explain credibility in fake news, holding more Right-leaning political
ideology does have a positive effect in the believing of misinformation in social net-
work (b = 0.071, p < 0.01). This indicates that the orientation of political thought is
relevant, with Right-leaning people being more prone to believe in fake news than Left-
leaning people. Age also has a significant and negative effects (b = 0.004, p < 0.05),

Fig. 2. Direct effects of exposure and credibility of fake news on sharing fake news
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Table 1. Prevalence of misinformation exposure, beliefs, and sharing

Claim Exposure
to claim

Believes
claim is
accurate

Has
shared
claim

% % %

1. The President of Venezuela, Nicolás Maduro,
called to support the candidate for the Presidency,
Alejandro Guillier

66.2% 40.9% 2.4%

2. President Sebastián Piñera suffers from
Parkinson’s

7.3% 7.8% 0.5%

3. There was a secret agreement between the
United Nations and the government of Michelle
Bachelet for Chile to receive Haitian immigrants

52.5% 21.0% 5.7%

4. In the last presidential election there were
several votes marked in favor of the candidates
Alejandro Guillier and Beatriz Sánchez

84.4% 36.4% 10.6%

5. The consumption of animal milk does not feed
and, in certain circumstances, is even harmful to
health

65.2% 29.6% 10.6%

6. The consumption of genetically modified
foods, such as Monsanto seeds, is harmful to
health

69.7% 46.8% 18.2%

7. Some vaccines can produce autism in children 72.3% 17.5% 5.0%
8. Some vaccines have side effects that may be
worse than the same disease they are trying to
prevent

75.4% 26.7% 8.7%

9. Israeli agents have bought large tracts of land in
Patagonia

45.6% 20.1% 5.2%

10. President Michelle Bachelet suffered
depression and alcohol abuse at certain stages of
her government

30.5% 13.5% 3.3%

11. In Santiago operates a band of Colombian
origin that kidnaps minors in parks and school
exits

40.0% 25.1% 5.0%

12. Mapuche groups began the mega-fire that
occurred in the summer of last year

77.3% 16.3% 8.5%

13. The forestry companies started the mega-fire
last year to collect the insurance and reduce the
losses due to the drop-in exports caused by the
election of Donald Trump

71.4% 26.7% 8.7%

14. Members of the FARC of Colombia together
with Mapuche groups burned the forests of the
south last summer to destabilize the country

55.1% 8.5% 2.8%

Percentage that believes the story is accurate is the sum of participants who find it “very credible”
and “extremely credible”.
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which indicate that older individuals tend to believe less in fake news. Finally, the
gender is also relevant with women being more prone to believe in fake news than men
(b = 0.089, p < 0.1).

3.3 Mediation Effects

Together with the direct effects described in previous section, we also analyzed indirect
effects mediated by the variables “exposure to fake news” and “credibility in fake
news.” We found three variables mediated by credibility in fake news: social media use
(b = −0.0307, p < 0.5) confidence in information shared by contacts (b = 0.0366,
p < 0.5) and conspiracy mentality (b = 0.1542, p < 0.01). These results show that the
three variables do have an effect in sharing fake news, but only through the credibility
of fake news. So, according to the results, the more the individuals use social platforms,
the less they share fake news, mainly because they trust this information less. Similarly,
the more individuals hold a conspiracy mentality, the more they share fake news.
However, unlike credibility, none of de variables have an indirect effect mediated by
exposure.

These results allow us to assume that the variable of credibility in fake news is a
relevant variable to explain the indirect relation between several variable and sharing
fake news. Also, Fig. 4 shows the importance of trust and psychological variables in
explaining the spread of fake news through social media. It again, shows theoretically
contradictory evidence about the assumed positive relation between the use of social
media and the spread of misinformation through internet (Fig. 5).

Fig. 3. Direct effects of the hypothesized variables on credibility in fake news and sharing fake
news
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4 Discussion

Due to its rapid spread in social networks and the harmful effect, the topic of fake news
has become a major issue for the public and researchers alike. Justifiable fears exist for
the risk fake news poses to democracy, comity, and informed debate. Responsive to
this growing concern, we used a panel data to study the topic. To understand the
proliferation of fake news in social networks, we compared the effect of different types

Fig. 4. Direct effects of the hypothesized variables on exposure to fake news and sharing fake
news

Fig. 5. Indirect effects and mediation
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of factors on three key variables: exposure, credibility and sharing fake news. The
findings are discussed below.

First, researchers have consistently argued that the rise of fake news is attributable
to the emergence of new digital platforms that facilitate the production and propagation
of misinformation. They also suggest that the medium in which public debate takes
place makes it difficult for users to discriminate between truthful information and
information created for other purposes, including misleading ones. However, our
results show that controlling for other variables, the use of social network seems to be
negatively associated with believing in fake news. Thus, one possible implication is
that more connected users may have developed a sense of awareness about the
information quality in social media, and would be less exposed to these types of news.

Second, we outlined that variables related to political identification and participa-
tion would have an impact on exposure to fake news, as suggested by previous
investigations [11, 16–21]. Our results show that individuals who most identify with
the political Right are those who are more likely to believe fake news compared to the
people identified with the Left. This, however, can be explained by the type of fake
news about which the respondents were consulted, which refer to the past government
of Michelle Bachelet, president identified with center-left spectrum of politics. In other
words, much of the beliefs that researchers themselves hold about who accepts and
propagates fake news may be an artifact of the topics chosen as fake news and the
specific platforms and aspects they choose to investigate. They would be an ironic and
inadvertent demonstration perhaps of Kunda’s earlier findings concerning her cognitive
analysis about how people seek to reinforce their prior views and commitments.

Third, as several authors point out, the confidence of users is important in
explaining the proliferation of fake news on social networks [17, 21, 24]. Coherently,
we find that both confidence in information shared by contacts and conspiracy men-
tality are important variables to understand why people believe in fake news. However,
the relevance of these variables was not significant in predicting exposure to fake news.
A plausible explanation could be that trust in contacts and holding a conspiracy
mentality make people more susceptible to believe in fake news, but that does not
translate into actively seeking out misinformation or engaging with sources that pro-
mote them.

And this finding is relevant for two reasons. On the one hand, the fact that users
trust the information shared by their contacts may enhance filter bubbles or echo
chambers within platforms such as Twitter or Facebook, either by the algorithms of
these networks or by a natural tendency of groupings based on similar interests. This
aspect is central, because it may augment the disinformation effects of the fake news,
since it prevents users engaging with others who will present them with counter-acting
dissonant information.

On the other hand, we also find support for the idea that there are certain types of
individuals who, due to personality traits (e.g., lack of confidence, paranoia, low self-
esteem), constitute ideal victims of fake news. This was shown in the relationship
between conspiracy mentality and believing in fake news.

Finally, we found three relevant indirect effects mediated by credibility in fake
news, which are social media use, conspiracy mentality and confidence in formation
shared by contacts. The presence of this indirect effect underscores the need to analyze
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with more detail and complexity the relation between different factors that influence
misinformation in internet and social media. The indirect effects found in this research
allow us to asseverate that using social media, holding a conspiracy mentality or trust in
information shared by contacts are not enough on their own to explain why people
spread misinformation through internet. Even in the presence of these variable, if
individuals do not believe in the information to which they are exposed, based on our
data, we cannot expect that they will share these pieces of information.

In short, the literature on fake news has provocatively addressed several theories. In
this study, we have tried to take the most important variables offered by the literature
and observe how they operate when they are included within a single integrated and
longitudinal model. Our intention was to advance our understanding of a long-standing
phenomenon, such as fake news, which today has commanded still greater attention
due to social media. We know much about how each dimension works separately, but
in literature there is a lack of analyses that integrate different dimensions. Our effort
here is to respond to this vacuum by conducting (what we believe to be) the first
longitudinal study in the area.

However, much remains to be done. In this article we analyze the case of a Latin
American country, Chile. Even though many of our conclusions may be useful for
current debates among scholars, there may be no reason to expect that other region
around the globe behave in the same way regardless misinformation passing through
the internet. However, it is relevant to note that one of the limitations of this study is the
fact that more than half of the users surveyed in the first wave were not included in the
second wave. One reason that may explain this lower participation is the time elapsed
between the first and second waves (15 months). Another limitation is related to the
fact that we analyzed several fake news stories without considering if they refer to
political, health, migration or tolerance themes. Further investigation can separate fake
news stories based on topics and may find different patterns between variables. In spite
of the limitations, we hope that this article could help as an initial step for more
comprehensive and multidimensional studies about fake news and misinformation in
the internet.

Acknowledgements. This work was funded by Chile’s National Commission of Scientific and
Technological Research (CONICYT) through grants CIGIDEN/Fondap/15110017 and Fondecyt/
1181600.
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Abstract. The proliferation of short video sharing mobile applications
like Douyin and Kuaishou in China has led to new forms of entertainment
and information sharing practices. Even the huge live streaming industry
in China has been influenced by these popular video sharing mobile appli-
cations, because some people are drawn away from watching live streams
to watching short videos. However, little research has looked into why
and how people use Douyin, what engages users, and what concerns and
negative experiences users have with Douyin. Through interviews with
28 regular Douyin users, we identify several unique motivations of using
Douyin compared to other social media, reveal several different cate-
gories of content that engaged them, and present several challenges and
concerns they have when using Douyin. We show that people use Douyin
not only for entertainment, but also for keeping up with “fashion” and
for informational and practical needs. We situate our findings with prior
research on social media use in China, and provide design implications
for future video-based social media.

Keywords: Short video sharing · Uses and gratifications ·
User engagement · Social computing · Online community

1 Introduction

Douyin ( or Tik Tok, for its international version) is a short video and
music video sharing mobile application that was launched in autumn 2016. It
allows users to produce and browse quick-fire video clips lasting from 15 s to one
minute, to share funny and even nonsense videos widely online, similar to how
Vine [2] was used. With over 500 million global monthly active users [1] and over
250 million daily active users in China [21], Douyin (Tik Tok) has been the most
downloaded non-game app of iOS App Store globally since the first quarter of
2018 [16]. Douyin’s influence has even extended offline, as many users identify
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themselves as ‘Douyiner’ (“ ”) and socialize with each other using jargons
in real life. Many songs have garnered tractions because many content creators
on Douyin used them as background music of their videos.

One of the key differences between Douyin and Vine is its editing functions,
which allow the users to have add-ons, stickers, special visual effects, and ani-
mations easily when they are creating videos. Douyin also emphasizes the role
of music in the creation of videos, allowing users to easily align special visual
effects of videos to the chosen music. Besides, it adopts recommendation algo-
rithms to customize what is shown to different users when they are browsing
videos. These features enable end users to easily produce short videos that are
of high production values, and enable viewers to freely explore many videos of
interest. These features could also indicate a new genre of affordances in video-
based social media, especially those built around video sharing (Vine, Instagram,
and YouTube), though little work has been done to explore and understand the
motivations, practices, challenges, and opportunities of this emerging style of
short video watching and sharing.

This paper aims to answer these questions by an interview-based study with
active Douyin users. We use uses and gratifications as a lens to explore moti-
vations, user engagement, and potential challenges and concerns of using short
video sharing social platforms, relate our results to prior research in video inter-
action and video sharing platforms, live streaming, and social computing theo-
ries, and discuss its design and social implications from our investigation in the
situated cultural context of China.

2 Background and Related Work

There are many online platforms and communities which support video sharing.
YouTube is the largest platform for sharing video content online. It does not
have constraints on topics or time limits, and hosts billions of public accessi-
ble archived videos. Vine was a public short video sharing platform operated
by Twitter but shut down in 2017, which had a 6-second time limit for videos.
Instagram, now owned by Facebook, began as a photo-sharing platform, but has
recently started to support videos of 3 to 15 s. While all of these platforms are
popular, Douyin has some unique features, such as emphasizing on background
music and special visual effects, and the aforementioned platforms are currently
not available to Chinese users. We chose to focus on Douyin to understand the
specific uses and gratifications of short video sharing platforms, and to inves-
tigate the affordances of such platforms in the unique social media landscapes
and social contexts of China.

Prior work has investigated public video sharing platforms such as YouTube,
Vine, and Snapchat. For example, a survey of online videos conducted by Pew
Research in 2013 found that 18% of adult users produce videos and share them
online [10]. The survey also found that adult content producers mostly post
videos of family and friends doing everyday things (58% of the content produc-
ers), themselves or other people behaving in funny ways (56%), and events they
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Fig. 1. User interface of Douyin (Tik Tok). Left: a video showing a dynamic wallpaper
for mobile phones. Right: a video showing a love letter with narrations

attend (54%). Ding et al. examined Youtube authorship through measuring and
analyzing video uploaders of YouTube, and found that 63% of the most popular
uploaders were mostly sharing user-copied (rather than original) video content
[5]. Farnham et al. found that people maintain faceted lives in online spaces,
choosing presentation of their identity based on the affordances and constraints
of various social technologies [6]. Yarosh et al. studied youth video authorship
on YouTube and Vine, and found that youth authors treat online video shar-
ing platforms as a stage to perform, tell stories, and express their opinions and
identities in a performative way [24]. McRoberts et al. studied how Snapchat
users perceive and use the Stories feature, and relate their findings to theo-
ries of self-presentation and identity curation in social media [15]. Cavalcanti
conducted an interview-based study to understand the affordances of ephemeral
communications of Snapchat, and found that Snapchat users experienced media,
meaning, and context loss, and they developed workarounds to deal with these
losses through preemptive action and collaborative saving [3]. Though relevant,
Douyin has several unique design features and different demographics of users,
and it should be an important part of research agenda for understanding video
interaction, similar to Vine [9]. Douyin also supports in-app live streaming func-
tionality with gamification elements which allows viewers to send virtual gifts to
their favorite content providers, and we will situate our results with prior work on
live streaming of video gaming [18], information behavior on social live stream-
ing services [18], mobile live streaming [20], live streaming in China [11,13,14],
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and gamification in live streaming [17]. To the best of our knowledge, this paper
is one of the first to examine the uses and gratifications of short video sharing
practices on Douyin.

3 Method

Inspired by the popularity and impact of Douyin, our study is motivated by the
following research questions:

RQ1: Why are people using Douyin and how are they using it?
RQ2: What engage the users when watching the videos shared on Douyin?
RQ3: What are concerns, challenges and negative experiences using Douyin?

3.1 Interviews and Participants

To address these questions, we conducted 28 semi-structured interviews with
active Douyin users in China, 5 of whom were also active content creators
(Table 1). Our participants were 50% female, aging 16–31 (M = 23, SD = 4) They
were recruited through snowball sampling, and were mostly located in Beijing,
Shanghai, and Yinchuan. The interviews were conducted remotely using video
or audio calls from October 2018 to January 2019. Each interview lasted approx-
imately 40 min, and participants were volunteers who did not receive any hon-
orarium. Interviews included questions about their motivations to watch short
videos on Douyin, what types of content they enjoyed watching on Douyin, what
they liked or disliked about using Douyin, how they interacted with other users
on Douyin, and concerns and negative experiences they had with Douyin. Dur-
ing the interviews, participants were also asked to share with us some video clips
they recently saw and thought as engaging or interesting, and we asked them to
elaborate on why they enjoyed watching the videos. Interviews were conducted
in Mandarin, audio-taped, and transcribed by the author who conducted the
interviews.

3.2 Data Analysis

The transcripts of all the interviews were analyzed using an open coding methods
[4]. The authors who are both native Mandarin speakers first coded the tran-
scripts individually, and met to gain consensus on the codes. Then the authors
discussed about the codes using affinity diagramming as a modified version of
grounded theory analysis, to find and group the themes that emerged.

4 Findings

Our analysis revealed several different user motivations of using Douyin, users’
practices of using Douyin, what content engaged users, and negative experiences,
concerns, and challenges of using Douyin.
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Table 1. Summary of Douyin users interviewed. P8, P9, P16, P22, P26 were also active
content creators.

ID Sex Age Location Occupation Months
using
Douyin

ID Sex Age Location Occupation Months
using
Douyin

P1 M 19 Yinchuan Student 10 P15 F 27 Beijing Manager 6

P2 M 21 Yinchuan Student 15 P16 M 26 Shanghai Programmer 15

P3 F 17 Yinchuan Student 12 P17 M 19 Beijing Student 9

P4 M 23 Beijing Student 18 P18 F 20 Yinchuan Student 16

P5 F 22 Beijing Office worker 11 P19 M 21 Beijing Student 15

P6 F 16 Yinchuan Student 8 P20 F 24 Yinchuan Accountant 13

P7 M 24 Shanghai Programmer 20 P21 F 23 Shanghai Student 5

P8 F 25 Beijing Doctor 10 P22 M 31 Shanghai Programmer 18

P9 M 21 Shanghai Student 24 P23 M 22 Beijing Student 15

P10 M 26 Beijing Programmer 8 P24 F 25 Yinchuan Student 10

P11 F 23 Shanghai Accountant 6 P25 M 29 Yinchuan Manager 8

P12 M 18 Yinchuan Student 11 P26 F 27 Yinchuan Office worker 15

P13 F 24 Yinchuan Student 16 P27 F 26 Beijing Programmer 12

P14 F 22 Beijing Office worker 10 P28 M 18 Shanghai Student 6

4.1 User Motivations

For Entertainment and Sociality. All of the interviewees reported that they
watch videos on Douyin to relax and have fun. Killing time, making more friends
from strangers online, communicating with others and sharing personal life sto-
ries, sharing their point of view, and finding an appropriate community were also
reported as important motivations for using Douyin. These motivations align
with findings about live streaming practices in China [14], which may explain
why Douyin is influencing the popularity of live streaming services in China –
people use both Douyin and live streaming for entertainment and sociality, and
the two types of media certainly compete for time.

“A Fashionable Lifestyle”. We found that 21 interviewees use Douyin for
following the perceived stylish and up-to-date lifestyle, because they consider
using Douyin as “fashionable lifestyle”. Further, 16 interviewees reported that
they used Douyin to be able to talk with people around them with interesting
and trending topics, because peer students or workers often talk about content
on Douyin. This is especially true for young Douyin users. As noted by P3, a
female high school student:

“Over 90% of students in my class are using Douyin. We often talk
about interesting videos we saw on Douyin and even produce funny videos
together. They often share the information of some fancy items they get
to know about from some videos on Douyin, like some cute bags or nice
cosmetics, and even buy them on the Internet once they become super
popular. That seems cool for most of us. I cannot imagine what it will be
like if I do not use Douyin. It would be like an outlier, I guess, that I could
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not understand what others are happily talking about. I use Douyin to
keep up with the trend in my class.”

We also found that, especially for young Douyin users (those under 20 years
old), their attitudes toward those who do not use Douyin aligned with Social
Identity Theory [19] that they will discriminate those who were not using Douyin.
They thought non-Douyin users were “uncool and outdated”, and tend to social-
ize less with such people in real life. Two interviewees (P6 and P28) even men-
tioned that they did not usually use it when they were alone, because they
wanted to focus on study or their hobbies in their own time, but would use
Douyin when they were together with close friends who enjoyed using Douyin,
because they wanted to present themselves as “being up-to-date and knowledge-
able” about using Douyin to their peers. The fear of being discriminated by
peers is another reason driving the use, which adds to the motivations of using
Douyin for most of the young interviewees.

Engaging in a Virtual Intimate Relationship. Our interviewees also
reported that they used Douyin to feel as if in a virtual “intimate” relation-
ship with their favorite content providers, especially with those who often post
videos of them narrating lover’s prattle to their fans (Fig. 1). They enjoyed hear-
ing these prattles and imagined being in a pleasant virtual relationship without
having to be heavily committed to it. They also learn from such prattles and use
them in their real life for romantic relationship, as noted by P6, a female high
schooler:

“I really enjoy watching this Douyiner. His voice is nice, and he always
posts videos in which he is narrating beautiful prattles to us. I feel as if I
am in love with him. And the background musics he uses are great, too.
I will listen to them again and again. I also share some prattles he wrote
with my close friends, and we take notes about these prattles. I think we
can use them to our beloved ones one day.”

This reflects a pattern of para-social interaction [8] that fans extend their
emotional energy, interest and time to their favorite content providers on Douyin,
while content providers may not respond to the devoted energy and interest
directly. However, as the content providers on Douyin constantly post new short
videos which may partly respond to each fan’s voice, the emotional needs of fans
may be satisfied and they in turn pay more attention to the content of their
favorite content providers.

Informational and Practical Purposes. Interviewees also reported that they
enjoyed watching short videos that have practical values to them in real life.
Videos related to work and study were most liked, such as sharing learning
notes, dealing with guanxi (the ties between people fostered through exchanges
of social capitals [23]), and self-improvement tips. For example, P3 noted:
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I like watching other students sharing their learning notes about Maths
on Douyin. Some notes are really of high quality and easy to understand,
because they know what we as students are confused about. I watch them
to learn how I can improve my note-taking skills.

Interestingly, several young users reported that they like watching and shar-
ing videos in which the creator is sharing good-looking profile images for them to
adopt for their social accounts, fancy nicknames for online social accounts, and
creative animated mobile phone wallpapers for individuals or couples (Fig. 1).
This shows a trend that the content of some short videos can be easily “material-
ized” and adopted in other social channels, and the videos penetrate into users’
real life. As noted by P28, a male student who was in a relationship:

“My girlfriend really likes to adopt the profile images recommended by a
content provider as her WeChat account. She says that those profile images
are beautiful and can fit with her personality well. She also likes to adopt
animated mobile phone wallpapers shared on Douyin. Sometimes those
wallpapers are for a couple, which are very creative in that two phones
can create a holistic story when put together, and she always urges me
to adopt those wallpapers together with her. It is a way to show to her
friends that we are in a sweet relationship.”

4.2 Categories of Engaging Content

We found several different categories of content that users are engaged in. Due
to the limitations of the qualitative studies, the results we report here are not
intended to provide a representative sample of content that is perceived engaging,
but to highlight the unique genres that were not usually presented in prior
research. We intentionally leave out some common genres of videos that were
intensively studied and reported in prior research, such as movie clip remix,
selfie style videos, creative dance, important life moment, etc, which are often
reported in prior research [15,24].

Positive Energy. Twenty two interviewees mentioned that they enjoyed watch-
ing short videos that show positive emotions or prosocial behaviors, for example,
showing kindness to homeless people or strangers who need help, donating money
to those in need, showing the efforts of soldiers when they are training, etc. Sev-
eral interviewees noted that such content is well curated, and make them feel
confident about humankind and humanity, e.g., as noted by P11,

“I think there should be more content about positive energy on Douyin. I
remember one video which the content provider performed singing on the
street to raise money for one of his classmate who got cancer. I was so
touched about this video and even donated some money to him.”
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Knowledge Sharing. All the interviewees reported some content that was
intended for sharing knowledge from the content providers. Such knowledge was
often shared in a comprehensive way, with each short video only covering one or
two key points of certain knowledge. Animation or slide style presentation were
usually adopted by the content providers, with their narrations aligned with
closed captions of the video. The types of knowledge shared via short creative
videos on Douyin covered a wide range, and the commonly mentioned topics
included:
Popular Science: Popular natural science (physics, chemistry, biology, etc.),
popular social science (history, geography, etc.), health, safety, law, etc.
Education: K12 education, undergraduate education (e.g., Spoken English,
learning tips, etc.), graduate education (e.g., how to prepare for Chinese Grad-
uate School Entrance Exam), etc. Such content is more of interest to students.
Arts and Skills: Singing, calligraphy, dancing, handicraft, painting, photogra-
phy, etc. Our interviewees enjoyed the high production value and the creative
stories that showcased the arts and skills in a comprehensive and attractive way.
Some interviewees also noted that some videos stimulate their interest in arts and
encouraged them to practise or learn more about certain skills. Some arts and
crafts related videos were actually about intangible cultural heritage in China,
for example, Chinese calligraphy, Peking Opera, Shadow Play, Dough Figurines,
etc., which were mostly used for promoting traditional cultural practices by
these cultural practitioners. Apart from short creative videos, livestreams were
also adopted by these content providers for engaging more viewers with cultural
practices, as previously studied by Lu et al. [12].
Profession Related: Self improvement, professional skills, social skills, invest-
ment, etc. Our interviewees noted that a lot of such content was rarely seen in
books or on other websites, and that “it is better conveyed through videos than
words alone”. Such content was especially perceived useful by interviewees who
were working. Videos about social skills, or even office politics, were especially
mentioned by several interviewees, and they noted that such videos were very
useful for Chinese society, where guanxi played an essential role in social and
professional life [23].
Life Hacks: Life tips, cooking, body building, makeup, pets, home decoration,
gardening, etc. Such content was often mentioned by young adults (e.g., P5, P20)
who just graduated from universities and started their careers, and began to live
in apartment and equip their own ‘home’. Such young adults could benefit from
the life hacks shared in these videos, which helped them improve their quality of
life without having to do extensive searching on the Internet or bothering older
people who had more experience for advice.
Baby Related: Baby raising, early education, parenting, etc. The educational
baby-related videos were more attractive for those who were raising or expect-
ing babies, while other baby-related videos, which were about showing off how
talented the babies were, or what fun it was to have a baby do creative things,
were attractive for most people.
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It is interesting that interviewees noted that they typically did not search
for specific information actively when using Douyin. Instead, most of the time,
they watched such informative videos because these videos were ‘pushed’ to
them by the recommendation algorithms of Douyin. This differs from watching
informative videos on YouTube, where most people seek information actively.
Such ‘effortless’ encountering with educational videos made watching knowledge
sharing short videos attractive and engaging for Douyin users. As noted by P22,
a male software engineer in Shanghai, who used Douyin mostly for watching
beautiful girls dancing or creative content.

“I enjoy watching knowledge sharing videos because although I do not
use Douyin directly for acquiring knowledge, but more for killing time, I
can still gain some useful and practical knowledge from those knowledge
sharing videos recommended to me, so that I won’t feel too guilty. For
example, I learnt from Douyin how to make Douyin meal ( )), which
is super easy for us office workers to cook for dinner.”

Traveling and Tourism. Our interviewees also noted that they saw many
videos that were about traveling to places of interest. Many cities, not only in
China, but also all over the world, were covered by such creative videos, and
typically they were not like official promo videos of a city, but rather, more
like a well-produced video clips of representative views of the city. Asian cities
outside of China were mentioned more than cities in America, Europe, or other
continents, but it might be due to few content providers had access to those
cities outside of Asia. Several interviewees noted that watching such videos can
inspire them of potential travel destinations in the future.

Several young interviewees also mentioned some videos that were about trav-
eling, but shot in a way as telling a story of how the content providers finally
made up their minds to quit their jobs and planned a trip with a limited budget
to a foreign place of interest. These interviewees noted that such videos inspired
them of alternative lifestyles, that could relieve themselves from the chore of
their family and social life to pursue their “dreamed” life. As noted by P24:

“After watching these people who give up something, like their jobs, in
real life, for a trip to their dreamed places, I really admire them and
begin to think about how should I pursue my dream in a more practical
and meaningful way. Their story reminds me that I am still young, and I
should try to pursue my dream even with limited resources.”

The Effects of Music. All the interviewees mentioned that the background
music of videos played a great role in their engagement with Douyin. They really
enjoyed some well-produced original pieces of music that were adopted by many
popular videos, and sometimes they even browsed videos using the same piece of
music if they really like that piece of music. Several interviewees even mentioned
that they sometimes even intentionally skim videos to keep up with the trend of
popular music, as noted by P22,
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“I get to know many new songs just from Douyin. Without Douyin, maybe
I won’t be able to know so many trendy pop songs. Douyin trendy songs
( ) can be heard almost everywhere in my life, on the street, on
music apps, or even other people’s mobile ringtones.”

4.3 Concerns, Challenges, Negative Experiences, and Implications

Our interviewees mentioned several concerns, challenges, and negative experi-
ences using Douyin.

Several interviewees noted that it was hard for them to find what exactly
they needed when they used Douyin for learning, especially when the topic was
a little too complicated and there are many relevant videos. They had trouble
filtering out short videos that really fit their needs, and most of the time they
have to search from other resources, such as searching on the Internet, if they
really want to know more about the topic. Future design of such creative short
video sharing mobile applications should consider how to facilitate information
seeking behaviors for serious learners.

Some interviewees reported that some videos on Douyin were so negative
for emotions, that they made them hopeless about real life, and even brought
contagion of negative emotions within friends if they shared the video with each
other. Recommendation algorithms might make the situation worse, as noted
that sometimes they kept seeing negative content being recommended to them.
Future design should consider assessing the negativity of videos, and to give inter-
ventions to viewers when risks of negative emotional contagion were detected.
The design of the recommendation engine should also be improved to avoid
accumulating negative emotions for viewers.

Privacy issues were another concern, as some interviewees noted that Douyin
could recommend very relevant ads to them, which made them concern about
the fact that Douyin knows too much about them, because it has so much data
about their preferences for video content. Future research should look into how
to better protect user’s privacy while balancing the convenience brought by the
recommendation system for video sharing mobile applications.

Some interviewees were concerned about addiction to Douyin, and its poten-
tial impact on younger generations, as they felt that many adolescents were
sharing and watching videos intensively using Douyin. Future work must inves-
tigate how to mitigate user’s addiction, and how to make Douyin a safer place
for adolescents. Douyin provides valuable knowledge sharing videos which can
benefit adolescents in acquiring knowledge that is not easy to gain from other
sources, but the addiction to Douyin and its negative content might do more
harm to the students.

5 Discussion

Living in a society where guanxi is highly valued and keeping face is important
in daily life, Chinese people’s use of social media platforms is deeply influenced
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by these cultural elements and social media landscapes [11,14,23], which also
emerged from our results. Some users adopt Douyin partly because they want to
present themselves as leading a “fashionable” lifestyle, and they do not want to
be looked down upon by those who already adopted, which aligns with theory
of the presentation of self [7], that people present their perfect selves at the
front stage of their social life. For Douyin users, using Douyin intensively and
interacting with creative videos, content providers, and other viewers actively on
Douyin become a social norm that should be presented at the front stage of daily
life. Douyin users are willing to actively present themselves as Douyin users at
the front stage, using jargons to socialize with each other in offline life. Further,
they also have to manage their impression while using the app, that they have
to present themselves through creative videos, likes, or comments on Douyin.
Sharing videos on Douyin requires larger amount of self-disclosure than text or
image, and they may struggle with a coherent presentation of self in this sphere.
Future work should delve deeper into this question, to investigate how Douyin
users negotiate the presentation of self between video and non-video modality,
and between online and offline social life.

Our results also echo previous research that Chinese people, especially those
from rural China, use social media for pursuing a “dreamed” life [22], and we
argue that the form of short videos makes such “dreamed” life feel closer to
real life, with increased exposure to creative visual stimuli, social features, and
interactivity. Although the fate of Douyin is still unknown at this stage, it shows
a trend of the changing culture in our society afforded by convenient and effort-
less video sharing platforms, which should be further investigated to inform the
design of better social media platforms.
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Abstract. People appropriate technologies in order to make them more
suitable to their needs. Technology appropriation is related to assigning
new meanings and can be achieved in a variety of ways. Among many
possibilities there are functionalities within computational systems, such
as end-user tailoring. This research seeks to investigate how people appro-
priate communication systems through end-user tailoring. Two commu-
nication systems were object of study, one directed to the personal con-
text, WhatsApp, and another to the professional context, Slack. We
conducted interviews and applied questionnaires to 12 users. Evidence
was found that contextual factors motivate and condition appropriation
through end-user tailoring in communication systems. We identified four
cases that people used end-user tailoring to appropriate the systems. In
addition, this research provides an understanding of the context, moti-
vations and circumstances in which people appropriate.

Keywords: Appropriation · End-user tailoring · Context ·
Collaborative communication systems · Slack · Whatsapp

1 Introduction

When people use technologies, they tend to adapt these artifacts to their reality,
assigning new meanings and making the technology their own. Dourish [1] defines
appropriation as the process by which people adopt and adapt technologies,
fitting them into their working practices. According to the author, the starting
point to understand appropriation is not with technology but with practice.
Practice reflects the set of meanings that can be attributed to objects and actions
on them as part of a community.

People can appropriate technologies in a variety of ways, from sticking notes
on the computer screen to programming new codes. Among these possibilities
there is end-user tailoring. Tailoring is defined as the activity of modifying a
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computational application in the context of its use [2]. Mørch [4] distinguishes
three levels of tailoring, which are customization, integration, and extension.
Customization is the act of modifying the appearance of objects or editing val-
ues by selecting among a set of predefined options. Integration is creating or
recording a sequence of program executions that results in new functionality
which is stored with the application. Extension is an approach in which the
functionality of an application is improved by adding new code [4]. The scope
of this research is at the level of customization, which means predefined tailor-
ing options that are executed under user commands. We use the term end-user
tailoring here as a reference for this scope.

End-user tailoring assumes an even more specific quality when it comes to
the context of communication systems. Communication systems allow interac-
tion between multiple users, within groups, organizations or communities, which
broadens the social, political and cultural contexts where these systems are used.
In this sense end-user tailoring is, among other aspects, an option to provide
end-users with resources to appropriate a system. Two applications were used as
study objects, one with functionalities focused in the professional context (Slack)
and another with functionalities focused in the personal context (WhatsApp).
These applications were selected because they are widely adopted by people and
companies in Brazil, where this research was conducted. Once both are used
for communication between individuals and groups, it is possible to make com-
parisons based on context indicators where they are inserted. In this sense, the
choice for applications with large adoption supports a diverse sampling in data
collection, making it easier to find appropriation cases.

This research seeks to investigate how people appropriate communication sys-
tems through end-user tailoring. Appropriation emerges in contexts of use and,
although it is not possible to clearly bound professional and personal spheres,
this work aims to understand how technology appropriation occurs in different
social contexts and groups.

2 Theoretical Framework

Dourish [1] argues that to understand appropriation, we should not start by
the technology itself, but by practice. The practice is more than simply how
things get done, but reflects the sets of meanings that can be ascribed to objects
and actions over those objects as part of a larger enterprise. In this sense, we
understand that appropriation is concerned both with the ways in which tech-
nology comes to play a role in this set of meanings and with the ways in which
people influence and change this set of meanings. Tchounikine [5] argues that
appropriation happens when users assign functional values to a system.

Appropriation sometimes requires improvement in system settings, what may
demand the system to be changed, if such means exist. Lindtner, Anderson and
Dourish [6] state that the notion of appropriation can easily be understood as
user empowerment. Through end-user tailoring people will make the changes
that they consider necessary in the systems. End-user tailoring is defined as the
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activity in which users modify a computational application according to their
specific usage practices or personal preferences [7,8]. Appropriation materializes
changes in several spheres, from the object itself to the way in which people
interact with it. Trigg and Bødker [9] argue that the traditional binary (and
technocentric) division of people into designers and users is becoming nebulous.
Increasingly, we recognize a rich spectrum of people having a variety of skills
from applying technology from a routine use to designing new technologies.

It is recognized that creators, designers, and developers imprint purposes,
meanings, and values on technology. As Feenberg [10] argues, technical choices
mark the horizons of everyday life. These choices define a “world” within which
the specific alternatives we think about—as purposes, goals, uses—emerge. In
this sense, it can be understood that technology is often the materialization of the
subjective perceptions of its creators. In addition, it is understood that technol-
ogy does not necessarily brings benefits in the context of its use. Appropriation
is, in this sense, a way for people to adapt and make their own technologies
when they do not fit properly in the context where they are. Balka and Wagner
[11] confirm the mutual shaping of technology and contexts resemble an ongo-
ing design process that end-users perform largely without any involvement of
professional developers.

Appropriation, when contextualized in communication systems, must take
into account not only the individual preferences but also the needs of the group
as a whole. Communication systems allow interaction of multiple users, within
groups, organizations or communities and can be used in real time or be asyn-
chronous [12]. Pipek [13] reports that collaboration between users helps signif-
icantly in appropriation. When viewing the activity level of the collaborations,
the author realized that it was not tailoring itself that helped users to decide
in favor (or against) alternative uses, but the action of explaining, demonstrat-
ing and discussing it. Still considering the professional context, Tchounikine [5]
argues that appropriation is often related to the role of work practices. Accord-
ing to the author, in respect to appropriation, this means that the way users
perceive and use technology find explanations in the characteristics of the pro-
fessional activity.

End-user tailoring has proven to be a great ally in the development and use
of collaborative systems. Greenberg [14] in his study of personalizable groupware
states that a prerequisite for a successful groupware is that it must be acceptable
to most or all members of the group. In this sense, the author argues that these
systems can be modified to match the specific needs of the individuals and the
particular needs of the group as a whole.

The understanding of appropriation as a reflection of contextual factors is
related to the interests of the third wave of Human Computer Interaction (HCI).
Harrisson, Tatar and Sengers [15] cite it is a matter of interest in the third wave
to understand how people appropriate technologies and how we can support
these appropriations. It is in the context where people realize the technology
is not suited to their intentions or desires and, by different means, they make
it appropriated and attribute new meanings to it. Among the different ways in
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which people can appropriate, end-user tailoring is an alternative where tech-
nology provides resources for people to adapt it as they wish or need.

3 Method

Figure 1 summarizes the method developed for this research. Each step is
described below in order to contextualize its role within the scope of this research.

Fig. 1. Research method

3.1 Theoretical Framework

In the first step of this research we contextualized the concepts and the theoreti-
cal approaches concerning the themes addressed in this research: Appropriation,
End-user Tailoring and Communication Systems. Even though it was the first
step in this work, this step was extended in parallel and was revised after the
conclusion of the same. The literature read before data collection aimed to define
a more limited scope for data collection. The theoretical framework studied par-
allel to and after data collection aimed deepening concepts and understanding
how the relations between them are established. According to results of data
analysis, the theoretical framework was also revisited during the interpretation
and discussion.

The construction of the theoretical framework began by reading texts about
tailoring, which was the initial focus proposed for this work. However, the read-
ings pointed out that end-user tailoring was inserted within a larger conjuncture.
From this understanding, the authors referenced in the texts as well as the the-
oretical basis of Science and Technology Studies (STS) and third wave HCI
studies, extended the understanding to the context where the “non-predicted”
activities took place, who were the users and what their motivations could be.
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3.2 Data Collect

The first part of the theoretical framework helped to define a scope for data
collection, which aimed to observe how people appropriate collaborative systems
by end-user tailoring. We used triangulation of methods, combining analysis
by specialist, semi-structured interview, and questionnaire for data collection.
Lakatos and Marconi [16] commented that triangulation is intended to cover the
maximum extent in the understanding of a fact studied. Following, we list the 5
steps of the data collection process are listed.

1. Choice of Study Object
Selection of two communication systems: one with work-oriented functional-
ities, Slack1, and another more personal-oriented, WhatsApp2. It should be
emphasized that, naturally, the division between personal and professional
contexts is not clear and there is interference from both sides. Bødker [17]
argues that there are connections between work and leisure and the technolo-
gies that mediate relationships between people end up going through such
situations.
The choice of these communication tools aimed to deepen the analysis of
practices of use and sharing of information by individuals and groups either
in real time or asynchronously. Because both tools are widely adopted by indi-
viduals and companies, their comprehensiveness was a motivating factor in
their choice. The goal is that, with two applications used for communication
between people and groups, it would be possible to draw comparisons due to
the distinction of context in which they are inserted. In this sense, selecting
tools with broad adoption allows for a more diverse sampling in data collec-
tion, making it more likely to find appropriation examples.
The analysis by specialist consisted in the researcher’s work on identifying
end-user tailoring functionalities in both systems. These features were listed
according to the criteria of Mørch [4] for the third level of end-user tailoring:
customization which consists of “Modifying the appearance of presentation
objects, or editing their attribute values by selecting among a set of predefined
configuration options.”

2. Development of data collection tools
After selecting the communication systems, we developed two data collection
tools: questionnaires and protocols for semi-structured interviews. The end-
user tailoring functionalities identified in the analysis by specialist were the
basis for the questionnaire. The protocols for the semi-structured interviews
were based on questions related to the context and motivations for end-user
tailoring. We chose semi-structured interview because it provided conditions
for a deeper understanding of the issues of interest, and we chose the ques-
tionnaire as a method to assist in the expansion of the data collected.

3. Conduction of Tests
Two tests were performed with interview and questionnaire, being one test

1 https://slack.com/.
2 https://www.whatsapp.com/.

https://slack.com/
https://www.whatsapp.com/
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with a Slack user and another with a WhatsApp user. The purpose of the
tests is to highlight possible flaws, such as: complexity of issues, imprecision
in the essay, unnecessary questions, and constraints to the participant [18]. In
both tests, participants suggested improvements for both the semi-structured
interview protocol and the questionnaires. From the revisions made, a version
was defined that would be applied in field data collection.

4. Field Data Collection
Data collection covered 12 individual semi-structured interviews and the
application of the questionnaires in sequence, being 6 interviews for Slack
users and 6 interviews for WhatsApp users. All participants gave an inter-
view and answered the questionnaire voluntarily and by accepting a free and
informed consent form. Interviews were conducted mostly in person and,
depending on availability, through videoconference. Each interview lasted
45 min in average.
The sampling was intentional and followed as strategy criteria the diver-
sity of interviewees’ profiles. WhatsApp participants were from different ages,
professions and experience of use of the application. Slack participants were
employees of companies from different areas of activity: Food, Financial, Edu-
cational, and Administrative. Given the qualitative nature of this research,
sampling is also characterized as accessibility sampling, since people contacted
to participate were known or indicated by people close to the researcher.

5. Transcription
Collected data was recorded and later transcribed, taking the necessary
precautions to preserve anonymity of the participants and the companies
involved. The next step in methodology, data analysis, used the transcrip-
tions of semi-structured interviews as the basis material for coding.

3.3 Data Analysis

In order to analyze data collected in the interviews, we used the method of
coding, based in Grounded Theory. Although this research is not classified as
Grounded Theory itself, coding was one of its methods adopted in this research
for data analysis. According to Strauss and Corbin [19], coding is the fundamen-
tal process used by the researcher for analysis. In research on Grounded Theory,
there are three basic types of coding: initial, axial, and selective. For this research
the three types of coding were used as described below:

1. Initial Coding Coding is the process in which data is fragmented, analyzed,
and interpreted [19]. The first stage of coding process consisted in a care-
ful reading, sentence by sentence of interviewees’ answers. For each sentence,
codes were created conceptualizing the ideas expressed in answers. As coding
progressed, previous transcripts were revisited, and some codes were renamed
or replaced. It was noticed that the last transcripts were the ones that gener-
ated less new codes, since a great part of the codes used had previously been
generated.
A total of 84 codes were initially generated. All generated codes went through
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a first refinement, where similar codes were grouped and others were removed.
According to Gibbs [20], refining codes helps the author to revisit the text
to see if it can be coded differently, either by using different codes in longer
passages, or by checking for examples elsewhere in the same transcript that
need to be coded with new codes, or making the initial descriptive codes more
analytical. After refinement, we came to the number of 79 codes that were
also grouped by similarity, as suggested by [20]. The author comments that
grouping facilitates the creation of a hierarchy of codes, where the researcher
looks for patterns, makes comparisons, and constructs models. We created
18 groups of code, also called subcategories, that were later used for axial
coding.

2. Axial Coding
According to Charmaz [21] axial coding relates subcategories to categories,
specifies the properties and dimensions of a category, and brings together
the data that has been fragmented during initial coding to give coherence to
the emerging analysis. We made the relation of subcategories to a category
through the “Coding Paradigm” that considers aspects such as conditions,
context, strategies (action/interaction) and consequences.
To facilitate the relation of subcategories to the coding paradigm, subcat-
egories were grouped following hierarchy degrees. Gibbs [20] argues that a
long list of codes is not very useful and therefore it makes sense to organize
them into a hierarchy in which relations can be clearly seen. The three groups
of subcategories created respected the order in which they were reported in
the interviews. Thus Axial Coding was done by means of a relationship of
subcategories within each respective group with the four elements of the
coding paradigm: Causal Conditions, Context, Action/Interaction Strate-
gies and Consequences. This relationship in axial coding resulted in four
categories: (Sect. 4.1) Elements of Context, (Sect. 4.2) Experience with the
System, (Sect. 4.3) Factors to end-user tailoring, and (Sect. 4.4) Implications
Reported. These categories were the basis for selective coding.

3. Selective Coding
Finally, selective coding is the process by which all categories are unified
around a “central” category, and categories that need further explanation
are filled with descriptive details [19]. In selective coding, categories resulting
from axial coding were revisited in order to result in a central category. This
central category has assumed a more abstract level since it contains and rep-
resents the others.
Strauss and Corbin [19] comment that a central category may emerge from
the categories already identified or a more abstract term may be needed to
explain the main phenomenon. Other categories will always be related to the
main category as conditions, actions, strategies or consequences. With this
targeting as a basis, keywords were selected within each category and after
several attempts relating these keywords came, ultimately, to the central con-
cept. After a series of possibilities raised, words replaced and terms combined
the central code we found was: (Sect. 4.5) Contextual factors motivate and
condition appropriation through end-user tailoring in communication sys-
tems.
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3.4 Interpretation and Discussion

Data collected and coded from semi-structured interviews and questionnaire
responses were interpreted and discussed based on the literature studied in the
Theoretical Framework. The categories resulting from axial coding as well as the
central category resulting from selective coding served as the basis for structuring
the analysis. Data interpretation used the perspectives of the STS studies and
the third wave of HCI. These two conceptual approaches broadened the under-
standing of evidence found among the data analyzed. The main contributions of
the two approaches lie in the understanding of contextual influences and appro-
priation practices, since both take as their starting point the understanding of
relation between people and artifacts as mutually influenced and contextualized.

4 Results

Considering that the objective of this research is to broaden the discussion on
appropriation articulated through end-user tailoring in communication systems,
the next section discuss data collected from the theoretical perspective of this
work. To organize the sections, we used the emergent categories of axial cod-
ings ((Sect. 4.1) Elements of Context, (Sect. 4.2) Experience with the System,
(Sect. 4.3) Factors to end-user tailoring, and (Sect. 4.4) Implications Reported)
along the central category that emerged from selective coding (Sect. 4.5) “Con-
textual factors motivate and condition appropriation through end-user tailoring
in communication systems.” Each section therefore addresses aspects of each one
of the four categories, in addition to the central category. Data presented in each
section are based not only on the semi-structured interviews, but also include
answers obtained in the questionnaires.

4.1 Elements of Context

The theoretical framework adopted in this research had already approached the
influence of the context as both motivator and inhibitor in the use of collabo-
rative systems. Dix [22] comments that users work within a social and organi-
zational context, which broadens the interaction context and can influence the
activities and motivation of the user.

About 66% of both, WhatsApp and Slack respondents stated that they
started using the applications under the influence of someone, because the com-
pany requested (in the case of Slack), or because in one way or another someone
made them aware of the existence of the applications. In the case of Slack the
influence to use the system is especially connected to context, which assumes
a characteristic of the work environment. Out of the 6 Slack participants, 5
commented that they started using the system since it was the internal commu-
nication tool already adopted by the company. Leo3 comments that he does not
3 All names mentioned here are pseudonyms in order to guarantee people’s and com-

panies’ privacy.
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remember how he started using Slack, but that “Probably someone discovered
in the office, said to us, and... we are using it.” Priscilla reports that Slack “was
already the communication mechanism of the company,” a very similar response
from other interviewees. Robert was the only respondent who reported that hav-
ing discovered Slack on his own. He reported: “I was looking for a platform for
the development team where we would centralize the software discussions.”

In the case of Slack, motivation to use the system is often tied to a require-
ment or determination. This is because most companies or teams already use the
tool and asked the new members to use it as well. In this sense, the hierarchy
and levels of power within the company are clearly defined. In Priscilla’s case,
it was an imposition, a requirement for her to use. In Leo’s case, it was not a
requirement, but an influence by some colleague. In Robert’s case, he ordered
that the development team would use Slack. It was noticed that the dynamics
of use in the companies studied is related to the determinations of people in
positions with power of decision.

In the case of WhatsApp, the influence of the social group on the knowledge
of the system is quite expressive. Many respondents did not even remember how
they had heard about the platform, but when asked about why this application
was being used and not another one, it was emphasized that most people in their
social sphere already joined the system.

For example, Marcela attributes the use of WhatsApp to “The fact that most
of my friends already use WhatsApp and not other platforms, so it turns out
that I have more contacts in that application than in others.” The social group
involves friends, family, classmates, work colleagues, neighbors, and other people
with whom there was some kind of relationship. The fact that most contacts
already joined WhatsApp proved to be a convenience issue, firstly because it
allows for free communication with someone or a group. Once the contacts were
already using the platform, it would be possible to make calls, send messages or
files without paying for it. Secondly, it was a matter of belonging, of not being
outside. Louise comments that she uses WhatsApp “Because it is the application
that almost everyone uses” as John reports “I started to use it after a large group
of people came to use it.”

We noticed that, in addition to the regular habits of use, there are singular
situations in which people use the system in different ways than usual. These
situations can stimulate the use of unexplored resources in unexpected situations
or even the creation of new purposes. Example of this is Marcela, who reports
“I end up not using the audio call too much because the quality of WhatsApp
is very bad, so I really only use it when I need to make a call to someone who
is not in my city.” In addition to exceptions to regular use, many situations like
these are motivating for end-user tailoring.

The influence of context as a motivator for end-user tailoring is clear in the
case of WhatsApp. All the WhatsApp’s respondents reported having configured
the non-automatic saving of media because, by default, the app saves all shared
media in smartphone’s storage. Excessive sharing of files that are not relevant
to users in their social groups, along with storage limitation on smartphones
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were both determining factors for the system to be adapted to people’s reality.
For example, during the interview, Marcela assumed that tailoring could be
done by more people besides her, reporting that: “Image and video auto-save
settings everyone does, I think. There is so much irrelevant content.” Since the
application was automatically saving all images and videos in devices’ storage,
it was necessary later manually discard files in order to free up space. After
disabling auto-save, files are saved only according to user commands. That is, the
end-user tailoring was triggered by both a technological limitation, low storage
space in the device, and a contextual situation, the user having to constantly
delete irrelevant contents. Here we can draw a parallel with the destabilizing
factor pointed out by Spinuzzi [23]. In this sense, it is after a destabilization
that the need to make a change in the system becomes clearer.

Another point observed in the interviews were the intersections between work
and personal contexts. In fact, in a perspective aligned with the third wave of
HCI, Bødker [17] argues that there are connections between work and leisure,
and that technologies that mediate relationships between people end up going
through such situations. In this sense, we found evidence that there is no rigid
separation between these contexts. Two characteristics were perceived in this
intersection: the purpose and the moment of use. The purpose is consistent with
the issues addressed in each system, that is, people who also dealt with personal
matters via Slack and people who also dealt with work matters via WhatsApp.
In the case of WhatsApp, 100% of interviewees reported that they used it to
communicate with suppliers, customers, bosses and co-workers. In Slack’s case,
only half of respondents reported using the system for personal matters but
involving co-workers. Priscilla commented that she and her colleagues use Slack
for a variety of subjects: “Oh... For happy hours, and personal things, okay...
that happens. We don’t just use it to work.”

The second characteristic that articulates the intersections between work
and personal life, is the moment of use. In general, people deal with personal
matters at working hours, and work matters at personal moments. In the case
of Slack, five respondents reported responding messages in Slack after working
hours. In the case of WhatsApp, this distinction is even more uncertain, as they
all use WhatsApp for work purposes. In this sense, in fact, work and personal life
intersect, since they are social positions attributed to the same person. According
to Woodward [24] it is difficult to separate some of our identities and to establish
boundaries between them.

4.2 Experience with the System

In general, in both Slack and WhatsApp, people use the apps to send and receive
messages, which obviously is according to the purpose for which both systems
have been developed: communication. In both cases, communication with other
people happens on a daily basis, even in the case of Slack, where it is assumed
that it is only used during working hours. Leo, for example, when asked if he
answered Slack messages outside of working hours he replied: “(Laughs) Are
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there working hours?” Frequency of use of WhatsApp was also seen as a disad-
vantage by some respondents. When asked if they perceived any disadvantage
with the use of WhatsApp, Louise replied: “The addiction (laughs)” and Mary:
“Waste of time. (...) if you do not know how to filter a little, you end up getting
involved with it [the WhatsApp] almost all the time.”

Another feature that both systems provide is file sharing. In fact, Grudin
[12] argues that information sharing is a human behavior that contributes to
collaboration along with communication and coordination. However, file sharing
takes on different meanings when using WhatsApp and Slack. In Slack scenario,
approximately 67% of respondents said to send files only weekly, while What-
sApp 100% replied that they send files daily. The nature of the files that the
systems allow sharing is quite similar and includes images, links, and files in
general, such as PDFs, audios, videos, among others (in addition, Slack allows
the creation of texts and snippets of code directly on the platform). What makes
the purpose of file-sharing assume different frequencies are not differences in the
functionalities of the systems (which are similar) but the differences of contexts
in which these systems are used.

In Slack, shared files are generally somewhat related to work matters, for
example file versioning, large file submissions, formal record of who sent or
received4. In practice, this may mean that companies use other means for files to
be shared between teams: email or file manager in the cloud. In WhatsApp, many
of the shared files are related to social context: pictures and videos of friends and
family, jokes, advertisements, news, motivational messages, and a large number
of materials of different types. It means that in this diversity of shared content,
many things are not of people’s interest. In fact, one of the few settings that
100% of respondents ever did at WhatsApp was to disable automatic saving
of files on smartphone. In Slack, 83% of respondents reported never having set
file download options. It can be understood since, in Slack, files are downloaded
according to user’s commands, and not automatically as WhatsApp’s default
setting.

These examples make it clear that the practices of using technologies assume
meaning in context of use, and not only in the features available in the technology
itself. The functionalities provide conditions for people to assign a certain pur-
pose to technology. File sharing is much more used in WhatsApp than in Slack,
but it is being used so often that it is intrusive, leading all people interviewed
to disable auto-save on their smartphones.

4.3 Factors to End-User Tailoring

This section addresses factors involved in end-user tailoring, from familiarity or
knowledge about the possibilities, influences of/on other people and the use of
tailoring functionalities. Both in WhatsApp and in Slack people become aware of
many end-user tailoring functionalities by learning from others. It was noticed
that, especially in WhatsApp, people preferred to ask someone how to tailor

4 In free version, Slack archives history when it reaches a specific limit of storage.
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rather than to search the application itself or in the Frequently Asked Questions,
for example. Mary, for example, reporting her experience performing end-user
tailoring said, “Yes, I did [tailored] to not automatically save the images and
take the sound off the keyboard. My daughter did that.” Louise comments that:
“My friend showed me on her phone how to hide the blue checks and I made it
on mine.” In fact, approximately 67% of both Slack and WhatsApp respondents,
reported that people close to them stimulate execution of end-user tailoring.

This knowledge sharing is inherent of users’ social context, since interviewees
reported learning or teaching to do certain end-user tailoring with friends, rela-
tives or people with a minimum level of intimacy. And even if the person was not
close, we realized that people only asked for help from someone with whom they
had some degree of confidence. In line with the understanding of the third wave
of HCI, Bødker [17] comments that sharing becomes a matter of engaging with
other users through common artifacts and it is in this multiplicity that people
participate by building meaning, creating results, appropriating, and developing
the uses.

Another perspective to analyze are tailorings that affect the whole group,
regardless of whether or not people have consented to it. Some tailorings have
a direct or indirect effect on all group members who use the app. Regardless of
whether people have requested, agree or dislike the change, their own experience
of use is modified. For example, in the case of Slack, tailoring has a general
effect on group members, especially in integrations with other systems. Michael,
as a member of the development team, reports that he did an integration that
affected his colleagues: “Yes, I did it for myself and my team. I did the integra-
tions using the Zapier5 and shared with my colleagues.” Priscilla, who works at
another company, also commented on the integrations that are made in Slack:
“It was not me [who did the integration], it was internally. (...) I more or less
know where to go [to integrate], but I never did.” In Michael’s case, he tailored
something that ended up having influence over the entire company and Priscilla
was influenced by an end-user tailoring performed by someone else. In fact, 100%
of the companies had Slack integrated with another system. The ability to inte-
grate other systems to Slack allows users to adapt the application according to
work team routines.

It is also important to mention tailorings that did not work. During interviews
it was asked if some end-user tailoring had to be undone or redone for not meeting
expectations, and six respondents reported that this came to happen in their
daily use. Robert reports that he had tailored to receive Slack notifications on his
smartphone, but he had to redo the action for a new configuration: “I always try
to pay attention to the notifications on the phone, but the way it was configured
the first time, I was receiving many notifications. Soon after I reconfigured to
just let me know in mentions.” Priscilla also reported that she tailored Slack
interface view, hiding the avatars’ visualization—thumbnails of team images –
in conversations because she thought they took up too much space. After some

5 https://zapier.com/ System that allows the integration of diverse computational
applications.

https://zapier.com/
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time, she undid this tailoring because, as she reports, “I started to confuse people
into groups, so I put their ‘little heads’ back.” In addition to the tailorings that
have been undone or redone, James and Mark also have examples of tailorings
that have never been used, even being executed, such as integration with another
system in the case of James, and the programming of at chatbot in Mark’s case.

Interaction is a continuous and evolving process and the interest in end-
user tailoring arises as contexts and social groups require. It is what Grudin
and Poltrock [25] comment that, over time, use evolves as technology is better
understood or used along with other new technologies or processes.

4.4 Implications Reported

This section shows the implications related to communication systems and end-
user tailoring. Consequences, effects and/or results reported by interviewees from
Slack and WhatsApp are therefore discussed here. In many cases, these con-
sequences are appropriations, which will be specifically addressed in the next
section.

During interviews, it was noticed that people had very distinct views about
systems studied. Positive or negative perceptions of systems in general were
related to how features facilitated or made difficult communication in the con-
text of use. In the case of Slack, Robert comments that he likes the system
because: “Sometimes it would be difficult to reconcile the conversations if it
were to use another medium of communication.” Louise attributes the advan-
tages of WhatsApp to “It’s easier. Sometimes the person cannot answer [a call]
and we end up sending Whats...” In a opposite view, Priscilla reports that Slack
has negative aspects like: “I think one of the things that is bad is not having the
history.” Marcela, commenting on the changes that WhatsApp reports that she
sees damages in personal communication: “People have a medium of communi-
cation that is easy and end up no longer having a human contact, like visiting,
since the person is always there available, we just lost some of that personal
touch, right?.” Perceptions about systems are often ambiguous, and depending
on point of view and context of analysis, different perceptions emerge. In the
above quotes, it is noted that people’s perception of Slack and WhatsApp is
relative to specific situations.

Among the consequences reported, we observed situations in which people
saw the results of tailorings as positive. In both WhatsApp and Slack, users
experienced improvements in experience, efficiency, or overall satisfaction after
tailoring. In percentages, 100% of WhatsApp respondents and 83% of Slack real-
ized gains in productivity, organization, usage experience, or overall satisfaction
after tailoring. This perception that a problem has been solved or that the sit-
uation has improved is required for an appropriation to occur through end-user
tailoring.

In the questionnaire, respondents could inform how often each tailoring func-
tionality was used. It should be noted here that most of the tailoring functionali-
ties available on both systems were unknown to the interviewees. Among the tai-
loring functionalities available in Slack, most respondents reported having never
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done: changes in side menu (83%), in accessibility (100%), preferences of search-
ing (100%), of reading (83%), of message input (67%), of keyboard (83%), and
change in system appearance (83%). This is consistent with the results of Mackay
[26] research, which had reported that unless the user is bored or just learning
a new system, customizations that make the software aesthetically pleasing or
more interesting are generally avoided. Among tailoring functionalities available
in WhatsApp, most respondents reported not having used: disabling the read
receipt (67%), changing the visibility of the current location (67%), and setting
use of data (67%).

Based on the literature, it was previously known that social context influences
end-user tailoring, however, it was perceived that the perception of utility of the
resource itself is also a determining factor. In her study of triggers and barriers
in customizing, Mackay [26] commented that among the individual factors that
prevented users from performing a customization, 12% was attributed to a lack
of interest. An example of this is Robert, when asked about not performing the
simplest tailorings, reported his experience as: “The only time I saw the Slack
settings was when I installed it. Then I never looked it again.” In this sense,
Mackay [26] had already commented in her work that, in the beginning, many
users tailor as a way to explore and learn about the system. After a certain time,
most users establish a usage pattern, influenced by tailorings already done, and
interrupt this exploration process.

End-user tailoring is not always advantageous, and have ambiguities and
contradictions. The first negative aspect is its complexity of implementation
and development in technologies. Tchounikine [5] comments that this difficulty
is attributed to two reasons: first, designing an tailorable system presents an
additional cost and challenge for designers, and secondly, and more important,
tailorability can directly compromise the ease of use and simplicity of the sys-
tems. Creating tailorable systems, in some cases, means creating more complex
systems. In Slack’s case, approximately 55% of the tailoring functionalities avail-
able in the system were never used by respondents. However, it does not mean
that they should not exist, but the opposite, each use context motivates differ-
ent modes and actions of appropriation, and possibly the tailoring functionalities
available in the application that were not used by participants of this research
make sense in different contexts.

The second negative aspect is that end-user tailoring functionalities do not
always bring benefits to people, but they may also increase the power of con-
trol of some people over others. In fact, in questionnaire, 83.3% of WhatsApp
respondents and 50% of Slack reported having had some loss in experience or
use after tailoring. Trigg and Bødker [9] had already commented that certain
tailorings are not unanimous, especially when their effects have repercussions on
the group of users.
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4.5 Contextual Factors Motivate and Condition Appropriation
Through End-User Tailoring in Communication Systems

People assume authority over technology after appropriating it. Some appropri-
ations observed in this research are related to the way in which people attribute
new meanings to technologies by end-user tailoring. In this sense, the same end-
user tailoring, performed by different people in different contexts, ends up assum-
ing different meanings.

Example of this is the change of the Last Seen functionality in WhatsApp,
as shown in Fig. 2 where the image on the left the last seen functionality is
visible and the image on the right it is hidden. Victor, for example, said he
knew he could turn off the Last Seen time, but he chose to leave it active as a
way of communication with his mother: “I let this visualization active, because
my mom knows that I’m alive (laughs). When she sees the Last Seen time, she
knows I’m fine even though I didn’t answer.” Here, he appropriates using a
tailoring functionality to create a channel of communication with people close
to him. The context in which he is inserted and the social group he is part allow
this kind of meaning to be attributed to the functionality. If Victor’s mother,
for example, was used to her son regularly responding to her messages, she
might be worried if he would not answer her anytime, even with the Last Seen
feature active. In a different scenario this kind of communication would not
be possible, what exemplifies how appropriation only happens according to the
context of use.

Fig. 2. Last Seen in WhatsApp (v.2.18.60)

On the other hand, Andrea reported that she had a bad experience with this
same functionality. She deactivated the Last Seen feature because, according to
her, her boyfriend was a jealous person: “I had to change it because I felt like
this, watched. In a few moments, okay?.” If in Victor’s example this end-user
tailoring assumed the meaning of a communication channel, here, in Andrea’s
case, assumes a meaning related to privacy. In another context, for example, if
Andrea’s boyfriend was not jealous, perhaps this tailoring was not necessary, and
even if it was executed, it would assume other meanings than Andrea’s privacy
or security.

In general, people tailor when they want to change the state they are, some-
thing is a problem for them, and seek a better condition where an issue is mit-
igated. Mørch [4] argues that when a problem is associated with a certain use,
there will be the motivation to understand the problem and learn to customize
the system to solve it. In this sense, appropriation examples from interviews
and questionnaires were performed by people who would like to improve their
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condition, solve a problem, adapt the system to their personal preferences, or
obtain some type of positive result about something.

Expecting for something to be improved or resolved was a reason for some of
the interviewees to tailor. Broadcast Lists is a feature of WhatsApp that enables
people to create contact lists and send messages that are delivered individually
to each member of the list (Fig. 3). Louise coordinates the basketball team at
the college where she studies, and comments that she had initially created a
WhatsApp group to communicate with teammates. However, she reported that
of the 18 members of the group, only 4 or 5 answered the schedule when they were
available to train, or other matters that needed to be decided based on individual
opinions. Given the lack of communication and participation in the group of
basketball team, it was difficult to decide important issues via WhatsApp.

Fig. 3. Broadcast Lists in WhatsApp (v.2.18.60)

To change this situation Louise set up a Broadcast List and sent messages
that were delivered individually to each athlete, as she reports: “When I had
to schedule trainings, no one answered me. I had to beg. So I did it [Broadcast
List] and everyone answers now, almost everyone.” With this tailoring, she says
that now only one or two teammates do not respond, and that the WhatsApp
group started to be used only for minor issues. She appropriated the system so
it would meet her wants and needs. The context appears intrinsically related to
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appropriation, by making clear factors that would impel an action to be taken in
relation to a given situation. If Louise and her colleagues had more free time or
more engagement in WhatsApp group, possibly the setup of the Broadcast List
would not be necessary. But tailoring was one of the ways she made technology
appropriate for her.

It is also interesting to note that users’ behavior also changed in Louise’s
context. When an information or question was communicated to the whole group,
the common behavior was not to answer or to wait for someone to answer before.
When the message was delivered individually, people began to answer more,
possibly because they were less influenced by the behavior of the other members
of the group. In these examples, after tailoring, WhatsApp has become more
appropriate to people’s needs. The application assumed a new meaning, in a
more efficient scenario and becomes suited to who uses it. As mentioned earlier,
the notion of appropriation can be interpreted as people empowerment [6].

Harrisson, Tatar and Sengers [15] present as a matter of interest of the third
wave of HCI to realize how we can support interaction without constraining it
by what a computer can do or understand. The authors also mention that in
this wave, designing interaction moves from attempting to establish one correct
understanding, to studying the situated practices of users, taking into account
but not adjudicating the varying and perhaps conflicting perspectives of users.

In the case of Slack, it was noticed that people appropriate in a way to adapt
it to their work routine. An example is the company where Priscilla works. As a
member of the product development team, she reported having a high number
of documentation requests. People from other teams were requesting documen-
tation so often that overwhelmed her to respond demands. Given this scenario,
she reported that she selected keywords that would identify those requests and
configured for each one an automatic response with these documentation files
attached in Slack (Fig. 4). This tailoring provided her the conditions to auto-
mate a repetitive process, as she says: “I created these shortcuts so people
would receive those files automatically, without me having to respond.” The end-
user tailoring in this example is motivated by a contextual factor (the excess of
demand) that resulted in a change in Slack to better fit the needs of use (automa-
tion of repetitive tasks), and also changed the teams‘ work routine (instead of
repeatedly replying to the messages requesting the same documents, she now
only cares about keeping the attached documents in the automatic replies up to
date). Not only for efficiency, but the attribution of a new meaning to the appli-
cation emerges, as it is no longer seen as a space for information exchange, but
also for process automation and as a reference to find files and data. The context
of use is central to the appropriation, because in a different scenario, possibly
other alternatives would emerge or even be unnecessary.

Appropriation impacts several spheres, from the artifact itself to the inter-
action and context of use. In these examples end-user tailoring articulates the
intentions of designers and developers and the appropriations that people do
in their context of use. It is also interesting to note that most appropriations
through end-user tailoring happened in WhatsApp. In fact it is a tool used
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Fig. 4. Slackbot - Automatic responses in Slack (v.3.1.1)

in various contexts of people’s lives, which increases the variation of groups
involved, activities, environments, and so on. The variability of influencing fac-
tors for tailoring is greater, compared to Slack for example, which, although used
also by large groups, is usually restricted to the work environment. Within the
understanding of the third wave of HCI, appropriation is becoming increasingly
important, especially as it becomes increasingly difficult for artifacts to meet the
demands of all users. As Harrisson, Tatar, and Sengers [15] commented, one of
the objectives of the third wave is to deal with all the complexity around the
system, with the context, and that often, what happens around the system is
more important than what appears in the interface. Contexts of use are rich and
complex, especially when they involve systems for personal use.

5 Conclusion

In this study we investigated ways in which people tailor technologies in order
to appropriate them. Through semi-structured interviews and questionnaires, we
collected data that was later coded. From coding results, we found evidence that
contextual factors influence and motivate appropriation through end-user tai-
loring in communication systems. This means that people appropriate because
the context influences in some way, and contexts are so diverse that each situ-
ation is singular when it comes to appropriation. There are factors that come
from many different spheres, and to understand appropriation it is necessary to
understand social and environmental relations from a broad perspective. On the
other hand, each case of appropriation is a combination of specific factors that
make it unique.

Our study was conducted with systems directed to the use in both profes-
sional and personal contexts. It was noticed that in some aspects, the personal
and professional contexts have different characteristics but, in others, they are
close and even confuse themselves. In professional contexts we realized that end-
user tailoring is closely associated with work processes and other systems used in
the company. In this context, appropriation through end-user tailoring was espe-
cially related to the optimization of work processes. In the case of the system
for personal context, we realized that end-user tailoring was strongly associ-
ated with aspects related to communication and to personal preferences. The
appropriation through end-user tailoring, in this context, is related to facilitate
communication and to make their experience better suited to their reality.

We also found evidence that personal and professional contexts intersect, and
the purposes and moments in which people use these systems are intertwined.
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People use systems in a way that builds, elaborates, and suits them accord-
ing to their wishes. And this is the great contribution of systems designed for
appropriation. Regardless of whether it is through end-user tailoring or not, it
is important to think systems that increase the users’ agency, so that they have
less restrictions to assign new meanings and develop uses appropriate to their
realities.

Along with the understanding of appropriation comes the understanding of
the context and of people as part of it. Our purpose was to look for cases where
people were empowered and played central role in technology appropriation.
Appropriation shows new possibilities, opens up alternative dimensions that can
enhance experience, and enrich the ways we interact with systems.
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Abstract. Instagram serves as a modern advertising channel for many
business sectors. For a business Instagram account to be effective in
advertising, they need to be active and reach the current and potential
clients constantly. A common way to achieve that is to hire workers
to keep the accounts active by, for example, liking and commenting on
photos and video. However, this process is time and money consuming.
In addition, data associated with accounts present a valuable information
to guide business plans. Since the data usually large, data analysis has
to be completed in an automated fashion. Therefore, it is important to
automate both Instagram activities and data analysis. However, it is not
clear if such tools are available. In this paper, we survey the existing
tools within the context of automations. We investigate the capability of
the current tools to perform Instagram activities and data analysis in an
automated fashion. An important factor we added to our investigation
is whether the tools are free and open source. We found that there is
an urgent need for both free and open source tools to support especially
small emerging business. This paper should serve as a reference about
current tools for business companies at different scale. Also, it helps
tools? developers to design and implement tools that are better serve
the current business needs. To understand the automation in Instagram,
we proposed a simple automation layered architecture. This should help
in understanding current tools and develop new ones.

Keywords: Instagram · Automation · Tasks automations ·
Data analysis · Open source tools · Web-based tools

1 Introduction

Social media has grown tremendously in the last few years and captured mil-
lions of users in just a few years. According to the statistic published on the
official website of Instagram, for example, the number of monthly active users
has reached one billion [1]. As a term, Instagram consists of two words; the
first word is “insta” come from “instant”. But in the history of using the cam-
eras, “Instant” is another name for the type of camera that can instantly print
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photos after the shot, which is a Polaroid camera. The second word is “gram”
which comes from “telegram”, that is an attribute in an application to send and
exchange messages quickly [2].

Automating Instagram is to achieve some activities of Instagram using com-
puter software. These activities could include interaction tasks such as logging
and following people [3–8] or analysis tasks such as flowers or hashtag analysis
[5–7,9] In business, with the increase of social media users, maintaining and influ-
encing users behaviors become one of the task in social marketing. Automating
Instagram is very significant to those businesses, because it saves their staff time
and effort. In addition, social media networks, including Instagram, contain a
huge amount of data that could reveal interesting information about users. Thus,
analyzing data in social media networks becomes a valuable information source.

Exploring and monitoring data on Instagram is an important task in social
sciences and business intelligence at the present time. Despite the exiting of many
social media analysis tools, the tools suffer from limited capacity in collecting,
monitoring, and analyzing data in an automated fashion. In these tools, most of
the tasks require human interactions to perform simple tasks.

In this paper, we surveyed the existing tools within the context of automation
of Instagram. We investigated the capability of the current tools to perform
Instagram activities and data analysis in an automated fashion. We found that
there is no free or open source tools that support such automation, especially
for small emerging business. This paper aims to collect, organize, describe the
current tools for business companies at different scale. Also, it should encourage
software developers to collaborate with business sector to implement useful and
goal oriented programs.

The paper is organized as the following. First, we describe the instagram
framework. Second, we give a brief description about system automation, in
general, and Instagram automation, in particular. Then we conduct a comparison
between the state of the art tools in Instagram automation. We conclude with
comparison results and possible future extension of this work.

2 Instagram Framework

Instagram is a social network service (SNS) [10] that allow the user to upload and
share pictures and videos with their followers or with selected group of friends.
Instagram support two account types: personal account and business account.
Business account is a personal account but with some limitations and extra func-
tionality that help entrepreneur users. Instagram provides many functionalities
to support picture and videos sharing [11]. We classify these functionalities into
the following:

Profile functions: allow to manage accounts and edit profile information such
as name, username, bio, and email.

Targeted functions: allow interacting with targeted users that are defined by
specific user account. This include liking, commenting, and sending private
messages to a specific account.
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None-targeted functions: allow the interacting with none-targeted user. This
includes discovering photos, videos and stories.

Profile functions are unlikely to be called frequently. Thus no automation is
needed for these functions. However, both targeted and none-targeted functions
are called frequently. Thus, it is crucial to automat both targeted and none-
targeted functions. In this study we investigate the ability of the current tools
to automate these functions.

3 System Automation Applications

Software automation means software development with the assistance of tools as
most as possible. Software automation aims to improve software productivity and
quality. There are many applications where software automation is successfully
applied. These applications are mainly in software development and testing.
There is hardly any work have been propped to automate “tasks” on social
media, including Instagram.

The applications that benefit greatly from software automation differ in
the purpose of the automation. This includes: automation for software testing,
automating PC tasks, and automating for programming. Some automation tools
may combine more than on purpose. In this section we limit our investigation
to the free and open-source tools. We show that most of the mature automation
tools are not designed, developed, or studied to automate necessary functions
in social media, in general, and Instagram, in particular. This is expected since
social media is a relatively new phenomenon in most companies, but, it is rapidly
turning into a vital part of the modern marketing.

The first and the major application for automation is Software testing, which
is mainly refer to the execution of an automation Software to find all bugs or
error in the program, to produce error-free software. Software automation testing
is usually used to check if a software performs all the requirements, define by
the Software designer, under different scenarios and still gives correct output. It
also test and measure the ability to complete tasks with an acceptable time and
to run correctly in different environments. There are various testing strategies
used to describe the testing approach such as unit testing and Integration testing
[12]. Sneha and Malle [12] classify testing tools into different categories based
on the area of testing. The first is testing management tools such as TET (Test
Environment Toolkit) and TETware. The second is functional testing tools such
that Selenium and Junit. The last category is load testing tools like JMeter and
WebLoad.

The second application for automation is running PC tasks. In this case
an automation tool is used to automate repetitive tasks on your PC such as
launching applications, checking email, moving or backing up files for upload-
ing or downloading, and sending email. Also, some complex automation can
be done such as conditional IF/ELSE statements, loops, custom variables and
other advanced options. RoboTask [13] is one of the best software to automate
PC tasks. It uses the visual interface to view tasks and select action for each.
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Another feature of RoboTask is to execute task automatically if certain condi-
tions apply, such as file movement.

The third application fro automation is programming. This is usually com-
pleted by a combination of an artificial Intelligence and a compilers techniques.
The end-user assign certain high- level specifications (easily understandable by
human) then the program converts it into machine code executable. There are
two categories for automatic programming. The first category is Generative Pro-
gramming where it is done using libraries that contain prebuilt functions such as
graphics library for C++ “glut.h”. The second category is Source Code Gener-
ation, where the code is powerful enough to understand incomplete instructions
and generate complete source codes [14].

Although, automation is heavily used in Software testing and applied for
program generations, it is not clear if automation can be used for social media
activities. In this project, we propose to automate performing Instagram tasks.
Mainly, we would like to automate firstly the major activities in Instagram and
secondly automate the process of analyzing Instagram data.

4 Automating Instagram

In the business market, the social marketing is a very important, especially with
increasing social media users. This is because it allows the company to reach
large number of customers quickly and make a significant influence compared to
the traditional marketing ways, such as advertisements in the street or on TVt.
Many of brands in, for example, fashion, food, fitness, travels and beauty have
Instagram accounts to serve their clients. To maintain their current clients and
attract new ones, their accounts need to be active constantly. Therefore, they
hire staff just to maintain an active account, by performing constantly some
Instagram activities such as “like” and “comment” to posts of their clients’
posts.

Automating Instagram applications/tools is very significant to those com-
panies, because they save money by avoid hiring people for logging into clients
accounts, like photos, commenting, and following other accounts. They complete
all these tasks by hand eight hours a day. Alternately, a well automated appli-
cation or tool could do all of these tasks accurately and efficiently. Automating
tasks is usually one-time effort, and one might have to make only slight adjust-
ments later [3].

In the next subsections, we first proposed an automation architecture to
illustrate the process of designing an automation tools. Next, we described the
major automation tools for both Instagram activities or data-analysis.

4.1 Instagram Automation Layered Architecture

In order to design and develop an automated Instagram tool, an architecture has
to be designed and followed to ensure the proper development of the automation
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tool. This architecture also helpful when comparing different tools, where the
tools can be compared at different layers according to some architecture.

The key value of layered architecture is that each layer is dedicated and
separated for a particular aspect of a computer program. This dedication allows
more concrete designs and better interpretation of each aspect. Also, it fasciate
easier integration of different layers’ designs. Therefore, it is important for tools
developers to choose the layers that isolated the most important concrete design
aspects.

Based on the current literature, there is no architecture has been proposed
for automating Instagram activities and analysis. Therefore, we propose the
following four layered architecture for automating Instagram: Business, Logi-
cal, Physical, and Application/website layers. The Fig. 1 depicts the suggested
Instagram automation architecture.

Fig. 1. Instagram automation architecture.

The Business layer provides the user with business oriented features and data
need to be collected or tasks need to be completed. These features/data/tasks are
defined regardless of how it could be completed from programming perspectives.
For example, a business goal could be define and monitor business competitors,
or send special promotions to potential customers.

The Logical layer Define, design, and lists the automation activities/analysis
tasks, at conceptual level. These tasks should be organized and used to archive
the goals listed in business layer. Automation tasks are usually defined for dif-
ferent stories, scenarios, and corner cases rely on the same piece of code in the
layer below, the only difference is in parameters or test data representing differ-
ent cases. Foe example, one could track and record a user activities, in terms of
his/her liking and commenting, to check if he/she is a potential customer to be
reached.



272 A. Alsaeed et al.

The physical layer provides users with automation capabilities to support the
activities/analysis defined in logical ayer. In this layer, the real framework really
lives, and it deals with providing low-level API to communicate with tested
application, which is Instagram in our case. It encapsulate operations design
and implementation to automation Instagram. This includes the use an API
and/or a generic programming language to perform for example, url concatena-
tion, xml/html parsing, GUI/browser control.

Finally, the application/website layer lists and defines the items/objects avail-
able on Instagram GUI that are supported by Instagram. This include, for exam-
ple, the login box and liking button. In our study, we classified the functions,
that needed to be automated, to targeted and none-targeted functions.

In this paper we compare the tools based on the logical layer. That is we
compare weather tools support certain activities/analysis tasks. These tasks are
independent from both the business motivations and the implementation details.
It will be helpful to compare the tools at each layer. For example, comparing
tools at business layer, would be helpful for business owner and decision maker
to pick the suitable tools for their benefit. On the other hand, comparing the
tools based on their logical and physical layers, helps to tools developers in how
to improve the design and support more functions with a careful selection of the
best technologies and languages.

4.2 Instagram Activities Automation Tools

To the best of our knowledge, the following are the major tools used for task
automation and/or data analysis automation designed for Instagram specifically,
or for social media in general and support Instagram as well. We describe these
tools in tow contexts. First, the ability to automate activities, Second, the ability
to automate data analysis. In this study we usually used the term automation,
however, an alternative term that is also used is the bot. We use these terms
interchangeably.

InstaPy (2017): It is a very customizable bot that can be used for either
personal or business accounts. It is an open source tool and it allows the user
to comment, follow and like other user in an automatic way [3]. The tools is
available at https://github.com/timgrossmann/InstaPy.

Instbot (2017): It is a bot that can be used for either personal or business
account [4]. It is an open source tool. It provides users with the ability to perform
certain functions automatically such as likes, comments, follow and unfollow
users. The tools is available at https://instagrambot.github.io.

Sprout-Social (2009): It is a tool that provides users with the ability to man-
age their content and analyze its performance with high accuracy. One of the
most important features in Sprout-Social is post scheduling. It provides the user

https://github.com/timgrossmann/InstaPy
https://instagrambot.github.io
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with time management and planning capability, so that users can schedule con-
tents and publish them automatically at a later times [5]. The tools is available
at https://sproutsocial.com.

Hootsuite (2009): It supports scheduling and publishing posts automatically
and provide information regarding the user interaction at all times [6]. The tools
is available at https://hootsuite.com.

Sendible (2008): Similar to Hootsuite, Sendible allows for automatic schedul-
ing and posting of posts. It provides the user with the frequency of posts at the
time the audience interacts. The user selects the posts that he/she wants and
publishes them automatically according to the time where public interaction is
large enough [7]. It also support for another social media such as Twitter and
Facebook. The tools is available at https://www.sendible.com.

Buffer (2010): This tool helps, in particular, businesses and marketing teams
for managing their account on many social media not only in Instagram but
also in Twitter, Facebook, Pinterest, etc. With Buffer, you can schedule posts
in one place for different social networks, other than Buffer, and it publish them
automatically. The Buffer is available as an application for IOS, Android and
as a browser extension on Chrome, Firefox, Safari, and Opera [8]. The tools is
available at https://buffer.com.

4.3 Instagram Data Analysis Tools

The analysis of data in computer science is interpreted as the extraction of data
or the discovery of new knowledge [15]. In this subsection, we will review some
studies that analyze Instagram data.

Instagram-Insight. It is a web-based tool this is provided and hosted by Insta-
gram and available for business accounts only. The system supports Windows,
IOS, Android and web-based. This tool has the ability to analyze data, posts,
and stories and provide information about followers (such as gender, age and
geographical location). Instagram-Insight especially focuses on analysis of sto-
ries such as the number of times their post or story was seen, the total number
of users who saw it posted, the number of users who either liked commented on
or saved the post. The total number of times a video or story was viewed. Also
it reports the top post: all of their posts sorted by their number of impressions
(viewing) from top to bottom within the last 30 days and the number of times
a user skipped your story or exited out while viewing it [9]. Instagram-Insight
supports analysis visualization using the Charts. This tools is free but not open
source, which limits the flexibility to use the tool.

https://sproutsocial.com
https://hootsuite.com
https://www.sendible.com
https://buffer.com
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Sprout-Social. It is a web-based tool hosted on a server and requires businesses
account. The system supported Windows, IOS, Android and the web- based It is
a tool that provides users with the ability to manage their content and analyze
its performance. This tool allows to mange multiple accounts simultaneously
(e.g. publishing images in all accounts at one time). It has three main function-
alities publishing, engagement, and analytics. Analytics are typically shown as
a charts. Some of Analytics includes reporting the top post which has the max-
imum number of impressions (viewing) within the last 30 days, It also reports
the number of times posts or stories were seen, the number of users who either
liked or commented-on or saved a post, and the total number of times a video or
story was viewed [5]. This tool consider one of the best tools for content analysis
and management. However, it is a commercial tool, and thus not open source,
limiting its usability to well established business companies.

Hootsuite. It is a tool that measures and analyzes the performance of a user
account. It generates charts, for examples, about the interaction of the public
with a post, the number of likes on each post, and the number of additions during
a period of time [6]. Hootsuite supports other social media such as Twitter and
Facebook.

Sendible. It also support analyzing the data and measuring of the interactions
on a user account. Sendible analyzes an account then suggests the best time to
publish the posts according to the interaction of the public at certain times. To
provide a clear vision for the interaction of the account [7], it provides chart
of the like and followers rates and comments. Similar to Hootsuite, Sendible
supports other social media.

5 Tools Comparison Framework and Discussion

We compare the automation tools for Instagram at two levels: abstract and detail
levels. In the abstract level we look into basic automation usability features that
we suggest are critical for the designing and development of Instagram automa-
tion tool. At the detail level, we investigate the major automation functions
supported by the current tools. We focus only on the major functions to be able
to compare the tools.

To compare the tools at an abstract level, we focus on the following usability
feature: Does the tool support tasks/activity automation? Does the tool sup-
port automatic data analysis? Is the tool open source? Is the tool built using
Instagram API? Does the tool support major platforms? The results of our com-
parisons is shown in Table 1.

In our compassion, we check if a tool is an open source. This is because open
source tool gives the user the flexibility to customize the tools for its own need.
We also check if a tools is built using Instagram API, because tools built using
this API usually limit the ability to add more feature to the program, even if
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it is an open source. Finally, we think supporting the major platform is a good
feature for business sector, since tools could be used in widen range of machines.

Table 1. Major tools for automating Instagram

Tool Activity Analysis Commercial Open-source Insta. API Cross-Platform

InstaPy

Instabot

Sprout-Social

Hootsuite

Sendible

Instagram-Insight

Buffer -

To compare the tools at a detail level, we focus on the major tasks automation
functions supported by the current tools (see Table 2). In our study, we classified
the functions to targeted and none-targeted functions. For targeted functions, we
check the ability of a tool to automatically follow and unfollow other accounts,
to like and unlike a post, and to comment on a post. For none- targeted functions
we check if a tool supports scheduling to post images and videos. The scheduling
usually includes the option to save a post, set a time for posting, and give the
option to send a reminder for posting or automatically complete posting process.

Another detail information that supports data analysis is to the ability of a
tool to produce statistics about data. This include statistics about followers (e.g.
gender, age and geographical location) and posts/stories (e.g. number of times
the post was viewed, seen, liked, commented, or saved, skipped).

Table 2. The automation of targeted and non-targeted functions

Tool (Un)follow (Un)like Commenting Scheduling Followers stat. Posts stat.

InstaPy

Instabot

Sprout-Social

Hootsuite

Sendible

Instagram-Insight

Buffer

After conducting the comparisons, we found that there is a limited work
proposed for automating activities and data analysis on Instagram, in particular,
and social media, in general. This is expected since social media is a relatively
new phenomenon. However, it is rapidly turning into a vital part of the modern
marketing.

We can see from the Table 1 that there is a need for open source program
that could do both task and data analysis automation. Most of the current tools
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that enable task and data analysis automation are only commercial. There is
no free/open-source tool that can do both task and data-analysis automation.
There is no free/open-source tools that perform even data-analysis alone. Also,
even if the tool perform some automation, it uses Instagram API. This limit the
ability to enhance the tools and customize it.

Looking into more depth, we can see from the Table 2 that the functions sup-
ported in the current tools is very limited. The open source program, only sup-
port simple tasks such following accounts and linking posts. A slightly advance
tasks are only supported by commercial tools such as post scheduling.

The data analysis functions are provided by only commercial tools. These
analysis functions are simple just statistics such as counting and rating based
on these counts.

To conclude, there is no free powerful tool that perform both activities and
data-analysis. It is important to design and develop an open-source tool that
can allow for integrating multiple functions and allow for large flexibility to add
new functions.

6 Conclusion and Future Work

In this paper, we surveyed the current tools that perform Instagram activities
and data analysis in an automated fashion. We found that there is no free or open
source tools that could automate the activities and tasks. Most of the existing
tools that provide this service are commercial and pricey for small emerging
business.

We compared the tools at an abstract level, where it focus on major usability
features. It will be useful to expand the current list to study the security aspects
of these tools. We compared the tools based on the logical layer in our proposed
layered architecture. However, it will be more comprehensive to compare the
tools in business, physical, and application layers as well.
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Abstract. With mobile dating apps taking over the lives of millions,
researchers have become more interested in the subject in recent years. Tinder is
often perceived as a dangerous place, where users are only interested in one-
night stands, while collecting your data for blackmail. Prior research also
showed that Tinder collects and stores a variety of information about their users.
To see whether or not users are motivated to protect their data from misuse, and
why they do so specifically, as well as why they use Tinder in general, a survey
was conducted. Results showed that the majority of the 346 participants are
more truthful when providing information than not, and usually only change
their names. The main reasons for doing so were to protect their privacy and for
personal safety. They mostly use Tinder out of boredom, to find a steady
relationship, or as a joke. Casual sexual encounters were only the fourth most
common reason for using Tinder.

Keywords: Mobile dating app � Personal safety � User motivation � Tinder

1 Introduction

1.1 Mobile Dating Apps

Social media influences most peoples’ lives, including how we meet people. Online
dating has been around and studied for much longer than two decades, but really gained
more popularity in the early 2000s [1]. As mobile apps are taking over, providing a
constant stream of information directly to our phones, the way is paved for location-
based real-time mobile dating apps like Tinder1, Bumble2, Grindr3 and Hinge4 to be
introduced to millions [2]. This study focuses on Tinder, which has received a lot of
attention in prior research, as well as in mainstream media.

1 https://tinder.com/.
2 https://bumble.com/.
3 https://www.grindr.com/.
4 https://hinge.co/.
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When signing up for Tinder each user is presented with two options: Logging in
using Facebook5 or logging in via phone number. By signing up with a phone number
one can set all information manually, meaning birthday, gender, name and pictures.
One has to provide an email address, password and access to the phone’s location. The
sexual orientation can also be defined via the settings. Once all the information is
gathered the user can start swiping straight away to create matches: They are presented
with the pictures, names and ages of other users, as well as optional additional
information. Once a match has occurred the users can start messaging each other. If
either of the two swipes left, a match will not occur. Messaging is similar to most other
messaging services, with the exception that the sending of pictures is prohibited.

Based on these functionalities, the question arises, what motivates users to use a
service like Tinder? According to Koch, Ott and Oertelt [3] motivation is the will-
ingness to perform an action as well as the totality of all the reasons that caused it. In
particular, the human need for social inclusion and the associated striving for recog-
nition and acceptance by other people represents a decisive motivational aspect for
human action [4]. In addition to social interaction, McQuail [5] identifies three other
reasons for using media: entertainment, information and personal identity. The fol-
lowing studies show how these motivational aspects are addressed by Tinder and how
they influence self-expression and appearance on a dating app.

1.2 Related Research and the Current Situation

Location-based real-time dating apps have been studied in general [6–8], although
predominantly with a focus on men who have sex with men [9, 10]. Looking into the
study Lemke and Merz [11] published in 2018 sparked ideas regarding the app Tinder.
Their paper focuses on “the prevalence of nude pictures and gratifications sought while
displaying them” [11]. However, Tinder does not allow the sending of pictures and the
amount of nude self-presentation in profile pictures seems minor.

In their paper, Farnden, Martini, and Choo [12] state that they “recover a number of
data types from these apps that raise concerns about user privacy.” The researchers
have studied eight different dating apps regarding the data each one stores. After
gathering the information in a five step process, they created a table to evaluate their
findings. Tinder stores the messages, profile images and precise location of a user,
among other data.

Additionally, not only may the data collected by the app itself be a potential threat:
“Unfortunately, the hopeful optimism and convenience of sharing in-depth, personal
information online with strangers can put the user’s safety and well-being in jeopardy”
[13]. This statement is based on information given in an article in the British newspaper
‘The Telegraph’. “Crimes linked to dating apps Tinder and Grindr, including rape,
child sex grooming and attempted murder, have increased seven fold in just two year
[sic]” [14]. Murphy [13] has studied the misconducts linked to mobile dating apps,

5 https://www.facebook.com/.
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focusing on “Crimes of Sexual Violence and Assault” and “Stalking and Harassment”,
as well as “Cyber Crimes”. During her research, the following was found by Murphy
[13]: “If a crime is committed, as a recourse, information can be extracted and used
against a fellow user of a mobile dating app. […] Probable cause is not required
because the user lacks a reasonable expectation of privacy in his or her geolocation and
such data can be obtained without a warrant.”

This raises the question whether or not Tinder users are concerned for their privacy
or personal safety, and if users are motivated to take measures to protect themselves,
like using false information. “Profiles are essential for online daters because they
constitute a gateway for future [Face to Face] dating” [15].

Other papers [16, 17] have already focused on the reasons people have for using
Tinder. Sumter et al. [16] found six motivations: “Love, Casual Sex, Ease of Com-
munication, Self-Worth Validation, Thrill of Excitement, and Trendiness.” This par-
ticular research, however, was conducted on a limited amount of people, who all fit a
tight age range (18–30) and all come from the same country (Netherlands).

Lastly, it is necessary to gather data about the participants to see if there are any
demographic differences between their answers. Tinder asks their users for a variety of
data. Following this, the research model will be presented, outlining the approach
chosen for this research, to fill the current research gap.

1.3 Research Model and Research Questions

The research model consists of three dimensions. Dimension 1 focused on the usage of
the application. It was to be studied if the frequency with which participants use the app
relates to other factors. Additionally, it was also interesting to see which different
reasons a user may have for using the dating app. This dimension aimed to answer the
first research question (RQ):

RQ1: Why do people use Tinder?

The second dimension regarded the personal safety online, studying whether or not
users of Tinder use real information regarding their name, age, location and appear-
ance. Additionally, if the users gave false information, Dimension 2 aimed to find out
why they do so, and then answer the second research question:

RQ2: What motivates users to protect their data on Tinder?

The third dimension regarded the personal data that may have value when trying to
assess possible demographic differences, and therefore was kept close to the data which
users disclose publicly on Tinder, with the exception of the name (Fig. 1).

Next follow the methods, showing how the questionnaire was developed and
explaining how the research was conducted specifically.
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2 Methods

2.1 Building the Questionnaire

The survey consisted of the three dimensions mentioned previously, two dimensions
which are excluded from this paper and two additional filter questions. It was modelled
in English and then translated into German and French. Firstly, participants were asked
whether they use Tinder or not and only those who use Tinder were brought to the
second filter question, which checked that only participants above the age of 18 partake
in the rest of the survey. Apart from these two questions, every question gave the
option to not provide an answer.

The first block of questions regarded the personal safety online, enquiring whether
or not the participants used true in their Tinder profile. If they indicated that they did
not provide true information they were led to two sub-questions (or three in the case of
age), where they were asked why they use wrong information.

Following some questions which were excluded from this paper, the participants
were asked how often and why they use Tinder.

Lastly, the survey concluded in questions about the participants’ demographic data.
They were firstly asked about their age, to check if the age groups for Tinder are similar
to those of the general online dating community: “Some 22% of 25–34 year olds and
17% of 35–44 year olds are online daters” [18]. The participants were then also asked
about their gender, sexual orientation on Tinder, country of residence and the popu-
lation of their local area, to monitor whether population density has an influence on the
other dimensions.

Fig. 1. Research model.
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After conducting a pretest which resulted in minor changes of wording, the survey
was posted on multiple social media platforms, websites designed to spread surveys, as
well as reddit6, a forum in which members can discuss anything, and lastly to a forum-
section of the German platform Kleiderkreisel7. It is focused on trading second-hand
clothing articles, and has a very active, but predominantly female user base in the
forums. Next, the results of the survey will be regarded and checked for
co-occurrences.

3 Results

The survey was completed by 346 participants. Firstly, in Sect. 3.1 the demographic
data the participants were asked to give will be presented, as well as their usage of the
app. Secondly, Sect. 3.2 will record the participants’ view of personal safety online.

3.1 Personal Information

The participants were asked about age, gender, sexual orientation, country of residence
and population of their local area. They were also questioned about their educational
background and their usage of the app.

Firstly, the participants were asked about their age, which was then sorted into five
groups. 110 participants (31.79%) were between the ages of 18 and 22. 151 participants
(43.64%) were between the ages of 23 and 27, this was also the majority of participants
for this question. Another 54 participants (15.61%) were between the ages of 28 and 32.

Next, the participants were asked with which gender they identify. 272 participants
(78.61%) said they identified as female, 73 participants (21.1%) indicated they iden-
tified as male and one participant (0.29%) stated that they identify as non-binary.

The participants were then asked about their sexual orientation on Tinder.
278 participants (80.35%) chose heterosexual, while eleven participants (3.18%)
answered with homosexual. 47 participants (13.58%) disclosed that their sexual ori-
entation is bisexual and four participants (1.16%) chose pansexual. Eight participants
(2.31%) either chose not to give an answer or chose ‘other’.

When it came to their country of residence, 79.19% (274 participants) of the 346
participants who were asked said that they live in Germany. Another 5.49% (19 par-
ticipants) come from the United States of America and 4.91% (17 participants) are from
Great Britain. Overall 21 countries were chosen from a drop-down menu by the
participants.

The participants were then asked how well populated their local area is. 67 par-
ticipants (19.36%) stated that they live in a Metropolis or city with more than one
million inhabitants. 173 participants (50%) are living in a city that has between 100,000
and 1,000,000 inhabitants. 58 participants (16.76%) are living in a suburban area,
which has more than 10,000 inhabitants, but less than 100,000. 34 participants (9.83%)

6 https://www.reddit.com/.
7 https://www.kleiderkreisel.de/.
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live in an exurban area, which has between 1,000 and 10,000 inhabitants, and lastly 14
participants (4.05%) live in a rural area with less than 1,000 inhabitants.

Lastly, the participants were asked what their highest achieved degree was. The
results of the educational levels were compared to the other results, showing no sig-
nificant outliers.

3.2 Usage of the App

When asked about how often they use the app, 153 of the 350 participants (43.71%)
stated they use it a couple of times a day. Another 63 participants (18%) said they use it
once a day. 59 participants (16.86%) use the app a couple times each week. The
remaining 56 participants (16%) who gave an answer use the app once a week or less.
None of the remaining intervals given were chosen by more than 10% of the partici-
pants, as can be seen in more detail in Fig. 2.

When checking how often the different age groups use Tinder, most values were
close to the general data gathered, with the exception of participants between the ages
of 33 and 37. Here 60% of the 25 participants use Tinder a couple of times a day,
compared to the average of 43.71%. Also within the age group of 28 to 32, only one
participant (1.85%) indicated that they use Tinder a couple of times per week.

Afterwards, the participants were asked about their reasons for using the app, as
shown in Fig. 3 below. This question was aimed to answer the first research question:

Fig. 2. Frequencies of using Tinder. N = 350
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RQ1: Why do people use Tinder?

The 350 participants had the option to choose multiple answers. Eight participants
(2.29%) chose the option ‘I’d rather not say’. The majority, 241 participants (68.86%)
for this question, indicated that they use Tinder out of boredom. 214 (61.14%) stated
that they use it to find a steady relationship. 168 participants (48%) stated that they use
Tinder as a joke.

The groups were then compared with each other, to check for co-occurrences
within answers, as can be seen in Fig. 4. Firstly, of the 73 participants who gave ‘one-
night stands’ as a reason for using Tinder, only 35 (47.95%) use Tinder ‘to find a
steady relationship’. However, 62 of those 73 participants (84.93%) also chose ‘casual
sex’ as a reason for using Tinder. For those who gave ‘casual sex’ as a reason, ‘one-
night stands’ were only the secondary reason (57.94%, 62 participants) for using
Tinder, alongside ‘finding a steady relationship’ (also 57.94%, 62 participants) and
after ‘out of boredom’ (73.83%, 79 participants).

Fig. 3. Motivations for using Tinder. N = 350

Fig. 4. Co-occurrences of reasons for using Tinder.
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The reasons for use for female participants mirrored the overall distributions quite
closely, and most men (47 participants, 64.38%) gave boredom as a reason for using
Tinder, which is close to the average. The second most given reason for using Tinder
among the 73 men was casual sex, as indicated by 38 male participants (52.05%).

When looking into the age groups for this question, the distributions were again
close to the average, and between the ages of 18 to 32, the top three reasons were
always boredom, using Tinder as a joke, and to find a steady relationship, in varying
orders. For those participants aged between 33 and 37, the first two reasons were also
boredom and finding a steady relationship, yet the third most common reason, which
was selected by 10 participants (40%), was casual sex. Additionally, of the five par-
ticipants who were older than 37, only one participant (20%) disclosed that they use
Tinder to find a steady relationship, while using Tinder to find friends, one-night
stands, casual sex and out of boredom were each given three times (60%).

3.3 Personal Safety Online

The following is focused on personal safety online, as well as how and why users try to
protect their data. The questions posed here were aimed to answer the second research
question:

RQ2: What motivates users to protect their data on Tinder?

Truthfulness of a Tinder Profile. Firstly, users were asked about the truthfulness of
their profile, specifically if they use a real or fake name, picture and age, and whether
they disclose their location to other users (distance to them). Figure 5 shows how many
participants use true information regarding the aforementioned aspects in their Tinder
profiles. Of the 392 participants who were asked about their name, 277 (70.66%) stated
that they use their real name on Tinder, 109 (27.81%) said that they do not use a real
name on Tinder and six (1.53%) chose not to answer the question. In comparison, of
390 participants asked, 375 (96.15%) indicated that they use a real photo on Tinder.
Only 0.51% (two participants) use a fake photo, however, 2.8% (eleven participants)

Fig. 5. Truthfulness of information in Tinder profiles.
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use a picture in which they are unidentifiable and 0.51% (two participants) are shown
with a group of friends. The same 390 were asked about their location and 82.31% (321
participants) stated that they have their real location disclosed, whereas 13.59% (53
participants) disabled the information. 4.1% (16 participants) chose not to respond.
When asked whether or not they use their real age on Tinder, 382 (98.45%) of the 388
participants who were asked confirmed that they use their real age. Four (1.03%) stated
that they use a fake age and two (0.52%) chose not to answer.

Comparing the truthfulness of information in the participants’ Tinder profiles with
the population of the participants’ local areas showed some disparities. For example,
64.71% of participants from exurban areas (22 participants) use a real name, in com-
parison to the average of 70.66%. Also, ten out of 14 participants from rural areas
(71.43%) use a real photo, whereas the average is 96.15%. Lastly, ten participants from
rural areas (71.43%) and 42 participants from suburban areas (72.41%) use a real
location, the average here is 82.31%.

Participants who chose ‘homosexual’ as their sexual orientation all use their real
names, photos and ages in their profiles, and only one participant (9.09%) stated that
they do not disclose their real location. In comparison, all four participants who chose
‘pansexual’ do not use a real name, even though for their ages, locations and photos
they provided true information.

Reasons for Wrong Data. If participants stated that the data they give on Tinder is
not entirely truthful, they were then asked for their reasoning behind this.

Of the 106 participants that were asked why they do not use their real name, 92
participants (86.79%) use a different name due to privacy reasons. 69 participants
(65.09%) indicated that they use a different name as a measure of personal safety.
28 participants (26.41%) have a fake name on Tinder, because they want to stay in
control. 50 additional answers spread over five other reasons were given by 37 par-
ticipants (34.91%).

Truthfulness varied greatly amongst the different aspects of picture, location and
age, compared to their name. Of the 15 participants asked why they use a photo in
which they cannot be identified, eight (53.33%) chose ‘privacy’. Another eight
(53.33%) chose their ‘personal safety’ as a reason. Five participants (33.33%) stated
that they want to stay in control. Another five (33.33%) answered that they are afraid
someone will try to use their profile or chat against them. Five participants (33.33%)
chose four additional reasons with varying distributions.

Regarding the location, 51 participants8 gave insight on the reasons why they dis-
abled their real location. 36 (70.59%) stated that they did it for privacy reasons.
Personal safety was a reason for 41 participants, which equals 80.39%. Another 20
(39.22%) want to stay in control and chose to hide their location because of that.
15 participants (29.41%) chose five additional reasons.

Of the four participants who said that they give false information regarding their
age, three (75%) did it for privacy reasons. Two participants (50%) chose ‘other’.

Looking at the overall information given here, it becomes apparent that privacy, as
well as personal safety are the most common reasons for giving false information.

8 One participant was excluded due to inconclusive data.

286 V. Breitschuh and J. Göretz



Additionally, some participants have concerns regarding misuse of their personal data,
and some wish to stay in control of the situation. The distributions for each aspect can
be seen in Fig. 6.

The least given answers were a variation of individual reasons, a fear for conse-
quences if they did give the correct info, or the fact that the participants did not want to
be in a relationship.

Seven out of twelve participants (58.33%) from exurban areas stated that they are
afraid someone might use their profile or chat against them.

Finally, the same goes for comparing reasons for providing wrong location infor-
mation when it comes to participants from rural areas. Two participated for this
question and both chose only privacy (100%). On the other hand, when looking into
the reasons for participants from suburban areas, eight (66.67%) indicated that they use
a fake location for privacy and eleven (91.67%) stated that they use a fake location for
personal safety. The average, regarding privacy as a reason for using fake location
information, is 70.59% and the average for personal safety is 80.39%, meaning that
people from suburban areas are a little less concerned about their privacy in this
sample. Then again, they are a little more concerned about their personal safety.

4 Discussion

4.1 Reasons for Using Tinder

Sumter et al. [16] stated in their paper that their “study identified six Tinder motiva-
tions, namely Love, Casual Sex, Ease of Communication, Self-Worth Validation, Thrill
of Excitement, and Trendiness.” Though their sample size was smaller than the one
used in this study (n = 266, of which 163 had used Tinder) [16], there are some
commonalities found in both studies. For example they found that “the Love moti-
vation was stronger than the Casual Sex motivation” [16], which is in line with the

Fig. 6. Reasons for using false information in Tinder profiles.

User Motivation and Personal Safety on a Mobile Dating App 287



findings presented in this paper. The participants of this study use Tinder mainly out of
boredom, an aspect which was not studied by Sumter et al. [16]. However, their results
showed that “[…] Trendiness was a main motivation […]” [16], which might be similar
to the aspect of boredom. If there is nothing else to be done, one might look into the
most recent trends. It is important to note that boredom is a common reason not only
for mobile dating apps like Tinder, but also for Social Live Streaming Services
(SLSSs), such as YouNow9 and others, as Friedländer [19] found: “Most of [the
streamers] appear to be using these services out of simplistic reasons, such as boredom
(21.8%) and fun (13.5%).”

Mainstream media portraits Tinder as the hook-up network, where people only go
to find the next best thing [20–22]. And while this is true for almost one-third of the
participants, a little under two-thirds of the participants are looking for a steady rela-
tionship on Tinder. The aforementioned article by Sales [20] features various inter-
views with users of the app. It is correct that while more than half of the male
participants of this study use Tinder to find partners for casual sex, it is still not the
most common reason amongst them. That being said, 65% of women are interested in
finding a steady relationship, yet this is only true for 47% of men. One has to keep in
mind, though, that the survey was completed by a lot more women than men, and
therefore these results may be due to a lack of data. The article by Sales [20] suggests
that men are mostly interested in sex when using Tinder. “They all say they don’t want
to be in relationships” [20]. The present study suggests that while men do have a higher
interest in casual sex than women, sex is neither their main nor their only motive. The
picture of women on dating apps painted by the article is quite one-sided as well.
Towards the end of the article a different opinion is given, which is closer to what the
present study found as well. As Sales [20] writes: “‘Women do exactly the same things
guys do,’ said Matt, 26, who works in a New York art gallery. ‘I’ve had girls sleep with
me off OkCupid and then just ghost me’ – that is, disappear, in a digital sense, not
returning texts. ‘They play the game the exact same way’”.

The most important sentence regarding the women’s attitudes featured in this article
is mentioned at the very beginning: “‘Tinder sucks,’ they say. But they don’t stop
swiping” [20]. This also perfectly summarizes the answer for the first research ques-
tion: Most participants use Tinder out of boredom. Some are looking for casual sex; but
not nearly as many as mainstream media portraits it to be. The majority are still
interested in finding a steady relationship and use Tinder to do so.

Deci and Ryan [23] established “that integral to intrinsic motivation are […] the
needs for autonomy and competence.” They also found that “choice and the
acknowledgment of their internal perspective have been found to increase people’s
sense of autonomy, […] positive feedback tends to affirm people’s sense of effectance,
thus satisfying their need for competence and enhancing their intrinsic motivation
[…].” This shows two key aspects of Tinder and may be another clue as to why it is so
successful. Users are presented with an abundance of choice, and even if they are
limited by their lightly populated area, they can increase the displayed radius and will
in turn receive more possible matches, thus giving them a lot of choices. By receiving

9 https://www.younow.com/.
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matches, which serves as positive feedback on their appearance or their profile in
general, they feel validated, and their “competence” [23] in dating strengthens their
intrinsic motivation.

4.2 Protectiveness of Data on Tinder

Truthfulness. The study shows that participants are mostly motivated to protect their
name, with just under 30% of participants using a false name on Tinder. Following this,
users are most protective of their location, which is a paradox given that Tinder is a
location-based application. Farnden et al. [12] also found that they “were able to
recover messages sent or received by the user.” Since Farnden et al. [12] conducted
their research, several new features have been added to the app, and the additional data
collected through these features can likely be accessed as well. In her article in ‘The
Guardian’, Duportail [24] shares which data specifically she received from Tinder,
when invoking her right to retrieve the information. Duportail [24] writes: “Some 800
pages came back containing information such as my Facebook ‘likes’, links to where
my Instagram photos would have been had I not previously deleted the associated
account, my education, the age-rank of men I was interested in, how many Facebook
friends I had, when and where every online conversation with every single one of my
matches happened … the list goes on.”

When looking into the demographic data for these questions, it was interesting to
see that participants from bigger cities and metropolitan areas are more truthful in their
profile than those from less populated areas. It is important to note, though, that the
number of participants for each category varied greatly, which is also the case when
regarding sexual orientations. This is due to the fact, that especially for users whose
sexual orientation is homosexual, other apps dominate the market.

Protectiveness of Data on Tinder. The two most common reasons for using false
information on Tinder are privacy and personal safety for each aspect, except for age.
This is in line with the research by Farnden et al. [12]: “It is also problematic that many
users are not aware how much data is being sent, stored and what their data is being
used for. Many users would not appreciate their privately shared images and conver-
sations being seen by third parties that they had not consented to.”

As an important note: With the current legal situation in the EU, Tinder is required
to grant insight about the data stored to their users. “Every European citizen is allowed
to do so under EU data protection law, yet very few actually do, according to Tinder”
[24]. The fourth most picked reason for using false data by the participants was being
afraid that their profile or chat will be used against them. Given that the information in
a Tinder profile can be accessed easily by anyone, this fear is understandable. As
blackmail is a threat in online dating apps [14], and Tinder users can provide infor-
mation on their jobs, potential repercussions have to be considered.

Conclusion. To really assess what motivates users to protect their data is difficult. The
participants showed protectiveness for their name and location, but not so much for
their picture and age. The majority uses true information for all four aspects, which can
result in issues caused through potential data breaches, or misuse of data from potential
matches. The majority of those who use false information seem to be aware of the
potential problems, which is why the most picked reason for providing false data is
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privacy. It has not been established though whether those who use their real names,
ages, locations and pictures are not aware that Tinder stores this data or not, neither has
it been confirmed that those who provide false information truly are aware of Tinder
storing all their data.

4.3 Limitations

When considering the reasons of use, most demographic data showed interesting
results. However, all groups that can be distinguished (male and female participants,
different age groups, sexual orientations, population densities) were imbalanced in
number of participants, which means that many of the findings need to be checked
against more balanced groups of participants to reliably confirm the differences that
were found.

It is not certain whether the participants who stated that they use a different name
due to privacy reasons mean that they are scared that Tinder will be hacked or their data
sold, or that they want to protect their private data from other users.

4.4 Future Research

Several interesting new aspects for future research came to light when analyzing the
results. A variety of research papers and articles in the mainstream media discuss why
Tinder is so popular, while painting the app in a poor light; in Nancy Sales’ article in
Vanityfair, one interviewee stated: “I call it the Dating Apocalypse” [20].10 And even
the most common reason for using Tinder given in this study, boredom, does not really
explain Tinder’s popularity. While other studies seem to have found reasons [16, 25], it
has not been studied whether or not users actually enjoy the experience. Pages like
tindernightmares11 on Instagram suggest otherwise. Additionally it would be important
to utilize some of the more recent models to study the behavior and motivation of
Tinder users, such as the one created by Zimmer, Scheibe and Stock [26], who
developed “a heuristic theoretical model for the scientific description, analysis and
explanation of users’ information behavior on [Social Live Streaming Services] in
order to gain better understanding of the communication patterns in real-time social
media.” Even though Tinder is not a live streaming platform, the model might still be
relevant, as “it is (with small changes) suitable for all kinds of social media” [26].

It would be interesting to see if the results are similar when the sample includes
more participants who are more mature, male, homosexual or pansexual, or from
suburban, exurban, and rural areas, in order to then compare it to the data gathered in
this survey.

Another revealing aspect regarding the personal safety online would be to see
which information the users find most important. At first one only sees the picture,
name and age of a potential match. What do the participants feel when their match does
not provide true information? A comparison between different dating apps could help

10 Which influenced the title of the article: “Tinder and the Dawn of the ‘Dating Apocalypse’”.
11 https://www.instagram.com/tindernightmares/?hl=de.
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to gather more data on this when it comes to different sexual orientations. Also, are
users aware of how much data Tinder stores and do they care? Is that what the
participants who use false information in their profile due to privacy reasons want to
prevent?
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Abstract. The popularity of microblogging websites makes them
important for information dissemination. The diffusion of large volumes
of fake or unverified information could emerge and spread producing
damage. Due to the ever-increasing volume of data and the nature of
complex diffusion, automatic rumor detection is a very challenging task.
Supervised classification and other approaches have been widely used to
identify rumors in social media posts. However, despite achieving com-
petitive results, only a few studies have delved into the nature of the
problem itself in order to identify key empirical factors that allow defin-
ing both the baseline models and their performance. In this work, we
learn discriminative features from tweets content and propagation trees
by following their sequential propagation structure. To do this we study
the performance of a number of architectures based on recursive neural
networks conditioning for rumor detection. In addition, to ingest tweets
into each network, we study the effect of two different word embeddings
schemes: Glove and Google news skip-grams. Results on the Twitter16
dataset show that model performance depends on many empirical factors
and that some specific experimental configurations consistently drive to
better results.

Keywords: Rumor detection · Propagation trees · Empirical factors

1 Introduction

A rumor, according to Allport and Postman [3], involves the communication of
information that has not been confirmed by a reliable source. More specifically,
it is a proposition or belief, passed along from person to person, usually by
word of mouth, without secure standards of evidence. Our society is a structure
in which the dissemination of messages is often convoluted and uncontrollable.
This circulation of information produces twisted facts which, depending on the
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parties involved, may have a protean impact on the significance a human being
places on information.

Currently, the popularity of microblogging websites and social networks
makes them important for information dissemination where millions of users
could spontaneously post messages to release news or share opinions about var-
ious information everyday. The diffusion of large volumes of fake or unverified
information could emerge and spread producing enormous damage to social sta-
bility such as occurred during the 2016 U.S. presidential election. Candidates
and their supporters were actively involved on Facebook and Twitter to do cam-
paigns and express their opinions. However, as many as 529 different rumor
stories pertaining to presidential candidates Donald Trump and Hillary Clinton
were propagated on social media during the election [2]. These rumors reached
millions of voters via social network promptly and potentially influenced the
election1.

The scenario described above encourages the development of more effective
methods for verifying the veracity of information on social media. The meth-
ods of automatic detection of rumors can be of great value. Rumor detection
methods may provide early precautions on rumor’s spread minimizing its nega-
tive influence. Nevertheless, this is a challenging task due to the ever-increasing
volume of data and the complex nature of information diffusion.

A number of studies have faced the task of rumor detection in order to iden-
tify the veracity of the exposed news. These studies have covered a range of
rumor detection variants as the binary case (rumors and non rumors) [4,11,24],
and the fine-grained case that works using four classes (non-rumor, true rumor,
false rumor and unverified) [14]. These works have been of great help, reaching
competitive performances in the identification of rumors. However, only a few
studies have explored the impact of empirical factors in performance. This is
the reason why in the present work we discuss the impact of empirical factors
in rumor detection performance, diving into the definition of an appropriate
architecture and its variants. In addition, we will study the impact of data pre-
processing techniques.

To compare the exposed variants, we conduct experiments on Twitter16 [14],
a public dataset for rumor detection, showing that both the complexity of the
models in terms of number of parameters, as well as the strategy used to ingest
data in the network are key empirical factors to deal with this problem. Accord-
ingly, the contributions of this paper are:

– To provide a better understanding of the impact of empirical factors in the
detection of rumors, assessing the performance of different deep learning
architectures as well as two word embeddings approaches (Glove and Google
word2vec).

– To study the impact of data ingest in the learning process, i.e. how different
data ingest strategies affect the performance in the detection of rumors.

1 “Where Donald Trump got his real power” by Kara Alaimo, available at: https://
edition.cnn.com/2016/11/15/opinions/social-media-facebook-twitter-trump-alaimo/
index.html.

https://edition.cnn.com/2016/11/15/opinions/social-media-facebook-twitter-trump-alaimo/index.html
https://edition.cnn.com/2016/11/15/opinions/social-media-facebook-twitter-trump-alaimo/index.html
https://edition.cnn.com/2016/11/15/opinions/social-media-facebook-twitter-trump-alaimo/index.html


An Empirical Analysis of Rumor Detection 295

The paper is organized as follows. Section 2 presents related work. Section 3
discusses the data used in this study. Section 4 introduces our experimental
methodology. Sections 5 and 6 show the models explored and empirical perfor-
mance results, respectively. We discuss findings in Sect. 7. We conclude in Sect. 8
presenting our remarks and outlining future work.

2 Related Work

The first papers that addressed the problem of rumor detection did so using
binary classifiers [4]. Whereas often a rumor begins with an unverified informa-
tion, later it turns out to be true or false [24]. This is the reason why recent
works consider this problem as a fine-grained classification problem. Currently,
the problem of rumor detection is addressed using four classes: non-rumor, false
rumor, true rumor and unverified [14].

Automatic rumor detection methods can be organized into three approaches:
handcrafted features-based approaches, propagation-based approaches and deep
learning-based approaches. Now we are going to describe each of these three
approaches.

2.1 Handcrafted Features-Based Approaches

Despite the fact that the manual annotation of rumors has become feasible
thanks to initiatives based on fact checking, manual labeling is labor intensive
and expensive in time [12]. Due to the above, the methods of automatic detection
of rumors have gained popularity in recent years. Within the main challenges
faced by automatic methods of rumor detection it should be considered the
unstructured, incomplete and noisy nature of social media data. Despite these
difficulties, supervised classification has been widely used to detect rumors in
social media.

The first works based on supervised learning for rumor detection made use of
a wide range of handcrafted features retrieved from post contents, user profiles
and propagation patterns [4]. Each rumor was characterized by constructing a
feature vector. Then, different learning strategies based on feature vectors were
studied. Support vector machines (SVM) showed good results in binary rumor
detection tasks [5]. Other studies focused on the analysis of lexical features of
posts. Using lexical expressions such as “not true”, “unconfirmed” or “really?”,
Zhao et al. [23] showed that questioning and denying tweets are key data units
for debunking rumors. The positions of the people in front of a given post has
showed to be helpful in rumor detection. This specific task is known as stance
detection [17].

2.2 Propagation-Based Approaches

Subsequently, further studies were conducted to detect rumors using temporal
features. Kwon et al. [11] introduced time-series to explore how the volume of
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tweets over time behaves during rumor spreading. In the same line, Friggeri
et al. [8] tracked the propagation of thousands of rumors appearing in Face-
book to infer the rates at which rumors were uploaded and reshared. In [9], the
authors examined the contexts and consequences of fact-checking interventions
in the post stream. Ma et al. [13] studied the lifecycle of rumors using kernel-
based methods modeling propagation patterns in social networks. Wu et al. [22]
proposed a SVM classifier which combines a radial-basis function kernel and
a random-walk-based graph kernel capturing complex propagation patterns of
rumor detection in Sina Weibo.

2.3 Deep Learning-Based Approaches

Currently the most active approach in rumor detection is based on deep learning.
Ma et al. [12] use recurrent neural networks (RNN) to detect rumors on sequences
of tweets. The idea is to detect the veracity of a post from its sequence of related
posts (retweets and comments of the original post). Sequence learning strategies
as the ones based on long short-term memory (LSTM) and gated recurrent units
(GRU) architectures are studied showing good performance in this task. In the
same line, Rath et al. [20] use RNN sequence learning for the automatic detection
of the users that more rumors spread.

Recently, Ma et al. [15] proposed a joint learning architecture for stance detec-
tion and rumor classification showing that both tasks can be used to improve the
performance of each specific task. In [16], the authors used the propagation tree
structure to train a recursive neural network model. Two learning approaches
were explored named bottom-up and top-down ingest strategies.

This paper can be considered as an extension of [12], where sequential learn-
ing was studied for first time in rumor detection. In this work we focus the efforts
on measuring and evaluating the impact of a number of empirical factors related
to sequential learning considering architectural aspects of the models as also
different data ingest strategies. In addition, we study for first time in this type
of models how different word embeddings behave, as prior work was only based
on bag-of-words (BOW) vector representations. We will show that some specific
empirical configurations consistently drive to a better performance, showing that
a deep discussion of empirical factors is crucial to provide a better understanding
of the problem.

3 Data Description

3.1 Twitter16

For experimental evaluation, we use a publicly available Twitter dataset released
by Ma et al. [14], named Twitter16. A previous version of the dataset was released
for binary classification of rumor and non-rumor. The current version of the
dataset, Twitter16, comprises a collection of wide spread tweets along with their
propagation threads (i.e. replies, comments and retweets) provided as a tree
structure. Each propagation tree is annotated into one of the four NTFU classes.
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In this work, we removed the retweets from the trees since they do not pro-
vide any additional information. Moreover, we note that the proportion between
tweets and retweets is highly unbalanced (almost 1 to 10). Then, to prevent
over-fitting we provided only distinct tweets to each model.

Table 1 shows basic statistics of the dataset used in this study.

Table 1. Basic statistics of the dataset. As table shows, the number of claims (original
tweets) is 818 but the interaction produced in each of them is important.

Statistic Twitter16

# of users 173,487

# of original tweets (claims) 818

# of tweets (including RT) 348,646

# of RTs 317,499

# of threads 204,820

# distinct tweets (without RTs) 31,147

# of non-rumors 205

# of false rumors 205

# of true rumors 207

# of unverified rumors 201

Avg. # of posts/tree 251

Max # of posts/tree 2,765

Min # of posts/tree 81

Tree min depth 1

Tree max depth 18

Tree avg depth 5

3.2 Data Preprocessing

As social media data sources are unstructured, incomplete and noisy, we require
a careful preprocessing procedure to ingest the data in a neural network. Most
rumors are deliberately fabricated to confuse public opinion. Fake information
is mixed and disguised in a rumor story. Then, it is very difficult for a machine
to detect rumor patterns as they tend to be mixed with patterns of true news.
In addition, rumors can cover all kinds of topics taking different language styles.
This is the reason why algorithms trained on limited labeled data would probably
fail detecting rumors on new unseen data.

It is a well-known fact that text preprocessing save space and computational
time during the learning stage. In addition, text preprocessing prevents the ingest
of noisy data, limiting the effect of artifacts during the learning process. Then,
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after text preprocessing, data becomes into a logical representation including the
most representative and descriptive words.

The normalization procedure applied to the dataset is composed by the fol-
lowing steps:

◦ Stopwords removal
◦ Punctuation marks and digits removal
◦ Transform to lowercase
◦ IT jargon processing rules:

• HTML marks are replaced by ‘URL’
• Replacement of ‘#word’ with the term ‘hashtag’
• ‘@word’ is replaced by the term ‘username’

◦ Text tokenization

4 Experimental Methodology

Since we will use propagation trees as training data and since our main objective
is to study the performance of recurrent neural network models in rumor detec-
tion, we must transform the data according to the restrictions imposed by these
models. Therefore, the main restriction with which we must work is to ingest
the data in the form of a sequence.

As was mentioned by Castillo et al. [4], there are measurable differences in the
way messages propagate that can be used to infer credibility. For this reason, we
analyze the effects that are observed when applying two different approaches with
respect to the strategy used to ingest the data during the learning process. One of
these approaches, named time-based sequencing, corresponds to the serialization
of the propagation trees with respect to the timestamp of each post in the tree.
The second method corresponds to a graph traversal of the structure. Note that
a graph traversal serialization of a tree breaks the temporal sequence. There are a
number of alternatives for graph traversal. We study in-depth traversal strategies
which we called branching-based sequencing. The idea behind branching-based
sequencing is to ingest data according to the different threads triggered by the
original claim.

4.1 Time-Based Sequencing

The first of the approaches corresponds to the transformation of the propagation
trees into a sequence ordered by the timestamp of such posts. The proposal
allows to serialize the structures which we have originally while it justify the
use of recurrent neural networks. It should be noted that this order allows us
to observe the order in which interactions occur with respect to the root but
discarding the branching structure of the propagation tree. Figure 1 presents
an example of serialization for a particular propagation tree using time-based
sequencing.
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Fig. 1. Time-based sequencing. The alphabetical order of the nodes indicates the tem-
poral order that they follow according to the timestamp of each post.

4.2 Branching-Based Sequencing

The second proposal corresponds to the serialization of propagation trees based
on a graph traversal named branching-based sequencing. This strategy allows to
show to the neural network the dependency between nodes keeping the order in
which each message was disseminated within the network. When carrying out
an in-depth traversal of the propagation trees, the partial branches of this tree
are recovered and joined in a single great sequence. It should be noted that this
new representation handle just one training example for each propagation tree.

Figure 2 presents an example of branching-based sequencing for a given prop-
agation tree.

Regarding the flow of data within the proposed models, it should be noted
that there are two levels of processing: the first corresponds to obtaining a vector
representation for each post (tweet) determined from its characteristics, and the
second level corresponds to the final classification model which will define the
level of veracity of a publication.

For the first level of processing, we derive a dense vector representation for
the tweets using word2vec vector embeddings, which are averaged producing
Average Word Embeddings (AWE). AWE vectors has proven to be effective in
document modeling [1]. In order to get these vectors, we studied two approaches:

◦ The freely-available word2vec word embedding Google News2 which has a
300-dimensional vector embedding for 3 million words and phrases obtained
using skip-grams. The phrases were obtained using a data-driven approach
described in [18].

2 https://drive.google.com/file/d/0B7XkCwpI5KDYNlNUTTlSS21pQmM.

https://drive.google.com/file/d/0B7XkCwpI5KDYNlNUTTlSS21pQmM
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Fig. 2. Branching-based sequencing. The alphabetical order of the nodes indicates the
order induced from the timestamps of each post.

◦ Global Vectors for word representation (GloVe) [19] which used an unsuper-
vised learning algorithm (Non Negative Matrix Factorization, NNMF) for
obtaining vector representations of words. Training is performed at global
level of aggregation using in this case a Twitter corpus. This approach pro-
duces 200-dimensional vectors from 27B tokens covering a vocabulary com-
posed by 1.2M words3.

Words that are not included in the pre-computed word embeddings (a.k.a.
out-of-vocabulary words) were not considered in the AWE computing phase.

The second (and last) level of processing corresponds to the phase in charge
of carrying out the training of the recurrent neural networks with the purpose
of classifying seed posts (claims) based on its level of veracity, i.e. to predict
the correct label among the four classes of veracity considered in this study
(Non-rumor, True rumor, False rumor, and Unverified).

5 Model Definition

To face the challenge presented in this paper, we need a model that allows
the classification of propagation trees, and that in turn, takes advantage of the
sequential nature of interactions between users.

Based on these considerations, and aiming to establish a simple architecture
that helps us to obtain reproducible results, we have defined a model based
on recurrent neural networks (RNNs) for sequence analysis, plus a dense layer
(softmax) to perform the classification stage.

3 https://nlp.stanford.edu/projects/glove.

https://nlp.stanford.edu/projects/glove
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Our basic architecture is represented by the diagram in Fig. 3. In that dia-
gram, the AWE embeddings of each tweet inside a propagation tree are repre-
sented by the vectors xk. These embeddings are passed to the recurrent network
as an input, according to a specific type of serialization. Once the last tweet of
the sequence is ingested into the network, which is represented by the vector
xn, the output of the recurrent network (the hidden vector) feeds a dense neural
network (feed-forward) composed by one layer and four neurons that implements
a softmax classifier, which allow obtaining a probability distribution over each
of the four possible classes.

RNN Cell 1

RNN Cell n

x1 x2

RNN Cell 1

xn

Dense
( output dim: 4 )

Softmax

y

RNN Cell n

RNN Cell 1

RNN Cell n

Fig. 3. Basic RNN architecture used in our study. The model considers n sequential
layers.

To perform our experiments, we chose two variants for the cells considered
in the architecture explained above: Long short-term memory cells (LSTM) [10]
and gated recurrent unit cells (GRU) [6]. Both approaches have proven to be
succesful in sequence modeling due to their ability to handle long sequences
and due to its robustness against vanishing and exploding gradient problems.
Therefore, we will study the impact of the number of layers (n-layers) and the
size of the hidden vector in model performance. We summarize the explored
variants in Table 2.

Table 2 shows that for each type of cell studied in this paper, we will evaluate
architectures with one or two stacked layers. For each of these configurations,
we will test 6 different hidden vector sizes. In summary, 24 distinct architectural
configurations will be evaluated in this study.
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Table 2. Selected parameters for sensitivity analysis

Cell type Layers Hidden units

LSTM 1 128, 256, 512, 1024, 2048, 3072

2 128, 256, 512, 1024, 2048, 3072

GRU 1 128, 256, 512, 1024, 2048, 3072

2 128, 256, 512, 1024, 2048, 3072

6 Experiments and Results

6.1 Experimental Settings

In order to obtain a vector representation for the different tweets, we computed
Average Word Embeddings (AWE) at post-level using Google News (word2vec)
and GloVe word embeddings. Then, for post classification, we feed the sequence
of tweets of each preprocessed propagation tree into a RNN layer, one at-a-time,
and then we trained the model by employing the derivative of the loss function
with respect to the model parameters using back propagation.

We used gradient descent for parameter update. The size of the hidden units
varies into six different values as it is shown in Table 2. The learning rate was
set at 0.0001 using Adam optimizer. The loss function used was Binary Cross
Entropy (BCE). BCE computes the averaged cross-entropy loss between the
target and the predicted scores obtained for each class. The number of epochs
was fixed at 200, a value considered relatively high given the number of examples
that we have to train. Experiments were conducted using 5-fold cross validation
with accuracy as evaluation metric.

6.2 Results

Now we provide a detailed description and analysis of the experimental results
for Twitter16 in the following two subsections. These subsections present the
performance of two recurrent neural network architectures comparing our two
sequencing methods using Google News and GloVe embedding techniques.

LSTM Models

The results obtained using LSTM-based models are presented in Tables 3 and 4
for one and two layers networks, respectively. Best results for each row (number
of units of the RNN) are depicted using bold fonts. Best results for each column
(word embedding) are depicted using stars.

Table 3 shows that as the number of hidden units increases, model perfor-
mance also increases as the results depicted with stars show. For a fixed number
of units, the results are varied, as the values depicted with bold fonts indicate.
Differences between both data ingest strategies are small. In this configuration,
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Table 3. Results obtained using a single-layer LSTM-based model.

Branching-based sequencing Time-based sequencing

Accuracy Accuracy

RNN units Google news GloVe Twitter Google news GloVe Twitter

128 0.4350 0.4339 0.4351 0.4412

256 0.4485 0.4388 0.4290 0.4302

512 0.4449 0.4461 0.4351 0.4400

1024 0.4596 0.4644 0.4633 0.4560

2048 0.4755* 0.4620 0.4805 0.4646

3072 0.4681 0.4877* 0.4903* 0.4817*

Table 4. Results obtained using a two-layers LSTM-based model.

Branching-based sequencing Time-based sequencing

Accuracy Accuracy

RNN units Google news GloVe Twitter Google news GloVe Twitter

128 0.4436 0.4376 0.4204 0.4559

256 0.4474 0.4805 0.4547 0.4707

512 0.4755 0.5087 0.4927 0.5233

1024 0.5369* 0.5454 0.5245 0.5320

2048 0.5050 0.5577 0.5037 0.5356

3072 0.5332 0.5698* 0.5455* 0.5466*

the best result is achieved using word2vec (Google news) with 3072 hidden units
and a time-based sequencing strategy for data ingest.

When we use a two-layers LSTM-based model, as it is shown in Table 4,
the results improve. In fact it should be note that the best result achieved for
this configuration corresponds to a branching-based sequencing data ingest with
AWE vectors built over Glove using 3072 hidden units, reaching an accuracy per-
formance equal to 56%, almost 7% accuracy points over the best result achieved
using a single-layer LSTM-based model. As in the case of single-layer models,
the differences between both data ingest strategies are small.

We show in Figs. 4 and 5 accuracy and loss evolution along epochs for
branching-based sequencing and time-based sequencing, respectively.

Figures 4 and 5 show a small gap between training and testing performance.
A relevant variance can be observed around the epoch 150 for both models.

GRU Models

The results obtained using GRU-based models are presented in Tables 5 and 6
for one and two layers networks, respectively. These results show that, as was
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Fig. 4. Accuracy and loss evolution during training time for LSTM two-layers model
using branching-based sequencing using 2048 hidden units.

Fig. 5. Accuracy and loss evolution during training time for LSTM two-layers model
using time-based sequencing using 2048 hidden units.

seen in the results achieved using LSTM models, the performance improves when
the number of hidden units increases. Note that the single-layer model (with 128
hidden units) reaches an accuracy of only 45.23%, while more complex models
as the ones built using 1024 or 2048 hidden units, reach results around 55%.

As in the case of LSTM-based models, models based on two layers perform
better than models based on a single layer architecture. In fact, the best results
using GRU models make use of Google word2vec embeddings and time-based
sequencing, using a two-layers model with 2048 hidden units. The performance
of this model reaches 67% accuracy points. Results obtained using GRU models
show a difference in favor of time-based sequencing. In fact, the best result
achieved using branching-based sequencing reaches 64% accuracy points, almost
3% accuracy points below the best result achieved using time-based sequencing.
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We show in Figs. 6 and 7 accuracy and loss evolution along epochs for
branching-based sequencing and time-based sequencing, respectively.

As in the case of LSTM-based models, Figs. 6 and 7 show a small gap between
training and testing performance. However, in this case, the difference between
training and testing curves is smaller than in the case of LSTM-based models. In
addition, a significant variance can be observed around the epoch 180 for both
models.

7 Discussion of Results

The experiments carried out in this work allow us to deepen both the perfor-
mance of the models and the nature of the rumor detection problem with regard
to three empirical factors:

Table 5. Results obtained using a single-layer GRU-based model.

Branching-based sequencing Time-based sequencing

Accuracy Accuracy

RNN units Google news GloVe Twitter Google news GloVe Twitter

128 0.4241 0.4265 0.4523 0.4290

256 0.4866 0.4866 0.4670 0.4866

512 0.5160 0.5159 0.4829 0.5037

1024 0.5209 0.5307* 0.5564* 0.5539*

2048 0.5124 0.5196 0.5171 0.5478

3072 0.5403* 0.4621 0.5208 0.5099

Results marked with * are the best per column. Bold fonts indicate the best
results per row.

Table 6. Results obtained using a two-layers GRU-based model.

Branching-based sequencing Time-based sequencing

Accuracy Accuracy

RNN units Google news GloVe Twitter Google news GloVe Twitter

128 0.5049 0.5110 0.5135 0.5209

256 0.5723 0.5857 0.5589 0.6103

512 0.6041 0.6042 0.5919 0.5980

1024 0.6434* 0.6054* 0.6250 0.6250*

2048 0.6323 0.5894 0.6703* 0.6029

3072 0.5884 0.5724 0.5013 0.5724

Results marked with * are the best per column. Bold fonts indicate the best
results per row.
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Hidden Units

Regarding the number of hidden units that must be used, our results show that
for an LSTM the best option is to use 3072 hidden units. The same observation
arises when using a single-layer or a two-layers model because these neural net-
works are complex models that seek to extract information from a limited num-
ber of training examples. Accordingly, the most effective strategy for extracting
information patterns from data was achieved using a high number of hidden
units.

On the other hand, working with simpler models (e.g. GRU), as it is well
known and discussed in previous work [7], allow us to face the problems of
vanishing gradient and exploding gradient achieving much more stable models,
avoiding the use a large number of hidden units or many epochs. This observation
can be deduced from Tables 5 and 6, where the best results are reached by models
that use 1024 hidden units (or 2048 units in specific cases).

Word Embeddings

As mentioned in previous sections, the embeddings used in this study have dif-
ferent dimensionalities. Google News corresponds to embeddings of high dimen-
sionality resulting in a considerable amount of parameters to infer. Thus, for
complex models, such as the two-layer LSTM, the use of Google News embed-
dings impose a huge amount of parameters to tune, and then due to the limited
amount of training examples its performance is poor. On the other hand, the
performance of GRU models (both one layer and two layers) are benefited by
the use of a more enriched embedding technique since they have a high dimen-
sionality.

Notice that the results obtained by making use of Glove Twitter embeddings
do not move away significantly from the results reported using Google News

Fig. 6. Accuracy and loss evolution during training time for GRU two-layers model
using branching-based sequencing using 2048 hidden units.
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Fig. 7. Accuracy and loss evolution during training time for GRU two-layers model
using time-based sequencing using 2048 hidden units.

vector embeddings. This representation has 100 extra attributes which could be
a determinant factor when training our recurrent neural networks. Moreover, in
some cases GloVe Twitter achieves better performance than Google’s vectors, as
can be seen in Table 4.

Sequencing Techniques

LSTM-based models have a great capacity to extract information from the data
since they work over a high number of parameters. However, as the amount of
examples showed to the network in this study is small, it is not possible to take
advantage of all its capabilities. This is the reason why GRU models outperforms
LSTM in this study. We note that time-based sequencing is a good choice when
GRU models are used. The difference in performance between both data ingest
strategies is very small in the case of LSTM-based models.

Which Model Is Better?

As the reader can see, this study explores an important number of experimental
configurations. However, each representation and learner allows to exploit certain
specific aspects of the problem. As was discussed in this section, time-based
sequencing turns out to be the best option when training a LSTM neural network
of a single layer with 1024, or higher, hidden units using Google News-based
embeddings. On the other hand, branching-based sequencing appears as a good
choice when the number of hidden units is lower than 1024. In the case of GloVe
Twitter embeddings, no conclusive results were observed using single layer or
two layers model variants.

As was mentioned above, these types of models have a large number of param-
eters to tune. Because of this, they operate at a fairly high level of complexity
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and given that the dataset just contains a few training examples, they are more
prone to overfit. In this way, the performance of these models yields valuable
but inconclusive results to recognize the existence of patterns. On the contrary,
these models could be learning the observed data after a large number of epochs,
as in our case.

Likewise, from the Figs. 4 and 5, it is possible to appreciate that both sequenc-
ing techniques exhibit overfitting. However, for the case of time-based sequencing
the phenomenon is slightly less abrupt but it needs to apply regularization to deal
with such inconveniences. In this case, the accuracy curve depicts more abrupt
changes than branching-based sequencing. On the other hand, the loss curve
depicts a low variance when time-based sequencing is used instead of branching-
based sequencing.

A similar situation can be seen in Figs. 6 and 7. Once again we can appreciate
a small overfitting but much milder than the one observed in LSTM-based mod-
els [21]. Therefore, time-based sequencing shows the best accuracy accompanied
by a fairly low level of loss where it is possible to notice that after 200 epochs,
the model continues to learn.

8 Conclusions

Currently, the popularity of microblogging websites and social networks makes
them important for the dissemination of information. The dissemination of large
volumes of false or unverified information could arise and spread, causing enor-
mous damage. Because of this, several studies have faced the task of detecting
rumors covering a wide range of variants of rumor detection. In the present
work we discussed the impact of empirical factors on the performance of rumor
detection. We studied the performance of a number of architectures based on
recursive neural networks for the detection of rumors and we studied the effect
of two different schemes: Glove and Google News. Experimental results show
that the performance of the model depends on the number of model parame-
ters, and depending on the sequencing technique used, different patterns will be
recognized. We show that when the number of training samples is limited, the
best option will be a GRU model using time-based sequencing over Google News
embeddings.

It is clear that there is enough room for improvement in rumor detection
methods. To better understand how deep learning helps rumor detection, more
extensive experimentation is required since it has been shown that little changes
in the models may produce important changes in performance, among them,
the dimensionality of vectors embeddings. GloVe Twitter achieves similar per-
formances to Google News vectors even though it has a considerably smaller
dimensionality. Thus, experiments like these are proposed as future work regard-
ing rumor detection.
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hector.allende@pucv.cl
2 Instituto de Ciencias del Lenguaje y Literatura,
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Abstract. The increase of content in social networks, and specially its
use in the political environment, has led to the creation and proliferation
of autonomous entities commonly known as bots. Bots are programms
that performs an automated task over the internet. In this study these
entities were initially detected based on a manual analysis carried out on
the activity produced by electoral candidates in Chile during the presi-
dential election in year 2017. As a result of this, the need to identify these
accounts in an automatic way arose, in order to asses the impact of these
accounts in the social network activity during the presidential election in
2017. Various features were extracted in order to train Machine Learn-
ing algorithms for the automatic classification task using a set of publicly
available data, and other semi-automatic approaches. The models obtain
over 80% in the training stage, but less than 60% in the testing stage,
thus encouraging us to continue to work in other types of representations
and models in order to improve the results.

Keywords: Bots · Machine learning · Twitter · Social networks

1 Introduction

Social networks have become an increasingly important tool when it comes to
the communication and interaction between users. Even more, when compa-
nies and political parties, take advantage of this media to interact and transmit
thousands (even millions) of messages in very short periods of time. The main
issue in question arises, when the sender of the message is not an “ordinary”
person, but an automated and/or false account. The so-called “social” bots (in
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Twitter) are accounts controlled by software that can generate content (Tweets)
and establish interactions (RT, Likes, Follows) algorithmically without (or min-
imum) intervention of humans. These entities can be used in different ways, on
the one hand, they can be used for the dissemination of news and publications
or the coordination of volunteers for activities; and on the other hand, they
can be used to emulate human behavior in a negative way, in order to increase
the political support that a candidate/party can receive [20]. It is also possible
that these bots can contaminate the discussion that occurs in the network by
granting false credibility to their messages and influencing other users [1,10].
During the investigation carried out by Deep PUCV, consisting of a predictive
model of electoral results [18], which is based on the communicative interaction
of users in social networks applying computational intelligence techniques and
Big Data, that it was discovered that some messages were repeated among dif-
ferent users at the same time stamp, which led to the suspicion of bots and/or
cyborgs. From this, arose the need to detect those false accounts (bots) related
to the candidates who applied for the Chilean presidential office, in order to
automatically identify them during the course of the campaign period. In order
to develop this research, we based our work on [22], which provided Machine
Learning methodology, to identify certain characteristics that reveal whether an
account is a bot or not. In this paper, at first we show the results of some man-
ual analysis of bot detection, and then we propose to automatically detect this
accounts by means of an automated way by using a heterogeneous representation
of the accounts and machine learning classification models. The structure of the
paper is as follows: In the next section, we present related work and an analysis
of the social activity regarding years 2017 election year in Chile. In the following
section we present the dataset and the proposed methodology. In Section 4 we
show the results of the experiments carried out with several machine learning
classification models. In the last section we present some concluding remarks
and delineate future work.

2 Related Work and Forensic Analysis of Social Media
Events in Chile 2017

In the last years the computing community has been developing complex and
advanced techniques to detect social bots in an accurate way. According to [14]
it is possible to classify the approaches into three classes: (1) bot detection
systems based on the social network topology, (2) systems based on feature-
based machine learning methods and (3) systems based on crowdsourcing on
user posts and profile analysis.

– Structure-Based (Social Network-Based) Bot Detection
Sybil accounts are the multiple accounts controlled by an malicious user [8].
Structure-based detection techniques focus on detecting Sybil accounts. These
accounts are used to infiltrate Social Networks, steal private data, disseminate
misinformation and malware. That is why, Sybil attacks are a fundamental
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threat for social networks [9,11,16]. For instance, it was reported in 2015
that around 170 million fake Facebook accounts were Sybil accounts [17].
Whereas this type of bots can be generated intentionally by users for benign
purposes such as preserving anonymity; they are mainly considered as mali-
cious. Knowing how Sybil accounts spread on the network is crucial to identify
them specially for this type of detection techniques.

– Machine Learning-Based Bot Detection
The more sophisticated social bots are (with Artificial Intelligence (AI)), the
more risk they pose. That is why, detecting them has become a difficult
challenge. The rise of AI leads has increased the sophistication but also the
techniques to detect them. The main idea behind them is to find out key
features of social bots to find the patterns that differentiate the bots with
humans. Chu et al. [5] carried out a study in order to profile human, bot,
and cyborgs. They characterized the difference among them in terms of tweet
content, tweeting behaviour, and account properties like external URL ratio.
Lee et al. [19] present a study for social honeypots for profiling and filtering
of content polluters in social media by using their profile features.

– CrowdSourcing-Based Bot Detection
Wang et al. [23] proposed a new approach of applying human effort (crowd-
sourcing) to the detection of bots. Their insight is that careful users can detect
even slight inconsistencies in account profiles and posts. They propose a two-
layered system containing filtering and crowdsourcing layer. They offer to use
prior automation techniques such as community detection and network-based
feature selection, and user reports in filtering layer to obtain suspicious pro-
files. Then, they apply crowdsourcing for final decision on classifying accounts
either legitimate or bot.

During the three Chilean elections that took place in 2017 (primary, first
and second presidential round), a total of 12 candidates were running for the
presidential candidacy, from which, for the purposes of the present research, we
worked with the data of the 8 candidates participating in the first presidential
round. 2017 was a year of intense electoral activity and, consequently, a period of
high use, of both traditional media and social networks among Chilean users and
presidential candidates. That is why the traditional media events (television and
radio interviews/debates) that occurred during the elections were used to analyze
the activity on Twitter. Twitter is the most used social network in political
campaign contexts to publicize their opinions and electoral preferences [4,13,15].
In this way it was possible to analyze and detect the activity of candidates
running for the presidency.

As a first attempt to adopt an automated bot detection approach, a detailed
analysis has been carried out before the two debates held on September 14
and 28, respectively, thus being able to obtain possible indicators of suspicious
activity on social networks. From this analysis we observed, analyzing the debate
of September 14, suspicious activities related to one candidate, which obtained
a very high peak of participation in the hours of the debate, as shown in Fig. 1.
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Fig. 1. Messages issued for each candidate on Twitter through September 14

One of the first indicators of possible suspicious activity of the accounts
related to this candidate, corresponded to an unusual high activity regarding the
mentions and retweets, compared to the other candidates, with the exception of
Sebastián Piñera, who constantly generated more activity. During the previous
moments of the debate, it is to be expected that the mentions to the candidates
will increase. But the drastic increase in mentions for Ominami, who obtained
his peak at 22:00 h, with 4172 messages (between 21:00 and 22:00), was a sign
of abnormality. Moreover, the next day a peak of messages was again presented
between 19:00 and 20:00 (Appearance of candidates Kast and Ominami on CNN
[6]), with a total of 2710 messages, presenting the same message decline behavior
for the later hours, as shown in Fig. 2.

Fig. 2. Messages issued for each candidate on Twitter through September 15
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Given the above, we proceeded to review the volume of original tweets versus
retweets (RT) for each of the candidates, on the established dates and times,
resulting in Ominami being one of the candidates with the lowest proportion
of original tweets vs RT, with a ratio of 1/6.23 and 1/6.76 for days 14 and 15
respectively. In contrast to other candidates: Beatriz Sánchez with 1/2.02 and
1/2.53; José Antonio Kast with 1/3,35 and 1/3,77; Sebastián Piñera with 1/1.95
and 1/2.70; Alejandro Guillier with 1/4 and 1/2.08; and finally Carolina Goic
with 1/2.46 and 1/2.58 respectively for the aforementioned dates, as seen in the
following Fig. 3.

Fig. 3. Detail of Original messages versus RT for both dates

Another analysis, consists in monitoring the applications used to upload the
messages, which indicate if there may be a certain level of automation in the gen-
eration of messages and simulation of behaviors. At this point, it was detected
that the third most used application for Ominami corresponds to TweetDeck
[21], which within all its characteristics, allows as a main function, the manage-
ment of multiple accounts at the same time, being able to operate simultaneously
and coordinate the actions of the accounts. Figures 4, 5 and 6 show the compo-
sition of the applications for the candidates at the dates and times described
above, where the proportion of messages made through TweetDeck versus other
applications for each candidate:

While most of the messages generated came from Android, followed by
iPhone, it should be noted that for the day of the debate (September 14), Omi-
nami presents a similar proportion between TwitterDeck and Iphone. Presenting
situations in which suspicious behavior can be evidenced in different accounts,
where two accounts perform RTs to the same tweets, in the same order and at
similar times. We could find this behaviour in various accounts.

In the dates discussed before, the presence of bots and/or cyborgs was so
evident, that several users noticed the situation. Despite having not appeared at
the time in the interview, he was already generating a great number of positive
tweets (Fig. 7).
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Fig. 4. Origins of the messages for the candidates Alejandro Guillier, Marco Enriquez
Ominami, Jose Antonio Kast, Sebastián Piñera during the indicated days

One of the main reasons that made us suspect that Ominami is using bots
to generate these behaviors, lies mainly in the use of the TweetDeck applica-
tion. Although it allows the automation of certain tasks for several accounts,
still requires a human user to perform these actions. So instead of defining all
these accounts as bots, we will proceed to call them Cyborgs, which, unlike
bots, work with a human which occupies computing tools and is no longer 100%
autonomous. On the other hand, in the annex the graphs for the event of Septem-
ber 28 are shown, where a similar behavior occurs for Ominami.

2.1 Data Collection and Analysis

For the present study, 9, 367, 127 tweets were collected, from 372, 665 users, fol-
lowing three search criterias:

(a) Mention of a candidate’s account.
(b) Mention of the name of the candidate.
(c) Mention of a hashtag related to an event of the candidates.

After the collection and storage procedure, we proceed to perform the tweet
classification stage, carried out manually by 6 experts who tagged a total of
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Fig. 5. Origins of the messages for the candidates Carolina Goic, Marco Enriquez
Ominami, Beatriz Sánchez, Sebastián Piñera during the indicated days

640, 224 tweets in three sentiment categories (positive, neutral and negative). It
was during this stage of manual classification that it was discovered that several
tweets were repeated frequently between different users at the same time. The
messages were identical, but they were not retweets. Consequently, the suspicion
of possible false accounts arose, which led to creating a new tag, tagging them as
bots or not bots, based on the messages, name of accounts, etc. In this manual
tagging process we collected a total of 2472 bots accounts, which were used for
the validation stage.

Regarding the repeated tweets between different users, 4091 tweets were
found, from 3072 different users.

3 Automated Detection

For the automated detection of bots, we based our procedure on [22]. In said
article the authors proposed the use of supervised automatic learning techniques
for the automatic classification of bot accounts.

Regarding the characteristics of a user, data and metadata were extracted
from the Twitter users, namely the number of followers and followings,
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Fig. 6. Origins of the messages for the candidates Carolina Goic, Marco Enriquez
Ominami, Beatriz Sánchez, Sebastián Piñera during the indicated days

publications (related to the primaries), date of creation of the account, num-
ber of tweets generated, number of favorites and others.

In order to train a model for the detection of bots, we trained the model with
the results obtained with a known application called botometer [3] and samples
of Twitter accounts that were detected manually.

In conjunction with the aforementioned, friendship relations and the flow of
information among users showing behavioral of different nature were character-
ized: humans and bot. According to Varol [22]:

– Human beings tend to interact with more human accounts than bot ones, on
average.

– The reciprocity of the bonds of friendship is greater among human beings.
– Some bots target more or less random users, others can choose targets based

on their intentions.

3.1 Description of Extracted Characteristics

To perform the feature extraction process, we can establish 6 different groups:
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Fig. 7. User noticing strange behavior on Twitter. “Tell the MEO bots, that he has
not intervened yet”

– Based on the user: features corresponding to the user characteristics. With
them it has been possible to classify the users and the patterns they possess.
Among them you can find the number of friends and followers, description
of the profile and configuration, number of tweets produced by users, among
others. (20 features)

– Friends Features: on Twitter, interconnection is actively encouraged. Users
are linked by follower-friend relationships (tracking). The content travels from
person to person through retweets. In addition, tweets can be directed to spe-
cific users through mentions. So it has been considered four types of links:
retweeting, mentions, retweeted, and being mentioned. For each group sep-
arately, features are extracted about the use of the language, local time,
popularity, etc. Bearing in mind that, due to the Twitter API limits, we do
not use follower/tracking information beyond these aggregated statistics. (9
features)

– Network Features: within a network structure, relevant information to
characterize different types of communication can be obtained. Where the
use of them, helps in the tasks of political astroturf. For this work, three
different networks are recognized: Retweet networks, mentions and hashtag.
(7 features)

– Temporal characteristics: Here several temporal characteristics related to
user activity are measured, including the average rates of tweet production
over several time periods and distributions of time intervals between events.
(3 features)
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– Content and language features: In this work the quality of tweets in terms
of informal or deceptive language is not analyzed. Instead, certain statistics
related to the length and entropy of the body of a tweet are extracted, iden-
tifying also the different categories of POS-tags (verbs, predicate, adjective,
adverbs, etc.). (4 features)

– Sentiment characteristics: with the analysis of feeling you can get the
emotions that the user transmits when publishing a tweet, with this it is
possible to know the mood of a conversation and in this case the intention of
support by part of a user towards a particular candidate. (18 features)

The total of features extracted from the users were 61. For the details of
these features please refer to [22].

4 Experimental Results

Different Machine Learning classification algorithms were used to compare
results, these correspond to Random Forest, AdaBoost (Gaussian Naive Bayes
as weak learner), Decision Trees and Support Vector Machines. Each algorithm
was trained with a quantity of 2241 users, dataset obtained through Botometer
[3], of which 731 correspond to bots and 1510 to no bots, in terms of testing the
data, an amount of 1078 users was tested, of which half were classified manually
as bots and the other as non-bots. The results obtained during the training and
testing stages are shown in the Tables 1 and 2. The parameters for the Random
Forest Classifier were the following: number of estimators (5, 10, 50, 100, 200,
500, 1000), criteria (giny and entropy), maximum number of features (1–6) and
maximum depth (1, 5, 10, 15, 20). In the case of the AdaBoost Classifier we
trained with different number of weak learner (1, 5, 10, 50, 100, 200, 500, 1000,
2000, 3000), and Guassian Naive Bayes as a weak classifier. In the case of the
Decision Tree classifier the parameters were the following: number of estimators
(1, 5, 10, 50, 100, 200, 500, 1000, 2000, 3000), as splitting criteria (best and
random), maximum depth (1, 5, 10, 15, 20), maximum number of features (1–6)
and minimum number to split (0.0001, 0.001, 0.1, 0.2 and 0.5). In the case of
the Support Vector Machines we used the following parameters: kernel (linear,
polynomial, radial basis function, sigmoid) and degree (1, 3, 5, 10, 50, 100, 200,
500, 1000, 1500, 2000, 3000).

Table 1. Results obtained during the training stage

Algorithm Accuracy Precision Recall F1-score

Random Forest 0.83 0.83 0.83 0.83

AdaBoost 0.83 0.83 0.83 0.83

Decision Tree 0.82 0.82 0.82 0.82

Support Vector Machines 0.83 0.83 0.83 0.83
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In Table 1 we can observe that all classifiers obtained similar results in the
training stage. The experiments were carried out with 10 experimental runs, and
Grid Search approach was used to find the best combination of parameters. The
results shown are the average values of the experiments. Also, dimensionality
reduction techniques were used in order improve the results, but the best results
were obtained with the original features.

Table 2. Results obtained during the prediction stage

Algorithm Accuracy Precision Recall F1-score

Random Forest 0.55 0.57 0.55 0.52

AdaBoost 0.53 0.53 0.53 0.50

Decision Tree 0.53 0.54 0.53 0.50

Support Vector Machines 0.56 0.58 0.56 0.53

In Table 2 we can see the results of the testing stage. The best results in all
performance measures were obtained with the Support Vector Machine model.

5 Conclusions and Future Work

The main objective of this research is the detection of bots, which correspond
to accounts controlled by hybrid or automated methods that create content and
interact with other accounts. In this work, different models of bots identification
methods are presented, together with an Machine Learning-based method for
automated detection. To carry it out, different characteristics of Twitter users
are extracted through the Api provided by said social network, complementing it
with the public dataset that has bots already identified on Twitter. From these
data the different models are trained and the evaluation of their performance is
obtained, obtaining an average training accuracy of 0.83. Although the testing
results are not optimal (at best 0.58 accuracy), we will continue to work to
improve the results and achieve greater precision, through a more complex Graph
representation of the user network and its features. In this way it will be possible
to detect new features that allow identifying a user as a bot or not bot, and
adding these to the already defined models.
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Abstract. We need process theories of how groups form dynamically on social
media in response to news events. We perform an analytic ethnography of a case
where groups formed on social media in response to incomplete news of an
incident. The groups framed the incident in terms of existing narratives and
called for action against those actors they perceived as the aggressors. Later,
footage showed this framing to be inaccurate. Based on the analytic ethnogra-
phy, we propose a computational model of how groups form in response to
incomplete or inaccurate reports on social media.
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1 Introduction

We lack both process theories [1] and computational theories about how groups form
dynamically on social media. A better understanding of this dynamic formation will
allow developers of policy, information assurance, or security to better leverage the
beneficial capabilities of such groups, or to design interventions that constrain the
formation and activity of groups with detrimental capabilities.

To help us craft such a theory, we studied viral messages surrounding a contentious
event on the social media platform Twitter known as the Covington Catholic contro-
versy [2]. In this event, Twitter users widely distributed and criticized a picture of a
high school student, wearing a red cap with President Trump’s campaign slogan Make
America Great Again (“MAGA”), who appeared to be smirking at an elder Native
American man with a drum (refer to Fig. 2). Behind the smirking student was a large
group of students many of whom were also wearing MAGA caps. Early tweets
(postings) framed the students as disrespecting the Native American elder, and many
users called for identifying the students, and also for punishing the students, their
parents, and their school in various ways. This criticism continued for several days,
until later investigation by the news media revealed that this early framing was
incorrect and that much of the criticism was unwarranted [3].

What allowed this incorrect narrative to persist for several days? To help answer
this question we performed an analytic ethnography of viral messages surrounding the
Covington Catholic event on Twitter, with the goal of understanding the different kinds
of groups spreading messages on Twitter and their dynamic formation. Distributed
cognition [4] forms the theoretical foundation for this research.
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2 Analytic Ethnography

Our specific analytic ethnography consisted of identifying and characterizing the top
five to six shared postings (retweets) over a period of six hours that contained the
hashtag #CovingtonCatholic. To triangulate our characterizations, we performed fre-
quency analyses on the words, users, mentions, and hashtags, and then used word
clouds to depict these frequencies.

2.1 Hour 2PM–3PM (18-Tweets)

Figure 1-left depicts the very first tweet our scraper returned that contained the hashtag
#CovingtonCatholic by user @KaySch10. This tweet criticized the school’s slogan and
insulted a student, while hash tagging the state of Kentucky, and Kentucky Senator
Mitch McConnell who serves as the Senate Majority Leader.

While this tweet did not have many shares, it contained an embedded quote
(“quote-tweet”), requesting the identity of the student and berating the student as “a
POS disrespectful MAGA loser that is gleefully bothering a Native American Student”
(see Fig. 1-right), where MAGA is an acronym for President Trump’s 2016 campaign
slogan Make American Great Again, and where people who wear these hats are viewed
as supporters of the President.

The quote-tweet was shared times 6,055 times, which represented 12.08% of
@IndivisibleNet’s followers. In turn, this quote-tweet contained itself a quote-tweet by
user @2020fight (see Fig. 2-left), who identified the boy as a “MAGA loser gleefully
bothering a Native American protestor”.

This quote-tweet was retweeted 14,490 times, which represented 36% of
@2020Fight’s total followers. Finally, @2020Fight’s tweet contained a reply thread
that was shared 3,931 times, which represented 605% of @lulu_says2’s followers (see
Fig. 2-right). The reply thread reframes the situation from an individual bothering a
Native American protester, to an entire mob displaying “ignorance, racism & disre-
spect” towards the Native American protestor (see Fig. 3).

Fig. 1. The first tweet containing the hashtag #CovingtonCatholic (left), and an expanded view
of the embedded tweet (right).
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The reply thread also called for identifying the individuals in the picture, the school
they were from and, lastly, who their chaperones were.

Thus, the very first tweet containing the hashtag #CovingtonCatholic, if you follow
the quote-tweets and responses contained a complex set of emotions, information,
intent, attribution, and requests for action, the latter calling for the identification of the
minors, their chaperones, and the school they attended.

Figure 4 depicts a word cloud of the tweets, the participants, and the most viral
tweet for the hours of 2PM–3PM UTC (Coordinated Universal Time). Our Twitter
scraper collected 18 tweets during this time. The tweet word cloud suggested that users
discussed topics including the participants going to the March for Life, the kids, and
their chaperones. The most active user was @PiattPatti, and the most shared tweet was
a threat to reevaluate a user’s grandson going to the school, and a request for apologies
and comments from @CovCathColonels—the school’s Twitter account.

Fig. 2. User @2020Fight’s Quote Tweet (left), and the first reply in the response thread (right).
(Color figure online)

Fig. 3. A portion of @lulu_says2’s response thread
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2.2 Hour 3PM–4PM (182-Tweets)

By analyzing the top-5 tweets shared (retweets) during this time period, we can infer
not only the topics discussed but how the topics were evolving relative to the previous
hour (refer to Fig. 5). The top retweet by @KAZurcher provided a reason for the
students being in DC, and as subtext blamed the chaperones for not supervising the
students during the incident. The #2 retweet portrayed the school as anti-gay, and
unlikely to discipline the students. The #3 retweet contained three calls to action:
release the names of the students, make parent information public and, for colleges, to
reject admission to the students. Retweet #4 noted that the topic had gone viral,
embedding a tweet from an influencer (blue checkmark near their name) that linked to
@2020Fight’s tweet (see Fig. 2-left). Retweet #5 is the top tweet from the previous
hour.

Figure 6 depicts the word clouds for tweet words, users, mentions, and hashtags.
The words and the hashtags suggest that the focus of the discussion for the 3PM–

4PM h is on exposing the school, and Christian schools in general, as places where
students learn to hate, and that there must be consequences for this behavior. The users
who tweeted the most were @blinksup and @chileman55. The most mentioned users
were @covcathcolonels, who the users were directing their outrage towards, and
@2020fight who users were either retweeting or replying to.

Fig. 4. Wordclouds of the tweets, the users, and the most viral tweet from 2–3 PM

Fig. 5. Top-5 Retweets for the 3–4 PM time period, from left-to right, top-down.

A Computational Model of Dynamic Group Formation on Social Media 327



2.3 Hour 4PM–5PM (605 Tweets)

The top retweets for the 4PM–5PM time slot (see Fig. 7) indicated that users were
discussing the mocking behavior of the boys towards the Native America elder (#1,
#3), while questioning the school’s ability to teach students higher values such as
respect (#4–#6). User @PiattPatti contrasted the students’ behavior towards the elder,
with the same behavior towards a priest, asking users to imagine what would happen to
the students if they behaved this way during mass.

The word clouds (see Fig. 8) corroborate the top retweets, with the terms school,
boys, man, and elder being in the top-tier of most frequent words, and in the second
tier, respected, veteran, ritual, and mass. The most common hashtag was
#ExposeChristianSchools, indicating topics similar to top retweets #4–#6 (Fig. 7) that
suggest alleged hypocrisy in Christian schools.

Fig. 6. Word clouds for words, users, mentions, and hashtags (3 pm–4 pm).

Fig. 7. Top-5 Retweets for the 4–5 PM time period, from left-to right, top-down.
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The most active user was @cathypromotesu, with the previous timeslot’s most
active user, @blinksup, falling into the second tier of most active users. The main user
mentioned was @CovCathColonels who users continued to direct their outrage
towards, and @PiattPatti who had two of the top three retweets for this timeslot.

2.4 Hour 5PM–6PM (798 Tweets)

Four of the top six retweets from the 5PM–6PM timeslot (see Fig. 9) were repeats from
previous timeslots, suggesting that some of the discussion was stabilizing around those
topics. Retweet #4 labels the students racist and an embarrassment to the religion. Of
particular note is retweet #5, which provides phone numbers to Covington Catholic
High School, and to the area’s diocese, as well as an e-mail and a physical address for
the school:

RT @kyblueblood: Their school\nCovington Catholic High School\nPhone (859)
491-2247\nFax (859) 448-2242\n\nTheir diocese.\nCovington Catholic Diocese
\nPhone: (859) 392-1500\nEmail: info@covdio.org\n1125 Madison Ave.\nCovington,
KY 41011-3115\n#CovingtonCatholic — Top Retweet #5, Deleted.

Both the words cloud and the hashtags cloud, indicate the main topic focus was the
school (see Fig. 10). The most mentioned user was once again @CovCathColonels, the

Fig. 8. Word clouds for words, users, mentions, and hashtags (4 pm–5 pm).

[see text for #5]

Fig. 9. Top-6 Retweets for the 5–6PM time period, from left-to right, top-down.
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school’s social media account, with user PiattPatti—who had several top retweets—in
the second tier. The user who spread the tweet with the phone and the contact numbers
(@KyBlueBlood) was the most active user.

2.5 Hour 6PM–7PM (1315 Tweets)

The 6PM–7PM timeslot indicated a shift in main topic, where the top-retweet con-
tained contact information for Covington Catholic High School and the Covington
Diocese, including phone numbers, e-mails, and mail addresses. Three of the top-6
retweets were from the previous timeslot (#2, #5, #6), showing overlap in discussion.
Retweet #3 described another activist group @LPJLeague that confronted the students
at the rally. Finally, retweet #4 contained an embedded tweet of the Native American
elder giving his account of what happened at the rally (Fig. 11).

The words cloud (see Fig. 12) aligned with the content of the top retweet. The most
prominent word was Covington, with the phone numbers in the lower tiers suggesting
the spread of these numbers to other users so that they could contact the school with
their complaints. A new most-active user emerged, @AnitaThom57, with the previous
most active-user falling into the second tier. Hashtags about Covington Catholic are the

Fig. 10. Word clouds for words, users, mentions, and hashtags (5 pm–6 pm).

Fig. 11. Top-6 Retweets for the 6 pm–7 pm time period, from left-to right, top-down.
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most prominent in the hashtags cloud, but several “march” hashtags gained promi-
nence, specifically MarchForLife and MarchForActualLives.

2.6 Hour 7PM–8PM (1590 Tweets)

The first three most viral retweets were the same as the previous time slot. Retweet #5
had appeared in several timeslots in the past and re-emerged after not being in the top 5
in the previous time slot. Retweet #4 was a unique call to action from a Twitter
influencer, which suggested Covington Catholic teachers should be fired for not
watching their students (Fig. 13).

The words cloud again aligned with the top retweet, with Covington School in the
first tier of words, 859, the area code of the school and the diocese in the second tier,
and the phone numbers in the later tiers. There was a new most active user, and
@CovCathColonels remained the most mentioned user (Fig. 14).

Of note in the hashtags cloud is the appearance of MAGA in the top-tier. While this
hashtag could signal the arrival of MAGA supporters in the discussion, an examination
of the tweets containing #MAGA show that non-MAGA supporters were using the
hashtag to criticize MAGA supporters (Fig. 15).

Fig. 12. Word clouds for words, users, mentions, and hashtags (6 pm–7 pm)

Fig. 13. Top-5 Retweets for the 7 pm–8 pm time period, from left-to right, top-down.
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3 Towards a Computational Model

We summarize the results above using both a UML use case diagram and a UML
communication diagram. First, we defined the different kinds of actors in the system,
based mainly on: (a) the type of information posted; (b) the source of this information,
which is largely inferred from the posting; (c) the target for the information, determined
by mentions, hash tags, or posting content; and (d) any beliefs intended by the actor
who posted the information. We refer to this as a functional-intentional categorization
of actors.

3.1 Actors

Based on function and intention, we identified at least 9 different kinds of actors in our
analytic ethnography. Given a news event consisting of people or groups in which a
user can identify ideological allies or enemies, these actors are:

• Instigators—users who first comment on a news event, frame the event in terms of
existing narratives, and include a unique hashtag for organizing further discussion
of the event. An instigator can also provide links to more information about the
event.

• Investigators—users who collect information on the web about the people or the
groups in a news event, then post their findings along with any questions that arise
during their investigations so that others can search for the answers. They may also
post predictions about the behaviors of the people in the event based on their
findings.

• Attributers—users who add specific information about people or groups in an event,
as well as their actions at the event, intended to make self-identified allies in the

Fig. 14. Word clouds for words, users, mentions, and hashtags (7 pm–8 pm).

Fig. 15. A sample of critical Tweets containing #MAGA (7 pm–8 pm).
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event appear more sympathetic, and to make enemies appear more immoral. They
do so by confirming stereotypes about allies and enemies.

• Doxxers—users who post contact information about people or groups in an event
who the user identifies as enemies.

• Punishers—users who post descriptions about the people in the event who should
be punished, what their punishments should be, and who should execute the
punishments.

• Confronters—users who send messages directly to the people or the groups at an
event who they identify as enemies. Such messages include telling the people what
they must do to atone for their actions; and demanding apologies or answers while
mentioning potential consequences for actions.

• Debaters—users who post about the hypocrisy between a group’s stated beliefs and
their actions.

• Counterfactualists—users who post imaginary scenarios, typically to make
immoralities in behaviors explicit.

• Eyewitnesses—users at the event who post their experiences.

3.2 Use-Case Analysis

Figure 16 depicts the nine different actors described previously, and their primary
actions.

3.3 Communication Diagram

Figure 17 depicts the communication diagram for the nine actors. Also included is an
object for the event, which contains both ally and enemy objects.

Fig. 16. Use case analysis for the nine actors.
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4 Discussion

Based on an analytic ethnography, we identified nine distinct types of actors respon-
sible for the volume of tweets surrounding the #CovingtonCatholic controversy on the
Twitter social media platform. The nine actors are: instigators, investigators, doxxers,
punishers, debaters, attributers, counterfactualizers, confronters, and eyewitnesses. We
based the actor categories on function—the type of information posted, the source of
the information, and the target for the information—as well as intent, viz., beliefs the
posting conveyed to other users. Social media users can switch from any of the nine
actor roles. For example, a user that acted as an investigator for one posting, may
switch roles and act as a punisher for another posting.

The nine different types of actors were responsible for the top retweeted messages
in the six-hour period spanning 2PM–8PM on January 19, 2019, which is the day after
the March for Life event occurred.

We can view the users that retweeted the same posting as a group that are all trying
to spread the same message across their individual networks. Furthermore, each
message is associated with a distinct type of actor. Thus, by studying the change in top
retweets, we can understand the shift in actor types, and therefore the dynamic for-
mation of groups over time based on the function and intent of the viral messages.

Further research is necessary to determine a more comprehensive set of use cases
and set of actors, and to determine the properties and methods of each actor-object in
the communication diagram. This will allow us to implement the computation model,
perhaps developing social media bots that execute the different actor roles.

Another important research area is to understand the process through which the
community of users participating in the event, co-construct a shared understanding of
the event through the dynamic formation of groups as indicated by the shifts in actor
roles for the top shared messages over time. These shifts, and perhaps specific patterns
of shifts, can be viewed as an attempt by the community to construct a consistent and
defensible shared understanding of the individuals, the groups, and the behaviors
exhibited in the event.

Fig. 17. Communication diagram.
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Finally, an understanding of the dynamic formation of groups around specific
messages may generalize and help us create sociotechnical systems for spreading
scientific or technical information across social media.
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Abstract. Emojis have revolutionized text-based communication as we know it
as users employ this personal utility to add nuance and avoid miscommunication
in inflectionless text. Emojis express a more diverse and deeper span of emo-
tions than traditional text-based communication. This study will focus on fre-
quency and perception of emojis in traditional-aged college students (ages 16–
28). As a young and technologically heavy-user generation, who see themselves
as drivers of personal technology trends, college students make a good popu-
lation study in this area. This interdisciplinary study applies Linguistics to HCI
to further technological advances in emoji development and maintenance.

Keywords: Emojis � Text-based communication � College students

1 Introduction

The advent of technology has brought with it a myriad of developments with one of the
most notable advancements being the introduction of social media. Social media has
been used over the past decade for a broad range of activities from communication
through to the mobilization of masses for a cause. Communication has been stream-
lined to a point in which people rely heavily on their mobile phones for updates on
everything. In order to keep the users interested in their services, developers introduced
emojis to represent users’ emotions. With emojis, one can be more expressive in the
conveying what and how they feel through text-based communication.

The history of emojis dates to the end of the 20th century, with the first case of the
emoji being integrated in Japan. Gradually social media companies integrated emoti-
cons into their platforms with the main benefit being the rich set of a graphical rep-
resentation of activities, animals, emotions addenda to other things (Hakami 2017).
Emojis have become vital in helping the reader comprehend the message as traditional
text messages are often misconstrued. Summations drawn from research demonstrate
that nearly 15% of tweets analyzed from the year 2014 through to 2015 had emojis in
them (Chen 2017).

The efficacy of emojis has been a subject of debate for Human-Computer Inter-
action specialists with most trying to decipher the sentiment lexicon that helps in
determining which emojis users choose. Research by Hakami (2017) indicates that the
use of emojis helps in the determination of the kind of mood or attitude. Additionally,
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sentimental analysis has become key to understanding emojis with an influx in emoji
usage leading the decrease in the use of abstruse short words like “lol” or “rofl” which
hinder the process of human-computer interaction.

Furthermore, additional research by Hakami (2017) exploring the frequency of
emoji use found that emojis account for at least 19.6% of messages transmitted over
social media by 37.6% of social media users. These figures derive from a dataset
comprised of 8,489 Twitter users with a reported 62.4% of users not implementing the
use of emojis. Additionally, distribution statistics from Chen (2017) show that 2% of
Twitter users employ emojis in nearly every tweet without an emoji while 5% insert
emoticons in half tweets. Therefore, while emojis users are a minority of Twitter users,
those who do use emojis tend to use them heavily.

From a global perspective, the emojis are used most frequently in Indonesia,
where emojis accompanied tweets by Twitter users 46.5% of the time with South
Africa having a comparable 36.7% usage rate. Comparatively, the United States, which
developed pictograms has a higher percentile of 11%. Hakami’s large dataset, covering
multiple nations, clearly points to the cultural impact on user’s inclination to use
emojis. While this study focuses on the United States, we plan to extend the research to
other nations in the near future, extending beyond Twitter to include culture-specific
Platforms such as WeiBao in China.

2 Literature Review

Emoji are text-sized graphics used in digital, text-based communications platforms
used on personal computers, tablets, and smartphones for text messaging, Facebook,
Instagram, Twitter, etc. Furthermore, emojis can be found in the more traditional tools
such as Microsoft Suite and email, providing options to include facial gestures, ani-
mals, objects, and a wide variety of other symbols and expressions in text. They are
much like emoticons, however, emojis consist of pictures instead of typo-graphics.
Japanese designer Shigetaka Kurita invented emojis in 1999 (Lebduska 2014) while
working on the i-mode mobile internet platform of NTTDoCoMo (Blagdon 2013). The
inspiration for the invention was symbols, which are used in weather forecasts, Chinese
characters, as well as Manga street signs. Emojis gained significant popularity and were
included in the Unicode system, with the Unicode consortium approving new sets of
emoji, followed by Apple’s support for emojis in their 2012 iOS 6 platforms. Now,
emojis are strongly integrated into nearly every platform of today’s communication
spectrum.

It is important to also note that emojis have carved a niche into pop culture as well.
In 2015, the Oxford Dictionary hailed emoji as the “word of the year.” Emoji is
currently considered the fastest growing language in the world. It is estimated that
about 90% of the online population in the world tends to use emojis as they can convey
irony, wit, joy, sarcasm, etc. They have evolved from flat images into 2D and 3D
models and different forms which can include human faces and gifs. While there has
been substantial evidence completed on emojis focusing on meanings and interpreta-
tions, our research takes a deeper and more comprehensive dive into perception and
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frequency of emoji use among college students—including attention to variation
between females and males.

Stanford linguist, McWhorter (2013) observed that cell-phone contained, text-
based communication was then emerging as a fingered speech in which abbreviated
syntax, acronyms, and typographic replace traditional non-verbal communicative fea-
tures such as tone and facial expression. As text-based communication technology has
evolved, swipe keyboards, predictive text, and speech-to-text functionalities have
lessened, to a degree, the struggles that early texters had with syntax and spelling.
However, the need for aesthetic contributions to fingered speech remain—and so, the
emoji appears likely to endure in text-based communication.

Previous research from Barron and Ling (2011) investigated the use of emoticons
in electronically-mediated communication (EMC, which includes digital and computer-
mediated communication, such as online chats) through analyzing adolescents’ focus
group data of text messages. New EMC tools, including emoticons and similar cues
“lend an oral tone to the messages” and that approximate “intonation features or facial
features” are comparable to face-to-face conversations (Baron and Ling 2011). The
study suggests that using emojis and the like have a structure and purpose—to fulfill
non-verbal and intonation gaps in digital communication.

Additionally, research regarding perceptions of the emoji in textual-based com-
munication of female listeners from Kabir (2018) found that women use emojis in
accordance with gender norms and cultural practices. Furthermore, this was an indi-
cation of how society maintains communication styles.

3 Methodology

To begin to understand the behavior and usage of emojis by college students in the
United States, a simple cluster survey consisting of seventeen questions was distributed
to ninety-one respondents. The survey was specific to frequency, usage, and perception
and was unbiased as well as representative of the university. Based on the findings
from the survey, we conducted open-ended interviews with two couples, one same-sex
couple and one heterosexual couple and studied secondary data on the subject from
various sources including websites and relevant research articles done in the past. The
open-ended interview was conducted on two couples in a romantic relation-
ship. Additionally, both couples are college students in the United States between the
ages of 16–28 and both couples consented to research conducted on their usage and
perception of emojis.

We were able broaden our understanding of how emojis are used in interpersonal
communication and how emojis and text can vary within gender regarding relationship
and age. Furthermore, by conducting the interviews we were able to get a better
understanding of emojis as a universal language in terms of communication and how
users (using textual-based communication methods) communicate more extensively
and in greater detail based on context and relationship.
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3.1 Analysis

Interview. From the open-ended interview, we found that the couples each commu-
nicated multiple times per day. Couple one (Respondent 1 and Respondent 2) estimated
that they sent roughly 150 messages per day while couple 2 (Respondent 3 and
Respondent 4) estimated that they sent roughly 200 messages per day. Each message
consists of one “send,” including at least a single word or an emoji. When asked
whether they use emoji consistently with each other in textual-based messages, couple
one comprised of Respondent 1 and Respondent 2 both mentioned that they did, and
that “Emojis make it easier to understand each other and interact. It is easier to be clear
with each other” (Respondent 1 and Respondent 2, personal communication, 2019).
Additionally, couple two comprised of Respondent 3 and Respondent 4 mentioned that
they also felt as though emoji created a clearer understanding of the intended messages.
In terms of whether the couples felt that emojis should be considered a universal
language, Respondent 4 was quick to agree to state that his “cousins in Japan were able
to understand his meaning, even though he is not very good at Japanese as he is
American” (Respondent 4, personal communication, 2019).

Additionally, both couples (Respondents 1–4, personal communication, 2019) all
agreed that emoji are the language of technology and thus, should be considered a
universal language in that emoji are easier to understand, even when the sender is not
entirely sure of how to send a clear message. Furthermore, the listener or receiver of the
message is less likely to misinterpret the intended meaning if they have a clearer picture
of what is intended. Furthermore, Respondent 1 noted that he used emoji approxi-
mately every 1 in 3 textual-based messages, while Respondent 2 mentioned that he
used emoji an estimated 1 in 5 times. When asked for their usage, Respondents 3 and
four said that they used emoji an estimated 1 in 3 times (Respondents 1–4, personal
communication, 2019).

The couples in the real-life examples confirm the findings in the Literature Review
that they express and understand digital messages more clearly with emojis. If they
added an emoji “facepalm” (Fig. 1) (Respondent 3, personal communication, 2019)
then it would be interpreted as a possible sign of exasperation. Similarly, if they add the
emoji “face with rolling eyes” (Fig. 2) (Respondent 4, personal communication, 2019)
then it would be interpreted as sarcasm or annoyance. Without emojis, the receiver may
not be able to interpret the text accurately and respond properly as well. An interesting
aspect of perceiving emojis is how the structure evolves and varies through usage.
Baron and Ling (2011) noted from their study that EMC visual images are “punctu-
ations” that are not taught in formal schooling. Instead, users “work out patterns
themselves or adopt the punctuation style of their interlocutors” (62). I can see this
formation of punctuations that change and differ across digital channels and groups.
For instance, one of the subjects used mostly the “smiling face with smiling eyes” with
their parents, which implies that they (the respondent) was happy (Respondent 3,
personal communication, 2019). Formalization in communication structure according
to an audience is comparable to FTF (Face to Face) communication. Furthermore,
different kinds of emoji use indicate creativity and variation in use. Wijeratene (2017)
studied the similarity of emoji use and determined that many people use the same
emojis when they want to convey specific meanings and/or feelings. The same trend

Emojis in Textual-Based Communication Among College Students 339



was noticeable with real-life examples. One subject would use and receive numerous
expressions of happiness, such as “beaming face with smiling eyes” and “tears of joy”
from their friends, which are different than what is received from older family members
(Respondent 3, personal communication, 2019). Emojis are live cues that can change
alongside their users who drive their recognition and use.

Emoticons increased engagement and depth of conversations through boosting the
interexchange of emotional experiences (Daud and McLellean 2016). Additionally,
they react more emotionally when emojis are used, as if they could imagine the face of
the other, and seeing these non-verbal expressions stimulated their emotional
engagement (Respondent 2, personal communication, 2019). Anecdotal studies then
illustrated how emojis could help increase participation and not necessarily simplify or
make conversations less intimate (Participant 1, personal communication, 2019). The
findings can be related to how college-aged students in the United States would per-
ceive emojis with greater reaction as they mean something in regard to showing
politeness and social connections. If they use emojis, it would suggest closeness and
allows them to interpret sender intentions as accurately as possible for clearer, engaging
EMC conversations and better relationship maintenance. As in, the more they used
emojis, the more profound and extensive their conversations can become. Emoji use
debunks the idea that chatting plus emojis is inferior to FTF conversations.

Since emojis enrich meaning and improve emotional interactions, the user interface
is worth noting here since as previously mentioned, Stanford linguist McWhorter
(2013) observed that cell-phone contained, text-based communication was then
emerging as a fingered speech in which abbreviated syntax, acronyms, and typographic
replace traditional non-verbal communicative features such as tone and facial expres-
sion. This makes it imperative to note that as text-based communication technology has
evolved, swipe keyboards, predictive text, and speech-to-text functionalities have
lessened, to a degree, the struggles that early texters had with syntax and spelling.
Additionally, this has made the user interface of emojis much more simplified and user-
friendly. However, the need for aesthetic contributions to fingered speech remain—and
so, the emoji appears likely to endure in text-based communication and will continue to
make a profound impact on user interface. Emojis are not only the whole way of
expressing identity, but for users who see them as part of their “self,” it underlines the
importance of thee visual cues and grammatical structures to define the relationship
between EMC and identity.

Survey. Firstly, to understand the behavior of college students and their usage and
frequency of emojis; a questionnaire was generated with approximately eighteen
questions. Approximately ninety-one responses were acquired from users between the
ages of 16–28 years of age that were college students in the United States. The

Fig. 1. “Facepalm” Fig. 2. “Rolling eyes emoji”
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questions consisted of simple demographical information, frequency, usage, and
inquiries about the communication efficiency that were impacted by emojis. Addi-
tionally, the survey was distributed on the University of South Carolina Upstate’s
campus in Spartanburg, South Carolina as well as electronically on social media,
organization-based chat applications, classroom distribution and through word of
mouth. From the survey, fifty-nine females and thirty-one males were surveyed, with
one respondent preferring not to disclose gender. From the genders that were surveyed,
the age results were oddly skewed in response, with most of the female respondents
being between the ages of 20–23 and 28 and older, which indicates that female students
20 and older are heavy users of emojis (Fig. 3).

From the gender crosstabulation results (Fig. 3), we analyzed the perception of
emojis based on age. Approximately 93% of users between the ages of 16–19 felt that
the interpretation and usage of emojis vary slightly from person to person, whereas
47% of users 16–19 felt that it is easier to express feelings with emojis. Comparatively,
users ages 20–23 had similar results with 75% of respondents believing that inter-
pretation and usage of emojis varying slightly from person to person. However, per-
haps the most surprising results came from respondents ages 24–27. Approximately
70% of respondents ages 24–27 believe that it is easier to express feelings with emojis
with 40% believing that interpretation and usage of emojis varies slightly from person
to person.

Perception, a key concept in the utilization of emojis was arguably the most
important component of the survey distributed. As noted in Fig. 4, respondents ages
16–19 and 20–23 were the majority in the belief that emojis help alter the perception of
the intended meaning. More interestingly, 40% of users between the ages of 24–27
believed that emojis do not alter the intended perception of a message. It is important to
note that users aged 28 or older that were surveyed only had an 11% difference in
beliefs that emojis alter perception.

Age Group * Gender Crosstabulation
Count  

Gender

TotalFemale Male NA

Age Group 16 to 19 8 7 0 15

20 to 23 25 15 0 40

24 to 27 6 3 1 10

28 or older 20 6 0 26

Total 59 31 1 91

Fig. 3. Age group gender crosstabulation
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Emojis as a universal language is crucial to HCI development as it creates the
understanding that emojis are a graphical tool that can be “spoken” and understood on a
universal language, without having to learn the language as it is self-taught and
interpreted. Respondents of the survey were asked if they felt that emojis were a
universal language. Depending on their frequency of usage, they were rated on a
sliding scale of 1–10 (Fig. 5). Respondents, when asked how often they used emojis,
would respond “Always,” “Usually,” “Sometimes,” and “Rarely.” The respondents
would then rate on a scale of 1–10 whether they felt that emojis were a universal
language. Surprisingly, respondents who answered that they “always” use emojis
responded that on an average of 8.7, they believe that emojis are a universal language.
Respondents who answered that they “rarely” use emojis were the lowest in ratings,
having an average 6.7 in their belief that emojis are a universal language. However, this
is still important as even though they aren’t heavy users of emojis, they still believe on
a small scale that emojis are a language.
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Fig. 4. Perception vary by age group
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Fig. 5. Emojis as a universal language (rating)
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Respondents were also asked about the top three emojis that they most frequently
used. The respondents were surveyed on approximately 100 emojis that are currently in
the Unicode Consortium. Of the 100 emojis featured in the survey distributed, the top
three choices were “Face with Tears of Joy,” “Face Blowing a Kiss,” “Smiling Face
with Heart Eyes” (Fig. 6). Additionally, an overwhelming 65% of respondents chose
“Face with Tears of Joy” as their most frequently used emoji while an underwhelming
27% and 24% of respondents chose “Face Blowing a Kiss Emoji Name” and “Smiling
Face with Heart Eyes.”

4 Conclusion

College students use emojis in accordance with their gender norms and cultural
practices, an indication of how society maintains communication. The prevalence of
using emojis as a form of increasing emotionality in language and to compensate for
the absence of nonverbal cues in digital text underscores how college students speak
through emojis. Furthermore, culture shapes gender and communication beliefs and
practices. If the culture is collective and values communication that is respectful and
emotion-laden, then women would tend to use emoticons accordingly. Culture and
gender intersect in shaping how college students use and perceive emojis. Additionally,
the most surprising data that was received from the respondents was that an over-
whelming 85% of respondents rated an 8 or higher on a scale of 1–10 that emojsi are a
universal language, which changes the perception of how emojis are used to com-
municate. The perception of emojis will not only alter the perception of emojis, but
how user interface is developed and evolves to better use emojis.

With better communications comes better relationships, therefore proper and fre-
quent emoji use may also boost individual/couple happiness and relationship satis-
faction. College students can use emojis with confidence that their real intended

65% 

27% 24% 

Face With Tears of Joy Face Blowing a Kiss Smiling Face With Heart-Eyes

Emoji Name

Top Emojis Among College Students
Vote

Fig. 6. Top emojis among college students
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message meaning is getting across, even if other communication skills are lacking.
Additionally, people do not have to guess what the sender intends to say if emojis are
present. Moreover, emojis can enhance politeness and help people avoid wording that
may instigate conflict. They can be used for saving face or interpreted as saving face, a
new grammar for emotional, but controlled, EMC expressions. Emoji use and preva-
lence can bridge the gap between absences of non-verbal cues in EMC and the desire to
be adequately understood, resulting in possibly greater communication effectiveness as
well as happy individuals and relationships.

HCI, while constantly in an evolving and developmental state has a profound
impact on how emojis are used from a user-interface standpoint. Since emojis are often
touch based on smartphones, usability is crucial in how often and frequently emojis are
used. As smart phones and technology further in development, more emojis are
released on a frequent basis in technological software updates to user systems. It is
necessary to understand that emojis will have a permanent fixture in technology as it
advances.

References

A & G: FAQ (2015). http://emojipedia.org/faq/
A digital downside: cyberbullying - Flatlandkc.org (n.d.). https://www.flatlandkc.org/takenote/

take-note-season-2/digital-downside-cyberbul
Baron, N.S., Ling, R.: Necessary simleys & useless periods. Visible Lang. 45(1), 45–67l (2011)
Blagdon, J.: How emoji’s concurred the world. The Verge. Vox, 4 March 2013
Churches, O., Nicholls, M., Thiessen, M., Kohler, M., Keage, H.: Emoticons in mind: an event-

related potential study. Soc. Neurosci. 9(2), 196–202 (2014)
Chen, Z., Lu, X., Shen, S., Ai, W., Liu, X., Mei, Q.: Through a gender lens: an empirical study of

emoji usage over large-scale Android users (2017)
Daud, N., McLellan, J.: Gender and code choice in Bruneian Facebook status updates. World

Englishes 35, 571–586 (2016). https://doi.org/10.1111/weng.12227
Davis, M., Edberg, P.: Unicode emoji, November 2016. http://unicode.org/reports/tr51/
Hakami, S.A.A.: The importance of understanding emoji: an investigative study. University of

Birmingham (2017). http://www.cs.bham.ac.uk/*rjh/courses/ResearchTopicsInHCI/2016-17/
Submissions/hakamishatha.pdf

Kabir, H.: Female listener perceptions of the emoji in textual-based communication. In: 14th
Annual Conference Proceedings on SC Upstate Symposium (2018)

Lebduska, L.: Emoji, Emoji, What for Art Thou? Harlot (2014). http://harlotofthearts.org/index.
php/harlot/article/view/186/157

McWhorter, J.: “Texting.” TED Blog, 21 January 2013. https://blog.ted.com/the-linguistic-
miracle-of-texting-john-mcwhorter-at-ted2013/

Wijeratne, S., Balasuriya, L., Sheth, A., Doran, D.: A semantics-based measure of emoji
similarity. In: 2017 IEEE/WIC/ACM International Conference on Web Intelligence (WI).
ACM, Leipzig (2017). https://doi.org/10.1145/3106426.3106490

344 H. Kabir and D. W. Marlow

http://emojipedia.org/faq/
https://www.flatlandkc.org/takenote/take-note-season-2/digital-downside-cyberbul
https://www.flatlandkc.org/takenote/take-note-season-2/digital-downside-cyberbul
http://dx.doi.org/10.1111/weng.12227
http://unicode.org/reports/tr51/
http://www.cs.bham.ac.uk/*rjh/courses/ResearchTopicsInHCI/2016-17/Submissions/hakamishatha.pdf
http://www.cs.bham.ac.uk/*rjh/courses/ResearchTopicsInHCI/2016-17/Submissions/hakamishatha.pdf
http://harlotofthearts.org/index.php/harlot/article/view/186/157
http://harlotofthearts.org/index.php/harlot/article/view/186/157
https://blog.ted.com/the-linguistic-miracle-of-texting-john-mcwhorter-at-ted2013/
https://blog.ted.com/the-linguistic-miracle-of-texting-john-mcwhorter-at-ted2013/
http://dx.doi.org/10.1145/3106426.3106490


Clustering Help-Seeking Behaviors in LGBT
Online Communities: A Prospective Trial

Chen Liang1(&) , Dena Abbott1 , Y. Alicia Hong2 ,
Mahboubeh Madadi1 , and Amelia White1

1 Louisiana Tech University, Ruston, LA 71272, USA
{cliang,dabbott,madadi,asw018}@latech.edu

2 George Mason University, Fairfax, VA 22030, USA
yhong22@gmu.edu

Abstract. Online Lesbian, Gay, Bisexual, and Transgender (LGBT) support
communities have emerged as a major social media platform for sexual and
gender minorities (SGM). These communities play a crucial role in providing
LGBT individuals a private and safe space for networking because LGBT
individuals are more likely to experience social isolation and family rejection.
However, the emergence of these online communities introduced new public
health concerns and challenges. Since LGBT individuals are vulnerable to
mental illness and risk of suicide as compared to the heterosexual population,
crisis prevention and intervention are important. Nevertheless, such a protection
mechanism has not yet become a serious consideration when it comes to the
design of LGBT online support communities partially because of the difficulties
of identifying at-risk users effectively and timely. This pilot study aims to
explore the potential of identifying LGBT user discussions related to help-
seeking through natural language processing and topic model. The findings
suggest the feasibility of the proposed approach by identifying topics and rep-
resentative forum discussions that contain help-seeking information. This study
provides important data to suggest the future direction of improving data ana-
lytics and computer-aided modules for LGBT online communities with the goal
of enhancing crisis suicide prevention and intervention.

Keywords: LGBT � Suicide � Mental disorders � Topic model �
Natural language processing

1 Introduction

1.1 LGBT Internet Support Communities

Online Lesbian, Gay, Bisexual, and Transgender (LGBT) communities have emerged
as a major social media platform for sexual and gender minorities (SGM). Due to
family rejection, isolation, stigma, and discrimination, many LGBT individuals choose
to engage with LGBT online communities where they can network with peers in a
relatively private and safe space. Notably, however, LGBT individuals experience high
rates of mental illness (e.g., mood disorders, anxiety, personality disorders, etc.) as well
as high risk of suicide as compared to heterosexual population [1]. Recent studies also
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indicated an increasing number of LGBT youth in these online communities [2]. The
Centers for Disease Control and Prevention (CDC) have reported that suicide is the
third leading cause of death for youth ages 10 to 14 and the second leading cause of
death for youth ages 15 to 24 in the US [3].

These LGBT support communities have been an ideal venue for LGBT users to
expose themselves and to seek advises, but thus far most of the communities are
missing the function to protect this vulnerable population from high-lethality suicide
risk. More specifically, there is a missing module to identify at-risk users in a timely
manner, in which those users may expose signs of urgent needs of support, severe
suicidal ideations, or suicidal behaviors. As a result, timely prevention and intervention
are barely possible.

1.2 Identifying Help-Seeking Behaviors from Users’ Written Speech

Help-seeking behaviors are an observable measure for the state of users’ psychosocial
functioning, which may be used for identification of at-risk users. The proactive
intervention will become feasible if at-risk users and their posts can be accurately
identified in a timely manner. In the traditional research environment in which
researchers gain direct interactions with participants, such behavioral data is collected
through interviews, surveys, and clinical observations. Although it is a less challenging
data collection process, studies reported that many participants are reluctant to provide
information about their needs [4, 5]. When it comes to the online environment, user-
generated written speech is the key data source that enables indirect observation of
users’ help-seeking behaviors.

Users in LGBT online support communities raise a variety of help-seeking topics
such as identity confusion, networking, crises in relationships, mental disorders, etc.
Many topics do not necessarily relate to suicide risks, but some others deserve
immediate investigation and intervention, e.g., those express depression and suicidal
ideations. Unfortunately, there is only a very small number of LGBT support com-
munities, e.g., TrevorSpace, that recruited specialized forum administrators to provide
referral information and interventions to those who are at risk. Even so, the service is
not provided in a timely manner due to the costly labor. Most LGBT support com-
munities are only able to share the suicide referral information in the announcement
column. Hence, there is a pressing need to improve the timely identification of critical
help-seeking topics for proactive intervention.

Presently, there is a limited number of studies that focus on help-seeking behaviors
of online LGBT users through their written speech. Among published work, most
studies adopted content analysis in which human judges are performed on coded free
text [6]. The content analysis presents unique advantages of disclosing detailed and
clinically valuable information about users’ psychobehavioral states but is also criti-
cized for intensive labor and questionable inter-rater reliability [7]. In recent years,
computer-aided data processing and analyses have been increasingly used in social,
behavioral, and health sciences. Computational methods that were originally developed
from computer and information sciences are now used in psychological studies, such as
natural language processing (NLP) and machine learning [8]. For example, topic
modeling has also been used as a replacement or supplement of content analysis in
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processing written speech that contains mental health-related information [9, 10]. One
of the unique advantages of these computational methods is the efficiency and
enhanced capability of processing large-scale data.

1.3 Approach

The primary aim of this study is to identify signs of help-seeking behaviors by ana-
lyzing LGBT online users generated written speech. These help-seeking behaviors are
important data valuable to identify at-risk users.

To achieve this aim, we employed natural language processing (NLP) to assist in
automated analysis of textural data and clustering of topics of posts. In specific, we
developed topic models [11] to automatically cluster various topics of help-seeking
posts. Our approach allows us to distinguish different posts by clusters of lexical
information a thread carries. Recent advances in clinical psychology, NLP, and
machine learning have already demonstrated the feasibility of automated identifying
suicide-risk related clues through analyzing linguistic information such as individuals’
written speech on social media [12–16] and electronic health records [17]. We analyzed
the historical posts from LGBT Chat & Forums, an anonymous LGBT online com-
munity consisting of ten thousand of threads. The experimental procedures are as
follows. (1) We employed standard NLP preprocess to clean the free text data. (2) We
implemented the Latent Dirichlet Allocation (LDA) algorithm to construct topic
models. (3) We used the trained topic models to cluster posts by topics. Based on the
model output, we examined topics, keywords representing the topics, and associated
posts relevant to help-seeking behaviors. Discussion of potential design of an inter-
active module to timely identify at-risk users followed.

Our study provided important data to demonstrate the efficiency and effectiveness
of identifying critical help-seeking behaviors by users generated written speech. The
findings will serve as the preliminary data to our future plan of developing computa-
tional tools for the emerging LGBT online support communities. Our study also pro-
vided data to inform potential changes in public health policy that benefits the SGM
population.

2 Methods

2.1 Materials

We used historical data of LGBT users’ written speech communications from LGBT
Chat & Forums (https://lgbtchat.net/). This is an open-registration and anonymized
forum that allows LGBT users for networking, chatting, and experience sharing.
Historical data refers to data that was generated six months before data collection.

Data were extracted by web crawling technique. We employed the Python3
wrapped package of Boilerpipe3 to fetch the data. A corpus consisting of 65,120 forum
posts generated from December 2012 to June 2018 was created. Data collection was
completed in January 2019.
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Although researchers do not need to comprehend forum posts during the automated
data collection and processing, it is still possible for observing any adverse events or
suicidal behaviors that still have any influence at present. In case any of these adverse
events and suicidal behaviors are observed during the study, researchers were
instructed to report immediately to forum administrators and local crisis intervention
agencies.

2.2 Procedures

We performed standardized NLP procedures to prepare the corpus before it could be
used to generate the topic model. Below we described the NLP pre-processing and
topic modeling, respectively.

NLP Pre-processing. The motivation of pre-processing the corpus is to extract the
bag-of-words (BOW) representation of free text. In the corpus, each post is in the free
text format, which can be represented by a multiset of words disregarding the sequence
and grammatical rules, i.e., BOW. Topics can be extracted from such a BOW repre-
sentation. We followed the procedures below. The resulting dataset was in the BOW
representation with indexes and word frequency that were ready for topic modeling.

Cleaning-Up Text. We used regular expressions to remove text irrelevant to the users’
written speech (e.g., HTML heading and tagged text), new-line characters, and
symbols.

Tokenization. This step was to tokenize sentences into words, removing punctuations.
We used the tokenization module built in the Gensim package.

Removing Stop Words. Stop words (e.g., “the”, “a”, “an”, etc.) are interfering when
included in the BOW representation. To remove the stop words, we used the list of stop
words included in the nltk package as a dictionary.

Bigram Modeling. We considered words frequently occurring together in the corpus to
be bigram words (e.g., “Southern Europe”). The identification of bigrams and words
combining were performed by employing the Gensim package.

Lemmatization. This step was to convert the words into the root format. For example,
the word “laughing” should be converted to “laugh” and the word “students” is con-
verted to “student”. Lemmatization was performed by employing the spaCy package.

Topic Modeling. The topic model we used was built on LDA algorithm and was
implemented in the Gensim package. LDA develops probabilistic graphical modeling
based on BOW representation. To discover an optimized topic model, we considered a
balance between the coherence of words captured by topics and the interpretability of
topics.

Building LDA Topic Models. We built the models by employing the Gensim package.
We used default parameters including chunksize (the number of posts in each training
chunk), passes (total number of training passes), and alpha and eta (control of sparsity
of topics). The only parameter we manipulated was num_topics, which represents the
number of topics the model generated, discussed next.
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Finetuning the Model with Optimized Coherence Score. We conducted an experiment
in which we trained topic models with different numbers of topics (i.e., num_topics).
The number of topics ranged from 5 to 100 with an increment of 5, resulting in 20
different values for num_topics. These models were measured by the coherence score
[18] ranging from 0 to 1. A higher score represents a better coherence. Models with
outperformed coherence scores were used to generate topics for further analysis.

Visualization. We created an interactive 2D visualization for generated topics. The
pyLDAvis package was used for creating visualization.

Topic Analysis and Interpretation. We first identified topics relevant to help-seeking
behaviors by examining the set of topic keywords. Second, we retrieved the most
representative posts for relevant topics. This procedure enabled a detailed observation
by establishing a direct interaction between topics and posts.

3 Results

3.1 Experimental Results for Optimized Models

We tested 20 different topic models with different a number of topics (num_topics).
Figure 1 shows the convergence scores for every run of the test. In general, the
coherence scores drop slowly when we increased the number of topics. The best
coherence (0.47) was recorded when there were 5 topics specified. Moreover, in order
to identify an optimized model, we also need to evaluate the interoperability of the
topics the model produced, detailed in the next section.

Fig. 1. Coherence scores for models with different number of topics.
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3.2 Topic Interpretation

We started to identify an optimized topic model that can generate meaningful topics
from the model with num_topics = 5 with an increment of num_topics each time.
Models with comparatively high convergence scores often trade off with the number of
meaningful topics. To balance between these two factors, we generated a model with
35 topics (coherence score = 0.4) for downstream analysis.

Examining Relevant Topics. In Table 1, we selected the interpretable topics and the
corresponding keywords. Each topic is represented by a set of 10 keywords that have
the highest contribution to the topic.

Among the 35 topics, Topic #22 is relating to posts that contain help-seeking
behaviors. As shown on the left-hand side of Fig. 2, the bubbles represent topics. The
area of a bubble represents the prevalence of a topic. Semantically close topics are
close, or even overlapped, in the figure. The bar chart on the right-hand side of the
figure shows the top represented keywords of a topic as well as the frequency and
proportion of the keywords. For Topic #22, it was distributed over a number of salient
keywords including “die”, “kill”, “cry”, and “dead”. Most of these keywords were
unique to Topic #22 except for “medical”, “would”, and “alone”.

Table 1. Topics and keywords.

Topic Keywords Interpretation

#7 “meet” + “welcome” + “people” + “talk” + “old” + “friend” +
“new” + “be” + “join” + “chat”

Welcoming

#8 “gender” + “male” + “tran” + “female” + “body” + “transgender”
+ “doctor” + “identify” + “hormone” + “question”

Gender & sexual identify

#9 “friend” + “come” + “tell” + “family” + “accept” + “father”
+ “sister” + “scared” + “step” + “know”

Out; family rejection

#10 “girl” + “guy” + “date” + “friend” + “crush” + “boyfriend”
+ “straight” + “kiss” + “relationship” + “never”

Dating; relationship

#11 “woman” + “man” + “attract” + “bisexual” + “pansexual”
+ “attraction” + “sexual” + “husband” + “bisexuality” + “straight”

Gender & sexual attraction

#12 “sex” + “relationship” + “partner” + “sexual” + “wife” + “marry”
+ “romantic” + “married” + “orientation” + “desire”

Relationship

#13 “gay” + “sexuality” + “straight” + “lgbt” + “sin” + “religious”
+ “community” + “people” + “homophobic” + “homophobia”

Religion

#14 “love” + “wonderful” + “dream” + “god” + “believe” + “heart”
+ “fight” + “beautiful” + “together” + “lover”

Relationship

#15 “parent” + “mom” + “child” + “mother” + “daughter” + “therapist”
+ “kid” + “dad” + “live” + “brother”

Family

#22 “country” + “sign” + “die” + “kill” + “cry” + “dog” + “visit”
+ “cat” + “water” + “dead”

Self-harm; mental
problems; help-seeking

#30 “voice” + “pain” + “angry” + “apart” + “pull” + “worker” + “lay”
+ “sexy” + “gf” + “card”

Mental problems; help-
seeking
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Topic #30 is also relevant to help-seeking posts. It was represented by “pain”,
“angry”, “apart”, etc. See Fig. 3. All of the keywords made unique contributions to topic
#30. Overall, both topics are less prevalent as compared to topics #1, #2, #3, #4, etc.

Fig. 2. Topic distribution and representative keywords for topic #22.

Fig. 3. Topic distribution and representative keywords for topic #30.
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Of particular interest to the potentially vulnerable users in the LGBT online support
communities, we found that the keyword “school” occur in many posts, suggesting that
there may be a substantial number of LGBT youth users in the online communities.
Our model shows that “school” is primarily contributing to the Topic #5. See Fig. 4.
Although this topic was not included in Table 1 due to the lack of a meaningful
interpretation, such a finding suggests interesting follow-up research questions.

Representative Posts over Topics. We explored further on identifying representative
posts for a topic of interest. Posts relating to help-seeking behaviors contain shared-
experience about depression, hopeless, pain, self-harm, etc. Users tended to be sup-
portive and provided emotional support, social support, and information about suicide
hotlines. See Table 2 for examples of discussion in the posts.

Fig. 4. Contribution of keyword “school” to topic #5.

Table 2. Examples of help-seeking and peer-support related posts. Contents are modified to
remove less important information.

Fractions of discussion in the posts Notes

…… I wake up every morning so miserable and so tired, I feel
hopeless. ……

Negative
mental/physical status

…… I self harm which is something I never thought I would do. Self-harm
…… I drink excessively every night just to take the pain away. Pain
…… This year is the last year as u all move forward into {year} I
will stay in {year}. ……

Suicidal ideation

…… My dreams were to have a nice wife and children, just to be
loved and share my life with the woman of my dreams. It’s never
going to happen. ……

Shared experience

…… Please talk to us. We understand. ……. Peer support
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4 Discussion

4.1 Major Findings

In this study, we explored the potential of identifying LGBT forum posts that are
relating to help-seeking behaviors by topic models. One premise of this approach is that
topics of posts are represented by multisets of words. Our findings suggested that a
spectrum of meaningful topics can be identified by developing topic models over
LGBT forum posts. This finding is in line with a number of studies leveraging topic
models to discover topics of interest from textual social media data [19–21].

In a number of topics that we found, we would like to underscore help-seeking
topics with the scope of this study. Help-seeking behaviors exist in the LGBT online
support communities. Such posts are often associated with shared negative emotion and
experience, mental/physical pain, suicidal ideations, and even signs of attempts. Causes
include rejection, self-disappointment, gender & sexual identity-related confusion, etc.
Based on our observation, users from the LGBT forum are supportive, especially those
who have been in the same or similar situations before.

In addition to the help-seeking related topics, we also identified a number of
meaningful topics that are widely discussed in the community. These topics are equally
interesting to research questions with regard to gender and sexual identity, isolation,
rejection, bully, and a number of contributing factors to mental disorders. These
research questions are traditionally studied in a face-to-face setting such as interview
and questionnaire. Our approach holds potentials to provide an innovative alternative to
collect data from LGBT users generated written speech. As compared to the content
analysis, which is commonly used to analyze data collected from interview and nar-
rative data, NLP and topic modeling can overcome shortcomings such as less
efficiency.

4.2 Implications for LGBT Online Support Communities

In this study, we strived to collect preliminary data to contribute to the improvement of
LGBT online communities. LGBT population is vulnerable to mental health problems
and suicide. Presently, most of the LGBT online support communities have limited
protective mechanism for proactive suicide intervention and prevention, remaining to
be a significant public health concern. Since the findings suggest the feasibility of
automated identification of at-risk posts, we recognized the potential to develop a real-
time monitoring module to identify users who need immediate assistance.

4.3 Limitations and Future Direction

The present study is less valuable without the discussion of its limitations. First,
outcomes of the topic model are limited in terms of interpretability. As it has been
recognized as a common problem of topic modeling, in our study, only 11 out of 35
topics carry obvious meanings. The rest of the topics are either less salient or con-
taining implicit meanings. Second, identifying meaningful topics requires domain
knowledge. The process is less objective, but it was compromised by calculating the
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coherence score of the model. Third, the corpus of LGBT forum posts contains a
considerable portion of noisy information. We noticed that meaningful topics are
generally less prevalent, whereas many less-meaningful topics are not. It is probably
because the discussion in the LGBT forum involves a broad range of mixed themes,
including lyrics, movies, and jargons that are less suitable to be captured by a BOW
based model, i.e., topic model.

In the future study, we aim to develop further on the present approach to improve
the accuracy, interoperability, and generalizability of NLP methods. For example, we
believe that a specialized language system can provide references for the machine to
understand contextual semantic information from LGBT users generated narratives.
Presently, there is no published tool for that purpose. In addition, a customized NLP
pipeline may improve the text pre-process and, further, the performance of the model.
Our next step is also to develop data processing tool specialized for LGBT online
communities with the goal of improving proactive intervention through data science.
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Abstract. The Mercalli scale of quake damages is based on perceived
effects and it has a strong dependence on observers. Recently, we pro-
posed a method for ground shaking intensity estimation based on lexical
features extracted from tweets, showing good performance in terms of
mean absolute error (MAE). One of the flaws of that method is the
detection of the region of interest, i.e., the area of a country where the
quake was felt. Our previous results showed enough recall in terms of
municipality recovery but a poor performance in terms of accuracy. One
of the reasons that help to explain this effect is the presence of data
noise as many people comment or confirm a quake in areas where the
event was unperceived. This happens because people get awareness of an
event by watching news or by word-of-mouth propagation. To alleviate
this problem in our earthquake detection system we study how propaga-
tion features behave in a region of interest estimation task. The intuition
behind our study is that the patterns that characterize a word-of-mouth
propagation differ from the patterns that characterize a perceived event.
If this intuition is true, we expect to separate both kinds of propagation
modes. We do this by computing a number of features to represent prop-
agation trees. Then, we trained a learning algorithm using our features
in the specific task of region of interest estimation. Our results show
that propagation features behave well in this task, outperforming lexical
features in terms of accuracy.

Keywords: Social networks · Disaster management ·
Mercalli intensity · Social media during emergencies · Propagation trees

1 Introduction

Richter and Mercalli scales measure the level of impact of an earthquake in a
given region. Whilst Richter measures the energy released during an earthquake,
Mercalli represents the level of damages produced during an earthquake. Both
scales are related but may differ due to several factors as the quality of the
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buildings, the type of ground where the quake happens or the depth of the
epicenter, i.e., the distance of the epicenter to the ground surface.

Mercalli reports are prepared by observers who record the effects of an earth-
quake on humans and man-made structures. However, these reports may be
released even hours or days after an earthquake, as the strong dependence on
local observers makes difficult to provide fresh information. Recently we pro-
posed a method for fast estimation of Mercalli intensities using social media
[9]. Our method is based on the observation of Twitter and it computes lex-
ical features on a set of messages related to the event. We showed that there
are lexical features that are useful for Mercalli intensity estimation. However,
one of the difficulties found during the study was the estimation of the ground
shaking region. As many people get awareness of an event watching news or by
word-of-mouth, these comments are mixed with comments of observers who are
placed in the region of interest, introducing noise during the region of interest
estimation step of our method. With a good recall but a poor accuracy in the
region estimation step, our method shows enough room for improvement.

In this paper we study how propagation features can be used to mitigate
the effect of noise during the region of interest estimation process. We extend
our method providing better features for ground shaking region estimation. To
do this we compute eight propagation features showing how useful they are to
alleviate the effect of noise in our system.

Main Contribution of the Paper : In this paper we address the problem of ground
shaking region estimation using social media propagation features. Our method
starts extracting propagation trees from propagation graphs, detecting seeds
and measuring a number of features that characterize spreading patterns. To
the best of our knowledge, this is the first work that addresses the problem
of ground shaking region estimation using propagation network features. Our
intuition indicates that there are measurable differences in propagation patterns
between perceived and unperceived events. We sustain this intuition in our pre-
vious findings on rumor detection [8]. The intuition behind our study is that the
patterns that characterize a word-of-mouth propagation differ from the patterns
that characterize a perceived event. If this intuition is true, we expect to separate
both kinds of propagation modes. To study this hypothesis we compute a num-
ber of features to represent propagation trees. We will show that our features are
useful for ground shaking region estimation, giving support to our hypothesis.

This paper is organized as follows. Related work is discussed in Sect. 2.
Preliminaries are discussed in Sect. 3. Ground shaking region estimation based
on propagation features is introduced in Sect. 4. Experiments are discussed in
Sect. 5. Finally, we conclude in Sect. 6.

2 Related Work

The relation between physical events and its correspondence in Twitter has
been an active research area during the last years [6]. These efforts have shown
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interesting results. For instance, a research found that during the Tohoku earth-
quake in 2011 there were a number of high correlations between the amount of
tweets and the intensity of the disaster in some locations [4]. Recently, Poblete
et al. [10] provided a system for the early detection of earthquakes using social
media features. The system dubbed “Twicalli”1 detects worldwide earthquakes
in real time, illustrating the consonance between physical events and social media
trends.

There are more quake alert systems based on social media around the world.
Systems as the ones placed in Australia [11] or Italy [1] use burst detection
algorithms to report earthquakes, where a burst is defined as a large number
of occurrences of tweets within a short time window [13]. In addition to the
detection of an event, the estimation of the intensity of a quake has also aroused
interest. Sakaki et al. [12] showed that it is possible to estimate the epicen-
ter of an earthquake event using only information recovered from Twitter as
tweets counts and tweets rates. Burks et al. [2] proposed an approach to esti-
mate the Mercalli intensity of an earthquake performing a cross match between
seismological recording stations and tweets that mention the word ‘earthquake’.
Computing a number of lexical features in each areal disc centered around each
seismograph, the authors studied the correlation of these features with the Mer-
calli intensity. Using linear regression models, the authors showed good results
in terms of accuracy for Mercalli intensity estimation tasks.

The estimation of the maximum intensity of an earthquake using Twitter was
studied by Cresci et al. [3]. Using linear regression models over a huge collection
of aggregated features (45 features were tested in that proposal), the authors
showed that Twitter has enough predictive power to infer the maximum intensity
of an earthquake in the Mercalli scale. Recently, we showed that it is possible
to provide an early estimation of the maximum intensity of an earthquake (just
30 min after the event) using only 12 lexical features, performing well in this
specific task [9]. However, one of the limitations of that work relies on the poor
accuracy achieved during the estimation of the ground shaking region. As many
people get awareness of an event watching news or by word-of-mouth, these
comments are mixed with comments of observers who are placed in the region
of interest, introducing noise during the estimation process.

To alleviate the effect of noise during the ground shaking estimation process,
we study the effectiveness of eight features that characterize the propagation of
the event across the network. Propagation features has succeeded in predictive
tasks as rumor detection [8] and research output forecasting [7]. The intuition
behind this study is to check if there is a consonance between the impact of a
perceived event and propagation traces. If this intuition is true, we expect to
measure and use the correspondence of the event in the network improving the
accuracy on the region of interest estimation task.

The estimation of the ground shaking region of an earthquake using social
media has gained attention in last years. Systems based on crowd-sourcing tools2

1 http://www.twicalli.cl.
2 “Did you feel it?” website located at https://earthquake.usgs.gov/data/dyfi/.

http://www.twicalli.cl
https://earthquake.usgs.gov/data/dyfi/
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or based on geolocated tweets as TwiFelt [5], have revealed the interest of govern-
ment agencies as the US Geological Survey (USGS) on the use of social media
for these tasks. In this paper we will show that propagation features are key
event descriptors of earthquakes to address this challenging task.

3 Preliminaries

We proposed a method for the early estimation of the intensity of an earth-
quake in the Mercalli scale [9]. In that method, we used information gathered
from Twitter. Our method works in a tandem with Twicalli [10], the system
for detection of earthquakes based on Twitter. Once an earthquake is detected
by Twicalli, the event is characterized at municipality level, the finer level of
geolocation considered in our system. Then we conduct a regression process to
infer the region of interest of a given earthquake. Finally, our method takes the
collection of point estimates to infer the maximum intensity in the Mercalli scale
for a given quake.

In our system, posts are collected to extract features of the event that char-
acterize the social perception of the earthquake. Each perceived event is charac-
terized at a level of aggregation that describes the perception of the earthquake
in a municipality. For each municipality batch, a set of features is computed to
describe the earthquake.

Municipality batches are built as follows. After each earthquake, a set of
tweets that matches the keywords “quake”, “earthquake” or “seismic” are
retrieved from Twitter. The time considered to collect the data is a parame-
ter of our system, with a window length of 30 min by default. Shorter windows
can be considered but at the cost of less accurate Mercalli predictions. Tweets
that are mapped to municipalities are aggregated into municipality batches.

We map tweets to municipalities using the user location field. We were forced
to use this field as only a very small fraction of the tweets in our country is geo-
located. In order to geolocate tweets we use the following steps: (1) if available,
we extract the exact GPS coordinates from the tweet’s location field, (2) if the
location field was not provided by the user in their tweet, we then process the
tweet’s textual content. This is, we analyze the message’s text (e.g., “Earthquake
in Valparaiso!!!”) to extract, using a fuzzy string matching procedure, any loca-
tion mentions, or (3) if all else fails, we apply the same procedure as in (2) but
this time on the text provided by the user in their profile information.

Our method starts detecting the region of interest from where municipality
data batches will be used to infer Mercalli intensities. This step of the method
separate municipalities into two classes. We do this using a 0/1 classifier trained
over municipality-seismic data batches pairs. These data batches were labeled
according to the actual Mercalli intensity reported into two disjoint classes. The
0 class represents an earthquake that was not perceived (not reported in the
Mercalli scale) and the 1 class represents an earthquake that was effectively
perceived by people with an intensity value in the Mercalli scale. Each data
batch is represented by a vector of features. Once the 0/1 classifier was trained,
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our method is ready to detect the region of interest on new earthquakes at county
level.

After the estimation of the region of interest, our method estimate the max-
imum intensity of the event. Further details of this process are provided in Men-
doza et al. [9].

4 Region Estimation Based on Propagation Features

4.1 Features

Eleven lexical features are considered at this level of aggregation as is shown in
Table 1. In addition, eight propagation features are computed for this task. We
also consider the inclusion of the municipality population as a feature. These
features are calculated in each municipality data batch, characterizing the set of
tweets mapped to each specific county for a given seism.

Table 1. Features used in our study.

Feature Description

LEXICAL NUMBER OF TWEETS Number of tweets in the data batch

TWEETS NORM Fraction of tweets over county population

AVERAGE WORDS Average length of tweets in number of words

AVERAGE LENGTH Average length of tweets in number of chars

QUESTION MARKS Fraction of tweets with question marks

EXCLAMATION MARKS Fraction of tweets with exclamation marks

UPPER WORDS Fraction of tweets with uppercase words

HASHTAG SYMBOLS Fraction of tweets containing the hashtag symbol

MENTION SYMBOLS Fraction of tweets containing the mention symbol

RT SYMBOLS Fraction of tweets containing the “RT” symbol

CONTAINS EARTHQUAKE Fraction of tweets containing the word earthquake

POPULATION Number of inhabitants in the county

PROPAGATION NUMBER OF SEEDS Number of seeds in the data batch

NUMBER OF TREES Number of trees in the data batch

AVG USERS IN TREES Average number of users across trees

AVG USERS IN TREES (NI) Average number of users across not isolated seeds

BIGGEST TREE SIZE (U) Size of the biggest tree in number of users

BIGGEST TREE SIZE (I) Size of the biggest tree in number of interactions

AVG TREE SIZE Average number of interactions across trees

AVG TREE SIZE (NI) Average number of interactions across ni seeds

To compute propagation features we need to process the propagation graph
recovered for each event. The propagation graph is a graph of message sharing
and replaying. In a propagation graph, each node represents a post. Each post
can be read by the followers of the post owner. If a follower decides to share
(to retweet in Twitter jargon), reply or mention a post, a new node is recorded
in the graph, linking both nodes with an arc. Original posts (posts that are



Estimating Ground Shaking Regions 361

not retweets, replies or mentions) are seeds of claims. If a seed post is shared
in the network, the propagation graph records an information cascade. As each
interaction with the original post produces a new message, the cascade is cycle-
free and it compounds a tree.

Fig. 1. How propagation features are computed. Graphs inside grey boxes represent
the original propagation graph. Each node represent a message. Black edges represent
RTs or mention posts. Grey edges represent inactive following links. Inferred trees are
depicted in green boxes. Seeds are depicted with pink nodes. At the top of the figure
we show the eight propagation features that correspond to this example. (Color figure
online)

We show in Fig. 1 how propagation features are computed. Black edges show
message sharing between posts. Gray edges show followers/followees relation-
ships that do now share a message during the claim. Note that the propagation
graph is a subgraph of the social network graph. Each propagation tree is boxed
by a grey shaded rectangle. Inferred propagation trees are bounded in green
boxes. The example shows eleven seeds (shaded in pink) and ten trees (note
that the example shows an isolated seed).

4.2 Estimation of a Region of Interest

The next stage of our approach is estimating which municipalities were affected
by the earthquake. We refer to these municipalities as the region of interest or
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ground shaking region of an earthquake. To estimate the geographical subdivi-
sions that were affected by the seismic event, we use a supervised classification
model. This model separates municipalities into two classes: unaffected by the
earthquake and affected by the earthquake.

To create this model we used a 0/1 classification algorithm, which we trained
using municipality-level data modeled as feature vectors (using the features
shown in Table 1). The labels that we used for each municipality were class
“0” if the earthquake was not perceived by the population (i.e., the munici-
pality had no official Mercalli intensity value associated to it), and class “1” if
the earthquake was perceived by the population (i.e., the municipality had an
official Mercalli value associated to it). The Mercalli intensity values that we
used to label the municipality-level data corresponded to values in official earth-
quake reports. More details on the technical and empirical aspects of the model
creation are presented in Sect. 5.

5 Experiments

5.1 Dataset

A collection of 825310 tweets was retrieved from Twitter. These tweets were
collected using keywords as “quake”, “earthquake” and “seismic movement” (in
Spanish). The collection comprises a year and a half of Twitter data, matching
the keywords during 2016 and the first semester of 2017. From these tweets, only
2200 include the geolocation field, representing only the 0.26% of the data. The
collection was posted by 309749 users where 207015 records a location field in
their profiles, representing the 66.8% of the users recorded in the data. From the
set of 207015 users with user location in our dataset, 57546 matched Chile in the
country field. Then we used approximate matching to associate this field with
a Chilean municipality using Fuzzy wuzzy3. Using an 80% of fuzzy confidence
level, a total of 41885 Chilean users were mapped to Chilean counties. These
users record in the dataset a total of 190249 tweets mapped to the 345 different
counties in Chile.

We used data collected by the National Seismological Center of Chile, com-
prising 331 records of earthquakes in Chile during the observation period, rang-
ing magnitudes in Richter from 2.2 Mw to 7.6 Mw. The cross match between
our tweet collection and the Mercalli earthquake records was conducted over
the municipality field. Only municipality batches that record tweets until 30 min
after an earthquake were studied, accounting for a total of 6790 municipality-
Mercalli pairs with Twitter activity. A total amount of 6548 municipality batches
unmatched a Mercalli report, indicating the presence of tweets that men-
tion earthquake keywords in counties where it was unperceived. In summary,
our Twitter-Mercalli dataset comprises 331 earthquakes with 187317 tweets

3 Fuzzy wuzzy is a Python string matching library that uses the Levenshtein Distance
to calculate differences between string sequences. It is available in: https://github.
com/seatgeek/fuzzywuzzy.

https://github.com/seatgeek/fuzzywuzzy
https://github.com/seatgeek/fuzzywuzzy
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distributed over 345 Chilean counties during 18 months of Twitter activity,
with county-earthquake pairs separated into 6790/6548 perceived/not-perceived
earthquake data batches.

From the total amount of 331 earthquakes, 264 were selected for train-
ing and exploratory issues, reserving the remaining 68 earthquakes for test-
ing and validation tasks, representing a training/testing split of 80/20%. The
training/testing splitting process was conducted using stratified sampling over
earthquakes according to each Mercalli level. Training/testing proportions of
instances according to the maximum Mercalli intensity report of each earth-
quake are shown in Table 2. Data and its description are available at https://
doi.org/10.6084/m9.figshare.c.4206689.

Table 2. Training/testing instance partitions according to the maximum Mercalli
intensity of each quake

Partition II III IV V VI VII

Training 11 105 103 39 4 2

Testing 3 26 26 10 2 1

Overall 14 131 129 49 6 3

5.2 Exploratory Analysis

We first performed a data exploration process to analyze the relationship between
municipality-level features and Mercalli values. We studied the existence of cor-
relations, which are shown in Table 3.

Table 3 shows correlations in terms of the Spearman coefficient, as the vari-
ables studied are skew. All the coefficients found are statistically significant
with p-values equal to 2.2e−16. The correlation between propagation features
is strong. Note that the correlation between MERCALLI and the other variables
is not as strong. The table shows a strong correlation between size features.
Interestingly, the correlation between NUMBER OF SEEDS and NUMBER OF TREES
is not as strong, showing that there are a number of isolated seeds that do no
achieve a spread in the network.

A strong correlation was also detected between some lexical features as
NUMBER OF TWEETS and TWEETS NORM, AVERAGE WORDS and AVERAGE LENGTH
and MENTION SYMBOLS and RT SYMBOLS. In general, the correlation between lex-
ical features was weak, except for the indicated cases. A more detailed analysis
of the correlation between lexical features can be checked in [9].

5.3 Estimating the Region of Interest

Training/testing municipality data batches accounts for 10491/2847 instances at
municipality level. To study the problem of perceived/not-perceived earthquakes

https://doi.org/10.6084/m9.figshare.c.4206689
https://doi.org/10.6084/m9.figshare.c.4206689
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Table 3. Spearman ranked correlation coefficient of the propagation features consid-
ered in our study.
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ρ 0.15 0.18 0.21 0.21 0.20 0.21 0.21 0.21
ρ 0.55 0.50 0.56 0.56 0.56 0.51 0.55

ρ 0.96 0.97 0.97 0.97 0.96 0.97
ρ 0.99 0.98 0.99 0.99 0.99

ρ 0.99 0.99 0.99 0.99
ρ 0.99 0.99 0.99

ρ 0.99 0.99
ρ 0.99

at county level, we train a 0/1 classifier. In the training fold 5021 instances
accounts of the 0 class (unreported Mercalli) and 5470 for the 1 class (reported
Mercalli). Training was conducted using 5 folds cross validation, using an SVM of
C-SVC type for classification with a radial basis function as a kernel implemented
in Weka 3.7. As the focus of the problem is the detection of the 1 class, we used
cost sensitive learning, penalizing false negatives in the 1 class to maximize the
recall, at the cost of a high FP rate. More learning algorithms were tested among
them naive Bayes or a Multilayer Perceptron but SVM was the one with the best
results. The detailed accuracy by class using lexical features is shown in Tables 4
and 5 for training and testing partitions, respectively. Tables 6 and 7 show the
results achieved using propagation features. The results achieved using the whole
set of features considered in this study are shown in Tables 8 and 9 for training
and testing partitions, respectively.

Table 4. Training accuracy by class using lexical features

Class FP Rate Precision Recall F-measure ROC area

0 (unreported) 0.189 0.736 0.575 0.646 0.693

1 (reported) 0.425 0.675 0.811 0.737 0.693

Weighted avg. 0.312 0.705 0.698 0.693 0.693
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Table 5. Testing accuracy by class using lexical features

Class FP Rate Precision Recall F-measure ROC area

0 (unreported) 0.184 0.765 0.517 0.617 0.666

1 (reported) 0.483 0.593 0.816 0.687 0.666

Weighted avg. 0.323 0.685 0.655 0.649 0.666

Tables 4 and 5 show a good performance in terms of recall for the class of
interest but a poor performance in terms of precision. Accordingly, the F-measure
has a performance around 68% for the class of interest on testing data, achieving
a ROC value around 0.666.

Table 6. Training accuracy by class using propagation features

Class FP Rate Precision Recall F-measure ROC area

0 (unreported) 0.195 0.763 0.683 0.721 0.744

1 (reported) 0.317 0.734 0.805 0.768 0.744

Weighted avg. 0.259 0.748 0.746 0.745 0.744

Table 7. Testing accuracy by class using propagation features

Class FP Rate Precision Recall F-measure ROC area

0 (unreported) 0.207 0.771 0.603 0.677 0.698

1 (reported) 0.397 0.633 0.793 0.704 0.698

Weighted avg. 0.295 0.707 0.691 0.690 0.698

The classifier based on propagation features performs better than the one
based on lexical features, as it is shown in Tables 6 and 7. These results show
that the classifier achieves a precision around 63% on testing data and a F-
measure over the 70%, as well as a ROC value near 0.7. These improvements
show that the use of propagation features is helpful for this task.

When lexical and propagation features are combined in a single classifier,
the results get worse. As Tables 8 and 9 show, the 0/1 classifier increases the
presence of false positives, and as a consequence, it decreases its performance
in terms of precision and F-measure. These results show that it is better to
address this specific task using propagation features, confirming the intuition
behind the consonance between propagation patterns and the physical coverage
of earthquakes.

The results show that each region of interest is over-estimated as the low
precision for class 1 shows but achieving a good coverage of the actual region as
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Table 8. Training accuracy by class using lexical and propagation features

Class FP Rate Precision Recall F-measure ROC area

0 (unreported) 0.187 0.744 0.591 0.659 0.702

1 (reported) 0.409 0.684 0.813 0.743 0.702

Weighted avg. 0.303 0.713 0.707 0.703 0.702

Table 9. Testing accuracy by class using lexical and propagation features

Class FP Rate Precision Recall F-measure ROC area

0 (unreported) 0.180 0.769 0.519 0.619 0.669

1 (reported) 0.481 0.595 0.820 0.690 0.669

Weighted avg. 0.320 0.689 0.658 0.652 0.669

its high recall shows. To better understand how the 0/1 classifier behaves, we
disaggregate matching/mismatching testing instances according to the actual
level of Mercalli intensity.

Table 10. Matching/mismatching instances according to the actual Mercalli intensity
using lexical features

Actual Predicted - I II III IV V VI VII

0 0 790 - - - - - - -

0 1 737 - - - - - - -

1 0 - 66 85 62 25 5 - -

1 1 - 130 234 351 198 65 95 4

Instances 1527 196 319 413 223 70 95 4

Error rate 0.48 0.33 0.26 0.15 0.11 0.07 - -

As Tables 10, 11 and 12 show, the false negative rate is very low, and as long as
the intensity of the earthquake increases, the error rate decreases. High intensity
earthquakes (V to up) show an almost perfect performance. The thick part of
this error occurs in low intensity earthquakes (III to down), which is natural
for this kind of phenomena as in this part of the Mercalli scale many people do
not recognize the event as an earthquake, being felt only under very favorable
conditions (for instance, on upper floors of buildings). When the classifier based
on propagation features is used for this task, the error in level IV events decreases
and it achieves a perfect performance in level V earthquakes. The global error
rate using propagation features goes to 0.39 points, almost 10 points below the
error rate achieved using lexical features. When both types of features are used,
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Table 11. Matching/mismatching instances according to the actual Mercalli intensity
using propagation features

Actual Predicted - I II III IV V VI VII

0 0 921 - - - - - - -

0 1 606 - - - - - - -

1 0 - 83 85 65 40 - - -

1 1 - 113 234 348 183 70 95 4

Instances 1527 196 319 413 223 70 95 4

Error rate 0.39 0.42 0.26 0.15 0.17 - - -

Table 12. Matching/mismatching instances according to the actual Mercalli intensity
using lexical and propagation features

Actual Predicted - I II III IV V VI VII

0 0 792 - - - - - - -

0 1 735 - - - - - - -

1 0 - 71 88 50 25 4 - -

1 1 - 125 231 363 198 66 95 4

Instances 1527 196 319 413 223 70 95 4

Error rate 0.48 0.36 0.27 0.12 0.11 0.05 - -

as it is shown in Table 12, the performance get worse, confirming that the use
of lexical features in this specific task introduces noise during the estimation
process.

6 Conclusion

In this paper we have studied the performance of propagation features in a
ground shaking region estimation task. Our results show that the use of prop-
agation features is useful for this task outperforming classifiers based on lexi-
cal features. The intuition behind this finding sustains that lexical features are
unable to hand noise during the inference process, as many observers comment
unperceived events getting awareness of earthquakes watching news of by word-
of-mouth propagation effects. The use of propagation features allows building
robust classifies for ground shaking region estimation tasks, corroborating the
presence of a consonance between how actual events spread in social media and
how physical events are perceived in the physical world.

Currently, we are extending our method to work with more features. The
inclusion of time-based features helps to characterize the tweet stream (e.g. tweet
interval rate), a valuable source of information for earthquake detection task. We
think that these features will also be helpful in the elaboration of spatial intensity
reports.
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At last but not least, the design of a system for early tracking of earthquake
damages is the next step of this project. How to efficiently use our method to
provide spatial real-time damage reports is one of our most challenging tasks in
the near future. The pursuit of this goal involves efforts in data integration and
visualization, among other challenging tasks for our group.
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Abstract. This paper focuses on multimodal analysis in multiple dis-
cussion types dataset for estimating BigFive personality traits. The anal-
ysis was conducted to achieve two goals: First, clarifying the effectiveness
of multimodal features and communication skill indices to predict the
BigFive personality traits. Second, identifying the relationship among
multimodal features, discussion type, and the BigFive personality traits.
The MATRICS corpus, which contains of three discussion task types
dataset, was utilized in this experiment. From this corpus, three sets of
multimodal features (acoustic, head motion, and linguistic) and commu-
nication skill indices were extracted as the input for our binary clas-
sification system. The evaluation was conducted by using F1-score in
10-fold cross validation. The experimental results showed that the com-
munication skill indices are important in estimating agreeableness trait.
In addition, the scope and freedom of conversation affected the perfor-
mance of personality traits estimator. The freer a discussion is, the better
personality traits estimator can be obtained.

Keywords: Multimodal analysis · Multiple discussion ·
BigFive personality traits · Communication skill · Task type

1 Introduction

Personality traits are important in reflecting the way humans think, feel and act.
In many cases, knowing the personality traits of an individual can give several
advantages. For instance, in hiring new staff, someone with a good personality
is more preferable. Consequently, having a general measurement of personality
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traits is crucial. The BigFive factors [1] are well-known as the most general per-
sonality traits measurement. This measurement consists of five traits, including
openness, conscientiousness, extraversion, agreeableness, and neuroticism. Psy-
chologists usually evaluate these traits by using standardized factor analysis of
personality description questionnaires. However, this manual personality traits
evaluation is time-consuming and expensive. Therefore, measuring these traits
automatically has become a great interest in the computing field.

In recent years, prior studies focus on using automatic nonverbal analysis for
numerous sorts of applications, including the estimation of personality traits.
The nonverbal features were obtained from audio and visual data based on the
knowledge of social science. For instance, in [2], personality trait was modeled
by using audiovisual data of intrapersonal communication. In addition, mod-
eling personality trait by dyadic interactions from body language and speech
information was also conducted in [3].

As the time slipped by, investigation on interpersonal communication has
been considered to predict either the personality traits or the other functional
roles of the participant. It has been reported that using interpersonal communi-
cation (such as a group discussion), in which there exists group interaction, can
achieve promising performance for detecting some speaker-related variables. For
instance, [4] investigated the speaker role in group discussion. [5] attempted to
detect the functional roles of each participant in group conversation. Further-
more, personality traits have also been investigated by using co-occurrent multi-
modal event discovery approach [6]. In this research, we conducted a multimodal
analysis from multiple discussion datasets to estimate the BigFive personality
traits. The group discussion approach was used since the way a person expresses
their opinion and their response in group discussion have a close relationship
with their personality traits.

This paper has two novel points. First, we investigated the effectiveness of
the communication skill for predicting BigFive personality traits. As we know,
social communication skill helps humans exchange their thought in a more con-
vincing way. Furthermore, people with good communication skill tend to have an
impressive personality. Second, we investigated whether the discussion task type
affected the personality traits of the participants. MATRICS corpus introduced
in [7] which consists of three discussion tasks were employed in this research.
The discussion tasks were varied with regard to the scope and freedom on dialog
structure of the conversation.

2 Related Work

The aim of automatic personality computing is to model the relationship between
stimuli (everything observable people do) and the outcomes of the social per-
ception processes (how we form impressions about others). There have been
many studies of on a multimodal analysis of the personality trait inference. For
instance, Pianesi et al. [8] conducted a personality prediction for each partic-
ipant using self-reported questionnaires. Aran et al. [9] presented an analysis
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of personality prediction in small groups on the basis of trait attributes from
external observers. Jayagopi et al. [10] proposed a mining approach for finding
context features to link to group performance and personality traits. Okada et
al. [6] proposed another mining approach to extract co-occurrent events between
multimodal time-series data for personality classification. Batrinca et al. [11]
conducted a comparative analysis to investigate the difference in the recogni-
tion accuracy of personality traits between a human-machine interaction (HMI)
setting and a human-human interaction (HHI) setting. Valente et al. [12] con-
ducted personality modeling using dialog acts with speaking activity, prosody,
and n-gram distributions.

Besides, several works also focused on improving the accuracy of BigFive
prediction. Fang et al. [13] conducted BigFive prediction by using three differ-
ent nonverbal feature categories, i.e intrapersonal features, dyadic features, and
one-vs-all features. On the other hand, Lin et al. [14] attempted to predict the
BigFive by modeling vocal behaviors of participants using the interaction-based
mechanism in BLSTM.

According to literature [15], several experiments have successfully confirmed
the influence of personality traits towards numerous human behavior aspects,
such as leadership and job performance. communication skill is also one of the
most important human behavior aspects which can lead to creating a success-
ful global relationship. Hence, the association between communication skill and
human personality trait has not been investigated yet. Utilizing the communica-
tion skill indices for the personality trait inference is one of the main differences
between this research and the previous works.

In addition, a comparative analysis of task types varied in the scope and
freedom of conversation was conducted for classifying the personality traits. This
is also the distinctive point of this research. The prior work of Okada et al. [16]
suggested that depending upon the assessed task, people show different manner
(different effective multimodal features) in group communication. In contrast,
this research aims to investigate the relationship between the assessed task type
and the predictive level of BigFive personality traits.

3 Multimodal Data Corpus

The MATRICS multimodal data corpus presented in [7] was employed in this
research. This corpus consists of head motion data, audio data, and video data.
The head motion data was obtained by an accelerometer and the recorded audio
were used to form the acoustics and linguistic features. Previously, in [16], the
communication skill indices which assessment by human resource management
experts by using video data was the target of the inference. As for now, we
aim to confirm how is the relationship between these indices and the BigFive
personality traits. The BigFive personality traits scores were annotated by using
the self-questionnaire survey (as the standard method in physiology domain).

The MATRICS corpus is a Japanese group discussion corpus which contains
10 discussion groups with 4 participants each. For every discussion groups, three
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tasks were set for the discussion. The tasks were varied in regards to the scope
and freedom on dialog structure of the conversation. The first task is defined as
an in-basket task. In this task, the participants acted as the executive committee
members who required to select an invited guest for a school festival. Most prior
information was provided in this task. The second task is defined as a case study
with prior information. In this task, the participants required to create a food
and beverage booth for a school festival. Some information was provided with
regard to the booth. Lastly, the third task is defined as a case study without prior
information. In this task, the participants had to create a two-day itinerary plan
in Japan for their foreign friends. Every participant can express their thought
freely without time limit per each individual.

4 Feature Representation

We extracted self-context features, including three sets of multimodal features
(acoustic features, linguistic features, and head motion features) and communi-
cation skill indices. The acoustic features and linguistic features were extracted
from audio data and the manual transcription of the discussion dialog. The head
motion features were extracted from head accelerator data. The communication
skill features were assessed manually by human resource management experts.
All the features were normalized by using z-score normalization. The feature sets
were summarized in Table 1.

Table 1. Summary of feature sets for the BigFive personality traits estimation

Variables

Acoustic feature (AFs) 4 energy related LLDs

54 spectral LLDs

6 voicing related LLDs

Linguistic features (LFs) 5 PoS tags (number of noun, verb, new noun, interjection, filler)

12 dialog tags

3 speech act tags

2 semantic tags

Head motion (HMs) Mean of movement

Deviation of movement

Mean of movement while speaking

Deviation of movement while speaking

Difference of movement while speaking

Communication skill (CSs) Listening attitude

Smooth interaction

Aggregation of opinions

Communication own claim

Logical and clear presentation

Total communication skill
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4.1 Acoustic Features

The acoustic features were extracted from each participant speech by using the
speech features extractors openSMILE [17]. The unified test-bed for perceived
speaker traits configuration file [18] were used to obtain 6,125 features. These
features were derived from 64 low-level descriptors (LLDs) (the detail is shown
in Table 2). We used these features since these features are considered as the
baseline in speaker trait research [19].

Table 2. 64 LLDs of the INTERSPEECH 2012 speaker trait challenge [18]

4 energy related LLDs

Sum of auditory spectrum (loudness)

Sum of RASTA-style filtered auditory spectrum

RMS energy

Zero-crossing rate

54 spectral LLDs

RASTA-style auditory spectrum, bands 1–26 (0–8 kHz)

MFCC 1–14

Spectral energy 250–650 Hz, 1–4 kHz

Spectral roll off point 0.25, 0.50, 0.75, 0.90

Spectral flux, entropy, variance, skewness, kurtosis

Slope, psycho-acoustic sharpness, harmonicity

6 voicing related LLDs

F0 by SHS + viterbi smoothing, probability of voicing
logarithmic HNR, jitter (local, delta), shimmer (local)

4.2 Linguistic Features

The linguistic features consist of part of speech (PoS), dialog act, and semantic
tag. These features were extracted using the same approach in [16]. The PoS
features were extracted from the manual transcription by using a Japanese mor-
phological analysis tool, MeCab [22]. The number of nouns, verbs, new nouns
(the nouns which are spoken for the first time in the discussion), interjection
(the word or phrase to convey emotion or feeling of the speaker), and filler (the
word or phrase for filling an interlude in an utterance of conversation) belonged
to this feature set. The dialog act and semantic tag set consist of 17 tags. Twelve
tags came from DAMSL (Dialog Act Markup in Several Layers) [20] and MRDA
(Meeting Recorder Dialog Act) [21] tag set, including “conversational opening”,
“open question”, “suggestion”, “backchannel”, “open opinion”, “partial accept”,
“accept”, “reject”, “understanding check”, “other question”, “WH-question”,
and “y/n question”. the other five tags were defined in [16], which consist three
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speech act tag (“plan”, “agreement”, and “disagreement”) and two semantic
tags (“describe fact” and “reason”).

4.3 Head Motion Features

We utilized five features to represent head motion, i.e. mean and deviation of
head movement, mean and deviation of head movement while speaking, and the
range of movement while speaking. The head movement was calculated as the
norm of the head acceleration at one duration of time. On the other hand, the
head accelerator data were joined with the speaking time data to obtain the
head movement while speaking.

4.4 Communication Skill Indices

We employed six features for representing the communication skill, i.e. listen-
ing attitude, smooth interaction, aggregation of opinions, communicating one’s
own claim, logical and clear presentation, and total communication skill. Listen-
ing attitudes reflect the participant listening manner towards other participants.
Smooth interaction captures the efficiency of information exchange of the par-
ticipant in the group discussion. Aggregation of opinions represents how well a
participant could organize and summarize other opinions. Communicating one’s
own claim reflects how the participant could express appropriate information
in every kind of situations. The logical and clear presentation reflects the logic
and coherence of a participant in expressing their opinions. Finally, the total
communication skill is the total of all five other features.

5 Experimental Setting

The objectives of this experiment are: (1) to clarify the effective features multi-
modal (verbal and nonverbal) features and communication skill indices to predict
the BigFive personality traits and (2) to identify the relationship among mul-
timodal features, discussion type, and the BigFive personality traits. Since the
acoustic features were designed in binary classification environment, we also per-
formed binary classification tasks for achieving the objectives. We used 99 out of
120 data samples since there were some missing values in head motion features
or the problem with audio files. The target for inference is the BigFive personal-
ity traits, including neuroticism, openness, conscientiousness, agreeableness, and
extraversion. The assessment scores from experts were classified into high or low
(with threshold = 50).

Comparative Tasks
In this experiment, we also compared four tasks [16]. Task 1 is defined as the in-
basket task (32 samples). Task 2 is defined as a case study with prior information
(36 samples). Task 3 is defined as a case study without prior information (31
samples). All tasks (99 samples) is defined as a combination of task 1, task 2,
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and task 3. The utilized dataset for classifying the BigFive personality traits in
each task refers to the task type explained in Sect. 3.

Comparative Feature Sets
The 15 feature sets shown in Table 3 were compared to analyze the contribution
of each feature set in estimating BigFive personality traits.

Table 3. Comparative feature sets for classifying BigFive personality traits

Unimodal

AFs: Acoustic Features

HMs: Head Motion Features

LFs: Linguistic Features

CSs: communication skill

Bimodal

AF HM: Fusing AFs and HMs

AF LF: Fusing AFs and LFs

AF CS: Fusing AFs and CSs

HM LF: Fusing HMs and LFs

HM CS: Fusing HMs and CSs

LF CS: Fusing LFs and CSs

Multimodal

AF HM LF: Fusing AFs, HMs, and LFs

AF HM CS: Fusing AFs, HMs, and CSs

AF LF CS: Fusing AFs, LFs, and CSs

HM LF CS: Fusing HMs, LFs, and CSs

All: Fusing all features (AFs, LFs, HMs, CSs)

5.1 Classification Techniques

In this study, several classification algorithms implemented in scikit-learn [23]
were utilized to investigate the effectiveness of the identified features. Scikit-
learn is an open-source machine learning library built in python programming
language environment. We investigated the support vector machine (SVM), ran-
dom forest, Näıve Bayes, and decision tree algorithms. The brief explanation for
these algorithms is presented below.

– Support Vector Machine (SVM)
SVM is considered one of a good classification algorithm in any kind of tasks,
for example, text categorization problem and face detection [24]. This tech-
nique applies kernel trick (finding optimal hyperplane) for separating or clas-
sifying the data. In this experiment, we used the SVM classifier with radial
basis function (RBF) kernel.
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– Random Forest (RF)
RF is also considered as an alternative to deal with a big number of
features. Since it creates a set of decision trees from randomly selected
training subset, it can reduce overfitting and produce a very robust, high-
performing model [25]. In this experiment, we used RF classifier with maxi-
mum depth = 3.

– Gaussian Näıve Bayes (GNB)
Näıve Bayes classifier is well-known for its simpleness because it requires less
training data to perform classification task [26]. The main disadvantage from
this classifier is that since it holds NB conditional independence assumption, it
cannot learn the relationship among the features (may causes oversensitivity
to redundant features). Although it has some disadvantages, it was reported
can achieve good performance for some domains. In this experiment, we used
Gaussian NB.

– Decision Tree (ID3)
This algorithm is also utilized in this experiment because it is also easy to
use (no need a big effort on preprocessing the data). In this experiment, we
use the CART algorithm of the decision tree with the default parameters.

5.2 Evaluation Criteria

F1-score is used to evaluate the performance of our estimators. F1-score conveys
the balance between precision and recall since it is calculated as the harmonic
mean of these two parameters. In this research, we performed k-fold cross-
validation with K = 10 to confirm the performance is not overfitting to the
testing data. In the result section, we refer the F1-score as the average of this
10-folds performance, defined as follows:

F1 =
1
K

K∑

k=1

F1(k) × 100%. (1)

6 Result

From Tables 4 and 5, the overall experimental results (for all tasks) show that
random forest technique achieved the best F1-score for estimating neuroticism
(68.07%), openness (63.84%), and agreeableness (73.75%) traits. On the other
hand, Gaussian NB could estimate well the extraversion (64.32%) and SVM
for estimating conscientiousness (65.84%). The best estimators for neuroticism,
extraversion, openness, agreeableness, and conscientiousness were obtained by
using AFs, HMs, HM CS LF (combination of HMs, CSs, and LFs), AFs, and
HMs, respectively. Our experimental results also showed that the agreeableness
is the most predictive trait which achieved the best F1-score in almost all cases.
Although AFs has the best contribution as unimodal feature set, CSs played
a slightly less important role compared to AFs in estimating the agreeableness
trait. Compared with the previous research (Okada et al. [6]), these results are
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better in estimating neuroticism, openness, agreeableness, and conscientious-
ness traits. However, for estimating extraversion trait, the research of Okada et
al. [6] by using co-ocurrent event discovery could obtain better accuracy (up to
69.61%).

Figure 1 shows the highest classification F1-score with regards to the task
types. The average of F1-scores from each task shows that order from less pre-
dictive task to more predictive task is from All Tasks (0.672), Task 1 (0.693),

Table 4. BigFive personality traits estimation using all tasks dataset with regards to
machine learning technique

Technique BigFive personality traits (%)

Neuroticism Extraversion Openness Agreeableness Conscientiousness

SVM 59.26 62.14 56.07 67.96 65.84

RF 68.07 62.81 63.84 73.75 64.32

GNB 59.94 64.32 56.30 64.94 65.60

ID3 63.34 63.96 61.20 65.62 62.88

Best 68.07 64.32 63.84 73.75 65.84

GNB RF RF SVM HMs

Table 5. BigFive personality traits estimation using all tasks datasets with regards to
feature sets

Feature set BigFive personality traits (%)

Neuroticism Extraversion Openness Agreeableness Conscientiousness

AFs 68.07 55.28 52.19 73.75 53.91

HMs 59.94 64.32 47.22 52.18 65.84

CSs 48.23 46.19 53.13 66.78 52.93

LFs 57.64 63.96 58.17 62.25 61.92

AF HM 54.54 59.84 56.40 62.13 62.61

AF CS 51.44 59.25 59.32 64.30 60.55

AF LF 53.76 59.64 52.84 60.32 57.04

HM CS 60.26 58.50 59.83 67.96 65.44

HM LF 63.34 60.42 61.83 62.69 62.88

CS LF 58.45 62.11 62.36 62.72 64.32

AF HM CS 55.33 59.77 57.32 63.45 59.47

AF HM LF 52.97 62.81 59.40 62.02 58.40

AF CS LF 56.08 56.70 61.20 61.63 63.69

HM CS LF 62.09 62.06 63.84 61.40 62.49

All 63.82 54.76 53.10 66.29 55.79

Best 68.07 64.32 63.84 73.75 65.84

AFs HMs HM CS LF AFs HMs
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Fig. 1. BigFive personality classification results of depending upon task type (as
described in Sect. 5) in term of best F1-score. The order from the less to the most
predictive task is from All Tasks, Task 1, Task 2, and Task 3.

Task 2 (0.733), and Task 3 (0.739), respectively. In addition, we figured out that
there are similarities between Task 2 and Task 3. The performance estimators
for several personality traits (extraversion, openness, and agreeableness) from
Task 2 and Task 3 achieved almost the same F1-score.

7 Discussion

This section contains the discussion of our experimental results. The discus-
sion mainly consists of three parts, i.e. analysis on the relationship between the
BigFive personality traits with the multimodal feature sets and analysis on the
relationship between the BigFive personality traits with discussion task type.

7.1 Analysis on Relationship Between BigFive and Multimodal
Feature Sets

In this section, we discuss the effectiveness of the multimodal features. The
overall experimental result in Table 5 shows that for unimodal feature sets, AFs
and LFs are highly correlated with the BigFive personality traits (the average F-
score for all traits estimation could reach around 60%). This result suggests that
the way and the content of speaking play the most important role in estimating
the speaker personality traits. Fusing the feature sets can also give a promising
result, especially for estimating the openness trait (fusing HMs, CSs, and LFs).

Although the correlation between the personality traits and HMs and CSs fea-
ture sets are not as high as AFs and LFs, utilizing them implies better estimation
for several traits. For instance, utilizing HMs is best in estimating extraversion
and conscientiousness traits. This verified the previous finding that extraversion
is positively associated with gesturing [27].
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7.2 Analysis on Relationship Between BigFive and Discussion
Task Type

Based on the experimental result (as shown in Fig. 1), every task type is highly
associated with several traits. For instance, the prediction of extraversion trait
is best by using in-basket task (Task 1). Hence, task 2 is highly associated with
openness, agreeableness, and conscientiousness traits. On the other hand, the
case study without prior information (task 3) can best predict the neuroticism
trait. Although not as good as the prediction by task 2, task 3 can also give good
performance for predicting openness and conscientiousness traits (the maximum
F1-score is more than 60%).

From this result, it is hard to define which task is more predictable for all
traits since the highest evaluation score for each trait estimation is not the same.
However, based on the average maximum F1-score, task 1 reached a smaller num-
ber than task 2. Likewise, task 2 compared with task 3. The ANOVA test was
also conducted to check the statistical significance of the result of predicting
each trait. From the test, we obtained that only agreeableness trait estimation
could reach p-value less than 0.05 (0.0006). Moreover, the estimation of extraver-
sion trait could reach p-value = 0.0713 (weak statistically significant). From this
result, we conclude that having free or non-strict conversation dataset may lead
to a better automatic BigFive personality traits estimation, especially for esti-
mating the agreeableness trait.

In the case of employing all tasks, the BigFive prediction became more diffi-
cult (the average maximum F1-score is the smallest). This was probably because
of the characteristics of each task is different. Moreover, this may also be caused
by the different manner of the target when the different discussion task was
assigned (conclusion from Okada et al. [16]). In other words, we suggest that the
homogeneous dataset (unvaried task type) is more predictive than the heteroge-
neous dataset (varied task type) for predicting BigFive personality traits.

7.3 Analysis on Relationship Between BigFive and Communication
Skill Indices

The experimental result shows that taking the CSs indices is useful for estimating
agreeableness trait (reached 66.78% F1-score). The high association between CSs
and agreeableness may because a good communicator is usually a broad-minded
and friendly person. Furthermore, the one who can express an opinion well on
a decision affects how he/she can agree or disagree on something. Alternatively,
the CSs indices did correlate with the openness and conscientiousness traits.
However, we could not conclude that the CSs indices did correlate significantly
with BigFive (since the F1-score was not higher than 60%). In addition, because
the F1-score for neuroticism and extraversion traits estimation by using CSs
indices did not even reach 50%, we conclude that these traits did not correlate
with CSs indices.
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8 Conclusion and Future Work

This paper presented multimodal analysis in multiple discussion types dataset to
estimate the BigFive personality traits, which consists of neuroticism, extraver-
sion, openness, agreeableness, and conscientiousness. This research aimed to
clarify the effectiveness of multimodal (verbal and nonverbal) features and com-
munication skill indices to predict the BigFive personality traits and to clarify
the relationship among multimodal features, discussion type, and BigFive per-
sonality traits. Based on the results shown in Sect. 6, the best estimators for
neuroticism, extraversion, openness, agreeableness, and conscientiousness were
obtained by using AFs, HMs, HM CS LF, AFs, and HMs, respectively. The
agreeableness was also reported as the most predictive trait. Although AFs has
the best contribution, CSs played a slightly less important role compared to
AFs in estimating the agreeableness trait. With regards to the task types, we
figured out that the scope and freedom of conversations affected the performance
of personality traits estimator. The experimental results suggested that having
free or non-strict conversation dataset may lead to a better automatic BigFive
personality traits estimation, especially for the agreeableness trait.

As the future work, we would like to investigate not only self-context fea-
tures but also other-context features (the relationship between the multimodal
features of other participants and the personality trait of the speaker). Another
important future direction for this work is to consider the dynamics of the fea-
tures. Zhu et al. [28] suggested that the temporal amplitude modulation played
an important role in emotion perception. This implies that utilizing dynamic
features instead of static features may lead to a better personality traits infer-
ence result. Furthermore, in the current result, we figured out that there may be
a non-linearity effect. For instance, as unimodal feature set, AFs were relatively
good features compared to HMs for predicting openness trait. However, fusing
HMs, CSs, and LFs (HM CS LF) resulted in best prediction score. To deal with
this issue, the non-linear model will be employed to account for BigFive as the
future direction.
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Abstract. On EC site, customer’s reviews (product review) have a gat influ-
ence on other customer’s purchase. Rating points for products and evaluation on
review itself are expected to be utilized for marketing. In this study, we analyze
reviews and rating points of a golf courses reservation site. Moreover, we
evaluate positive points for golf courses and we clarified the characteristics of
their reviews. Concretely, we performed logistic regression to discriminate
evaluation for golf course by using the genre of review sentences.

Keywords: Natural language processing � Logistic regression analysis

1 Introduction

Along with the spread of the EC (Electronic Commerce) market, we became easier to
order or to make a reservation the products and services on EC site. Compared with
purchasing at a conventional store, the purchase via EC site has no time and place
limitation. From these kinds of reasons, the market size of EC is increasing. In many
cases, EC site not only purchases products but also has a meaning of place for sharing
information such as product review and evaluation of product. Moreover, there is also a
service that evaluates the product and service by scores.

The rating service numerically expresses the customer’s evaluation. The contents of
the review and the evaluation score may have strong influence for the purchase deci-
sion of other customers. Especially, consumers cannot examine the purchase by picking
up the actual products, the contribution has a huge influence. Further, reviews based on
actual experiences are valuable information for consumers who have not been pur-
chased yet.

Therefore, the review plays an important role at EC site and it is important for
analyzing consumer behavior. On the other hand, the evaluation criteria differ
depending on each customer in the rating service. Even if scores which evaluated by
two customers of a product are same, it may be the result of comparison with the past
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purchasing and using the experience of the customer. Therefore, the viewpoint is
different on each customer. In other words, compared with the evaluation criteria of
each customer, it is necessary to consider whether a review based on positive evalu-
ation or a review based on the negative evaluation.

2 Purpose of This Study

First, we related some previous studies. Nishikawa, et al. showed a method for auto-
matically classifying the traveler’s travel purpose by using the review of travel sites [1].
In addition, Nakayama and Fujii introduced the analysis method of review focusing on
words that receive subjective expressions that show useful evaluations [2]. Comparing
these studies, we use the review’s evaluation point and classify the reviews which are
good contents or bad contents.

Then in this study, we clarify the characteristics of the review that satisfied in the
evaluation criteria of each customer, using natural language processing and logistic
regression.

3 Dataset and Analysis Method

First, we summarize the items of data in Table 1. Then, we explain the detail of them.

3.1 Extraction of Target Reviews

The reviews using in this study were written about golf courses and these are posted on
a golf portal site. Also using points that site members assessed with a score of the 5-
point scale. As a preprocessing for analysis, we deleted the empty review sentences and
extracted by using the golf courses that received over 100 evaluations.

Moreover, we selected customers who are posting reviews 20 to 30 times during
the duration. Then in this study, we used 319 contributor’s reviews that concerned
about 496 golf courses.

Table 1. Data description

Data Reservation data in the golf course

Duration of data November 13, 2013–November 13, 2016
Master data in the golf course (total
of 3054)

Data in the golf course that treated at the site
・ Average evaluation score in the golf course golf
course information

・ Golf course’s name, address, etc.
Review data (total of 14684) Data about customer who posted the review

・ Contributor ID
・ Review texts
・ Evaluation score in the golf course
・ Attributes in customer
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3.2 Classification of Reviews

First, we extracted 1000 reviews from the targeting user’s review data by random
sampling and these used for tagging about categories.

The review is composed of some category sentences. So, we divided 1000 reviews
into sentences one by one and gave the 12 genres by the review contents i.e., Golf
Course, Nature Environment of the Golf Course, Facilities, Meals, Weather, Game
results, other clientele, Game Price, Caddies, Golf Course Staff, Road Condition to
Golf Course and Other. In addition, against the genres included in each review sen-
tence, we divided into a positive (P) or negative (N) sentence. Therefore, we tagged the
24 categories to a part of review data.

3.3 TF-IDF Method

We collected reviews belonging to each of the 24 categories and made one sentence in
each category. After that, we tried to identify important words that characteristically
express each category. Specifically, we extracted words that had appeared in each
category by using the TF-IDF method. TF-IDF method was adopted by the following
Eqs. (1) to (3).

TFIDFi;j ¼ tfi;j � idfi ð1Þ

tfi;j ¼ ni;jP
S nS;j

ð2Þ

idfi ¼ log
Dj j

d : d 2 tif gj j ð3Þ

Here, ni;j is the number of appearing frequency about word i in the sentence j.
P

S nS;j
is the number of appearing frequency of all words in the sentence j, Dj j is the total
number of all sentences. d : d 2 tif gj j is the number of sentences containing word i.

3.4 Logistic Regression Analysis

In preview section, we identified words (characteristic words) that characteristically
express each category. We fractionated the individual reviews to good review (1:
higher than average evaluation score) or bad review (0: lower than the average eval-
uation score). Next, for each review, we counted the numbers that include the char-
acteristic words of each 24 categories. Counted result set as the explanatory variables.
We identified the characteristics by using logistic regression analysis (Eq. (4)) that has
b0; b1; � � � ; bn as parameters.

py ¼
exp b0 þ

Pn
i¼1 bixi

� �
1þ exp b0 þ

Pn
i¼1 bixi

� � ð4Þ

Where py is the probability which occurs objective event y.
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We selected reviews from the targeting user’s review data and these used as
learning data in the logistic regression model (7,550). The objective variable y show in
Eq. (5).

y ¼ 1 � � � higher than the average point
0 � � � lower than the average point

�
ð5Þ

In estimating the parameter b in the logistic regression model, estimation was
performed by using the maximum likelihood method. The maximum likelihood
function of the logistic regression analysis is expressed in Eq. (6) as a function about b.

L bð Þ ¼
Yn
i¼1

Pr Y ¼ yi xijð Þ ¼
Yn
i¼1

pyii 1� pið Þ1�yi ð6Þ

In general, we use a loglikelihood function performing logarithmic transformation
likelihood as in the expression (7).

log L bð Þ ¼
Xn
i¼1

log pyii 1� pið Þ1�yi
n o

¼
Xn
i¼1

log 1� yið Þþ yi log
pi

1� pi

� �� �
ð7Þ

3.5 Model Selection Criteria

It is necessary to set the criteria to select the best model from a lot of models. One of
these criteria is the information reference amount, and in this study, we used Akaike’s
Information Criterion proposed by Akaike. AIC method was adopted by the following
Eq. (8) [3].

AIC ¼ �2 ln Lþ 2M ð8Þ

The second item of an equation expresses the penalty for the complexity of the model
as 2M which is proportional to the number of parameters. L makes it possible to
preferentially select a simple model as a model.

3.6 Confusion Matrix

Confusion matrix is a performance measurement for machine learning classification
problem in two classes. It is a table with 4 different combinations of predicted and
actual values. We introduce Confusion matrix and numerical calculation method below
using for model accuracy verification.
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ACC (accuracy) is the correct classifications divided by all classifications.

ACC ¼ TPþ TN
FPþFN þ TPþ TN

ð9Þ

PRE (Precision) is the correct classifications penalized by the number of incorrect
classifications.

PRE ¼ TP
TPþFP

ð10Þ

REC (recall) is the number of correct classifications penalized by the number of
missed items.

REC ¼ TP
TPþFN

ð11Þ

F-measure is a derived effectiveness measurement. The resultant value is inter-
preted as a weighted average of the precision and recall.

F measure ¼ 2� PRE � REC
PREþREC

ð12Þ

4 Results

4.1 Result of Logistic Regression Analysis

In this section, first we show the result of logistic regression without interaction terms.
Next, we show the results with interaction terms of analysis. Then, we compare the

accuracy among these results. First, we summarize the characteristic words of each 24
categories at Table 1. The words selected as the characteristic words are the top 10 of
the words with high TF-IDF value in each category (Table 3).

Table 2. Confusion matrix

Predicted value
Positive Negative

Actual value Positive True positive (TP) False negative (FN)
Negative False positive (FP) True negative (TN)
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Table 3. Characteristic words of each category

Golf Course (P) course, green, good, maintenance, broad, fun, distance, play,
golf, way

Golf Course (N) green, course, ball, difficult, grass golf, bunker, many, and,
distance, hole

Nature Environment of the
Golf Course (P)

landscape, course, autumn leaves, good, scenery, entry, tract,
Mount Fuji, resort, broad

Nature Environment of the
Golf Course (N)

landscape, Mount Fuji, shadow, harm, hill, superior, front,
windshield, wild, monkey

Facilities Golf Course (P) bathroom, hot spring, clubhouse, training, facility, meals,
beautiful, nature, course, a place to stay

Facilities Golf Course (N) cart, hot spring, and, training, locker, field, remote control, bad
luck, road, facility

Meals (P) meals, delicious(a Chinese character), delicious, buffet, menu,
branch, good, dish, staff, noon

Meals (N) menu, meals, buffet, lunch, amount, amount of goods, and,
drinks, lonely, piled

Weather (P) weather, good, play, rain, hot, weather, cold, wind, forecast,
round

Weather (N) rain, good, course, weather, strong, wind, cold, forecast, day,
play

Game Price (P) low price, price, fee, value, reasonable, cost performance,
bargain, course, a yen, kos

Game Price (N) fee, low price, add, yen, price, high, money, towsome,
consideration, Fujioka

other clientele (P) smooth, good, play, round, thing, not, though, start, weekday,
in front and behind

other clientele (N) group, time, manner, and, hole, minute, people, in front, wait,
player

Game results (P) score, revenge, bardie, update, good, best score, short, best,
fairway keep, challenging

Game results (N) score, green, revenge, pat, sinking, putter, arm, score-, fault,
myself

Caddies (P) caddy-, Mr., caddy, accurate, advice, good, course, reception,
attender, fun

Caddies (N) give guidance, caddy-, caddy, play, rainy season, apprentice,
private talk, newcomer, before last, appearance

Golf Course Staff (P) staff, reception, customer service, good, smile, course,
everybody, polite, member, nice

Golf Course Staff (N) and, staff, start, Marshall, cart, in front, pointing out, claim,
need, attention

Road Condition to Golf
Course (P)

close, inter, close, house, city center, access, traffic jam, train,
own house, course

Road Condition to Golf
Course (N)

traffic jam, route, nine, drive, accident, night, path, around, be
supposed to, return

Other (P) chance, play, course, challenge, challenging, fun, use, round,
hindrance, golf

Other (N) bad luck, ku, course, bag, order, red, cancel, improvement, and,
cart
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Within the same category, duplication of words was seen.
We can see that many words are expressing the own category’s definition from the

result of Table 2. At the result of the Golf course positive category, words such as
“green”, “road” and “distance” were selected for expressing the feature of the Golf
Course. As a word for expressing emotions, a word such as “fun” was selected. Also, in
contents of the same category’s negative result, words such as “distance”, “wind” and
“bunker” were selected for expressing the feature of the Golf Course. In addition,
words such as “difficulty” was selected as a word that express the emotions. Words
such as “green”, “course”, “distance”, etc. were duplicated among categories.

Moreover, at the result of the game price’s positive category, words such as “low
price”, “performance”, “bargain” and “reasonable” were selected for expressing the
feature of the Game price. The words such as “high” and “consideration” were selected
featuring the negative category. Words “Fujioka” expressing the location name of the
golf course were selected to words featuring the negative category too. As the dupli-
cated words among the categories, words such as “low price” and “fee” were.

Some of the selected words were due to differences in notation, like “caddy-” or
“caddy. Using the result of the words, we perform the logistic regression. The results of
the analysis are shown in Table 4.

Table 4 shows that positive contains about caddies and Other, negative contains
about Golf Course Staff tend to get good rating points.

Even though the contents are negative like the staff at the golf course, there was
also the case which the evaluation points are high due to the inclusion of the contents in
the review sentence. Therefore, we considered interaction effect by using combination
variable among 2 or 3 categories.

4.2 Results with Interactive Terms

The number of target reviews is 7550. For model construction, we perform random
sampling which the number of reviews of high and low evaluation are same.

Furthermore, in order to verify the prediction accuracy of the model, we divided
these data into 70% for learning data and 30% for verification data.

Then the number of each data is shown in Table 5.

Table 4. Result of logistic regression analysis p\ 0:1ð Þ
Categories Regression coefficient Pr (> z|)

Caddies (P) 0.157 ***
Golf Course Staff (N) 0.121 **
Other (P) 0.266 ***
Other clientele (N) −0.178 ***
Road Condition to golf course (P) −0.139 *
***p < 0.001, **p < 0.01, *p < 0.05
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From Table 4, 5158 reviews were used for logistic regression analysis in this study.
In addition, in order to confirm the model discrimination accuracy constructed, we

verified the hold-out verification by using the learning data and data set above.
Like the first logistic regression model, we use stepwise method. Additionally, we

use 13 variables that selected from 24 variables that selected by first stepwise model for
next model. As the total variables, we use the 377 variables include 78 variables
combined with 2 variables and 286 variables combined with 3 variables.

The results of the analysis are shown in Tables 6 and 7.

Table 6 shows that combination which has the largest partial regression coefficient
in positive was “Nature Environment of the Golf Course (N) and Game Price (P)”. This
combination has the largest partial regression in the model. “Game Price (P)” con-
sidered to have produced a satisfying evaluation. “Nature Environment of the Golf
Course (N) & Game results (N)” has the largest partial regression coefficient in neg-
ative. From this result, we found that the combination result with “other clientele (N)”
has led to a negative evaluation. Only one out of five that contain the “other clientele
(N)”, the combination with “Caddies (P)” had a positive partial regression coefficient. It
seems that “Caddies (P)” led to a satisfying evaluation.

Table 5. Data used for logistic regression analysis

Train data Test data Total

High evaluation review 2579 1105 3684
Low evaluation review 2579 1105 3684
Total 5158 2210 7368

Table 6. Combination of category’s interaction between 2 categories p\ 0:1ð Þ
Categories Regression

coefficient
Pr (>z|)

Golf Course (P) & Caddies (P) −0.189 *
Golf Course (P) & Golf Course Staff (P) 1.361 ***
Nature Environment of the Golf Course (P) & Golf Course
Staff (N)

0.241 ***

Meals (P) & Other clientele (N) 0.754 ***
Meals (P) & Caddies (P) 0.656 **
Meals (P) & Golf Course Staff (N) −0.632 ***
Meals(P) & Road Condition to Golf Course (N) 0.327 *
Game Price (N) & Caddies (P) 3.031 **
Game Price (N) & Road Condition to Golf Course (N) −0.796 *
Other clientele (N) & Golf Course Staff (P) 0.718 *
Other clientele (N) & Golf Course Staff (N) −0.128 *
Caddies (P) & Golf Course Staff (N) −0.223 **
***p < 0.001, **p < 0.01, *p < 0.05
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Table 7. Combination of category’s interaction between 3 categories p\ 0:1ð Þ
Categories Regression

coefficient
Pr(>z|)

Golf Course (P) & Nature Environment of the Golf Course (P) &
Game Price (N)

−0.336 *

Golf Course (P) & Meals (P) & Caddies (P) 0.144 **
Golf Course (P) & Meals (P) & Golf Course Staff (P) −0.391 *
Golf Course (P) & Meals (P) & Other (P) −0.211 **
Golf Course (P) & Meals (N) & Road Condition to Golf Course
(N)

0.149 **

Golf Course (P) & Game Price (N) & Caddies (P) −0.429 **
Golf Course (P) & Game Price (N) & Other (P) 1.122 **
Golf Course (P) & Caddies (P) & Golf Course Staff (P) 0.391 *
Nature Environment of the Golf Course (P) & Meals (P) &
Caddies (P)

−0.262 ***

Nature Environment of the Golf Course (P) & Meals (P) & Road
Condition to Golf Course (N)

−0.338 ***

Nature Environment of the Golf Course (P) & Meals (N) & Game
Price (N)

0.625 **

Nature Environment of the Golf Course (P) & Meals (N) & Other
clientele (N)

0.134 **

Nature Environment of the Golf Course (P) & Meals (N) & Golf
Course Staff (P)

−0.693 ***

Nature Environment of the Golf Course (P) & Game Price (N) &
Road Condition to Golf Course (N)

0.642 *

Nature Environment of the Golf Course (P) & Other clientele
(N) & Golf Course Staff (N)

−0.062 *

Nature Environment of the Golf Course (P) & Caddies (P) & Golf
Course Staff (P)

−1.025 **

Nature Environment of the Golf Course (P) & Caddies (P) & Road
Condition to Golf Course (N)

0.277 **

Meals (P) & Meals (N) & Caddies (P) −0.157 **
Meals (P) & Meals (N) & Golf Course Staff (P) 0.826 ***
Meals (P) & Meals (N) & Golf Course Staff (N) 0.107 **
Meals (P) & Game Price (N) & Other clientele (N) −1.034 **
Meals (P) & Game Price (N) & Golf Course Staff (N) 0.894 **
Meals (P) & Caddies (P) & Golf Course Staff (N) 0.125 *
Meals (P) & Golf Course Staff (P) & Road Condition to Golf
Course (N)

0.605 *

Meals (P) & Golf Course Staff (P) & Other (P) −0.594 *
Meals (N) & Game Price (N) & Golf Course Staff (N) −0.663 **
Meals (N) & Other clientele (N) & Road Condition to Golf
Course (N)

−0.141 **

Game Price (N) & Other clientele (N) & Golf Course Staff (P) −2.423 *

(continued)
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All combination contain with “Facilities Golf Course (P)” has positive partial
regression coefficient without the combination result with “other clientele (N)”.

Table 7 shows that combination which has the largest partial regression coefficient
in positive was “Nature Environment of the Golf Course (N) & other clientele (P) &
Game results (N)”. Combination of “Nature Environment of the Golf Course (N) &
Golf Course Staff (N) & other clientele (P)” has the largest partial regression coefficient
in negative.

Even if three positive contents are combined like “Caddies (P) & Facilities Golf
Course (P) & Game Price (P)”, “Facilities Golf Course (P) & other clientele (P) & Road
Condition to Golf Course (P)” and “Caddies (P) & Game Price (P) & other clientele
(P)”, the result showing negative contents was seen. “Caddies (P)” and “Facilities Golf
Course (P)” when these are solo represents positive, but positive elements do not work
much if combined with three variables. Looking at the content with the second largest
partial regression coefficient in positive and negative, these are “Nature Environment of
the Golf Course (N) & other clientele (P) & other clientele (N)” and “Nature Envi-
ronment of the Golf Course (N) & Game Price (P) & other clientele (N)”. As a
difference of this, it is an element of other clientele (P) or Game Price (P). Both
categories are positive, but the values of partial regression are very different.

The results of confusion matrix using train data show in Table 8.

Table 7. (continued)

Categories Regression
coefficient

Pr(>z|)

Game Price (N) & Caddies (P) & Golf Course Staff (N) −1.090 **
Game Price (N) & Golf Course Staff (P) & Golf Course Staff (N) 1.940 **
Game Price (N) & Golf Course Staff (P) & Road Condition to Golf
Course (N)

2.381 **

Game Price (N) & Golf Course Staff (N) & Other (P) 1.251 **
Game Price (N) & Road Condition to Golf Course (N) & Other (P) −0.990 *
Other clientele (N) & Caddies (P) & Golf Course Staff (P) −0.477 *
Other clientele (N) & Caddies (P) & Other (P) −0.270 *
Other clientele (N) & Golf Course Staff (N) & Road Condition to
Golf Course (N)

0.086 *

Golf Course (P) & Nature Environment of the Golf Course (P) &
Game Price (N)

−0.336 *

***p < 0.001, **p < 0.01, *p < 0.05

Table 8. Confusion matrix using train data

Prediction result
Low High

Actual result Low 1590 988
High 922 1586
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The confusion matrix to the train data and the evaluation values of the model are as
shown in Table 9.

The results of confusion matrix using test data show in Table 10.

The confusion matrix to the test data and the evaluation values of the model are as
shown in Table 11.

5 Discussion

First, we discuss about the model that takes interaction in two categories.
From the result of Table 6, we found that “Game Price (P)” considered to have

produced a satisfying evaluation. We found that “Caddies (P)” led to a satisfying
evaluation too.

When “Facilities Golf Course (P)” is included, partial regression coefficient in
positive does not become so large, but it turned out that the evaluation tends to be
slightly higher. About this result, we think that is why facility is not the main but
attached to the golf course. In addition, we found that the combination result with
“other clientele (N)” has led to a negative evaluation

Next, in order to perform a more elaborate analysis, we considered the result that
was 3 combination categories. In combination with “Caddies (P)”, three out of four
results with positive partial regression coefficients had two negative categories. From
this result, “Caddies (P)” is considered to give a strong impression for contributor when
“Caddies (P)” combined with other negative factors. Also, as with “Caddies (P) &
Game Price (P) & other clientele (P)”, all three elements are positive, but the evaluation

Table 9. Evaluation values for logistic regression using train data

ACC PRE REC F-measure

0.615 0.616 0.615 0.615

Table 10. Confusion matrix using test data

Prediction result
Low High

Actual result Low 600 506
High 520 586

Table 11. Evaluation values for logistic regression using test data

ACC PRE REC F-measure

0.529 0.536 0.529 0.533
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was negative. It seems that have a good impression on a part leads to high evaluation
better than have totally good impression.

6 Conclusion

We found that “Caddies (P)” and “Game Price (P)” tend to red to a satisfying evalu-
ation. In order to give a good evaluation, it seems that have a good impression on a part
leads to high evaluation better than have totally good impression.

In this study, we defined some categories using the contents included in the review
but individual attributes of customers did not use. As own future study, it is desirable to
analyze more fully in consideration of customer attributes like age, sex, place of
residence.
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16K03944 and 17K13809.
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Abstract. Instagram is widely known and used as a social media application
for visual content. In order to categorize and describe their posted content as
well as to make it retrievable, users can assign hashtags to each posting. What
kind of hashtags do female and male Instagram users assign to their picture
postings? Which differences and similarities exist? This study analyzes gender-
specific image tagging behavior on Instagram. Therefore, a content analysis of,
in total, 14,951 hashtags from 1,000 Instagram pictures (respectively 500 pic-
tures posted by female and male users) was performed. The subjects of the 1,000
Instagram pictures belong to overall ten picture categories (100 pictures per
category): Activity, Architecture, Art, Captioned Photo, Fashion, Food, Friends,
Landscape, Pet, and Selfie. Seven categories exist for the coding of the hashtags:
Content-relatedness, Emotiveness, Fakeness, “Insta”-Tags, Isness, Performa-
tiveness, and Sentences. On average, women assigned 14 hashtags to their
postings, whereas men used one hashtag more. For both genders, hashtags
belonging to the category Content-relatedness were the most used (over 55% of
assigned hashtags). Second most assigned (over 17%) were Isness related
hashtags. Generally, females used slightly more emotional hashtags, whereas
men assigned Isness and “Insta”-Tags in a higher frequency than females.
“Insta”-Tags were assigned in high frequencies (over 22%) to Pet pictures by
both genders. With under 2%, females and males did not use many Sentences
hashtags. As a chi-square test of independence shows, there exists a small
statistical association between hashtag and picture categories for male and
female Instagram users, respectively.

Keywords: Content analysis � Folksonomy � Gender-dependent differences �
Image indexing � Instagram � Knowledge organization

1 Introduction

The well-known phrase “men are from Mars, women are from Venus” [1] exemplifies
the impression that several people have regarding the degree of differences between
both genders. Can distinct practices also be observed in a social media context with the
primary focus on image tagging behavior? If yes, to what extent do these differences
occur? What hashtags do men and women choose to describe their uploaded content
and to what kind of content do they assign these hashtags?
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The objective of this study is to answer these questions. In the field of knowledge
representation, collaborative services allow the use of tags to index a document and
make it retrievable. Tags can be applied by human indexers or automatically by the
services and some need to follow rules [2]. The ones that are freely assigned constitute
folksonomies [3] which play an important role in the Web 2.0 and for platforms like
Twitter and Instagram. Instagram is a popular mobile social photo and video sharing
application which allows its users to apply up to 30 different hashtags to their postings.

We found out that in several picture categories (e.g. Activity, Friends, or Pets) there
are indeed significant differences, but similarities as well, in how male and female
Instagram users apply different kinds of hashtags to their postings (for instance, tags
related to the content, Emotiveness, or Fakeness).

1.1 Social Tagging and Gender-Specific Tagging on Social Media

When internet users advanced from consumers to prosumers of knowledge [4], they
started to “index” their produced content by means of social tagging to make it
retrievable for other users in the respective collaborative online environment [5]. These
indexing terms are called “tags” which do not follow any guidelines [2] and form a
folksonomy “[…] for each collaborative information service comprised of each indi-
vidual user’s tags” [3, p. 1]. The concept “folksonomy” consists of “folk” as well as
“taxonomy,” and originates from Vander Wal who was quoted by Smith in a blog entry
[6]. The term “taxonomy” is misleading though [2]; unlike a taxonomy, folksonomies
have no hierarchical structure [7].

In addition to tags, hashtags exist which have the same function as tags. A hashtag
begins with the # symbol, followed by a string of characters, e.g. #guineapig. “Initially,
the hashtag was used within Internet chat rooms” [8, p. 4]. On August 23th in 2007,
Chris Messina suggested in a tweet: “how do you feel about using # (pound) for
groups. As in #barcamp [msg]?” [9] and thus, for the first time, used the hashtag in a
different context [8] which helped to establish it in various social network systems
subsequently [10]. Both, tags as well as hashtags function as user-generated metadata
for posted content (for example, visual media like photos).

Since the first tagging systems emerged in 2003 [11], user tagging behavior and
motivation was analyzed by various researchers [e.g. 12–14]. Gender-specific tagging
behavior in folksonomies was studied especially on Twitter. For instance, Cunha,
Magno, Almeida, Gonçalves, and Benevenuto [15] examined if male and female
Twitter users applied different hashtags when talking about the same topic. Women
tended to use more common hashtags for all topics chosen by the researchers. In the
political debate, females chose more personal hashtags (first person singular), while
males used more persuasive hashtags (third person imperative forms).

Holmberg and Hellsten [16] researched gender tweeting behavior in the climate
change debate. They noted that “[m]any of the hashtags represent[ed] a very general
level of metadata describing the content or context of the tweet” [16, p. 816]. Male
twitter users employed politics-related hashtags, but rarely used tags related to climate
change or to general environmental issues. Furthermore, they used more descriptive
tags. Females employed hashtags connected to campaigns and online movements
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associated with climate change. They used more specific hashtags, e.g. by referring to a
specific event, campaign, or person.

Shapp [17, para. 1–2] differentiates two hashtag categories in Twitter: tag hashtags,
which “are used to connect with a larger discussion and/or community” and com-
mentary hashtags which “are not intended to affiliate widely, and are meant to be
interpreted within the local context of the tweet.” The results of the study show that
female twitter users choose commentary hashtags more often than men. Contrarily,
men use tag hashtags to a greater extent.

1.2 Instagram

Instagram is a mobile picture and video sharing application created by Kevin Systrom
and Mike Krieger. Since April 2012 it is owned by Facebook [18]. Launched in the
beginning of October 2010 for iOS exclusively [19], an Android version of the app was
released in April 2012 [20]. Since then, Instagram became a very popular social net-
work, has over 1 billion users as of January 2019, and is still growing. Over 500
million active users are online daily [21]. Instagram enables its users to upload pictures
and videos, as well as to share stories or create slideshows while using photo filters and
applying hashtags and geotags to their posts.

1.3 Research on Instagram

Topics investigated on Instagram include for example hashtag utilization, content
analyses, or motivation to use the social network. The following section presents an
overview of works conducted by numerous researchers on Instagram.

Sheldon and Bryant [22] surveyed 239 college students to figure out the main
motivations for using Instagram. A comparison between Croatian and American stu-
dents suggested that motivation for using Instagram is culture-independent, although
the app was employed for different reasons [23]. Evaluating 212 Instagram users, Lee,
Lee, Moon, and Sung [24] concluded that there are five social and psychological
motives for using the app: social interaction, archiving, self-expression, escapism, and
peeking.

Online expression of six emotions and their perceived appropriateness on Instagram
and three other platforms was analyzed by Waterloo, Baumgartner, Peter, and
Valkenburg [25]. Instagram scored as the least appropriate platform to express negative
emotions and highly appropriate to express positive emotions. Men and women dif-
fered in their rating. Psychological subjects were investigated on Instagram as well.
Holland and Tiggemann [26] studied eating disorders and compulsive exercises in
women. Lup, Trub, and Rosenthal [27] pointed out that Instagram use may lead to
psychologically feeling unwell because of negative social comparisons, amongst other
things. Non-suicidal self-injury behavior was examined by Brown et al. [28].

Olympic athletes’ self-presentation by gender was investigated by Geurin-
Eagleman and Burch [29] to research their use of Instagram as a communication and
personal brand marketing tool. Analyzing 2,017 images of two football teams by
categorizing them into product and non-product-related brand attributes, Anagnos-
topoulos, Parganas, Chadwick, and Fenton [30] also investigated how Instagram is
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used as a tool for branding and how fans reacted in the comments to gain new insights
for sport marketing. Lavoie [31] examined the branding strategy of Dunkin’ Donuts on
Instagram. The text captions and the image content of 12 postings were analyzed by
sorting them into categories like presence of a call to action in the textual data and
color, products, or people information in the image data. Coelho, de Oliveira and de
Almeida [32] measured five post types against their likes and comments (advertising,
fan, events, information, and promotion). They explored business profiles promoting
food, hairdressing, ladies’ footwear, body design, and fashion gym wear.

Fitness inspiration and body images are also Instagram research topics. Carrotte,
Prichard, and Lim [33] observed gender differences after a content analysis of 415
Instagram, Facebook, Twitter, and Tumblr postings, e.g. women were more likely to be
sexualized than men. The postings derived predominantly from Instagram (360 posts in
total). Talbot, Gavin, van Steen, and Morey [34] inspected 734 pictures tagged with
#thinspiration, #fitspiration, and #bonespiration as well as their top five alternative
hashtags. 600 pictures were categorized in the context for body type, activity, objec-
tification, and textual data in a content analysis conducted by Tiggemann and Zaccardo
[35]. Santarossa, Coyne, Lisinski, and Woodruff [36] analyzed 10,000 posts and 122
images tagged with #fitspo.

Researchers observed political debates on Instagram. For example, Schmidbauer,
Rösch, and Stieler [37] examined postings collected by crawling 16 hashtags related to
Clinton/Trump supporters and opponents during the 2016 US presidential election.
9,000 multilingual hashtags were studied by Lee and Chau [38] in the context of the
Umbrella Movement in Hong Kong in 2014. Coding them into the categories language,
fact, opinion, and emotion, the researchers found that, in addition to stating facts and
opinions, Instagram users also were quite emotional about the political movement.

Santarossa, Coyne and Woodruff [39] investigated 18,366 images with the hashtag
#nofilter and concluded that 12 percent of these in fact used a filter. Mostly, women
applied this hashtag and the subject of these pictures was mainly a person. Gian-
noulakis and Tsapatsoulis [40] studied the descriptive power of hashtags by analyzing
1,000 images. They concluded that 66% of the hashtags their study participants chose
were identical with the ones the picture owner used. Moreover, half of these hashtags
referred to the depicted image content. Oh, Lee, Kim, Park, and Suh [41] explored the
use of participatory hashtags on Instagram in context with the Weekend Hashtag
Project (#WHP). Participatory hashtags are recommended by some users to their fol-
lowers to promote uploading pictures using these certain hashtags.

A content analysis of 1,382 Instagram posts tagged with #Malaysianfood showed
gender-specific utilization of hashtags [42]. Female users employed more often than
men emotional and positive hashtags, while male users showed higher use in infor-
mative and negative hashtags for pictures. Additionally, the researchers found a pos-
itive correlation between the number of hashtags and followers as well as likes.

The following studies form the base of this work. The first in-depth analysis about
Instagram was conducted by Hu, Manikonda, and Kambhampati [43]. This empirical
study’s results encompassed eight popular image categories (friends, food, gadget,
captioned photo, pet, activity, selfie, fashion) and five distinct types of users. Almost
half of the analyzed photos belonged to the categories friends and fashion.
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Dorsch [44] researched tagging behavior of Instagram users in a wider scope. She
distinguished between ten picture categories, namely Activity, Architecture, Art,
Captioned Photo, Fashion, Food, Friends, Landscape, Pet, and Selfie, and seven
hashtag categories (Content-relatedness, Emotiveness, Isness, Performativeness, Fak-
eness, “Insta”-Tags, and Sentences). The results showed that Instagram users pre-
dominantly tag images with hashtags relating to the content, followed by hashtags
relating to Isness [44, 45].

1.4 Gender-Specific Tagging of Images on Instagram

Research that takes gender-specific image tagging on Instagram into account is still at
its beginning. This study aims to contribute to the limited research on gender-specific
Instagram tagging behavior in a broader scope. Conducting a content analysis [46],
hashtags of images from ten different picture categories are coded into seven distinct
hashtag categories. The research questions of this work are:

RQ1. Are there any gender-specific differences in the relative hashtag frequencies
in the picture categories?
RQ2. Given a picture category, what is the gender-specific distribution of hashtag
categories; and given a hashtag category, what is the gender-specific distribution of
picture categories?
RQ3. Are there any gender-specific associations between picture categories and
hashtag categories?

2 Methods

Content analysis [46] is a technique originating from the social sciences and inves-
tigates content of any form, e.g. texts, images (as in this study), recordings, or
movies. It utilizes different procedures that conceptualize content depending on its
context – a process called coding which produces new understanding and data to
analyze. The content analysis in this study was performed on posts of Instagram
images to analyze gender-specific tagging behavior. As a result, the pictures and
hashtags were coded into specifically designed picture and hashtag categories, based
on Dorsch’s two codebooks [44].

2.1 Codebooks

Generally, codes map the content of the text to the model that the analyst constructed
and therefore generate new information that can be analyzed. The process of coding
needs to fulfill explicit guidelines that define text boundaries identifying with a specific
code [47]. Such guidelines and codes form a codebook. Thereby, a codebook “[…]
always reflects the analyst’s implicit or explicit research questions” [46, p. 2013]. As
mentioned, the two existing codebooks, one for categorizing pictures and one for
classifying hashtags were used for this content analysis. The structure of the codebooks
is simple and consists of six distinct components: the code, a brief description of the
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code, the full definition, guidelines when and when not to use it as well as examples. In
addition to the six mentioned components, a seventh one exists in the picture categories
codebook, namely the corresponding hashtag for the specific category. This format is
based on MacQueen et al.’s [47] recommendations.

Picture Categories. In total, ten Instagram picture categories were used, and each
category has their respective hashtag. This study only considered pictures that were
tagged with the corresponding picture category hashtags (Table 1). Another require-
ment to be included in the content analysis was that the picture predominantly shows
one category or fits the preference rules [44, 45]. The picture categories are based on
research of Hu et al. [43]. The authors conducted a cluster analysis and used computer
vision techniques in combination with two coders to identify popular Instagram photo
categories and user types. Seven of the eight photo categories were chosen for the
codebook, namely Activity, Captioned Photo, Fashion, Food, Friends, Pet, and Selfie.
Four of these categories were modified as well, namely Activity, Captioned Photo,
Friends, and Selfie. Three supplementary categories (Architecture, Art, and Landscape)
were added. The category Gadget was omitted because pictures of this category
overlapped with the other categories due to its broad definition [44].

The pictures in the category Activity depict indoor and outdoor activities (e.g.
climbing, biking), as well as locations where activities take place (e.g. concerts). The
photos in architecture show subjects related to the categories’ name like buildings,
structures, and cityscapes. Art is the category for pictures showing art-related content in
all forms, e.g. paintings, sculptures, tattoos, or crafted art. Pictures that show graphics
with quotes belong to the Captioned Photo category. As the name indicates, the category
Fashion depicts fashion-related matters like makeup or clothes. The category Food
includes photos displaying food, drinks, or recipes. Images in the Friends category
depict at least one person that is a friend of the user who uploaded the picture; group of
friends fall into this category, too. Pictures with landscapes and nature-related content
are sorted into the Landscape category. The images in the Pet category show cats, dogs,
and similar animals. Self-taken pictures (selfies) belong to the category Selfie [44, 45].

Table 1. Picture categories and their respective hashtags

Category Hashtag

Activity #activity
Architecture #architecture
Art #art
Captioned photo #quote
Fashion #fashion
Food #food
Friends #friends
Landscape #landscape
Pet #pet
Selfie #selfie
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Hashtag Categories. Coding Instagram hashtags into categories which were designed
to represent specific concepts [44, 45], can lead to new results about gender-specific
image tagging behavior. Overall, seven categories exist for the coding of hashtags:
Content-relatedness, Emotiveness, Fakeness, “Insta”-Tags, Isness, Performativeness,
and Sentences.

There are nine common coding rules: A hashtag can only be assigned to one of
these categories. It must originate from the picture’s caption and be in English (proper
names are excluded from this rule). The picture’s caption may be used to obtain
additional information about the content of the picture. Spelling mistakes can be
ignored. Hashtags with only one or more emojis and special characters are excluded
from the analysis. Hashtag abbreviations need to be figured out by the coders. Detached
tags, for example #Belgian #Shepherd, are categorized separately. If the same hashtag
is assigned multiple times, it is counted only one time [44].

The category Content-relatedness is assigned to hashtags that refer “[…] in any
form to content-related aspects in the picture” [44, p. 3]. This includes the concepts
ofness and aboutness [48] which are based on Panofsky’s [49] three levels of art
interpretation. For example, if the picture depicts a dog, the hashtags #pet, #dog, or
#animal refer to the content and would therefore be coded into the category Content-
relatedness. Hashtags which are emotional or describe feelings, are coded into the
category Emotiveness, e.g. #love or #sad. Considered basic emotions (love, happiness,
fun, surprise, aspiration, sadness, anger, disgust, fear, and shame) originate from
Siebenlist [50]. Fakeness is the category for “[…] intentionally wrongly chosen
statements” [44, p. 7], e.g. when the tag #cat was assigned to a photo of a dog.
Hashtags with any form of “insta,” “gram,” or other abbreviation of these terms, are
sorted into the category “Insta”-tags, e.g. #instalike or #petstagram. These kinds of
hashtags are a phenomenon specific to Instagram [44, 45]. Isness is the category for
hashtags which represent technical aspects of the picture that are not depicted, like
#landscapephotographer, #selfie, or #throwbackthursday. The concept of isness was
introduced by Ingwersen [51]. Hashtags that call for actions are coded into the category
Performativeness, e.g. #followforfollow, #explore, or #kickit [52]. Performativeness
derived from Austin [53]. Hashtags with a participatory function are for example used
in various projects on Instagram [41]. Complete sentences are coded into the category
Sentences, for example #lifeisgood or #thisislondon. Abbreviations of sentences like
#tgif – thank God it’s friday, are coded into this category as well [44, 45].

2.2 Data Collection

Instagram pictures were mainly collected from November 2017 to January 2018. The
dataset for the content analysis consists of 1,000 Instagram pictures, 500 from male
users and 500 from female users, respectively. A multimethodological approach was
chosen to collect these pictures. Due to the official Instagram API’s access limits, the
JSON response of the Instagram website was automatically downloaded and processed
with a PHP-script. The script takes a top picture category hashtag and the number of
pictures to be downloaded as parameters and saves the most recent pictures of the
declared hashtag with metadata.
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After the automatic data collection, the picture subject and gender of the picture’s
owner needed to be identified manually. For checking if the picture conformed to the
category, the Instagram picture category codebook [44] was used (by two persons).
Pictures that failed to comply with the codebook rules, e.g. a picture tagged with #selfie
but depicting more than one person and therefore not matching the requirements, were
deleted. The gender of the picture’s owner was obtained with the help of the profile
picture, the user biography, and the posts. The profile picture, full name, and biography
are optional information a user can add to his or her profile. The biography can contain
the user’s full name and a statement about the gender. For example, in Fig. 1, Annika is
the full name of the user rufinchenx3 and the expression Gamergirl in the biography, as
well as the profile picture, indicate that this user is female.

There might be special cases a gender is difficult to identify or can’t be identified.
For example, the gender is harder to determine when pet owners create a profile for
their pet and pretend to post and write as their pet. In such situations, it must be
determined if the gender of the owner can be derived from the profiles’ information. If
not, the profile has to be excluded from the analysis.

The replacing of pictures cleaned the automatically crawled data, hence reducing
the dataset. Due to the stated data cleansing process, more than 100 pictures for a
category were downloaded first. If the manual verification of the data did not result in
the number of needed pictures for this analysis (50 pictures of male users, 50 pictures
of female users), more data was downloaded and processed in the described way.

All final datasets consist of the following metadata and information: the down-
loaded picture, the URL to the picture on Instagram, the picture owner’s username, full
name, biography and gender, all hashtags written in the picture description, the total
number of these hashtags, the full caption of the post, the picture category name (e.g.
Activity, Pet, etc.), and an ID for naming the picture file, containing the picture owner’s
gender, the picture category name, and the unique Instagram picture code.

2.3 Coding Process

Coding is the process of assigning specified codes to a text. In this work, the hashtags
of the Instagram images were coded into seven different categories by using a code-
book. After the data collection, the categorization of the 1,000 pictures took place from

Fig. 1. Profile of Instagram user rufinchenx3
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January to March 2018. Two coders classified the hashtags first separately, following a
4-eyes principle. After that, the intercoder-reliability was estimated using Krippen-
dorff’s alpha [54]. For every category, the alpha value was >.800 in the initial round
and >.880 in a second round (which has to be performed due to interpretational
inconsistencies in the category Fakeness).

After the calculation of the Krippendorff’s alpha, the coders needed to recode the
hashtags that they classified into different categories. They discussed these differences
and agreed to one category. A PHP-script takes the file with the recoded hashtags and
one of the coder’s files as input parameters. For every picture that was tagged with
hashtags which need to be corrected, all hashtag categories are scanned. If the hashtag
is in the wrong category, it gets deleted from this category and is written to the right
category.

3 Results

This chapter presents the results of the content analysis while answering the three
research questions.

RQ1. Are there any gender-specific differences in the relative hashtag frequencies in
the picture categories?

In total, 14,951 hashtags from 1,000 Instagram photos were coded into the seven
hashtag categories. The average number of hashtags per pictures owned by female
users was approximately 14 hashtags, whereas males applied over 15 hashtags (Fig. 2,
Table 2). Men used significantly more hashtags in the categories Captioned Photo (⌀
21.8 to 12.74 hashtags) and Landscape (⌀ 18.84 to 14.52 hashtags). A great difference

Fig. 2. Average number of hashtags per picture by gender and standard deviation, sorted by
picture category.
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of approximately nine hashtags was observed for captioned photos. For females, these
images received the lowest number of hashtags. In the categories Food (⌀ 16.18 to
12.34 tags) and Selfie (⌀ 14.75 to 10.72 tags), female users tagged a picture with a
significantly higher number of tags.

For male users, the category Selfie (⌀ 10.72 tags) had the least hashtags. The mean
values ranged from around 10 to almost 21 hashtags for males, and from over 10 to
roughly 18 for females. This shows that the span of hashtag counts by gender varied
noticeably in specific picture categories. The standard deviation lay between 7 and 10

Table 2. Summary of the significant t-test results for the hashtag frequencies in the picture
categories, p � .05.

Hashtag
category

Male
(n = 50)

Female
(n = 50)

P t df Cohen’s
d

Captioned
photo

Content-
relatedness

M 12.64 7.12 <.001 5.166 98 1.03
SD 5.914 4.702

“Insta”-Tags M 2.36 .7 .001 3.583 98 0.72
SD 2.926 1.474

Isness M 2.28 1.32 .03 2.208 72.372 0.44
SD 1.99 2.343

N M 21.8 12.74 <.001 5.446 98 1.09
SD 8.283 8.351

Food Content-
relatedness

M 6.36 8.54 .039 −2.093 98 −0.42
SD 4.733 5.643

N M 12.34 16.18 .028 −2.23 98 −0.45
SD 8.794 8.422

Landscape Fakeness M .72 .04 .02 2.404 49.969 0.48
SD 1.99 .198

Isness M 6.08 3.66 .001 3.355 71.285 0.67
SD 4.58 2.246

N M 18.84 14.52 .009 2.68 98 0.54
SD 8.464 7.635

Selfie Emotiveness M .44 .86 .047 −2.016 98 −0.4
SD .861 1.195

N M 10.72 14.78 .019 −2.387 96.092 −0.48
SD 7.882 9.083

Total Emotiveness M .61 .75 .05 −1.964 998 −0.13
SD 1.021 1.103

“Insta”-Tags M 1.33 1.04 .029 2.191 969.422 0.14
SD 2.218 1.865

Isness M 2.94 2.52 .023 2.28 974.646 0.14
SD 3.145 2.691

N M 15.53 14.37 .04 2.056 990.239 0.53
SD 9.324 8.532
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for males, and between 7 and 9 for females. Even though this indicates that the number
of hashtags was almost the same for each picture and for both genders, it points out that
the male data was more spread out than the female data, specifically in the Pet category
with a standard deviation of over 10.

RQ2. Given a picture category, what is the gender-specific distribution of hashtag
categories; and given a hashtag category, what is the gender-specific distribution of
picture categories?

In total, male users applied 7,766 and female users 7,185 hashtags to their postings
(Tables 2 and 3). Over half of these assigned hashtags were classified as Content-
relatedness tags for both genders (over 55%). The second most assigned category with
about 18% was Isness for men and women alike, just like the least assigned category
Sentences (under 1.5%). Females tagged pictures with Performativeness tags third most
(7.85%) and with “Insta”-Tags (7.25%) fourth most, whereas males did the opposite
(8.54% and 7.39%, respectively). Significant differences existed in the hashtag cate-
gories Emotiveness, Isness, and “Insta”-Tags. Emotiveness hashtags were assigned
more often by females (5.19% in contrast to 3.95%), whereas Isness (18.93% to
17.52%) and “Insta”-Tags (8.54% to 7.25%) more often by men.

The distribution of picture categories to the hashtag category Content-relatedness
was between almost 45% to over 70% for both genders. Female users assigned the
lowest value of this hashtag category to the picture category Selfie (47.23%). With
44.69% of all hashtags, male users assigned Content-relatedness hashtags the least to

Table 3. Relative frequencies of hashtag categories by picture categories and gender
(N = 1,000 posts; 100 posts per picture category, and respectively 50 posts per gender for
each picture category).
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Landscape images which was the overall lowest assigned value of this hashtag category
as well. Both genders tagged pictures related to art subjects the highest with those tags
(over 70%). In the categories Captioned Photo, male users assigned Content-
relatedness tags in a significantly higher frequency than female users. On the other
hand, women assigned significantly more of these tags to pictures depicting food
(Table 2). Noticeably, Isness tags reached high values in the picture categories with the
least assigned Content-relatedness tags by both genders. For example, the category
Landscape scored with 32.27% the highest Isness value assigned by men, which is
significantly different to the value assigned by women (25.21%). Furthermore, men
assigned significantly more Isness hashtags to captioned photos. Males and females
both added “Insta”-Tags to the category Pet the most and to the category Activity the
least. Men (22.82%) were more likely to use those tags for Captioned Photo (10.83%).
This likeness is statistically significant (Table 2). The highest percentage of the cate-
gory Performativeness male users assigned to Architecture is the same value that
female users assigned to the category Selfie for those hashtags (11.64%). Both genders
distributed performative tags the least to images depicting art-related subjects. The
picture categories Pet and Selfie were tagged with those tags more by women, whereas
Friends obtained more of those tags by men.

Emotions were not expressed by men regarding the category Art (around 1%),
while women assigned the least of these hashtags for Fashion (2.50%). Females tagged
pictures of Selfies significantly more emotionally than men (5.82% and 4.1%,
respectively). Usually, men got higher values for Fakeness hashtags. The category with
the highest percentage of Fakeness hashtags assigned by male users is Friends (9.72%).
The category Captioned Photo (8.63%) received the highest frequency of fake tags by
women. They tagged Landscape (0.28%) and Architecture (0.60%) pictures very rarely
with fake tags, too, in contrast to men who added more of those tags to pictures of the
category Landscape (3.82%). This difference is statistically significant (Table 2).
Images showing Architecture (1.54%) got the least Fakeness hashtags assigned by men.
The hashtag category Sentences was not distributed much among the picture cate-
gories. Both genders gave the lowest percentages of those tags to images about art.
Mostly, Sentences tags were assigned to Pet and Captioned Photo by men and women
alike. Women also tagged pictures depicting Friends with those tags. Nearly all of the
Sentences hashtags from both genders in the Pet category were emotional and positive,
like e.g. #ilovemypet.

RQ4. Are there any gender-specific associations between the picture categories and
hashtag categories?

A chi-square test of independence was conducted to investigate if an association
between the hashtag categories and picture categories for each gender (male and
female) exists. The following hypotheses were formulated:

H0: No gender-specific association between picture categories and hashtag categories
exists.
HA: A Gender-specific association between picture categories and hashtag categories
exists.
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All expected cell frequencies were greater than five. A significant association
between hashtag categories, picture categories, and both genders was found. For male
users, the chi-square test result was v2(54, 500) = 970.993, p < .001 with an effect size
of Cramer’s V = .144 which indicated a small association [55]. Likewise, female users
(v2(54, 500) = 814.440, p < .001) showed a small association (Cramer’s V = .137) as
well. The alternative hypothesis can be accepted, because the null hypothesis has been
rejected.

4 Discussion

This research study examined the tagging of images by male and female Instagram
users. The number of investigated Instagram picture postings was 1,000 (500 for each
gender). The pictures and the text captions of the respective postings were analyzed to
answer three research questions about the gender-specific distribution of hashtag and
picture categories, as well as hashtag frequencies.

Usually, the number of hashtags differs from picture to picture and, for some image
categories, by gender. Males assigned 15 hashtags on average to their postings,
whereas women used one hashtag less. Notable categories where men tagged their
images with at least 4 hashtags more on average were Captioned Photo and Landscape.
A great difference of approximately 9 hashtags was observed for captioned photos.
Women tagged Selfie and Food pictures with more hashtags on average. These dif-
ferences are statistically significant. Both genders applied around 18 hashtags to the Pet
category on average, but the male data was more dispersed.

When indexing non-textual content, internet users tend to mix together ofness,
aboutness, as well as isness aspects [2]. The same process has been observed in this
Instagram study, where users indexed their postings with hashtags. Those tags were
coded into Content-relatedness, Isness, and five other kinds of hashtag categories.
Content-relatedness was the most important hashtag category for male and female
Instagram users alike (over 55%). This category specified the subject of a picture by
referring to its ofness and aboutness. Second most assigned category by both genders
was Isness, indicating the importance of hashtags relating to isness elements of an
image as well as further emphasizing the mentioned mixing together of ofness,
aboutness, and isness aspects. Females assigned slightly more emotional hashtags to all
image categories than men; this difference is statistically significant. Generally, men
assigned Isness and “Insta”-Tags in a higher frequency than females. Furthermore,
“Insta”-Tags were assigned in high frequencies by both genders to Pet. Generally, both
genders did not use many Sentences as hashtags. A chi-square test of independence
showed a small statistical association between hashtag and picture categories for male
and female Instagram users, respectively.

The high frequency of Content-relatedness tags in this work are in accordance with
two other studies which have shown that a high number of hashtags relate to the
depicted content of the picture [40, 44]. Hashtags that refer mostly to the content or
context of a document were also observed for tweets [16]. It is possible that male and
female Instagram users describe the content and context of their pictures to make them
findable for other users. They want their images to be visible in the social network
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community. Men use informative hashtags more than women when tagging food
pictures according to Zhang et al. [42]. Informative hashtags contain information and
non-emotional descriptions of an image. Content-relatedness hashtags could be con-
sidered as informative and non-emotional, because emotions were classified as Emo-
tiveness hashtags. The hashtag category Isness might be considered as informative as
well, since it relates to technical aspects of the picture that are not depicted. In this
study, the male Content-relatedness hashtag frequencies only exceed the female ones in
four out of ten picture categories. Nevertheless, the difference in the total tag frequency
is very small (about 1.5%). In the Isness category, men assign a higher percentage of
tags to all image categories except Fashion (about 2.5% difference). The total frequency
of Isness hashtags assigned by men is significantly higher when compared to women. If
only the category Food would be considered, like in Zhang et al.’s work [42], females
tag food pictures significantly more with Content-relatedness tags. The results of this
study would differ from Zhang et al.’s findings in this point when isolating this specific
picture category.

Various studies concluded that women express more feelings and emotions than
men in social networks (e.g. [42, 56, 57]). This study’s results support those findings.
Even though Emotiveness tags are not highly represented by both genders (<10%),
significant differences exist. Women assign more emotional hashtags than men to all
picture categories. Women’s selfies are tagged with more Emotiveness tags than men’s.
Pictures depicting friends and pets received the most emotional feedback by both
genders, probably because of the bond that users can form with a person or an animal
and thus, being able to feel emotions towards them than towards lifeless objects.

Sheldon and Bryant [22] found a positive relationship between regular hashtag use
and the motive “Coolness” in a study with college students. It could be speculated that
“Insta”-Tags imply, in a way, coolness due to their abbreviation or full inclusion of the
application’s name (Instagram). These tags are a phenomenon that occurs only on
Instagram [44]. Males make more frequently use of “Insta”-Tags, especially in the
picture category Captioned Photo. Both genders assign “Insta”-Tags a lot when posting
Pet pictures. Is there a specific reason for that? Instagram is especially favored by
young adults aged 18 to 24 in the U.S. [58]. Is it young adult slang that introduced
these tags to Instagram? Further studies are needed to investigate “Insta”-Tags and
motivation for their application.

Another question that needs to be asked is why do male users assign Fakeness tags
in significantly greater amounts to Landscape pictures? For this question, apps and
websites1 that provide top hashtags to gain more likes and followers on social media
platforms could be relevant. Sometimes, top tags are assigned which only fit in the
category Fakeness, e.g. when a picture of an older dog is tagged with #puppy. Nev-
ertheless, these hypotheses require proof.

The tagging behavior of men and women on Instagram is described in this study.
Future studies could investigate the motivation of male and female users for applying a
specific hashtag to a specific picture motive. With help of uses and gratification theory
[59] for social media [60], the motivations behind tagging could be determined. Uses

1 e.g. https://www.hashtagsforlikes.co/.
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and gratification theory is about what people do with the media. In context of social
media, it investigates motivations for content creation and how the activities in social
media are affected by the gratifications of content generation. To the authors knowl-
edge, only one study exists that applied uses and gratification theory to gender-specific
hashtag application [42]. It noted that female users gratify needs of expressing feelings
by using positive and emotional hashtags, whereas male users gratify needs of giving
information by using informative hashtags. Questionnaires and qualitative interviews
are possible ways to explain male and female tagging intentions and motivations
further. This study could act as base to elaborate these surveys.

The picture categories in this investigation do not cover every potential picture
motive. They exemplify possible motives in a broader scope and thus, make no claim to
be a complete overview of all image motives on Instagram. Social media data sampling
itself also has some limitations, as there often is a fixed time-frame for studies that
should not be exceeded. The data for this study was also collected in a specific time-
frame. Therefore, not all images that are conform to the picture categories have been
included in the content analysis. Another related aspect is that not every Instagram user
specifies his or her gender. In conclusion, this work is a case study, as it is impossible
to generalize the results for the entire population.

In addition to analyzing pictures, videos could be examined. Do men and women
show tagging differences in this media category as well? Would the differences be the
same as the ones observed for the picture categories? Furthermore, a content analysis in
regard to “hashtags for likes” websites could be conducted, to figure out if men and
women make use of the provided hashtags in different frequencies for specific picture
motives. In addition to gender, parameters like age, nationality, and lifestyle could be
taken into account to research tagging behavior. Do younger Instagram users assign
more “Insta”-Tags than older ones? Which lifestyle enables the use of performative
tags? It would be interesting to determine if the opinion about a picture category is
positive or negative by conducting a sentiment analysis on the Emotiveness hashtags.
What kinds of emotions are shown only by men or by women?

The tagging behavior of certain user groups like for example influencers could be
investigated as well. Influencers are individuals who can affect purchase decisions of
others due to their high reputation and prestige on social media platforms. Do male and
female influencers tag their postings differently, and which gender is more successful to
which audience? Are there any differences when comparing influencer’s and non-
influencer’s tagging behaviors? Success could be measured by the number of followers
and likes. Marketing strategies to target a specific customer group could be enabled.

Finally, examining the image tagging behavior of men and women on a different
social media platform may bring further insights to this subject.

This study analyzed gender-specific tagging of images on Instagram. It concludes
that in several picture and hashtag categories there are indeed significant differences,
but similarities as well, in the tagging behavior of male and female Instagram users.
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Abstract. This study places online aggression within the larger context of
human development research. Existing literature identifies a need for a nuanced
approach to the study of online aggression that considers potentially adaptive
functions. Psychodynamic ego defense theory provides a framework through
which to analyze aggressive online discourse. The study provides insight into
the complex psychological function of aggressive online interaction. Results fall
primarily within the neurotic and immature categories of defense and include a
significant number of adaptive or mature comments. The method created for this
study, Online Psychodynamic Discourse Analysis, offers a useful addition to
existing methods of online research. Thematic analysis provides insight into the
psychosocial sources of conflict.

Keywords: Online aggression � Cyberbullying � Human development �
Developmental psychology

1 Introduction

Defense mechanisms are ways we distort reality to protect ourselves from disturbing
thoughts, feelings, and the memory of trauma. Some examples of defensive behaviors
are observable in social media body positive (BOPO) discourse in negative statements
that predict an individual’s attractiveness to others, potential lifespan, or evaluate the
target’s overall intelligence, or their belief system based on sparse interaction.
Cyberbullying, a term used frequently to describe online aggression, is often charac-
terized as a one-way exchange between aggressor and victim, but this study examines
the complex adaptive functions of aggressive online discourse. Using psychodynamic
ego defense research as an analytical framework provides insight into the complex
psychological, and potentially social, function of aggression on social media.

Defense mechanisms can function developmentally. Mature defenses such as al-
truism can have positive individual and social effects. Defense mechanisms on a scale
from psychotic (most distorted) to adaptive (least distorted) can be extrapolated to
evaluate online behavior. See examples in Table 1.
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The perception of anonymity online, combined with limited legal safeguards and
social norms that control online behavior, can reinforce aberrant behavior [9]. This
phenomenon is termed the Online Disinhibition Effect [15, 40]. While existing research
explores negative effects of online aggression [17, 24, 39], the potential for positive
outcomes has largely been overlooked.

This study examined the effects of aggression in the online Body Positive (BOPO)
community. BOPO refers to a social justice movement that combats restrictive and
discriminatory social norms around physical beauty and health [37]. On BOPO social
media, tropes of body normativity are challenged, counter-challenged, and sometimes
transformed through grassroots, online activism and discourse. By extension, social
norms around the expression of aggression are also challenged and transformed. People
who engage in conflict online challenge existing beliefs and norms about their topic;

Table 1. Defense mechanisms in online behavior (Derived from [45])

Defense
mechanism

Adaptation
level

Function Associated
behavior

Online behavior
example

Delusional
projection

Psychotic Extreme
distortion to
protect ego
from trauma or
violent
impulses

Invents fictional
relationship or
event to distract
from trauma

Direct threats of
physical and/or
sexual violence,
cyber-stalking,
revenge porn, and
swatting

Projection Immature Indirect
experience of
trauma/impulse

Sees one’s flaws or
fears in another
and attacks the
object of
projection

Verbal denigration
such as directly
criticizing others’
appearance, beliefs,
race, etc. Name-
calling, degrading
language

Isolation Neurotic Partial
experience of
trauma/desire

Experiences the
thoughts
associated with
trauma but not the
emotions.
Intellectualization,
detachment

Pseudo-rational
behavior such as
citing sources of
perceived authority
to denigrate the
target while
claiming a neutral
or helping
viewpoint

Humor Adaptive Regulated
experience of
trauma/desire

Expresses
emotions
associated with
trauma/desire
without focusing
on pain

Blogging that deals
with trauma or
oppressive social
norms through
humor and joining
with others in
shared experience
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they also challenge the ways in which society expresses emotions like anger, rage,
disgust, fear, and love. These negotiations of expression clearly merits deeper
observation.

Defense mechanisms have been studied from a developmental perspective since
their inception by Freud [21], and more fully by his daughter Freud [20]. George
Vaillant has studied the ways defense mechanisms transform over the lifespan
[28, 44–46].

Existing social media and online interaction research may be biased towards
pathological rather than developmental interpretation. Social norms change rapidly (as
does the technology driving online communication). Perhaps online aggression and
defense should be examined with the goal to contextualize, rather than pathologize.

This study seeks to examine of online aggression within the context of human
behavior and development research, including the adaptive functions of aggressive
online discourse. Using psychodynamic ego defense research as a framework through
which to analyze aggressive online discourse offers insight into the complex function of
aggression on social media. Additionally, this study utilizes thematic analysis to
explore how larger psychosocial forces may be engaged in contentious online
discourse.

2 Related Work

A body of research that fails to examine adaptive psychological development as a
possible outcome of online conflict fails to capture the human experience. While there
is a growing body of literature on the adaptive aspects of relational aggression in
children and youth [3, 8], there is scant research on positive outcomes in online
conflict. There is instead a pervasive belief that online behavior is innately disinhibited
and potentially aberrant and dangerous [39]. Negativity bias—a tendency for the
human brain to retain negative information over positive—affects both cognition and
retention of positive information [11]. This may be a factor in the way online conflict is
reported by the media and studied in the scientific community.

While significant violence takes place online, its frequency is exaggerated by media
attention [32]. A more nuanced examination of the dynamics of online aggression is
needed to explore the full range of behavior.

2.1 Unpacking Cyberbullying

Aggressive behavior online is referred to in multiple ways, some of which overlap
considerably. These terms are often imprecise and frequently change in meaning and
usage. In this paper, online aggression is the general term used for aggressive behavior
on the internet. Much of the literature uses the term cyberbullying. Other terms include
cyber-aggression [16], cybercrime, which generally refers to theft and illegal use of
private information; and trolling, which is online harassment consciously intended to
cause emotional distress.

Cyberbullying, a modified version of bullying, is frequently used to describe
aggressive online behavior. Cyberbullying derives from existing definitions of
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bullying, which include three main elements: (1) the intention to cause harm, (2) rep-
etition, and (3) an imbalance of power between bully and victim [29]. Cyberbullying
definitions vary slightly, but generally include at least two of these elements, performed
in an electronic or digital media setting [34, 42].

In spite of these limitations, cyberbullying is used to describe a wide range of
phenomena. Bullying-based definitions for online behavior are problematic as they
imply a lack of fluidity between roles of aggressor and target. The targets of bullying
are not always victims. Online, physical strength and social status have little relevance,
unless the online aggression is an extension of face-to-face aggression. Even then, the
relative parity in agency between aggressor and target may change the bullying
dynamic significantly [23].

Targets of online aggression have considerable agency and may engage in various
kinds of defense, counter-aggression, and escalation. Examples include publicly
exposing cyberbullying through blogging [30], sending copies of sexually abusive
messages from male teenage gamers to the gamer’s mothers [43], and engaging in
public discourse with online aggressors [21, 27] These examples are difficult to classify
under existing cyberbullying definitions. Are these targets still considered victims, in
spite of the effectiveness of their counter-aggression? The cyberbullying model seems
inadequate when the targets’ responses are examined with the same level of scrutiny as
the agents’.

2.2 Other Approaches

Taking an ethnographic approach to the causes of online aggression, Phillips [33], a
digital ethnographer, embedded herself within the highly aggressive 4chan trolling
community as a qualitative researcher, both observing and interacting with participants.
She also examined the relationship between the trolling community and the corporate
media, adding insight into the cultural forces that create or reinforce psychologically
violent online behavior. Asking why trolls consciously violate cultural norms to the
detriment of others, Phillips draws a connection between the ways sensationalized
media regularly violates taboos (such as showing disturbingly violent or exploitative
videos) in the name of information freedom, while trolls who exhibit similar behavior
are considered social deviants. Phillips places those who troll into a social context
where their behavior is not as deviant (or at least non-normative) as it first appears.
Phillips’ relationships within the 4chan community allowed her to look more critically
at assumptions about why people engage in this form of online aggression.

Applied psychoanalysis, the study of existing texts using psychoanalytic methods,
provides further insight into the underlying causes of online aggression. Suler’s essay
on the psychology of online behavior “The Online Disinhibition Effect” [40] posits
several unconscious reasons for disinhibited behavior on the internet. Although it is not
associated with a study, Suler’s essay is frequently cited as a model for disinhibited
behavior and other unique aspects of online participation.

Like Suler, Balick’s research [6, 7] uses applied psychoanalysis. In his examination
of psychological phenomena in the online world [7], his experience as a therapist
provides a deeper look into the potential motivations of participants. He is neither too
eager to frame all online phenomena within an existing model (such as bullying), nor is
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he convinced that all online interaction is entirely new. His primary interest is, “The
way in which the disruptive nature of technology operates alongside the ways that
social media mediates the basic human dynamics of relating” [6, p. xvi]. Balick is
interested in how online interaction fits into and changes the way people relate.

Balick claims that the psychoanalytic perspective on online interaction can benefit
therapists, who erroneously see online interaction as false. It can also inform public
policy, which may ignore the complexity of online interpersonal dynamics. Balick
seeks to understand why people engage in various forms of online interaction and
performance of identity; answering these questions more fully could fundamentally
change how we look at participants in cyber-aggression. Balick also examines the
differences between online interactions that objectify others and interactions that
increase connection and intimacy [6, 7].

Projection, or perceiving one’s repressed feelings as enacted by someone else, is
one of the defense mechanisms that psychiatrist Vaillant outlines in his work on
adaptive ego defense [46]. People have the capacity and proclivity to mature beyond
psychotic and immature defense mechanisms. Through externalizing repressed material
by projecting it onto others, it may be recognized and re-integrated into the core
personality—a basic tenet of psychodynamic psychology. Defensive behaviors are
required for repressed feelings, desires, and urges to become conscious and for mal-
adaptive behavior to be replaced with adaptive [46]. Online aggression can be exam-
ined for the seeds of this development. When participants show a shift from
objectification to connection, there is the possibility of maturation and growth.

2.3 Summary

In the eyes of researchers and reporters, the roles of bully and victim have become
archetypes inhabited by people enacting and receiving aggressive behaviors. These
simplistic reductions ignore the complexity of aggressive human behavior, particularly
on the internet where there are limited parallels with face-to-face bullying. While
aggression is universal, differences in power, proximity, and structure online pro-
foundly influence how aggression is enacted, received, and responded to. Social media
allows targets of aggressive acts to respond in varied public and private ways.

The research question for this study is: What types of ego-defensive behavior occur
in aggressive online forum discussions?

It is equally important to draw attention to adaptive and reparative outcomes of
online aggression and conflict. We must examine both the psychological dynamics of
the participants and the social-technological system in which they interact if we are to
understand how online aggression fits into the larger context of human development.

3 Background

This study examines social media forum comments under posts by prominent Body
Positive (BOPO) activists. Such exchanges are frequently contentious and attract
participants from outside the BOPO movement who direct aggression at the creators of
the posts and other participants.
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This study focuses on the response to a disparaging video titled Dear Fat People,
which went viral in September of 2015 [2] and then was widely discussed in the body
positive community and in mainstream media [12, 14, 18, 35, 41, 48]. The study’s
three samples are drawn from the public comment forums on commentary pieces by
body positive activists who addressed the video: an online article from The Guardian
by Lindy West [38], an Instagram post by Holliday [25], and a video on YouTube by
Thore [41].

4 Method

The study uses Online Psychodynamic Discourse Analysis, a new approach that
includes elements of Discourse Analysis, Applied Psychoanalysis, and descriptive
statistics.

4.1 Online Psychodynamic Discourse Analysis

Discourse analysis examines communications to identify and interpret hidden
assumptions and norms; it is concerned with how meaning is made on personal,
interpersonal, and structural levels. Discourse analysis has been used in both psycho-
dynamic research [1] and online research [26].

Balick [7] and Suler [40] use applied psychoanalysis to analyze the psychody-
namics of online interaction. Originally used to examine fictional works and characters
[10], recent research reimagines it as a way of understanding the ways people use social
media to meet emotional needs, connect to others, and be known [7]. The analytical
framework used in this study has clear similarities, as it applies a psychodynamic
analytical framework to existing documents.

However, researchers can fall prey to confirmation bias in online aggression. Due to
the corporate media’s focus on cybercrime and online hate crimes, researchers may be
conditioned to ignore adaptive or neutral online behavior in favor of aggression [7, 32].
Descriptive statistics are used to graphically compare the proportions of adaptive
behavior with defensive behavior.

4.2 Delimitations

The study sample is derived from online discourse stemming from issues concerning
the Body Positive community. Sample discourse is extracted from online forums under
posts, videos, or articles written by prominent BOPO activists. While issues of struc-
tural inequality and intersectionality are certainly germane to the discussion of online
aggression in the BOPO community, this study specifically addresses psychodynamic
motivations for engaging in aggressive discourse, an identified gap in research of
online aggression. Examining intrapsychic functions adds nuance to existent research
on the interpersonal and structural [33] aspects of online discourse.
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4.3 Data Organization

Social media outlets have different ways of organizing and monitoring public discus-
sion. All three samples were organized from most recent to oldest before the data were
extracted.

YouTube allows subthreads, where commenters respond to one another in an
indented section of the page. I chose a subthread that consisted of 52 comments posted
around the time of the release of the video in August of 2015 and continued for about a
month. YouTube is difficult to study from a discourse perspective because users can
change their usernames. This did not affect my ability to examine the comments for
defense mechanisms but made following the discourse challenging at times.

Instagram comments were displayed chronologically so I chose the first 50 posted
comments. However, many of these comments were in response to a commenter who
had since deleted his or her account. This did not impede my ability to analyze the data
but did create challenges in examining the flow of the discourse.

I used the first 50 comments in the Guardian sample. However, several comments
were blocked by moderators. These comments were not counted as part of the 50
selected comments. Since this discourse was to some degree censored, it may have
been less representative than the other two samples. Non-English comments were also
excluded.

4.4 Coding

Comments first were coded by phrase, statement, or sentence for speech acts, such as
disparaging, testifying, explaining, attacking, relating, etc. After these codes were
applied, the discourse was re-examined for instances of cognitive distortion, for
example, predicting future outcomes; exaggeration; minimization; and over-
generalization [13]. When these codes were completed, I looked for constellations of
distortions that identify specific defense mechanisms. A final layer of thematic analysis
was added, identifying polarities in the topics of discourse, such as health-sickness,
civility-rudeness, and life-death.

5 Findings

Thematically, the discourse centered primarily on the health and social acceptability of
fatness and the ethics of shaming or trolling people for being fat. However, this study
examines adaptiveness in online discourse, not the validity of a particular position.

Out of the 150 comments, 139 were coded with defense mechanisms. Some
comments were too brief to provide enough material for psychological analysis.
However, all 150 comments were coded for speech acts, and a majority were coded for
cognitive distortion.

Overall, the predominant defense mechanisms were projection (immature) at 32%
and displacement (neurotic) at 30%. See Fig. 1:
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However, despite the slightly larger proportion of projection to displacement,
comments indicating a neurotic level of defense were dominant, with a smaller pro-
portion of immature comments, and a small number of adaptive comments. There were
no psychotic comments. See Fig. 2:

5.1 Dominant Defense Mechanisms

The main levels of ego defense found in the sample were neurotic and immature, while
the two most common defense mechanisms were projection and displacement. Adaptive
defense mechanisms were also present, particularly humor in the Guardian sample.

Fig. 1. Distribution of defense mechanisms by category across full sample (N = 139)

Fig. 2. Distribution of defense mechanisms across full sample (N = 139)
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Defense mechanisms have a developmental goal: They allow the psyche to partially
experience traumatic or taboo feelings or desires by distorting reality to the extent that
is required by the person’s maturity and according to the level of trauma he or she has
experienced [45]. They relieve pressure on the psyche and allow the person to at least
partially function. The frequency of projection and displacement in the overall sample,
and particularly in the YouTube sample, suggests that there is a pervasive need to
express aggression more openly than is allowed by face-to-face society. The lack of
psychotic defense instances challenges the pathologizing of online aggression in
existing literature and media reporting.

5.2 Projection

Projection, the attribution of one’s own feelings or traits to an external object or person,
allows the psyche to become partially aware of unconscious material by attributing it to
another person or thing, rather than recognizing it as coming from within the self. It is
an immature defense mechanism because it requires a significant amount of reality
distortion for the unconscious desire or feeling to manifest. Comments were coded for
projection if they displayed a level of distortion that (a) demonstrated strong irrational
feelings, and (b) directed these feelings at a person with whom the commenter had no
prior relationship or knowledge.

Each defense mechanism has certain behavioral hallmarks that are identifiable
through discourse. The hallmarks of projection include prejudice, injustice collecting,
and devaluation [45]:

Prejudice: “They don’t give a fuck about themselves which is exactly why they
judge others.” “Comparing sport with being a lazy, feckless greedy, self-entitled
fatty?”
Devaluation: “You are a silly mean nasty little girl.” “I doubt you understand how
childish you sound.”
Injustice Collecting: “it’s bad for the population in general because you lazy fat
fucks insist on telling other fat fucks that it’s OK to be fat. “We really don’t need
you bullying us… we do plenty of it to ourselves thanks to people like you and
comments like yours.”

Another way to identify projection is to look for certain words that indicate per-
sonalization and distortion. Commenters call the target names, “You are a silly mean
nasty little girl” or direct profanity at the target, indicating irrationality. Commenters
may group themselves with an unspecified assumed target group, “We know the
dangers of our situation…We really don’t need you bullying us…we do plenty of it to
ourselves.” They may conflate the target with another unspecified group of aggressors,
“thanks to people like you.” The specificity of the comments towards the target
identifies them as examples of projection rather than displacement.

Rejecting a person’s beliefs by calling him stupid or ignorant may temporarily
relieve the discomfort caused by having one’s own perspective challenged. Many of the
comments coded as projection include name-calling and profanity, behaviors that
appear childish or immature. This is regressive, as Anna Freud claims it is common in
adolescents who tend to swing between extremes of behavior [20].
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The YouTube sample scored the highest rate of projection. People who habitually
express superiority to fat people may be motivated by the source video (which disputes
this viewpoint) to denigrate those who agree with it. Comments coded as projection
rarely demonstrate the ability to consider multiple perspectives. Projection creates
objectification: the inability to relate to the target. This may be particularly true online,
due to the lack of non-textual information or feedback [6].

5.3 Displacement

Displacement redirects the commenter’s feelings towards a less important object or
person. The online environment may facilitate this particular defense—being unable to
see or hear the object of displaced impulses depersonalizes them. Substituting strangers
for emotionally important people is a feature of displacement [45]. Like projection,
displacement allows for partial expression of repressed material by directing it away
from the original source. It is different from projection because the unconscious
material is not directed at a single person. It is instead diffused; the object is more
general and less threatening than the original source [45].

Hallmarks of displacement include phobias, harmful humor, and prejudice [45].
These hallmarks of displacement were illustrated in the sample:

Sarcasm/Wit: “OMG! You changed my life! How was I to ever know this will
work? You should be crowned royalty and teach us all! You are the Dr. Oz of
Fatties!”
Prejudice: “To think that people worry about kids doing drugs, or the “example”
legalization would set, when one and a half million Americans die of heart disease
each year, because it’s perfectly acceptable to eat until you croak.”

Comments were coded for displacement if they contained some of the features of
projection, such as attributing one’s feelings to something else, but were more indirect
or rational in their language, indicating that the intensity of the emotion was diffused,
rather than transferred directly to an alternative object. Diffusion indicates a higher
level of adaptation; adaptive defense mechanisms succeed in at least partial expression
of the impulse with potentially less harm to self or others. Displacement may still cause
harm to the target, but it is not as direct as projection.

• “Lets be honest, obesity that you actually have is a disease!” (YouTube, 2015)
• “People who think its all about calories in/out are defunct. Look at the science ppl.”

Comments coded as displacement often debated the legitimacy of the correlation
between health and weight. The second comment could also be coded for isolation—
being unaware of emotions underlying seemingly rational arguments. However, the
fact that he or she is commenting on the legitimacy of people who hold different views,
rather than the views themselves, indicates displacement. The first comment would be
coded as projection if it had been directed at a specific target (on Instagram the use of
@username means it is directed at a specific person). In this case, the use of “you”
seems to be generally directed towards people who do not believe that obesity is
universally indicative of poor health.
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Like projection, displacement may temporarily relieve the discomfort associated
with having one’s assumptions or biases challenged. The Guardian sample provided
the highest number of examples of displacement, in the form of argument about the
value, health, and validity of fat people. Rather than personal attacks, as in the You-
Tube sample, commenters argued about whether or not shaming fat people is effective
or moral:

• It’s a really interesting turn of phrase. ‘There’s something wrong with’ fat people.
They are fat, is what’s wrong. It’s a health issue, at most. But there’s nothing
‘wrong’ with them and I wish we’d stop behaving as if it’s a sign of moral
weakness.

• I’m not usually one to criticize people for issues of individual freedom or indul-
gence, but when a group such as the obese try to carve out a space in society
immune from criticism, they deserve a friendly fuck no.

Neither of these commenters identify themselves or a specific object (person) in
their arguments; their comments are general, not personal. Even when the discourse
becomes more direct, it is still about the strength of the argument, not the person
making the argument:

• You now give three new responses: an argument from different risks, an argument
from ‘fairness’, and an argument from disgust. Of these three, the third has the most
intellectual content. You may want to reflect on that.

Ironically, these commenters objectify a larger swath of people than those who
attack individuals. While the YouTube commenters are direct in their attacks of one
another, The Guardian commenters use third person to discuss the validity of a group
that is not actively participating in the discussion. Displacement is a more mature, less
distorting defense mechanism than projection, but may be more prejudicial in the
online context because of its tendency to diffuse intense feeling through reinforcing
social biases.

5.4 Implications of Levels of Defense

Much of the existing literature on online aggression, often referred to as trolling or
cyberbullying, focuses on maladaptive behavior and negative outcomes [19, 36, 38].
As in this sample, online aggression often includes denigration, name calling, pro-
fanity, and vociferous personal attacks. On the surface, these results seem to support
the claim that online behavior is significantly disinhibited [40]. However, the results of
this study call into question the idea that online behavior is more frequently aberrant
and harmful than face-to-face aggression. Certainly, criminal online aggression, such as
revenge porn, cyber stalking, swatting, and impersonation, can be harmful and are
likely pathological. However, no comments in this study were coded indicated a level
of distortion necessary to enact these crimes.
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5.5 Lack of Psychotic Defense

The online Body Positive community frequently engages in arguments about the
validity of its goals of self-acceptance [4, 5]. It espouses a narrative of self-acceptance
that contradicts social views of obesity and social norms of attractiveness, making it a
magnet for online debate. What is remarkable about the findings, then, is that the most
frequent codes were neurotic, second most frequent were immature, and third most
frequent were mature/adaptive. No comments were coded as psychotic. Through a
psychodynamic lens, the comments examined in this study, while often angry,
immature, or disparaging, were not particularly pathological or violent. The one violent
comment in the sample wished for another’s death but did not threaten. The death wish
indicates a lack of ability to control one’s speech (acting out), not the intent to commit
murder (delusional projection). Online hate crimes exist, but the bulk of online dis-
course may fit within the larger picture of normal (not psychotic) human behavior.

These results suggest that further research is needed to examine the Online Dis-
inhibition Effect [40]. While the perception of anonymity on the internet may allow
people to more openly express their feelings and beliefs, the textual nature of online
discourse is also a factor [27]. Studies have suggested that anonymity does not have a
significant effect on disinhibition [29]. In the YouTube sample, one of the commenters
claimed to know another personally, and came to her defense:

• Just want to say u have some nerve talking to [username redacted] like that. I’ll
have you known I have known her my whole life and she is one amazing person.
For ur info it is not her choice that she is the way she is. It’s not because she’s lazy
or because she over eats or doesn’t care. She has a fucking medical condition. She
does care about her self and she is trying to loose weight.

• So you sitting here running your mouth and trying to look like a bad ass is just
fucking wrong and stupid. Not everyone in this world is fat by their own choice.
There are people out there who can’t control how they look or weigh. You are just
luck I don’t know who you are because I would run ur ass into the damn ground.

This commenter is not shy about expressing his or her feelings, in spite of the fact
that anonymity may be compromised. He or she expresses a desire to break anonymity
to exact retribution for the attack on his or her friend.

5.6 Defense and Growth

Vaillant’s research shows those with distinct disadvantages in early life can overcome
them by midlife [28]. Even immature defense mechanisms may function as building
blocks towards greater adaptivity. If the only function of defense mechanisms was
temporary relief of discomfort, it would be easy to dismiss contentious online discourse
as a pointless, immature circus. But people of opposing viewpoints choose to engage in
textual debate over issues that can be upsetting. These debates may have developmental
functions just as in the face-to-face world. While those who seek out conflict are
probably not consciously looking to expand their worldviews, the effects in some cases
are compassion, understanding, or consideration.
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Each of the three samples had examples of either adaptive turns in the conversation,
adaptive comments, or positive changes in the level of adaptation in response to
negative comments. In this Section I will excerpt small sections of the discourse in
sequence to show where and how adaptive change occurred.

5.7 YouTube: From Denigration to Protection

The YouTube sample was highly immature. The most frequent defense mechanism was
projection, and it was the only sample that had comments coded as acting out.
However, in the midst of some of the worst personal attacks, a commenter who had
previously criticized a self-identified fat person came to her defense (in an attempt to
show this interaction, some peripheral comments are left out):

Commenter 3 (to Commenter 1) literally kill yourself tbh [to be honest] irl [in real
life]
Commenter 3 (to Commenter 1) how does it feel knowing that this “fat accep-
tance” bs you’re pushing for is just a way of making people feel bad for your sorry
fat ass for not doing any thing about your condition. you deserve to be made fun of
and ridiculed you disgusting sack of lard and excuses:) go take that butthurt out on
some food now you self defeating bovine
Commenter 2 (to Commenter 3) fuck off. never tell someone to kill them self. thats
too far
Commenter 1 (to Commenter 2) He’s just a stuck up asshole who doesn’t think
before he speaks. An if he does he probably has issues.. I’m not taking it personal.

Commenter 2 begins by contradicting Commenter 1’s assertion that a medical
condition prevents her from losing weight. However, when Commenter 3 makes
violent and disparaging comments to Commenter 1, Commenter 2 defends her and she
acknowledges the defense, reassuring him or her that she is unaffected. This indicates
that Commenter 2 is capable of regarding Commenter 1 with compassion and recog-
nizes that Commenter 3’s vitriol may be destructive to her. This moves the conver-
sation away from objectification and towards relating.

5.8 The Guardian: Flexibility and Humor

The Guardian sample is predominantly coded as displacement. However, in the middle
of a fierce debate over the validity of the body positivity, the commenters break into
clowning.

Commenter 1 Arbour, I quickly gathered, is a Canadian YouTuber on that infor-
mation alone anyone with a brain would avoid her…. (not the canadian bit, i like
canadians)
Commenter 2 (to Commenter 1) Not enough to capitalise them.
Commenter 1 (to Commenter 2) as a devotee of k.d. lang i never capitalise.
Commenter 3 (to Commenter 1) I suspect that you employ someone to do that type
of thing? 3;)
Commenter 4 (to Commenter 2) So Ottowan Canadians are ok?
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The discourse then returns to debating the validity of fat-shaming, but humor and
non-harmful satire are woven into the rest of the sample. This sample demonstrates
some flexibility and playfulness that is not apparent in the other two. While not without
immature discourse, the overall tone is more inquisitive and playful.

5.9 Instagram: Defensiveness and Altruism

The Instagram sample shows isolated sparks of compassion. While most of the dis-
course is consumed with debating the health and validity of fatness (and attacking or
refuting a deleted user), some participants express solidarity with one another or reveal
their own journey to self-acceptance.

• are they really saying that? I mean I’m fat, and I am heathy but that doesn’t mean I
am blind to statistics. I don’t know if you are familiar with health literacy research
but it’s a fascinating topic. If knowing that something is a risk was enough to
change behaviour then why would anyone smoke for example? Behaviour change is
complex and difficult. If you want to encourage people to change their behaviour
you need to work with their intrinsic motivation. Fat shaming and similar tactics
only work to entrench the patterns that have lead someone to get fat in the first
place.

• I think there is nothing more beautiful than to feel good in your own skin. We need
more people like Tess [the original poster] no matter what your size. Her beauty
shines from within.

• I am 5’10” and wear a size 24. My Dr. does blood work yearly. I do not have high
blood pressure, heart disease, high cholesterol or diabetes. I work out in the water
daily. Not all plus size people are unhealthy. I know 30 years ago I thought I would
always be a size 13 but life changes. I love myself my husband, children and
grandchildren love me. I have learned to accept myself in a society that doesn’t
accept me. I used to have to make a lot of my own clothes. It is nice to have so
many choices now days.

Rather than resorting to extremes, these commenters refute negative comments
without being drawn into displacement or projection. The first commenter describes the
complexity of the science behind fatness, rather attacking those with whom he or she
disagrees. The second emphasizes the importance of self-acceptance rather than
approval. Both of these comments were coded as altruism‚ taking care of an internal
need by serving this need on others. The third commenter shares her own journey to
self-acceptance in the midst of a contentious debate about whether self-love is
acceptable. This is coded as sublimation—gratifying needs through substitution of
healthy relationships or activities—as she describes how having loving relationships
has led her to self-acceptance. In the midst of discourse that contains frequent deni-
gration, these comments stand out.

All three samples consistently showed a majority of comments coded as neurotic
(n = 72) or Immature (n = 50). A significant number of comments were coded as
adaptive or mature (n = 17). No comments were coded as psychotic. While the tone of
the discourse varied across the three segments, the overall themes were similar: the
health, validity, and social acceptability of fat people.
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5.10 Thematic Analysis

An additional layer of coding was added to examine thematic polarities in discourse.
The most frequent polarities were health-sickness (30), knowledge-ignorance (28), and
civility-rudeness (21). Examples are below.

Health-sickness

• Not all plus size people are unhealthy.
• There’s nothing wrong with being slightly overweight, obviously not everyone is

going to have a ‘perfect’ body. But when that becomes obesity (non-genetic), it
shouldn’t be ‘normalised’ or encouraged. Obesity causes so many health problems,
from type 2 diabetes to knee problems, that result in an early death.

Knowledge-ignorance

• I am doing something about it. You don’t know that so you can’t tell me shit. You
are the dumbest person on here yet.. You cant tell me there isn’t any disease that
causes weight gain. you can ask any doctor and they’ll tell you..

• You are either moronic or mentally blank if you think I will believe you. Being
black is immutable and fat isn’t. I’m just going to assume you are being extremely
lazy. I would be willing to say that don’t even know where to beginning, but why
bother any further.

Civility-rudeness

• Obesity absolutely should be mocked and ridiculed. Its called societal pressure. And
not being obese.

• You’re not really a very nice person, are you?

Within the context of ego defense, these comments demonstrate the level of ire and
cognitive distortion that occurs in heated exchanges. However, the pervasiveness of
these polarities warrants future exploration, as the underlying themes suggest deeper
insecurities and fears about death, identity, worthiness, and morality.

6 Discussion

This study was conceived to contextualize aggressive online discourse within human
development, thereby filling a significant gap in existing literature derived primarily
from behavioral, face-to-face bullying studies. Moments of generosity or humor, within
largely contentious discourse, point to the potential for personal growth, understanding,
and connection. Even discourse rooted in anger and invalidation sometimes visibly
moves towards mature relationships.

While the sample was specific to the body positive movement and the controversy
it engenders, the method and findings have implications for other divisive social issues.
Public discussion of fatness, obesity, and weight, in general, can be contentious, but
might seem less significant than police shootings, gun control, free speech, civil rights,
rape culture, abortion, and immigration. Yet, these issues engender similar ego defense
responses. The lens of Online Psychodynamic Discourse Analysis allows us to observe
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behavior uncoupled from our opinions and beliefs. Additionally, an examination of the
embedded polarities hints at deeper intrapsychic and social conflicts that play out in
online forums that could be explored in future studies.

6.1 Significance of Study

Combining discourse analysis with applied psychoanalysis offers a systematized
approach to the examination of online discussions, named Online Psychodynamic
Discourse Analysis. While the sample is derived from a discussion of reactions in the
Body Positive community to a viral video, the method used to identify ego defense
mechanisms in online discourse can be used in any environment that engenders
habitual conflict.

The psychodynamic framework adds nuance to discussion of online conflict.
Instead of separating participants into bullies and victims, examining the defense
responses of all participants allows for a greater sense of what participants are co-
creating. Applying the defense mechanism spectrum to online conflict places it within
the larger context of human behavior, particularly acknowledging capacity for growth.

Though the main focus of this study was not thematic, one macro-theme emerged,
nonetheless: All three samples discussed the right of fat people to take up space or
resources, through addressing the polarities of health-sickness, civility-rudeness, and
knowledge-ignorance. The video that all three samples discussed, Dear Fat People,
explicitly disparages a fat child for taking up too much space in an airplane seat, and
this theme is echoed in the data. This visceral reaction to the potential denial of
emotional and physical space or resources could be explored in online forums dealing
with the Black Lives Matter movement and its counter-movements; the current debate
on illegal immigration and asylum seekers; and environmental issues such as the North
Dakota Pipeline protests, fossil fuels and climate change. Whether viewed from an
intrapsychic or social perspective, the ability and right to occupy space seems to foment
conflict and aggression.

The most prominent theme, health-sickness, may also indicate deeper forces in a
species that is struggling with environmental sickness and social unease. It would be
beneficial to further develop this approach to the data and apply it to other online
environments to determine whether or not there are similarities in polarities.

This research also contributes to understanding the social function of aggression
online. Just as Phillip’s work examines the cultural context of extreme trolling this
study adds a psychological (micro) dimension to the reasons why people attack one
another online, enhancing Phillip’s social (macro) observations [33]. Balick’s applied
psychoanalysis research examines the ways in which people connect with or objectify
one another through social media [6, 7]. Adding the systematized method used in this
study may allow researchers to study related phenomena (such as aggression) in more
detail. Finally, using an archival sample allows for deep textual analysis, which can
complement the ethnographic approach taken by Phillips [33] and others in this
discipline.

Vaillant’s work, the cornerstone of this study, shows how maturation is incre-
mental, messy, and slow. If researchers and reporters continue to assume that individual
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instances of dysfunction indicate mass psychosis (or at least neurosis), the study of
online aggression will suffer from myopia. Vaillant says of his work,

But the quality of the whole journey is seldom changed by a single turning…What makes or
breaks our luck seems to be the continued interaction between our choice of adaptive mech-
anisms and our sustained relationships with other people. [44, p. 368].

Just as Vaillant points out it is folly to think that a single event shapes the trajectory
of one’s life, it is also folly to imagine that aggressive discourse is devoid of adaptive
outcomes; of signs of slowly growing compassion, relationship, and understanding.

6.2 Limitations

The size of this sample limits the ability to draw broad conclusions about social trends.
Because the study is archival, demographic information is unavailable, making it
difficult draw conclusions about applicability across demographics. As a new method,
Online Psychodynamic Discourse Analysis will need to be reproduced and tested in
multiple environments. This study examined small samples from three sources on a
similar topic, limiting generalizability for other topics or types of samples. Larger or
broader samples may yield different results. Combining Online Psychodynamic Dis-
course Analysis with interviews or surveys may be helpful for future studies, so
assumptions and interpretations can be examined alongside the lived experiences of
online participants.

7 Conclusion

Although the focal point of this study was conflict, each sample has moments of beauty
—an older woman sharing how she has come to accept herself; a group of people
engaged in a contentious debate devolving into a Monty-Python-esque humor break; a
critic standing up for a target when a troll tells her to kill herself.

Each of these moments provides a window into the complexity of human inter-
action. Redemption does not come easily. Human development is not immediate or
dramatic. People mature over decades, not months. Online interaction, while relatively
new, should not be oversimplified because it appears different from other kinds of
human contact. It is more explicit than face-to-face interaction—not necessarily less
mature.

This study shows that the seeds of maturation—of compassion and growth—are
being planted in aggressive online conversations. Online aggression must be placed in
the context of human behavior and development. It should not be considered an
anomaly or an unreal form of human interaction. The environment is new; the behavior
is not. Adults continue to develop, learn, and grow throughout the lives. The birth of
the internet has not changed our ability to mature; in fact, it may offer us more
opportunities for connection and growth.
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Abstract. Models are predominantly developed using either quanti-
tative data (e.g., for structured equation models) or qualitative data
obtained through questionnaires designed by researchers (e.g., for fuzzy
cognitive maps). The wide availability of social media data and advances
in natural language processing raise the possibility of developing models
from qualitative data naturally produced by users. This is of particular
interest for public health surveillance and policymaking, as social media
provide the opinions of constituents. In this paper, we contrast a model
produced by social media with one produced via expert reports. We use
the same process to derive a model in each case, thus focusing our analy-
sis on the impact of source selection. We found that three expert reports
were sufficient to touch on more aspects of a complex problem (mea-
sured by the number of relationships) than several million tweets. Con-
sequently, developing a model exclusively from social media may lead
to oversimplifying a problem. This may be avoided by complementing
social media with expert reports. Alternatively, future research should
explore whether a much larger volume of tweets would be needed, which
also calls for improvements in scalable methods to transform qualitative
data into models.

Keywords: Conceptual modeling · Network analysis ·
Social web mining · Theme mining · Twitter mining

1 Introduction

Overweight and obesity is now a global phenomenon, found in economically
developed or developing countries (e.g., United States [1], European countries [2],
South Africa [3], China [4]) as well as in regions that experience a double bur-
den with the concomitant problem of malnutrition [5]. While there are ongoing
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debates on a possible plateau or even decrease of overweight and obesity in the
next generation, updated prevalence data for children suggests that severe obe-
sity is on the rise [6]. There is a plethora of interventions to prevent overweight
and obesity in both children [7] and adults [8], and an equally impressive number
of interventions for treatment [9,10]. Yet, individual struggles to achieve a health
weight over a sustained period of time. For example, a review of weight manage-
ment interventions found a weight loss over two years of 1.54 kg [11], which is
far from the 5% weight loss recommended to produce health benefits [12]. These
challenges have led to the realization that a simple solution would not suffice [13]:
the health system needs to cope with the complexity of obesity [14–16].

The notion of complexity covers multiple characteristics, such as the vast
individual differences (or heterogeneity) between weight-related factors [17,18],
or the nonlinear ways in which factors interact to form a system. The obesity
system has been the subject of numerous studies [19–22]. This system involves
factors from a broad array of sectors (e.g., built environment, eating disorders,
weight stigma [23,24]), with interactions within as well as across sectors. Accu-
rately modeling this system facilitates the development of integrated policies
building on cross-sectoral efforts [25,26]. If policies are developed separately
along traditional themes (e.g., public planning works on the environment, doc-
tors work on diseases and physiology, mental health experts work on psychology),
then we have a heavily fragmented approach to obesity (Fig. 1a). Efforts such
as the Foresight Obesity Map [20,27], or the Public Health Services Authority’s
series of maps [24,28,29] thus support the development of synergistic policies
working on integrated thematic clusters (Fig. 1b).

Given the importance of developing accurate models of the obesity system,
the modeling process often seeks to be comprehensive by including experts and
community members [19,24,30–34]. While many qualitative modeling processes
can produce models in the form of maps [35] (e.g., cognitive/concept mapping,
causal loop diagrams), they are generally conducted with a facilitator. Some
of the limitations (e.g., costs, trained facilitator) may be addressed through
emerging technologies [36]. However, one limitation remains: participants may
not openly express their beliefs (e.g., weight discrimination) when perceiving that
they may not be well received by a facilitator or the research team. In contrast,
the naturally occurring exchange of perspectives in social media provides an
unobtrusive approach to collecting beliefs on causes and consequences of obesity.
Mining social media may thus provide the views of community members [37–40].

While obtaining a model via social media can inform policymakers about
popular support for possible policies [41], the model may stand in stark contrast
with an expert-based model [34]. Identifying and reconciling these differences
is an important step to integrate social computing (and specifically social web
mining) with policy making. In this paper, we contrast how mining social media
instead of expert reports affects the validation of a large conceptual model of
obesity. This overarching goal is achieved through three consecutive steps. First,
we assemble a social media dataset (consisting of several million tweets) and sev-
eral expert reports (totaling hundred of pages). Second, we employ an innovative
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Fig. 1. The Public Health Services Authority’s series of maps [24,28,29] suggests that
typical categories lead to fragmented approaches (a) whereas themes specific to over-
weight and obesity can support more integrated options (b). These maps are conceptual
maps as they articulate how concepts (labeled circles) are related (curves).
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multi-step process to examine a conceptual model using both the social media
dataset and the expert reports. Finally, we contrast the structure of these models
using network methods.

The remainder of this paper is organized as follows. In Sect. 2, we provide
background information on the application of social web mining to health, and
on the use of conceptual models in obesity research. In Sect. 3, we briefly explain
our approach to validate a conceptual model from text. In Sect. 4, we perform
this inference on both expert reports and tweets, and we examine how the con-
ceptual models differ. Finally, these differences are discussed and contextualized
in Sect. 5.

2 Background

2.1 Social Web Mining for Health

The social media of interest in this paper is Twitter, in which users post and
interact through short messages known as ‘tweets’. Twitter has been used for
many studies on obesity and weight-related behaviors. For instance, Harris and
colleagues collected 1,110 tweets and read them to understand how childhood
obesity was discussed [42], while Lydecker et al. read 529 tweets to identify the
main themes related to fatness [43]. Similarly, So and colleagues analyzed the
common features of 120 tweets that were most frequently shared (i.e., retweets)
to understand what information individuals preferred to relay when it came to
obesity [37]. Reading the tweets to identify themes (i.e., content analysis) is a
typical task to understand the arguments that a specific population uses on a
subject of interest. Broader examples in health include the content analysis of
700 tweets [44] and 625 tweets [45] to examine the type of claims that health
professionals make online, or an examination of 8,934 tweets documenting cyber-
incivility among nurses and nursing students [46]. While such content analyses
make a valuable contribution to the body of knowledge on arguments in public
health1, they do not employ computational methods to automate (parts of) the
analysis and thus scale it to a larger dataset. Automation can be as simple as
counting how many times keywords of interest appear across tweets. Turner-
McGrievy and Beets used Hashtagify.me to automatically count keywords in
tens of thousands of tweets on weight loss, health, diet, and fitness. By dividing
the analysis across time periods, they were able to examine if there are times of
the year when individuals would be likely to consider weight loss, thus contribut-
ing to the timing of interventions [48]. Similarly, Sui et al. used the intensity of
topics on Twitter as part of an effort to identify the public interest in intensive
obesity treatment [49]. Such studies illustrate the important shift from having

1 While our focus is on analyzing the text provided by tweets, studies on Twitter
that are primarily human- rather than computer-based are not exclusively content
analyses. In the study of May and colleagues, the researchers created twitter accounts
for fictional obese and non-obese characters. They evaluated whether the weight
status mediated how other users would interact with them [47].
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humans read and code all tweets to relying on a machine to handle most of
a (much larger) dataset. The latter is the focus of data mining applied to the
‘social web’ (i.e. social web mining) which includes social networking sites such
as Twitter but also encompasses blogs and micro-blogging. As Twitter has been
the social platform of interest for many studies, the term of ‘Twitter mining’
has also emerged to refer specifically to the application of social web mining to
Twitter [50].

Social web mining started to garner attention in the late 2000’s to early
2010’s. The application of social web mining to health was discussed in 2010 by
Boulos et al. [51] and in 2011 by Paul and Dredze [52], showing how a broad
range of public health applications could benefit from mining Twitter. Studies
have been able to mine a staggering volume of data, going well over what a
team of humans could handle. For example, Eichstaedt et al. mapped 148 mil-
lion tweets to counties in an effort to relate language patterns to county-level
heart disease mortality [53]. At an even larger scale, Ediger and colleagues used a
Cray computer to approximate centrality within two hours on a dataset of inter-
actions between Twitter users comprising 1.47 billion edges [54]. While these
cases are noteworthy by their volume of data, studies employing social web min-
ing for obesity research typically involve millions of tweets2. Using 2.2 million
tweets, Chou and colleagues found that tweets (as well as Facebook posts) often
stigmatized individuals living with overweight and obesity [38]. In two studies
on obesity and weight-related factors, Karami analyzed 6 million [39] and 4.5
million tweets [40]. In a study of health-related statistics, Culotta mined 4.3
million tweets and found that the data was correlated with obesity [56]. Given
that obesity is driven by many factors (e.g., eating behaviors, physical activity
behaviors), there is also a wealth of large-scale studies on such factors, such as
the work of Abbar et al. on 503 million tweets regarding food [57]. Finally, the
value proposition of several new platforms is not the analysis of one particular
dataset, but rather the ongoing ability to monitor diet or physical activity. This
is particularly the case for the Lexicocalorimeter, which measures calories in
each US state via Twitter [58], and to a lesser extent for the National Neigh-
borhood Dataset of Zhang et al. which tracks diet and physical activity through
Twitter [59].

Several commentaries [60] and reviews [61–63] have explored whether this
abundance of studies has contributed to public health. Findings depend on what
specific aspect of health is concerned. Social media has yet to impact practices
in public health surveillance [62], but a review centered on chronic disease found
a benefit on clinical outcomes in almost half of the studies [61], and a review
specific to obesity highlighted a modest impact on weight [63].

2 There are several exceptions of studies employing smaller dataset. However, their
objectives may not be to identify themes (which necessitates a large volume of
tweets), thus they can accomplish their goals with a smaller dataset. A case in
point is the work of Tiggemann and colleagues, who used 3,289 tweets to exam-
ine interactions between Twitter communities that promoted either a ‘thin ideal’ or
health and fitness [55].



From Social Media to Expert Reports: The Impact of Source Selection 439

2.2 Conceptual Models in Obesity Research

Although our work will involve the identification of themes, we have a very dif-
ferent endeavor from studies reviewed in the previous section, which focused on
identifying themes and their variations across time, places, or communities of
users. Our objective is to contrast conceptual models that have been automati-
cally extracted from tweets and expert reports. As evoked in the introduction,
models of complex systems such as obesity support several important policy-
making and analytical tasks. In this section, we briefly review the features that
models often seek to capture when it comes to complex health systems, and how
models are used in obesity research specifically. Penn detailed key characteris-
tics of complex health systems that justify the development of models (emphases
added):

“Many problems that society wishes to address in population health are
clearly problems of managing complex adaptive systems. They involve
making interventions in systems with multiple interacting causal connec-
tions, which span domains from physiological to economic. Additionally,
of course, the individuals whose health we ultimately wish to improve
adapt and change their behavior in response to medical or policy interven-
tions.” [64]

Several of these points were echoed by Silverman in justifying the use of
systems-based simulation for population health research [65]. Modeling changes
in the heterogeneous health behaviors of individuals often uses the simulation
technique of Agent-Based Modeling, and has been done in obesity research on
multiple occasions [66–70]. Such models can be very detailed and use widely
different architectures to capture the cognitive processes of the agents. Validat-
ing them using text is thus an arduous task. Modeling interacting causes across
domains has been achieved in obesity research through a variety of techniques.
System Dynamics (SD) allows to represent nonlinear interactions between weigh-
related factors over different time scales and at different strengths [71,72]. How-
ever, much like agent-based modeling, the great level of details supported by SD
makes it difficult to derive or validate such models from text. Fuzzy Cognitive
Maps (FCM) are a simpler alternative that eliminates the notion of time to focus
on the different strengths of causal relations [34,73–75]. Such models can be com-
pared [34], but validating them from text still requires a trained analyst [76]. An
even greater simplification is to use conceptual rather than simulation models.
Conceptual models cannot run scenarios or what-if questions, and cannot ‘gen-
erate’ numbers. Instead, their focus is to capture relevant factors and whether
they are connected [77]. Conceptual models can be compared [78] and validated
using text as shown in our previous work [77].

There are several types of conceptual models [35]. We recently detailed the
differences between causal maps, mind maps, and concept maps [36]. In short,
this paper focuses on concept maps (Fig. 1), which are undirected networks repre-
senting concepts as nodes and relationships as edges. Similarly to the other forms
of conceptual models aforementioned, a concept map supports policy-oriented
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Fig. 2. Our process in seven steps to validate a conceptual model using textual data.
The high-definition figure can be zoomed in for details.

tasks such as identifying clusters [27] (e.g., to coordinate actors across domains
on one problem such as food) or finding feedback loops [24,28,29] (e.g., to use
as leverage points in an intervention).

3 Validating a Conceptual Model from Text

The process starts with a conceptual model that we seek to validate, and the
text corpus is used to validate. Intuitively, our process uses the concepts’ names
to find relevant parts of the corpus and find which concepts tend to co-occur.
Technical aspects include handling variations in language (as we cannot rigidly
assume that a concept’s name will appear as such), identifying themes, and
mapping themes from the corpus back to concepts in the conceptual model. Our
process uses seven steps, illustrated on a theoretical example in Fig. 2. The first
two steps are performed for each concept node:

(1.a) We replace all concepts’ names and words from the corpus with their base
form (i.e., lemma). This is accomplished through lemmatization, which
uses a morphological analysis to remove inflectional endings. This step
ensures that minor variations of a term are all mapped to the same one
(e.g., ‘flooding’ and ‘floods’ are all mapped to ‘flood’).
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(1.b) Each lemmatized concept names is expanded with derivationally related
forms. For instance, instead of only searching for ‘flood’ in the corpus, we
will also accept words such as ‘deluge’.

(2) For each concept (i.e., the expanded lemma), we retrieve all parts of the
corpus that contain it. For instance, the concept ‘flooding’ will lead to
retrieving all tweets include the lemmas ‘flood’ or ‘deluge’.

Upon completion of step 2, we have related a portion of the corpus to each
concept node. We then find the themes in each portion of the corpus using three
parameters:

(3) We apply the Latent Dirichlet Accuracy (LDA) model to find prevalent
themes. The two parameters for this step are the number of themes and
number of words per theme.

(4) We gather words across themes into a single set of words. This set is cleaned
by removing words that are already present in the set of derivationally
related form of the node. In other words, we only look for concepts that
the node could be associated with but not equivalent to.

(5) Since concepts’ names are entities, a concept can only be associated with an
entity. Consequently, we remove all non-entities from the words.

(6) At this step, we have a set of entities that a concept node could be associated
with. However, some of the entities may be noise rather than meaningful
associations. We thus sort the entities by tf-idf (term-frequency inverse-
document-frequency) computed over the set of tweets in which each word
appears. We use a threshold parameter to identify which entities have a
sufficient tf-idf to be selected.

Upon completion of step 2, we found entities that a concept node could be
associated with. The final step goes back to the conceptual model to see if the
association exists:

(7) For each node, we compare its associated entities with its connected nodes
and derivationally related forms. If there is a match, then the text corpus has
confirmed an association between the two concepts. If no match is found, the
association is not confirmed. Note that associated entities that do not match
any connected nodes suggest additional connections, which is a different from
validation as we seek to confirm existing connections.

This process is also depicted in Fig. 3, listing the libraries that can be used
for each step. The specific versions of the libraries used in our experiments are
included in Sect. 4.
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Fig. 3. Alternative view of our process, including libraries and APIs.

4 Comparing Conceptual Models from
Twitter and Expert Reports

4.1 Datasets and Pre-processing

The conceptual model that we seek to validate was developed with the Provincial
Health Services Authority (PHSA) of British Columbia to explore the interrela-
tionships involved in obesity and well-being. The model was presented in 2015 at
the Canadian Obesity Summit [24] and tested with policy makers in 2016 [29].
The model is now part of the ActionableSystems tool [28] can be downloaded
at https://osf.io/7ztwu/ within ‘Sample maps’ (file Drasic et al (edges).csv).
The model consists of 98 nodes and 177 edges. From here on, we will refer to it
as ‘the PHSA map’.

To validate the PHSA map, we used two datasets. Our first dataset (‘the
twitter dataset’) consists of 6,633,625 tweets in the English language on obesity
collected from Oct. 2, 2018 to Oct. 4, 2018. The number of tweets was chosen to
be in line with comparable studies at the interface of natural language processing
and obesity research [38–40]. The keywords to collect the tweets included each
of the 98 concept names in the PHSA map as well as their synonyms automat-
ically retrieved through WordNet. For instance, we used not only ‘obesity’ but
also words such as ‘fatness’, ‘corpulent’, ‘embonpoint’ and ‘fleshiness’. Similarly,
physical activity was expanded to include many forms such as calisthenics, iso-
metrics, jogging, jump rope, and so on. The rationale is that the map contains
abstract concepts, but individuals may speak of specific instances or use a vari-

https://osf.io/7ztwu/
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ety of words to describe the same abstraction. After collecting a large number
of tweets, natural language applications require extensive pre-processing. The
impact of each options (and their interactions) on results obtained from Twitter
has been extensively described when performing sentiment analysis [79–81] and
in more generic tasks such as classification [82]. Some of these options are summa-
rized in Fig. 4 and include the removal of parts deemed unnecessary for analysis
(e.g., hashtags, URLs, numbers, non English words) or the mapping of data into
forms that can be more conveniently processed (e.g., expanding acronyms and
abbreviations, replacing emojis, spell checking). The pre-processing options used
for our dataset are depicted in Fig. 5. These options are chosen specifically for
our research question: for instance, we remove stop words because they cannot
be meaningful concept names in a model, but other analyses (e.g., attributing
tweets to specific writers) may have kept such words. The order of the steps also
matters: for instance, we cannot perform part-of-speech tagging and lemmati-
zation (step 5) before ensuring that all the words have been corrected (step 3).
After pre-processing, our dataset included 1,791,333 tweets.

Fig. 4. Typical pre-processing techniques applied to tweets.

Fig. 5. Pre-processing techniques applied to our tweeter dataset in a specific order. We
used a Spell Checker library in step 3, the Natural Language Toolkit (NLTK) for steps
1–4, and the Stanford coreNLP library for step 5.

The second dataset is formed of three reports on obesity: the 2010 report
from the white house task force on childhood obesity [83], the 2013 report to the
Provincial Health Services Authority [84] and its 2015 update (whose findings
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Fig. 6. Average number of edges confirmed (out of 177 in the PHSA map) for each
combination of parameter values over ten experiments.
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are published in [24]). We combined the three reports with the PyPDF2 library,
leading to 310 pages, and we kept 247 pages after removing those that were
either blank or only contained images. Pages were then transformed into raw
text using the pdftotext library and divded into 4,302 sentences using the full
point (‘.’). Pre-processing was finally applied, using the same script as for tweets
while noting that several options such as removing emojis would not be triggered.
The resulting dataset had 3447 sentences.

4.2 Validating the Model for Each Dataset

The methods introduced in Sect. 3 are implemented in Python, relying on
libraries as listed in Table 1. While our implementation was able to cope with
millions of tweets, we note that a larger volume of data may also require a
distributed database architecture and an efficient search engine such as Elastic-
search [85].

Table 1. Libraries used in each step (Sect. 3) of our experiments.

Step Library Used for

NetworkX Conceptual model (accessing
node labels and edges)

1a Stanford coreNLP Lemmatization

1b WordNet Derivationally related forms

3 [86] Parallel, multi-core Latent
Dirichlet Allocation (LDA)
model for big data

5 Google Cloud Natural
language API

Entity identification

6 scikit-learn (CountVectorizer,
TfidfTransformer)

Sorting words by tf-idf

Our approach has three parameters: number of themes, number of words
per theme, and tf-idf threshold to eliminate noise. Hyperparameter optimization
was thus necessary to use each dataset most efficiently, and fairly compare their
potential in validating a model. To optimize performances with expert reports,
we performed a grid search by varying the number of topics and words per
topic from 5 to 50 in increments of 5, and we varied the tf-idf from 2 to 9 by
increments of 1. This resulted in 800 combinations of parameter values. As there
is randomness in the LDA model, we performed ten experiments per combination
of parameter values, leading to a total of 8,000 experiments. At most, our process
validated an average of 136.5 edges (77.11% of the map) using 50 topics, 50 words
per topic, and a td-idf threshold of 8 (Fig. 6).

A grid search was also performed on the Twitter dataset. However, our cur-
rent implementation takes approximately five days to compute the results for
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one combination of parameter values (single experiment), using a server-grade
workstation (Dual Xeon Gold 6140). Given this limitation, we used single exper-
iments and a coarser grid. At most, our process validated 101 edges (57.06%)
using 50 topics, 50 words per topic, and a tf-idf threshold of 9.

5 Discussion

A focus group with a few participants may only discuss some of the interrelation-
ships at work in overweight and obesity, and may avoid sharing opinions that
are potentially disapproved by others. In contrast, social media such as Twitter
provide access to a massive number of participants who can use conditions of
anonymity to share opinions more freely. Social web mining applied to Twiter
thus comes with the potential to explore many interrelationships in an unob-
trusive fashion. In particular, crowdsourcing over Twitter holds the promise of
easily building large conceptual models, under the assumption that at least some
groups of users will touch on each part of the model. Our study questions this
potential and promises by analyzing whether millions of tweets are more useful
to develop a conceptual model of obesity than a handful of reports.

Although conceptual models can be automatically compared [78], developing
a model from each dataset (tweets vs. reports) and comparing them would not be
able to tell us which one is ‘better’. Our study question thus requires a referential.
We use a previously developed conceptual model of obesity and well-being to
serve as referential, and we establish how much of this model would have been
obtained if we used either tweets or reports. In other words, we measured the
percentage of the model’s structure that is confirmed with each dataset.

While both datasets were able to cover over half of the model, we note that it
only took three expert reports compared to using millions of tweets. In addition,
despite the abundance of tweets, the three expert reports touched on more rela-
tionships. Within our application context, these results suggest that an exclu-
sive reliance on social media may result in oversimplifying a complex system,
thus limiting the potential to automatically develop models using such a source.
We note that a comprehensive analysis across subjects and using a variety of
maps would be needed to assess whether our results produced on one model (the
Provincial Health Services Authority map) and one application subject (obesity)
can be generalized to other models and subjects.

There are several limitations to this study, which we intend to address in our
future research. First, one of the premises of big data research is that a large
volume may compensate for many imperfections in the individual data points.
Although we used a similar number of tweets to other studies at the interface
of natural language processing and obesity research [38–40], it is possible that
some of the interrelationships of the model we seek to validate are rare and
thus only detectable in even larger datasets. Repeating this study with signifi-
cantly larger datasets could elucidate this question. However, we then run into
the second issue: our process to validate a causal map against textual data is
very computational intensive. The search space to optimize the result is defined
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by three parameters which involve randomness, thus requiring several experi-
ments for each combination of parameter values. On a server-grade workstation,
a single combination with a CPU-based implementation requires in the order of
days. Optimizing results and using larger datasets will thus require implementa-
tions that scale, with a particularly promising option consisting of a GPU-based
implementation. Alternatively, we may reduce the search space if we can better
characterize the impact that parameters generally have on the results and then
devise more computational efficient processes. For instance, the tf-idf threshold
plays an essential role in driving performances (Fig. 6) but may be replaced by
additional pre-processing steps preventing the inclusion of noise, such as classi-
fiers removing unwanted documents [87].

6 Conclusion

Both social media data and expert reports may be used to take into account
popular perspectives and expert opinions when creating large conceptual models.
In the case of obesity, we found that three expert reports discussed 77% of all
possibilities while millions of tweets on obesity and its cognates covered fewer
interrelationships. Creating models using social media only may thus result in
an oversimplification of complex problems.
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Abstract. Online reviews about products and services, such as reviews in
stores, are a valuable source of information for customers. Unfortunately,
reviews are contaminated by fake reviews, which may lead to wrong conclu-
sions when including them in the analyses of user feedback. As these fake
reviews are not marked as advertisement, they might lead to wrong conclusions
for customers. If customers are trusting fake reviews their user experience is
significantly lowered as soon as they find out that they were betrayed. Therefore,
online stores and social media platforms have to take countermeasures against
fake reviews. Thus, we performed a systematic literature review to create an
overview of the available methods to detect fake reviews and relate the methods
to their necessarily required data. This will enable us to identify fake reviews
within different data sources easier in order to improve the reliability of the used
customer feedback. We have analyzed 141 methods for fake detection. As the
reporting quality of a substantial part lacked understandability in terms of
method description and evaluation details, we have provided recommendations
for method and evaluation descriptions for future method proposals. In addition,
we have performed an assessment in terms of detection effectiveness and quality
of those methods.

Keywords: User feedback � Online review � Fake review � Spam � Spammer �
Literature study

1 Introduction

Online reviews exist for a tremendous number of products and services, and this
number has been growing steadily for years. These reviews are a valuable source of
information for customers. The reviews express the current product reputation and they
contain requests for improvement. Platforms such as Amazon or app stores provide
different ways to let people express their feedback, for example, by star ratings or
written text. Such feedback can be valuable for a company to improve their products or
to convince other users of using their products or services. However, in case the
products or services are of bad quality, users provide critical feedback. In other words,
the power of users providing feedback via a review has increased in recent years and
can have a big influence on the business success of a company.
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In the scope of our research activities, we developed Opti4Apps as a quality
assurance approach that allows developer to include feedback into their quality
assurance and development activities [1]. In previous work, we concentrated on dif-
ferent kinds of text analyses [2]. However, we observed that a certain amount of
feedback were fake reviews. In general, more than 10% of reviews are assumed to be
fake, for some products this is up to 30% [3, 4]. Reviews for apps are also not free of
fakes. Including fake reviews (in the following just called fakes) in a feedback analysis
of customers has the risk to lead to wrong conclusions. If customers are trusting fake
reviews their user experience is significantly lowered as soon as they find out that they
were betrayed. This poor user experience will negatively influence their future visits to
a website. To prevent such poor user experiences, online stores and social media
platforms have to take countermeasures against fake reviews. Detecting and elimi-
nating the fake reviews will lead to an improved reliability of the user feedback and
prevent bad user experience. Therefore, our aim was to get an overview of methods that
can find such fake reviews, but also fake reviewers. For this, we performed a systematic
literature review.

The paper is structured as follows: Sect. 2 presents the foundations in terms of
necessary concepts and definitions for our work. Section 3 continues with describing
the systematic literature review process, which we have followed. Our results are
described in Sect. 4 and discussed in Sect. 5 followed by our threats to validity. We
provide conclusions and possible future work in Sect. 7.

2 Foundations

We consider a review to be fake if the review was written for the purpose of promoting
or downgrading a product, service or company [5]. It is possible to distinguish between
three types of fake reviews [6]: (1) false opinions, (2) reviews on brands only, and
(3) non-reviews. We consider the person or bot that is writing fake reviews to be a faker.
The place where the fake review was published is called data source. There are two
perspectives to identify fakes. It is possible to identify fake reviews, or to identify fake
reviewers. We call these perspectives “review view” or “reviewer view”. The reviewer
view assumes that reviews posted by a fake reviewer are likely to be fake reviews.

As methods for detecting fakes work on different data, multiple levels can be
identified: (1) review level (2) product level and (3) source level. The first level is the
review level. Part of this level are methods that work by checking one review. The
product level (2) contains the information from all reviews written about a product on a
feedback source and the information about the product. The source level (3) contains
the information on the data source. This includes information about all products and the
profile information, such as the name of the reviewer being available there.

We have defined a model for classifying fake detection. This data model makes use
of the different levels being used for fake detection and the two perspectives on fake
data. In addition, we have added the information aspects to the model. The model is
described in Fig. 1. The data categories mentioned in the model are building blocks of
online platforms who offer the review of products. The building blocks are supposed to
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ease the identification of available data in a data source and to select appropriate
methods for these data.

3 Methodology

To capture the state of the art in fake detection in the context of online product and
service reviews we have performed a systematic literature review (SLR). The procedure
is based on the guidelines provided by Kitchenham [7].

3.1 Planning the SLR

We did not find a review that was conducted systematically, considers all kinds of
methods, and covers the most recent ones. A complete and comprehensive description
of the methods is necessary to enable us to apply them. Several literature reviews have
been published, so far. The study by Sheibani [8] focusses on general terms and
definitions rather than methods. Ma and Li put their focus on the challenges and
opportunities in the field [9]. Crawford et al. [10] are just covering machine learning
methods. The work of Xu is focused on the behavior of fakers that have been identified
before [11]. This topic was also investigated in a study of Mukherjee et al. [12].
Heydari et al. provide a comprehensive analysis of fake detection methods [13].
Unfortunately, they have only investigated methods until 2014. Even though the survey
of Rajamohana et al. is from 2017 [14] they just analyzed seven methods. They
concluded that the field still required future research.

Our goal is to get an understanding of fake detection methods and how these
approaches can be applied to different data sources. Therefore, we decided to identify
methods, how they work, and how they were evaluated. We considered the data that
was used for evaluation as especially important since the characteristics of the data
determine whether a method can be applied to another data set. Such characteristics are
the language, source of the data set, the domain and the data attributes being used. In
addition, we want to analyze how good those fake detection methods are reported. We
came up with the following research questions for our SLR:

Review Text

Ra ng on scale

Publica on me

Feedback by others

Number of all 
reviews of product

Produc nforma on

Publisher informa on

Number of all 
products within a 
source

Profile

Ac vity overview

Source entrance

Reviewer name

Source informa on

Trus ulness by source

Product ID

Review Level Product Level Source Level

Fig. 1. Data model for method classification
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RQ1: On which aspects do fake detection methods focus on?
RQ2: Which data is used for fake detection?
RQ3: How is the reporting quality of the methods?

3.2 Performing the SLR

Identification of Research. First, we identified the search engines that include pub-
lications about fake reviews. These engines were identified and used within the pro-
totyping search phase: ACM Digital Library, Google Scholar, IEEE Xplore Digital
Library, Science Direct, Scopus, and Springer Link. Within the prototyping phase we
constructed a search query for the SLR. The query was prototyped and revised a couple
of times. In the end we agreed on the following query term:

("online review" OR "product review" OR "product recension" OR "online re-
views" OR "product reviews" OR "product recensions" OR write-up) AND (fake 
OR spam OR spammer OR fraud OR deceptive OR manipulation OR "opinion 
spam")

Our term contains two different major subjects that are connected by a logical ‘and’.
Each of the major subjects contained various synonyms connected by logical ‘or’
operators. The first block was used to restrict the results to elements mentioning online
reviews and different synonyms. The second one was used to restrict the results to
elements mentioning fake or faker and their synonyms.

We decided to apply the query to the title, keyword, and abstract in our prototyping
phase. As Google Scholar is not able to offer the abstract field, we executed the search
based on the title. Springer Link does not offer a restriction to fields therefore we have
not made any restriction. In our prototyping phase it turned out that ACM Digital
Library was not able to handle the complexity of our query. Due to this issue, we used
this library only for a cross check with our systematically derived sources. We checked
after our formal search phase the first 100 results of the result set but did not find new
studies to include. An explanation could be that we have used Scopus and Google
Scholar, which include the search for ACM content.

We performed our searches in January 2018. In total, the engines found 667 results.
An overview of the results per search engine can be seen in Table 1. Google Scholar
provided 295 and Scopus 192 results.

Table 1. Data sources, fields and number of results that we have considered

Data source Field Number of results

Google Scholar Title 295
IEEE Xplore Digital Library Abstract 54
Science Direct Abstract 77
Scopus Abstract 192
Springer Link All 49
Total results 667
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Study Selection. In the beginning, we eliminated duplicates from the results and
defined inclusion and exclusion criteria. We considered a result as duplicate if it was
included multiple times. We also considered results as a duplicate if we have found a
more recent version of the result. The inclusion criteria are described in Table 2. Our
exclusion criteria were the opposite the inclusion criteria. A publication had to fulfill all
the inclusion criteria to be considered for our SLR. We required a publication to be
published from 2007 (T) onwards as the ground-breaking paper for fake detection in
online reviews was published in this year [6]. The publication language was required to
be fully English (L). The publication type (PT) had to be an article, conference pro-
ceeding, journal paper, book chapter, or thesis documents. We required the studies to
be focused on online product reviews (OnR). In addition, they had to focus on fake
content or spammer (FaSp). Moreover, the papers must present and explain one or
multiple methods for detecting fake reviews, fake reviewers, spam or spammers (Me).
In the initial version of our criteria, the criteria FaSp and Me were combined to one
criterion. In the prototyping phase, we had quality assured our criteria and found out
that a distinction into two criteria is necessary to assure a high quality.

We defined the following strategy for the study selection: each paper had to be
reviewed by two selectors independently from each other. If one selector decided to
include the paper and the other one decided for exclusion, they had to discuss this
conflict and come to an agreement. In our selection protocol, we wrote down the
selectors’ decision, based on which inclusion respectively exclusion criteria the deci-
sion was made and to what extent the selector has read the paper.

We defined the following reading strategy for the selection phase (see Fig. 2). First
the researchers had to check the meta data, if the result was fitting at all. Then, they
should read the title. If the title did not include enough information about the inclusion
criteria, they had to read the abstract, then the introduction and conclusion and finally
they had to (cross-) read the full paper. We decided to report exclusions by the furthest
reading step on which one of the readers excluded it, i.e. if reader one excluded the
paper by the abstract and reader two excluded it by reading introduction and conclu-
sion, we reported the paper as excluded by reading introduction and conclusion. In the

Table 2. Inclusion criteria for the selection study phase

Code Criterion Definition

T Time Period of
publication

Publication since 2007

L Language English
PT Publication type Article, Conference Proceeding, Journal Paper, Book Chapter,

Thesis
OnR Online The paper is focused on product reviews published online
FaSp Fake or Spammer The paper is focused on fake reviews, Review Spam or

Spammers publishing reviews
Me Method The paper has to mention and explain methods or approaches

how to identify fake reviews or fake reviewer
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end, we had a total number of 139 included results for our extraction phase1. Our
readers had a very good agreement when selecting the papers. In total, we had only 23
conflicts when selecting the 549 different duplicate-free papers.

Quality Assessment. We performed a quality assessment for the studies we have
included. To be able to extract the methods in a suitable way we defined the following
three criteria. (1) We required a result to cover primary research in the area of detection
methods. This means that the authors had to present a new or improved method and not
just applied a method existing (quality criterion Pri). (2) In addition, we only extracted
the methods if they were described in a comprehensible way (quality criterion Meth-
odDec). (3) Furthermore, we required a method evaluation (quality criterion
MethodEval) to be present and written in an understandable way providing information
of how the method was evaluated, which data was used and what the result was. If the
result only fulfilled the first two criteria and not the third one, we did extract it, but
marked the impact as low. If it was not fulfilling the first two criteria, we have not
performed an extraction. Two persons took decisions for whether a paper not fulfilled
the quality criteria. The first proposed a mismatch between our quality criteria and a
second researcher had to check if the result really does not fulfill them. We used the
second two criteria as a minimum standard for a paper to fulfill. Achieving these
criteria does just assure a quality baseline and cannot act as seal of quality. 33 results
did not completely fulfill our quality criteria for the extraction. 21 of those results have
not provided a new method for fake detection (quality criterion Pri). Five additional
results have not described a fake detection method (quality criterion MethodDec).
Therefore, these 26 results were not extracted at all. Additional seven results have not
fulfilled our quality criterion for method evaluations (MethodEval).

Check for duplicates
-118

Check T, L, PT criteria
-38

Check the title
-115

Check the abstract
-241

Check intro. & conclusion
-6

Cross-reading
-10

Included papers: 139

Search results: 667

Fig. 2. Reading strategy for selection and number of excluded studies per step

1 Due to the large amount of results being found our selection phase results are available to download
from http://opti4apps.iese.de/fakes/downloads.html and not listed in the paper.
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Data Extraction. We performed the data extraction with the help of a data extraction
guideline and an extraction form that was made available to all extractors2. The
guideline contained the extraction procedure, information for extraction, and our
quality assessment criteria as well as a detailed description of each field from our
extraction form. To assure the quality of the guideline and the extraction form each
extractor should perform one test extraction and give feedback on the guideline and the
form. Based on this we improved the guideline in terms of clarity and added additional
information that was missed by extractors in the trial phase. The improved guideline
was given to the extractors to review the guideline again to maximize the quality. After
that, the data extraction took place. Our extraction form and the fields being used are
described in the online material. In our extraction phase it turned out that we were not
able to access, even with the help of a document retrieval service, five full papers that
seemed promising from their descriptions.

Data Synthesis. We investigated how many selected papers were published per year.
Then, we calculated the total number of identified methods and the number of papers
that describe more than one method. We counted the number of methods that report an
assumption for the method and investigated the degree of automation, whether the
method detects fake reviewers or fake reviews and which level the method addresses.
Moreover, we analyzed how many methods were applied for a certain domain and in
which natural language the reviews were written. When extracting the domain, we
identified several domains that were overlapping, such as hotel and service or product
and book. There are data sets that refer only to books but data sets that included
reviews to several different products on Amazon cannot be assigned to a specific
domain. As we realized that the domains were not as distinct as we expected, we
categorized the domains into the two main domains ‘product’ and ‘service’. We also
analyzed the language of the data set and whether the language was mentioned at all.

We investigated the quality of the method descriptions, evaluation descriptions and
results regarding completeness and comprehensibility. We created a checklist on how
aspects should be reported by authors proposing fake detection methods. The checklist
can be seen in Table 3, our results per method are available online. Aim of the checks
is to distinguish methods being presented and evaluated in a detailed and clear manner
from those being insufficiently presented and evaluated from the perspective of a
person that is seeking for fake detection methods in order to apply them. The checklist
is not suitable to rank methods in terms of detection quality or performance and should
more serve as requirements of elements that should be checked when analyzing
methods. Core aspects of the checklist are the description details and the applicability
of the method, as well as the reported evaluation steps and results. If a method did not
fulfil the criteria, we reported a 0, if the method fulfilled the criteria, we reported a 1. If
a criterion like the reporting of assumptions was not applicable to the method, we have
not reported a value to keep it neutral. We calculated a score in percent of the fulfilled
and applicable criterions to provide a ranking of the methods.

2 We have made the extraction guideline, results and form downloadable from http://opti4apps.iese.de/
fakes/downloads.html.
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4 Results

In total, we identified 141 methods from 108 papers. 22 of these papers described more
than one method. The maximum number of methods described in a single paper was
seven. Since the number of identified methods is big, we do not describe the identified
methods in this publication. The method descriptions are available under the download
link mentioned above. Figure 3 shows the number of selected papers per year. In the
year 2007, only the initial paper by Jinadal about fake detection methods was published
[6]. The figure shows that the importance of fake detection methods has greatly
increased since then.

Table 3. Checklist for method description and evaluation assessment

Name Definition

View Is it clear if the method tries to detect spam or spammers?
Level Can we map the method to our data levels?
Assumptions If assumptions are made, are they explained? Do they preserve a realistic

scenario?
Language Is the natural language named for which the method was proposed
Data categories Are the used data attributes described in a way that we can classify the

methods within our classification scheme?
Degree of
automation

Is the degree of automation clear?

Data source Is the data source for the data to be analyzed named?
Domain Is the domain of reviews named?
Replicable Could a third party create an evaluation for a different method, which can

be compared if they have access to the data set?
Results Are the results clearly reported and backed by evaluation metrics?
Own fake data If manually inserted fake data is used, is it explained how this data has

been created?
Data set Is the data set described clearly i.e. which elements were used and how

they got there?

Fig. 3. Number of extracted studies per year
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4.1 Aspects of Methods (RQ1)

We have analyzed the distribution of the domains. The reviews were in 32.6% of the
methods about products, in 20.6% about a service and in 3.5% about products as well
as services. Most methods (43.3%) did not report the domain.

In 2011, 2013 and 2014 data sets with fake and non-fake reviews were developed
by Ott [15, 16], Li [17] and their colleagues. They collected reviews from various hotel
rating sites (Expedia.com, Hotels.com, Orbitz.com, Priceline.com, TripAdvisor.com
and Yelp.com) and extended them with self-created fake reviews. These sets were
made available to the public and later used by other authors. Nine studies used the data
set of Ott et al. and seven the one by Li et al. Reviews from Amazon were used for the
evaluation of 34 methods. Next to Amazon, Yelp.com was the most often used source
of reviews (21 methods). TripAdvisor was used seven times. Twenty-three methods
used reviews from various sources, three of them used even seven different sources.
However, the majority (84 methods) uses only one source.

More than the half of the methods (56.0%) address the detection of fake reviews,
about one-third of the methods (53 methods, 37.6%) aim at detecting fake reviewers
and only six (4.3%) address reviews as well as reviewers. Methods for fake reviews
investigate, for instance, the review length the appearance of duplicates, the sentiment,
readability scores and inclusion of hyperlinks in a review test. For the identification of
fake reviewers, the source level is required by 45 out of 53 methods (88.2%). The level
required by the methods about fake reviews is more divers; the review level is the most
often used level (45.6% of fake reviews methods), the product level the second most
(35.4%) and the source level is used by 19.0%. None of the methods addressing fake
reviews as well as fake reviewers uses the product level. These methods used equally
either review or source level.

4.2 Data Used for Fake Detection (RQ2)

One goal of the systematic literature review was to map methods to required data (see
Fig. 1. for data model). The idea is to have a list of all data necessary to apply a
method. This list could be matched with the data available in a certain data source, such
as Amazon or Google Play Store. For 17 methods (12.1%) we were not able to identify
data. For one more method, we could identify only one data, however, it was obvious
that more, but unidentifiable data were required.

Reviews mostly consist of the review text, a rating on a defined scale, the name of
the reviewer, trustfulness information added by other reviewers (e.g. helpfulness rat-
ing), trustfulness ratings by the system (e.g. verified purchase) and publication date of
the review. Most methods (89 methods, 63.1%) use the review text as input. These
kinds of methods perform linguistic analyses such as readability analyses (e.g. [18]) or
they use the text to identify duplicates. There are methods that consider exact dupli-
cates, but also partially related reviews. In 53 methods (37.6%), the text is the only data
required for the method. The rating on a rating scale and the publication date are also
often subject of a method, the rating in 32 methods and the publication date in 15
methods. The ratings given by a reviewer could be compared to the average ratings to
the reviewed products. If the ratings often diverge from the average, the reviewer is
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considered suspicious. The publication date could be used in several ways, too. It could
be compared to the date a product enters a source (i.e. a product is set on an online
platform). If the publication date is shortly after the product entrance date, the review is
suspicious by several methods (e.g. [19]). The publication date could also be used to
analyze the number of reviews a reviewer writes within a certain time.

Three methods used the trustfulness rating provided by the source. In all three cases
the rating was the verified purchase information. The feedback added by other
reviewers was used in two methods. For nine methods it was clear that an identification
of the reviewer was needed, however, it was not clear which type of data was used for
the identification.

According to our data model, on the product level, there are four types of data; a
product ID (required by 13 methods), information about the publisher respectively the
product brand (6 methods), the information added by the publisher (e.g. product
description) (2 methods), date of entering the source (1 method).

The methods aiming at identifying fake reviewer often require the activity overview
of a user. This mostly contains all reviews written to all products by a specific reviewer.
The methods often extract the time of publishing a review and the rating on a rating
scale. Often more information of the product is required, such as the brand and the
rating of other reviewers. The methods then consider a reviewer suspicious if his
ratings often diverge from the ratings of other reviewers or when he mostly reviews
product of a certain brand. The activity overview of a reviewer was used in 31 methods.
The profile of a reviewer was required for nine methods.

4.3 Reporting Quality Assessment (RQ3)

We applied our checklist for fake detection method description and evaluation
assessment to the methods. Figure 4 shows the results how well the methods have been
evaluated according to our checklist. On average the methods achieved a score of 64%.
101 methods achieved a score being higher than 50%, but only 56 achieved more than
70%. The criteria which were fulfilled mostly were the view (97%) and level (96%)
description. On the opposite we only got the natural language mentioned in 16% of the
methods. In 4.9% of the methods the review language was Chinese and in 9.8% it was
English. Methods that reported the use of a data set by Ott et al. [16] or Li et al. [17]
were considered to have reported English reviews even if the language was not directly
mentioned in the study.

35% of the evaluations contain a description which data was used, which goes
beyond mentioning the data source and some general remarks. 37 methods did not
mention any data source of the reviews. 24% of the method evaluations use self-created
fake data describe in a reproducible way how this data was inserted. The number of
these methods does not include the self-created fake reviews by Li et al. [17] and Ott
et al. [16]. Adding the methods that rely on these data sets, a total of 22 methods were
evaluated on self-created fakes. Most of the methods did not report an assumption
(68.8%). Methods that detect fake reviewers had more often an assumption (39.6% of
fake reviewer methods) compared to methods that address fake reviews (24.1% of fake
review methods). The degree of automation of the methods is high as 62.4% of the

462 S. A. Scherr et al.



methods are fully automated and 7.8% are semi-automated. However, there are many
methods that do not report the automation degree (28.4% of all methods).

Three method proposals achieved a score of 100%. These methods were namely
presented by Ahsan et al. [20], Heydari et al. [19] and Sandulescu and Ester [21].

5 Discussion

We identified required data for 88% of all methods but we assume that the list of
identified data is not complete. It seems reasonable that several methods need to
somehow distinguish users. However, the identification of users is mostly not descri-
bed. Methods aiming at identifying fake reviewer by their activities in the source
platform often do not describe how they obtain the activities. The activities could be
obtained by a publicly available activity overview linked to a profile or by generating a
large set of data within the source.

We identified three major problems: (1) documentation of the method, (2) docu-
mentation of the evaluation, and (3) description of the evaluation data. This implies that
there is still a lot of improvement potential not only for better methods but also for
better reporting and evaluation of them.

Methods are documented in very different levels of detail. The publications range
from detailed algorithms and theoretical mathematical background for the method like
in Ye and Akoglu [22] to just mentioning that the method solves fake detection with
machine learning [23]. Many methods do not report information that is necessary for
applying the method to an own data set. Authors need to mention the data source for
which the method is designed, as it might use unique characteristics of that source. We
also noticed that authors frequently do not describe the target language for their
detection method. This is a problem especially if the method uses linguistic approaches
for the detection. Recently publications in the field of natural language processing
methods actively investigate the problem that usually those methods are highly
depending on the language being used and cannot be just adapted to new languages [24].
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Our results lead to several recommendations about how to report a fake detection
method. The method should be described in a way that other people get an under-
standing of the process of detecting the fakes. This means finding a balance between a
high-level description not providing any details and a description being full of complex
mathematical formulas which require comprehensive expertise in this subject area. We
recommend to present algorithms or processes as flow charts, activity diagrams or
sequence diagrams to describe the methods in a nutshell. To identify if a method is
applicable for certain use case it is important to mention the natural language, domain,
source of the data and characteristics of the data source that could restrict the appli-
cability of the method. We would also like to see a description how automated the
method is. In case of semi-automatic methods, it should be clear which parts are
automated and which not.

Even though authors started to reuse data sets, we identified six methods that were
not evaluated by their authors or were not described in a comprehensible way and 37
evaluation descriptions did not contain information about the data set or even the data
source being used. The problem of test data generation was mentioned as critical issue
in the SLR of Ma and Li in 2012 [9]. Recent publications in the field posed several
standard metrics how to evaluate a method. The metrics precession, recall, F-measure
and accuracy have been widely accepted [25]. This in connection with a gold standard
for data is a step forward in enabling evaluations to be comparable.

As mentioned above it was not always clear which data was used for the evaluation.
Some authors used a mixture of real data from websites enriched with self-made fake
data, e.g. Banerjee et al. [26]. This data generation is a challenge. As Zhang et al. [25]
reported it is complex to generate realistic fake data. Also, the literature survey of
Heydari et al. [13] complained about lack of gold standard data sets. Recent years
showed an improvement in that area. In addition, the source data itself might contain
fake data that might or might not be detected by the method. We consider the artificial
creation of fake data to evaluate a method as a threat to validity for the methods. First
methods might be optimized to detect the artificial fake data sets, which might be
different to real data.

6 Threats to Validity

While preparing and performing our SLR we have identified and mitigated several
possible threats to validity. To capture the relevant sources for establishing a state of
the art in fake and spam detection in the context of online reviews it is crucial to not
miss relevant sources. We tried to achieve this by prototyping our search term in an
iterative way, adding a lot of synonyms, to keep the result set relatively broad. Within
our selection phase we put emphasis on only deselecting obviously not matching
results within the title stage. In addition, every selection decision was performed by two
independent people. This should prevent that the opinion of one single researcher is
able to influence the selection decision.

Another identified threat is that errors might occur while searching. This might be
entering a malformed search term, using the wrong field codes or copying not all the
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results. Therefore, we checked the search results with our trial searches to ensure not
having a wrong term entered.

To perform SLR the extraction phase is crucial. A wrong extraction guideline or a
not matching extraction sheet reduces the quality a lot. Therefore, we quality assured
and prototyped our guideline as well as the extraction form. In addition, we focused in
our extraction phase on copying citations from our results into our forms. This should
prevent the addition of personal interpretation or opinion of the primary research. Our
listing of methods faces the problem that it was up to the authors to define what a
method exactly is. It might be the case that an author proposes a set of methods that
would be proposed by a different author as a single method.

7 Conclusion and Future Work

We performed a systematic literature review on the topic of fake detection methods
within online reviews. Our search led to initially 139 papers being included.
141 methods were extracted from a result set of 108 different papers. These methods
tried to detect fakes with various approaches ranging from analyzing the content of a
review to analyzing the entire user behavior. We have mapped the methods to two
different views. Identifying fakes and identifying fakers. Furthermore, we classified the
data level and data categories the methods are using. We observed that most methods
were using the review level, followed by the product level. This seems naturally as
more methods were focused on detecting fakes compared to detecting fakers.

Our analysis of the method descriptions and evaluations revealed that the
descriptions lack information, which is necessary to apply the methods to other data
sets. The fact that data sources and review language was missing quite frequently is a
huge problem in reproducing the evaluation. The current status of available fake
detection methods makes it hard to prevent poor user experience as untruthful reviews
cannot be detected easily. This lowers significantly the potential of online reviews as
source of trustful information. We were clearly able to identify Amazon, Yelp, and
TripAdvisor as leading platforms of investigation. The data set provided by Ott et al.
[16] and Li et al. [17] became powerful standard data sets to be used.

Despite the found shortcomings the results show many promising opportunities to
continue our investigation. In the context of user feedback analysis removing fake
reviews is the first step to raw data quality assurance. The second step would be to
identify indicators how reliable or trustworthy the different feedback entries are.
Measuring reliability and trustworthiness is yet a huge challenge for the research
community that has just been addressed in some smaller focus areas.
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Abstract. Social media is the primary source of information for many
people around the world, not only to know about their families and
friends but also to read about news and trends in different areas of
interest. Fake News or rumors can generate big problems of misinfor-
mation, being able to change the mindset of a large group of peo-
ple concerning a specific topic. Many companies and researchers have
put their efforts into detecting these rumors with machine learning
algorithms creating reports of the influence of these “news” in social
media (https://www.knightfoundation.org/reports/disinformation-fake-
news-and-influence-campaigns-on-twitter). Only a few studies have been
made in detecting rumors in real-time, considering the first hours of prop-
agation. In this work, we study the spread of a claim, analyzing different
characteristics and how propagation patterns behave in time. Experi-
ments show that rumors have different behaviours that can be used to
classify them within the first hours of propagation.

Keywords: Fake news · Early detection · Social media ·
Rumor detection

1 Introduction

With the massive use of social networks we can quickly inform ourselves and
at the same time, it is easy for us to broadcast news, which can reach a large
audience due to the connections that exist between people. For example, on
Twitter, when someone tweet an information, it reaches his/her followers if the
information produces an emotional response in that group of people. This sce-
nario has led to an increase of false and malicious news that have been spread by
news media. We take the definition of rumor from [1] as “an item of circulating
information whose veracity status is not yet verified”.

We had seen news where, by a false rumor spread through Whatsapp, people
burned two men because it was reported that they were kidnapping a children.
However, this information was false1. This phenomena has arisen in the political
1 https://www.bbc.com/news/world-latin-america-46145986.
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sphere, where a group of fake news against a presidential candidate were used
to polarize citizens in Brazil2.

The first approach to verify the veracity of a story, without appeal to an
external source is to use common sense and sources of information. This process is
not always carried out due to several factors as emotional reactions or ideological
biases. Another option is to get help from a committee of journalists so they
can conduct fact-checking. Salient fact checking sites such as Politifact3 have
addressed the problem from this perspective. The problem with this solution is
that it is too expensive both in time and in human effort, and then the level of
truthfulness could take hours or days to be determined. Investigations in machine
learning has being conducted to address this problem using automatic detection
systems, modeling the information created by the users. Thus a machine can
learn to differentiate between rumor and non-rumor doing this process as soon
as possible.

The goal of this work is to study the behaviour of claims over time on Twitter,
focusing on different features that a news propagation network has. We explore
both time based and full claim analysis to discover if there are relevant char-
acteristics that could permit us differentiating between levels of veracity during
the first hours of the spread of a rumor.

This paper is organized as follows. In Sect. 2 we start with a review of inves-
tigations in time series on social media, what approaches on rumor detection
have been researched, giving special attention to those works which explore the
capacity of their model to make early detection of rumors. In Sect. 3 we dis-
cuss in detail the methodological approaches taken to study the behavior of the
evolution of a rumor in two levels: using the complete structure of propagation
and the serialization over time. Then, in Sect. 4 we explain the data that we use
in this study. Then we discuss experiments and results. Finally, we conclude in
Sect. 5 giving our conclusion about our findings outlining future work.

2 Related Work

Information credibility has been an important research area in the last years.
There are several works where the main task is to classify news or claims in
a binary way (True or False) [5]. Over the years, these two classes has been
expanded to 4 categories (True rumor, False rumor, Non-rumor and Unveri-
fied) [9]. In those works the classifier uses the entire information of the claim
(e.g. all tweets linked to an original tweet), without taking care of which features
are essential for rumor detection.

Accordingly, we show different investigations focused on time sensitive detec-
tion. Two research lines arise: time sensitive analysis on social media and early
detection of rumors.

2 https://bit.ly/2ET80Qg.
3 www.politifact.com.

https://bit.ly/2ET80Qg
www.politifact.com
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2.1 Time Sensitive Analysis on Social Media

In general, rumor detection is made over an entire claim; this means that it
considers all the events associated with the spread of a rumor making a classi-
fication among different classes of veracity. However, in real world contexts, it
is necessary to detect rumors at the beginning of its spread. For this reason, it
is essential to know how rumors evolve over time, making it possible to identify
rumors before viralization. In this line, Ma et al. [3] work using microblogging
services (Twitter and Sina Weibo) to classify claims into two classes, rumor,
and non-rumor. The authors used three types of features for this task: content-
based, user-based and propagation-based features. They explain the process of
early detection between rumor and non-rumor with machine learning, but they
do not show which specific features were most useful for early detection.

In [4], Kwon et al. used different features of claims that have a temporal
evolution, like linguistic, user and propagation factors, observing the impact
that they have on news spread. They classified each event into two classes, rumor
and non-rumor. The collection of claims studied was made mixing trustworthy
sources like CNN4 and rumors selected from a dataset of Twitter where they
picked the most remarkable tweets for each claim.

Leaving aside the detection of rumors, Lukasik et al. [6] proposed a process
for the task of stance classification, assuming that the occurrence of a tweet
will influence the rate at which future tweets will arrive, taking into account
time-sensitive information as well as the text of the tweets.

2.2 Early Detection of Rumors

In the last years a number of works [9–11] have focused their efforts on creating
datasets, extracting events from social media with related posts. Some works [10,
11] model user interactions for credibility verification, classifying the original
post as Rumor or Non-Rumor. Due to the nature of the problem, in [12] the
authors proposed a different setting, creating a dataset with four classes (True
Rumor, False Rumor, Non-Rumor and Unverified) including information from
the propagation structure, leveraging two datasets.

Many works have used machine learning algorithms [15,16] to address this
problem but only a few of them have maked use of propagation trees. Ma et
al. [13] use a tree structure with recursive neural networks to identify supporting,
denying or questioning posts. In [14], the authors included stance classification as
an auxiliary task during the training of a model by sharing weights in recursive
layers with a rumor detection layer in a joint learning schema.

Most of the previous studies have focused their efforts on detection tasks
conducting batch analysis over tweets. We believe that a more natural approach
to address this problem is to use time series to extract the inherent timeliness
information of the propagation of a rumor. Time series modeling will help to
study early detection in a more natural fashion.

4 https://edition.cnn.com/.

https://edition.cnn.com/
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Combining both network and text information, Ruchansky et al. [15] pro-
posed a model with three levels of analysis: capture of textual information, scor-
ing of users according to trust and integration of the previous steps to classify
rumors. In [2], the authors created a new model based on verification features.
That model is one of the first models that include the stance of individual tweets,
rather than one associated with the entire claim. Zhao et al. [7] created a detec-
tion scheme based on clustering of tweets using these clusters to compare intra-
cluster properties. Liu et al. [8] propose a time series classifier that incorporates
both user and text information. That model uses a combination of recurrent and
convolutional networks that focus on capturing the variations of user character-
istics along with propagation patterns.

3 Methods

We will study the behavior of claims over time in social media, specifically on
Twitter. These events or claims are news or sentences that a user asserts in a post
and that is spread in a network due to interactions between users including replies
and retweets. The evolution of the claim is finished when no more interactions
are recorded, obtaining a propagation tree where each node corresponds to an
interaction (retweet or reply) that belongs to a user and each edge between a
couple of nodes represent a causal relationship.

Rumors can spread due to many reasons as personal beliefs, political pro-
paganda or ideological biases. However, most of the rumors spread according
to specific propagation characteristics, making it possible to classify rumors
into four classes: True-rumor (T), False-rumor (F), Non-rumor (N) and
Unverified-rumor (U).

In the case of non-rumors we know that these claims correspond to factual
information. In the case of true rumors, the information is potentially accurate,
then its spread is not dangerous. Ideally, if a rumor is false it is necessary to
detect it before spreading, avoiding the reaching of many people. False rumors
can have terrible consequences depending on the content. Unverified rumors are
claims from which it is potentially unfeasible to determine its truthfulness or
deceitfulness. In most situations something that can not be proven tends to be
false.

In this work, we will analyze three types of sources of features: (1) User-
based sources that corresponds to explicit information from the user (e.g. the
amount of posts or the amount of favorites), (2) Post-based sources, that corre-
sponds to information extracted from tweets (e.g. It contains a hashtag?), and
(3) Propagation-based features, that correspond to characteristics obtained from
propagation trees (for example, the average length of the branches). These fea-
tures are useful to detect rumors using batch analysis [5]. The design criteria
behind these features is to provide a set of language-agnostic features.

We will conduct two analysis. In the first one, we will detect rumors retroac-
tively, using the whole batch of information gathered for the event. In the second
one, we will identify a real-time review of claims taking different characteristics
over time.
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3.1 Batch Analysis of Claims

By considering the whole propagation tree, the complete information from users
and posts will be in disposal to a classifier that can determine the level of vera-
city of the original claim. One might think that by having this information the
classification could perform better than just having a few hours of data.

We obtained information from different sources for every type of feature,
and for each one, we got the mean value for the batch. For example, the “length
description” related to an specific event corresponds to the mean of the “length
description” of all users profiles that interacted with that claim. Posts-based
features were computed in the same way whilst propagation-based features were
obtained directly from the tree.

These features can be used as a ground truth for the study because it is going
to tell us what are the most relevant characteristics for each type of claim. If
no feature excels when we have the full propagation tree, this could mean that
there are not patterns able to help in rumor detection tasks. We firmly believe
that a reduced amount of features could help us in the analysis.

After identifying these features we will use them to study the behavior of
each type of claim over time, generating patterns of behavior in time series.

3.2 Claims over Time

We will analyze claims over time with the idea of cutting the spreading of the
rumor at the early stages of the spread. Using representative features found
within the batch analysis, we will analyze the behavior of those features over
time detecting patterns that can help us to identify the level of veracity.

We will show in the batch analysis part of this study that the most relevant
features for each source of information are: (1) The ratio between followers and
followees of the users, (2) the average amount of hashtags used in each post, and
(3) the number of interactions over time. We will represent each feature over
time analyzing the first stages of the spread. Then we will apply logarithmic
transformations over the data to visualize these time series in a log-log curve.

4 Experiments and Results

4.1 Data

We will use two datasets based on Twitter, Twitter 15 y Twitter 16, introduced in
[12]. Both datasets have four classes for classification: True rumor, False rumor,
Non rumor and Unverified. Table 1 shows the details for the datasets. These
datasets are different from the original ones because when retrieving the tweets
some original posts and users were deleted. In any case a huge amount of the
original data was recovered.

Both datasets have similar characteristics as it is shown in Tables 1 and 2.
Although the amounts of events in Twitter 15 is greater, both datasets have
well-balanced classes.
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Table 1. Information of datasets

Twitter 15 Twitter 16

# claim 1490 818

# users 447495 265286

# posts 45696 21741

# false rumor 370 205

# true rumor 372 207

# non-rumor 374 205

# unverified rumor 374 201

Avg. time/claim [h] 1487 829

Avg. # unique posts/claim 37 33

Avg. # unique users/claim 402 425

In our experiments, we used a complete set of features from different sources.
Table 2 shows the mean values for both datasets. For each feature it can be
observed that both datasets exhibit similar values. The ratio (see the second
row in Table 2) corresponds to the proportion between the number of followers
and the number of followees that a user has. Table 2 also shows the favorites
(the amount of favorites posts that a user has), if the account is geo-enabled,
lists count (amount of lists in which the user appears), statuses count (amount
of posts posted by a user) and verified (number of users with verified accounts
in the tree).

Post-based features refer to the length of the text of the post, the num-
ber of hashtags, mentions, and URLs in the tweet of the current claim batch.
Propagation-based features are the number of unique tweets that appear in each
event, time refers to the time elapsed between the first and last post of the claim,
and branch length is the average depth of the branches in the claims.

4.2 Batch Analysis of Claims

We start this section analyzing claim data batches. In Figs. 1, 2 and 3 we show
box-plots for each type of claim according to the source of information. When we
observe only the information extracted from user-based features (see Fig. 1), non
rumors and true rumors tend to be very similar. This observation is consistent
with the fact that both types of events are related to confirmed truths. The ratio
feature gives good information for a binary classification. The number of verified
users in these claims tend to be higher than in true rumors. Users with verified
accounts usually help to spread true rumors.

Post-based features can be observed in Fig. 2. We can observe that most
events do not have hashtags, but true rumors have more claims with a higher
mean value of hashtags per post. Similar to the number of URLs used, non-
rumors usually have an URL in their tweets.
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Table 2. Information extracted from claims. Each value was computed across claim
batches.

Twitter 15 Twitter 16

User-based features

Ratio 32 37

Favourites 19179 22154

Geo enabled 214 220

Lists count 92 100

Description length 66 65

Length name 11 10

Statuses count 46892 48584

Verified 5.8 6.2

Post-based features

Text length 106 104

Mentions 0.3 0.3

Hashtags 0.35 0.34

URLs 0.6 0.6

Propagation-based features

Unique post 37 33

Re-Tweet 364 390

Time [min] 77295 49737

Unique users 399 423

Average branch depth 2.3 2.3

Fig. 1. User-based features. Some features are useful to differentiate between classes.
For example, the ratio and the amount of verified users are helpful for this task.
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Fig. 2. Post-based features. Each value represents the mean across batches.

Propagation-based features can be shown in Fig. 3. Non-rumors usually have
a greater median than the rest of the claims. Non-rumors register also more
interactions recording more replies and retweets. True rumors typically finish
before other type of claims, possibly because they produce less discussions. This
is confirmed with the low amount of unique posts.

4.3 Claims over Time

Each time series was computed using a time-based window of fixed length and in
each window we measured the corresponding feature. For example, in Fig. 4(a)

Fig. 3. Propagation-based features. Non rumors show greater values.
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(a) Time series (b) Log-log time series

Fig. 4. Example of a true rumor claim. Figure (a) shows the time series for this claim
during its first 24 h using a time-based window of 5 min. Figure (b) shows the log-log
plot of the time series and its linearization. (Color figure online)

the time series shows the interactions during the first 24 h of a claim using
time-based windows of 15 min. Accordingly, the x-axis represents a hourly-based
timeline and the y-axis represents the volume of interactions within the event.

Then, we applied a logarithmic transformation in both axes. The log-log plot
is useful to look spread velocities and then to find out if there is any difference
among different types of rumors. To find this velocity we computed a linear
regression of the log-log plot, whilst in the slope of this curve we will observe
the speed with which each feature was spread over time. Figure 4(b) shows the
log-log curve (blue) and the linearization (green).

We computed the slope of the log-log linearization of interactions, hash-
tags, and the ratio between followers and friends in each claim of each dataset.
Figure 5 shows the behaviors over time using these features. Figure 5(a) shows
propagation-based features. We can see that non-rumors have a particular behav-
ior regarding other classes, showing that in factual claims the interactions arrive
faster. True rumors have a similar behavior than non-rumors at the start of the
spread. In Fig. 5(b) we show post-based features as hashtags. The four classes
converge together and the variance across classes is wide, then we can not dis-
cover any particular behavior over time in this scenario. Figure 5(c) shows that
non-rumors are again below than the other types of rumors. True rumors, in
the beginning of the spread, reach people faster but after a while its velocity
decreases. From that point of view it looks similar to false or unverified rumors.
In Fig. 5 we can observe a similar behavior both in false and unverified rumors,
observing only a small gap between both curves. This behavior makes sense
because both classes are very similar in terms of meaning.
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(a) Interactions (b) Hashtags

(c) Ratio (d) Text length

(e) Description user length

Fig. 5. The mean slope of log-log linearization every 12 h for every feature selected (a)
Propagation-based features: thos figure shows the mean slopes for interactions amount
with the claims, including comments and re-tweets. (b and d) Post-based features: this
figure shows the mean slopes for hashtags amount used in different interactions with
the claims, and the mean slopes for text post length. (c and e) User-based features:
this figure shows the mean slopes for the ratio between followers and followees who
interact with the claims, and the mean slope for the description user length.

5 Conclusions

In this work, we presented a study of claims veracity type on Twitter compar-
ing two approaches: batch analysis and claim behavior over time. In the time-
sensitive analysis, we find some interesting findings. Non-rumors have different
behavior than the other classes in most features, due to the fact that they are
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based on factual information. In rumor-based posts (true rumors, false rumors
and unverified claims), in the beginning of the spread true rumors behave simi-
larly to factual posts. False and unverified rumors have similar behavior due to
the fact that both classes are semantically close.
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Abstract. Online community question answering (CQA) social networking
sites thrive when community members actively participate in the network. To
influence participation, some CQA sites such as Stack Overflow reward mem-
bers with incentives such as reputation, badges, and privileges. One way people
earn such rewards is by posting helpful question and answers which get
upvoted. An upvote is an indication of how useful a post is to the reader. An
increase in a post’s upvotes could lead to the user who created the post accruing
reputation and earning rewards in the community. To encourage people to write
good posts, Stack Overflow has guidelines on their site for writing good
question and answer posts. Despite these measures by Stack Overflow to
encourage quality posts from community members, there are still several posts
in the community with negative scores. A negative score indicates that the post
received more downvotes than upvotes. If one consistently receives negative
scores on their posts, it could influence them to stop using the network. Thus, it
is important to identify the characteristics of posts with negative scores and
explore how they differ from posts with positive scores. To contribute to
research in this area, we identified the time of day posts were created, the
sentiments and emotions used in writing the posts, the length of posts, and the
topics that the posts were tagged with for posts with negative scores and those
with positive scores. The result of our analysis on these two groups of posts
suggests that posts created between 6.01 pm and 12 am received significantly
higher scores than posts written at other times of the day. In addition, posts with
positive scores were significantly longer in length than posts with negative
scores. Furthermore, posts with positive scores were significantly more analyt-
ical and clout and less authentic compared to posts with negative scores.

Keywords: Community question answering � Sentiment analysis �
Stack overflow

1 Introduction

In online community question answering (CQA) sites, active participation is essential
in keeping the network active [7]. Stack Overflow, a popular CQA1, is an online social
networking site where users can ask specific computer programing questions and other

1 https://stackoverflow.com/.
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users can post answers to the questions. Because quality posts are essential in keeping
the network active [7], if people who post questions do not receive quality answers,
they could be discouraged from returning to the site. Similarly, if the questions are not
well written or are of poor quality, this could discourage people who often post answers
from doing so. Thus, it is important for the network’s users to continuously post quality
content. To influence users to do so, Stack Overflow has a voting system where
community members can vote for questions and answers depending on the perceived
quality of such posts. According to Stack Overflow2, “Voting up a question or answer
signals to the rest of the community that a post is interesting, well-researched, and
useful, while voting down a post signals the opposite: that the post contains wrong
information, is poorly researched, or fails to communicate information. The more that
people vote on a post, the more certain future visitors can be of the quality of infor-
mation contained within that post – not to mention that upvotes are a great way to
thank the author of a good post for the time and effort put into writing it!”. Voting is
central to the model of Stack Overflow because voting is one of the ways users who
consistently post useful content are rewarded with reputation points, privileges, and
badges. Reputation shows how much the community trusts a user and it can be earned
by posting quality questions and answers3. The more reputation points earned by a
user, the more privileges they have in the network. For example, a user who has earned
at least 10,000 reputation points earns “access to moderator tools” privilege which
gives them access to reports exclusive to site moderators and the ability to delete
questions4. Badges are rewarded to users in the network who are especially helpful in
the community5. Some badges are rewarded as a result of the votes earned by users on
their question and answer posts. For example, the “nice question” badge is rewarded to
users whose question post has earned 10 scores. Scores are computed based on the
number of upvotes and downvotes a post has earned.

To encourage users to write quality posts (that can earn upvotes), Stack Overflow
provides guidelines on how to write good questions6 and answers7. For example, Stack
Overflow recommends proofreading before posting a question. Despite these guideli-
nes and the rewards in place for quality posts, there are still several posts in Stack
Overflow with negative scores. This suggests that such questions received more
downvotes than upvotes. Negative votes on posts could be discouraging to the users
who make such posts. Thus, it is important to explore the characteristics of posts with
negative scores to identify what makes a post receive negative votes. This could inform
users on why their posts could receive negative votes and what can do to increase the
chances of receiving upvotes on their posts.

2 https://stackoverflow.com/help/why-vote.
3 https://stackoverflow.com/help/whats-reputation.
4 https://stackoverflow.com/help/privileges.
5 https://stackoverflow.com/help/badges.
6 https://stackoverflow.com/help/how-to-ask.
7 https://stackoverflow.com/help/how-to-answer.
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The quality of posts in CQAs is an ongoing research area. Bazelli et al. [12]
explored the relationship between the personality traits of users and the votes received
by the users’ posts in order to determine if people of particular personality traits
received only certain types of votes. Gantayat et al. [19] explored the difference in the
accepted answer to a question and the answer with the highest number of upvotes in
order to determine if the post voted by the asker as the answer to their question was also
the post with the highest number of upvotes from the community. Yao et al. [39]
studied high-quality posts in Stack Overflow using the votes received by the post. They
developed an algorithm to identify high-quality posts soon after they are posted on
Stack Overflow. Although these researchers explored the quality of posts in the
community, they did not consider the emotions or sentiments expressed in the posts in
addition to other features of the post such as the length of post and time of day the post
was created. To fill that gap, we aim in this study to investigate the difference in
(1) sentiments and emotions, (2) length of posts, (3) creation time of posts, and (4) the
subject area posts were tagged with between posts with positive scores and those with
negative scores.

The sentiments and emotions expressed by users in their posts in online commu-
nities have been shown to influence the popularity of such posts [18, 23]. We thus
hypothesize that the emotions and sentiments expressed by users in their posts could
have an effect on the type of votes received by such posts. In addition, research has
shown that the length of a post and the time it was created in CQAs influence people’s
attitude towards the post [11, 24]. We, therefore, hypothesize that the length of posts
and time when posts were created in Stack Overflow could influence the votes the posts
receive in the community. Furthermore, the subject areas questions are tagged with
have been shown to influence the response time of answers posted in response to the
questions [14]. We further hypothesize that the subject areas posts are tagged with
could influence the scores received by the posts.

To validate our hypotheses, we compared the posts that have earned high negative
scores to those that have earned high positive scores and explore the differences in
variance in the timing of the posts, the emotions and sentiments used in writing the
posts, the length of the posts and the tags/subject areas of the posts between these two
groups. We analyze posts with high positive scores and those with negative scores to
determine if there are any significant differences in these factors between both groups
of posts. In addition, we developed a predictive model using these factors to predict if a
post will likely receive a positive or negative score.

The results of our analyses suggest that posts created at night received significantly
higher scores than posts written at other times of the day. In addition, posts with
positive scores were significantly longer in length than posts with negative scores.
Furthermore, posts with positive scores were significantly more analytical and clout
and less authentic compared to posts with negative scores. To predict if a post will
receive a positive or negative score, we developed and tested a predictive model using
the word count of posts, sentiment and time of day the post was created. Using random
forest machine learning algorithm, our model had a classification accuracy of 73%.

Our study contributes to the domain of CQAs in several ways. First, the results
presented here explain how positive posts differ from negative ones and what features
could differentiate positive posts from negative ones. Second, our study shows that the
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emotions and sentiments expressed by users in their posts should be considered in
explaining the type of votes received by a post. Finally, our predictive model suggests
that sentiments and emotions in addition to the length of posts, time of day of post and
score are able to predict the score of posts with high accuracy.

2 Related Work

2.1 Stack Overflow

Stack Overflow8 is a CQA platform where users can ask and answer specific IT related
questions. Authors of questions can earn reputation and rewards when their posts get
upvoted. Stack Overflow currently has over 5 million users with over 11 million
questions. Stack Overflow is an active research area for CQAs with researchers
studying the effect of rewards on the community and exploring voting patterns of users.
While the former has received a lot of attention in recent times [4–10] there is still room
for more research on the latter.

Research on voting patterns could be in the form of understanding what makes a
good post in the community. For example, Nasehi et al. [29] explored the features that
make a good code example in Stack Overflow. In Stack Overflow, questions are often
accompanied with code examples if the asker needs help with their code. Nasehi et al.
concluded that the quality of the code example accompanying a question is as
important as the question itself. By analyzing posts with high scores, the authors
determined the characteristics of good code examples; this could explain why posts
received upvotes. Similarly, Asaduzzaman et al. [11] investigated why some questions
in the community go unanswered. They concluded that questions that go unanswered
failed to attract experts, were too short, were sometimes a duplicate and often times
such questions were too hard or time consuming. Bazelli et al. [13] also investigated
voting patterns in the community by exploring the personality of users on Stack
Overflow based on their reputation. Their results suggest that the users who have high
reputation are more extroverted compared to the users who have low reputation. They
also concluded that the authors of posts with positive votes showed fewer negative
emotions compared to authors of posts with negative votes. Our research differs from
theirs because in addition to the emotions of the users, we also explored their senti-
ments. Furthermore, we developed a predictive model using sentiment and emotion in
addition to length of post, time of day post was made and score of post.

2.2 LIWC

In this paper, we identify sentiments and emotions of users in Stack overflow using the
Linguistic Inquiry Word Count tool (LIWC) [33]. The LIWC tool reads text and
determines what percentage of words in the text reflect various dimensions of senti-
ments and emotions of the writer. LIWC works by calculating the percentage of given
words that match its built-in dictionary of over 6,400 words for different dimensions of

8 https://stackoverflow.com/.
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sentiment and emotions. The LIWC tool has several dimensions for sentiments and
emotions which include (1) analytic which refers to how analytical a user’s text is,
(2) clout which refers to the social status, confidence and leadership displayed in the
text by the author, (3) authentic which shows how authentic the author is and (4) tone
which describes the emotional tone of the author.

LIWC has been used extensively in identifying personality of users in online social
communities with success. Bazelli et al. [13] used the LIWC tool in exploring the
personality traits of users in a Stack Overflow. Their research suggests that top con-
tributors in the community are extroverts. Romero et al. [36] also used the LIWC tool
in their study of social networks. The authors explored how the personality traits and
behavior of decision makers in a large hedge fund change based on price shocks. Adaji
et al. [3] developed a personality based recipe recommendation system for a popular
recipe social site, allrecipes.com. In their study, the authors used the LIWC tool to
identify the personality of users. In investigating low review ratings in Yelp based on
the personality of users, Adaji et al. [2] used the LIWC tool to identify users’
personality.

The LIWC tool has also been used in natural language processing for the analysis
of sentiment and emotions of users from their text. Kacewicz et al. [22] investigated the
use of pronouns to reflect standings in social hierarchies by analyzing the text of users
using the LIWC tool. Their research suggests that people with higher status use fewer
first-person singular pronouns such as “I”. In addition, people with higher status also
use more first-person plural pronouns such as “we” and more second-person singular
pronouns such as “you”. Newman et al. [30] also used the LIWC tool to explore the
linguistic style of writers in order to identify deception. Their research suggests that
people who are deceptive showed lower cognitive complexity and use fewer self-
references.

Based on the popularity and success of the LIWC tool as reported by other
researchers, we chose to use it in this research in identifying the sentiments and
emotions displayed by users in their posts.

3 Methodology

The aim of this study is to investigate the difference in (1) sentiments and emotions,
(2) length of posts, (3) creation time of posts, and (4) the subject area posts were tagged
with between posts with positive scores and those with negative scores. In this section,
we describe the methodology used in the study.

3.1 Data Collection

To carry out this study, we used data from Stack Overflow’s data explorer9. The data
explorer allows one to directly query Stack Overflow’s publicly available dataset. We
extracted question and answer posts that were created within the last one year with a

9 https://data.stackexchange.com/stackoverflow/query/new.
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score of −5 or less which we termed negative_posts and posts with a score of at least 20
which we called positive_posts. These values were chosen based on the average score
of posts on Stack Overflow. We had a total of 10,005 posts with negative scores and
4,714 posts with positive scores.

3.2 Predictive Model

To predict if a post will get a positive score or a negative score, we developed a
predictive model using the following features:

• word count: the length of the post
• sentiments and emotions identified from post
• time of day the post was made: morning, afternoon or night.

We applied various classification algorithms to predict if a post will receive a
positive or negative final score. These include logistic regression, random forest,
k-nearest neighbor, Naïve Bayes, support vector machine, and neural networks. These
algorithms were selected based on what other researchers have used in the past
[7, 11, 39].

In developing and testing our model, we used Python’s Scikit-learn machine
learning module10. We chose this module because of its ease of use, performance,
documentation and API consistency [32]. In addition, several researchers have suc-
cessfully used it for supervised and unsupervised learning [17].

The following section briefly describes the classifiers we used and how they were
implemented using Pythons’ Scikit-learn machine learning module

Logistic Regression
Logistic regression is a classification model used to predict the outcome of a dependent
variable using one or more predictors. It can be used when a model has one nominal
dependent variable and two or more measurement variables. Logistic regression has
been used extensively in predictive analysis [27, 28, 38] and research has shown that it
is effective in producing quick and robust results [28]. Logistic regression was
implemented using the LogisticRegression class of Scikit-learn.

Random Forests
Random forests is a well-researched classification algorithm that is known to be robust
against over-fitting [26]. The algorithm does not consider all the predictors [25] which
is necessary in a case where there is a very strong predictor in the data set along with
several moderately strong predictors. Random forests will not consider the strong
predictor, so other predictors will have more of a chance. Random forests was
implemented using the RandomForestClassifier class of Scikit-learn.

K-nearest Neighbor
K-nearest neighbor classifies data based on a “majority vote” of the nearest neighbors
of each point. K-nearest neighbor is non-parametric, thus the structure of the model is
determined from the data. K-nearest neighbor is known to be highly intuitive with low

10 https://scikit-learn.org/stable/.
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classification errors [15]. K-nearest neighbor was implemented using KNeigh-
borsClassifier class of Scikit-learn with 5 neighbors.

Naïve Bayes
Naïve Bayes is an efficient and effective learning algorithm that uses Bayes theorem.
Bayes theorem describes the probability of an event based on previous information
about the event; the probability is revised given new or additional knowledge. Naïve
Bayes assumes strong independence between predictors [1]. Naïve Bayes was imple-
mented using GaussianNB class of Scikit-learn.

Support Vector Machine
Support vector machine represents variables as points in space, mapped in such a way
that the variables are divided into classes by a clear gap that is as wide as possible; new
variables are easily assigned to a class based on which side of the gap they fall [21].
Support vector machine was implemented using the SVC class of Scikit-learn.

Neural Networks
Neural networks are nonlinear regression techniques inspired by theories about the
central nervous system of animals, in particular the human brain. In this algorithm,
hidden variables model the outcome of neural networks. These hidden variables are a
linear combination of all or some of the original predictors. A linear combination of the
hidden variables form the output or prediction [25]. Neural networks was implemented
using the MLPClassifier class of Scikit-learn and five hidden layers.

3.3 Evaluating the Algorithms

The algorithms were evaluated by computing their classification accuracy, precision,
recall and F-score. Classification accuracy is calculated as the sum of correct classi-
fications divided by the total number of classifications. While precision is the fraction
of items retrieved by the algorithm that are relevant, recall is a fraction of all relevant
items that were retrieved by the algorithm. The F-score is the average of precision and
recall [16]. The closer these metrics are to 1, the higher the performance of the algo-
rithm. The closer they are to 0, the lower the performance of the algorithms.

4 Analyses and Results

We used four main factors in comparing posts with negative scores to those with
positive scores: (1) the creation time of posts, (2) the sentiments and emotions used in
writing posts, (3) the length of the posts, and (4) tags/subject areas of the posts.

4.1 Creation Time of Posts and Scores

A two-way ANOVA was conducted to determine if the average score received by posts
was (1) different based on the time of day the post was created and (2) significantly
different between the two groups of post: negative_posts and positive_posts. The time
of day was classified into three: morning - between 12:01 am to 12:00 pm (n = 2205),
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afternoon - between 12:01 pm and 6:00 pm (n = 1418), and night - between 6:01 pm
and 12:00 am (n = 992). There were no outliers, as assessed by boxplot; data was
normally distributed for each group, as assessed by Shapiro-Wilk test (p > .05); and
there was homogeneity of variances, as assessed by Levene’s test of homogeneity of
variances (p = .120). Data is presented as mean ± standard deviation.

There was a statistically significant interaction between the groups of post (nega-
tive_posts and positive_posts) and time of day the posts were made, F(2,14713) =
3.117, p = 0.044, partial η2 = .01. Therefore, an analysis of simple main effect for
negative_posts and positive_posts was carried out. There was a statistically significant
difference in mean score of posts between the different times (morning, afternoon and
night) and positive_posts F(2,14713) = 4.662, p = .009, partial η2 = .001. The average
score for positive posts as shown in Fig. 1 decreased from morning to afternoon from
(57.44 ± 353.49), to (49.50 ± 258.92), and increased significantly in the night to
(73.21 ± 400.49). This suggests that posts created at night receive significantly higher
votes compared to those created in the morning or afternoon. Thus, users who receive
negative scores on their posts could consider creating their posts at night instead of
during the day.

4.2 Sentiments and Emotions

To understand the sentiments and emotions shown in posts, we carried out sentiment
analysis of the posts in our dataset using the Linguistic Inquiry Word Count (LIWC)
tool [37]. We chose this tool because it has been used extensively in research for
analyzing user generated content in online systems [2, 3, 13]. The results displayed in
Fig. 2 show the average sentiment and emotions for posts with negative score and posts
with positive score for the different dimensions of sentiment and emotion. Our results
suggest that posts with positive scores have a higher mean score for analytic, clout, and
tone. Several emotions and sentiments had very low scores such as affect, positive and
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Fig. 1. Average upvotes posts received based on the time of the day they were created
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negative emotion. We attributed this to the type of social network Stack Overflow is.
Compared to a social networking site such as Facebook which is meant for building
friendship, Stack Overflow is mainly for learning. Thus, Stack Overflow posts will
likely be more analytical and less emotional. We therefore excluded the sentiments and
emotions with low mean scores and continued our analysis using only analytic, clout,
authentic and tone because of their high mean scores.

According to the LIWC tool11, the dimension analytic represents the extent to
which people use formal words, and how logical and hierarchical their thinking pat-
terns are. The dimension clout is an indication of the social status, confidence or
leadership displayed by an individual through their writing or speaking. Authenticity,
according to the LIWC tool, reveals how honest people are through their writing.
People high in authenticity are more personal, humble and vulnerable. Tone indicates
the emotions displayed by users in their posts.

To determine if there were any statistically significant differences in the mean
sentiments between the posts with positive scores and those with negative scores, we
carried out a two-way mixed ANOVA with sentiments: analytic, clout, authentic and
tone as our within-subject factors and the type of score received by posts: negative_-
posts and positive_posts as our between-subject factors.

Mauchly’s test of sphericity indicated that the assumption of sphericity was not met
for the two-way interaction, v2(2) = 4979.784, p < .01, therefore degrees of freedom
were corrected using Huynh-Feldt estimates of sphericity (e = 0.86) as suggested

Fig. 2. Sentiments identified by LIWC tool

11 http://liwc.wpengine.com/interpreting-liwc-output/.
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by [20], since e is greater than 0.75. There was statistically significant interaction
between the sentiments and the type of posts: negative_posts or positive_posts, F
(2.579, 37958) = 494.056, p < .0005, partial η2 = 0.32, e = 0.86. To determine where
the differences were, we carried out testing for simple main effects to identify any
differences between the two groups of posts for each sentiment.

There was statistically significant difference between the sentiments: analytic, clout,
authentic and type of posts: negative_posts and positive_posts. Difference in scores
between analytic sentiment for the types of posts was significant at F(1,14716) =
400.58, p < 0.001, partial η2 = 0.26. Similarly, difference in scores between clout
sentiment for the types of posts was significant at F(1,14716) = 1296.54, p < 0.001,
partial η2 = 0.81 and difference in scores between authentic sentiment for the types of
post was significant at F(1,14716) = 536.21, p < 0.001, partial η2 = 0.35. This sug-
gests that the posts with positive scores were more analytical and clout compared to the
posts with negative scores. In addition, the posts with negative scores were more
authentic than posts with positive score. There was no significant difference in tone
between the negative_posts and positive_posts.

4.3 Length of Posts and Tags

A Welch t-test was run to determine if there were differences in the length of posts
between positive and negative posts due to the assumption of homogeneity of variances
being violated, as assessed by Levene’s test for equality of variances (p < .001). Data
are mean ± standard deviation, unless otherwise stated. There were no outliers in the
data and types of posts were normally distributed, as assessed by Shapiro-Wilk’s test
(p > .05). The positive posts were significantly longer (249.27 ± 344.739) than the
negative posts (152 ± 2.8.33), a statistically significant difference of 97.26 (95% CI,
86.61 to 107.92), t(6383.718) = 17.892, p < .001.

We also compared the tags used in the posts with positive votes and those used in
posts with negative votes to determine if both groups of posts had different tags.
Figure 3 shows that there are similarities in the popularity of tags for both groups of
posts; for example, both categories include several posts about Python, Java, JavaScript
and Android. Both groups have similar top 10 tags. This suggests that popularity of
tags was similar for both types of posts.

Fig. 3. Word cloud of tags used in posts with negative scores and positive scores
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4.4 Predictive Model

We used the predictors word count, sentiment (analytic, clout, and authentic) and time
of day (morning, afternoon and night) to predict if a post will have positive or negative
scores. We excluded tags because there was no difference in negative_posts and
positive_posts groups based on tags. Our data set was randomly split into 75% training
and 25% test sets. We tested our model using six algorithms: logistic regression,
random forest, k-nearest neighbor, Naïve Bayes, support vector machine, and neural
networks. The results of these algorithms are presented in Table 1.

Of the six algorithms used, random forest had the highest classification accuracy,
precision and F-score.

4.5 Discussion

To better understand why some posts receive negative scores and others receive pos-
itive scores, we set out to investigate any differences in posts with positive scores and
those with negative scores based on the following criteria: (1) the time of day the post
was created, (2) sentiments and emotions used in writing the posts (3) the length of the
post and (4) topics that the posts were tagged with. We further developed and tested a
model to predict if a post will receive positive or negative scores using these criteria
and six machine learning algorithms.

Our results show significant differences in the scores received by posts based on the
time of day the posts were created. Our results suggest that posts with positive scores
created between 6:01 pm and 12:00 am had significantly higher scores on average than
posts created at other times of the day. Thus, in order to avoid negative scores on their
posts and possibly receive higher positive scores, authors could consider posting
questions and answers between 6:01 pm and 12:00 am.

According to the LIWC tool12, the dimension analytic represents the extent to
which people use formal words, and how logical and hierarchical their thinking pat-
terns are. People low in analytical thinking typically write in more narrative ways, use
less of formal logic and rely on knowledge gained from personal experiences [31]. On

Table 1. Classification accuracy, precision and recall of the classification algorithms

Algorithms Classification
accuracy

Precision Recall F-
score

Logistic regression 0.71 0.73 0.91 .812
Random forest 0.73 0.77 0.87 0.820
K-nearest neighbor 0.68 0.74 0.83 0.783
Naïve Bayes 0.72 0.76 0.85 0.810
Support vector
machine

0.69 0.69 0.99 0.820

Neural networks 0.71 0.73 0.91 0.810

12 http://liwc.wpengine.com/interpreting-liwc-output/.

Towards Understanding Negative Votes in a Question and Answer 493

http://liwc.wpengine.com/interpreting-liwc-output/


the other hand, people high in analytical thinking use formal logic, are more detailed in
their explanations and avoid contradiction [31]. Our results show that the posts with
negative scores are less analytical than those with positive scores. This suggests that
posts with negative scores are written with less formal words, little logic and fewer
explanations. Thus, in order to avoid low scores, authors should post questions and
answers in Stack Overflow using more logic, detailed explanations and more formal
technical words.

The dimension clout, as defined by the LIWC tool, is an indication of the social
status, confidence or leadership displayed by an individual through their writing or
speaking. People with higher clout typically use more first-person plural (such as “we”)
and second-person singular pronouns (such as “you”). In addition, they use fewer first-
person singular pronouns (such as “I”) [22]. People in this category tend to focus their
attention outwards, towards the people they are interacting with. On the other hand,
people low in clout are more self-focused and use more first-person singular pronouns
(such as “I”) [22]. Our results show that posts with positive scores are written by people
who have high clout. This suggests that posts with positive scores are written in a way
to focus attention outwards and not in words on the writer. Such posts are also written
with less use first-person singular pronouns and more use of first-person plural (such as
“we”) and second-person singular pronouns (such as “you”). We therefore suggest that
authors who post questions and answers in Stack Overflow should use fewer first-
person singular pronouns.

People that are high in the dimension authenticity, according to the LIWC tool,
reveal themselves to others (through their writing) in a more honest way. Such people
are more personal, humble and vulnerable. On the other hand, people that are lower in
authenticity use words that show lower cognitive complexity and more negative
emotion words [30]. Our results show that posts with positive scores display less
authenticity compare to posts with negative scores. Thus, in order to avoid negative
scores, authors should post questions and answers using words that show less of their
personal side and their vulnerability. These could include using words with higher
cognitive complexity and positive emotions [30].

There was significant difference in the average length of posts between posts with
positive scores and those with negative scores; the former had an average word count
of 231 while the latter had an average word count of 152. This suggests that users who
create posts with negative scores could improve their posts by writing more words
that better explain their questions/answers. This is in line with other researchers that
suggest that the length of a post is an influencing factor of the score the post will
receive [11, 35].

We developed a predictive model using word count, the dimensions of sentiment
and emotions: analytic, clout, authentic, tone, and time of day to predict if a post will
receive a positive or negative score. We tested our model using six classification
algorithms: logistic regression, random forest, k-nearest neighbor, Naïve Bayes, sup-
port vector machine, and neural networks and evaluated them using the classification
accuracy, precision, recall. Random forest performed best with a classification accuracy
of 73%, a precision of 77% and recall of 87%. Changing the number of trees from 5 to
100 had no effect on the accuracy of classification. This result is in line with previous
research on prediction in Stack Overflow [7, 11]. Our results suggest that users could
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predict if their posts will receive a positive or negative score using the features length
of the post, the dimensions of sentiment and emotions: analytic, clout, authentic, tone,
and time of day the post was created using random forest algorithm.

5 Conclusion and Future Work

Voting is central to the model of providing quality posts in Stack Overflow. According
to Stack Overflow, an upvote indicates that a post is interesting, well researched and
useful, while a down vote indicates the opposite. People can earn rewards such as
reputation, privileges and badges when their posts get upvoted. To encourage people to
write good posts (which could lead to upvotes), Stack Overflow has a “How to ask”
guide with suggestions on how to write good question posts and a similar one, “How
do I write a good answer” with suggestions on how to write good answer posts. Despite
these measures by Stack Overflow to ensure quality of posts, there are still several posts
with negative scores. A post with a negative score indicates that the post received more
down votes than upvotes. Negative scores could have a negative influence on users’
participation; if a user keeps getting negative scores on their posts, they could be
discouraged from using the network. To better understand the scores received by posts,
we investigated differences in some features of posts with positive scores and negative
scores. In particular, we compared the time of day the post was created, sentiments and
emotions used in writing the posts, the length of the post, and the topics that the posts
were tagged with for posts with negative scores and posts with positive scores. The
result of our analysis suggests that posts between 6.01 pm and 12 am received sig-
nificantly higher scores than posts written at other times of the day. In addition, posts
with positive scores were significantly longer in length than posts with negative scores.
Furthermore, posts with positive scores were significantly more analytical and clout
and less authentic compared to posts with negative scores. To predict if a post will
receive a positive or negative score, we developed and tested a predictive model using
length of post, sentiment and time of day post was created. Using random forest
machine learning algorithm, our model had a classification accuracy of 73%.

Our research is limited in a few ways. First, the sentiment and emotions expressed
in posts were identified using the LIWC tool. Thus, the accuracy of the sentiments
identified depends on the accuracy of the tool. The tool has been used widely by
researchers who attest to its accuracy [34, 37]. Second, the number of posts we used in
this study (over 14,000) only represents a small fraction of the number of all the posts
in Stack Overflow. We plan to re-run this study on a larger scale.

In the future, we plan to re-run this study on a larger scale using different datasets
for training and testing. In addition, we plan to explore if the number of negative votes
people receive influence their participation in the network. For example, if their par-
ticipation has any correlation with number of negative votes over time.
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Abstract. The aim of this paper is to examine the role of social media tech-
nologies in revolutionizing consumer activism by applying the theory of Task
Technology Fit (TTF) model. Due to the affordability of getting internet con-
nection, there has been a surge in the use of social media platforms which
simplify the communication and interaction between people around the world.
People now are more enthusiastic to join and use social media platforms to
exchange information with people who share same interests. Social media did
not just change how people communicate with each other, but it changed how
businesses and corporations communicate with their customers. Another com-
mon application of social media is activism. With the help of social media
platforms, activists can start a social movement immediately and reach a global
audience. In the case of activism, the Task Technology Fit is evaluating whether
the technology’s functionality meets the task requirements or not. The tech-
nology in this context is social media platforms.

Keywords: Social media � Task Technology Fit � Activism �
Social movements

1 Introduction

The aim of this paper is to examine the role of social media technologies in revolu-
tionizing consumer activism by applying the theory of Task Technology Fit
(TTF) model. The case that this paper uses is the SURGE movement. In 1997, Coca
Cola introduced SURGE, a citrus flavored soft drink. However, in 2002 the SURGE
brand was discontinued due to falling sales and a change in the company’s strategy.
Some SURGE consumers were infuriated with Coca Cola’s decision. So, on December
23, 2011 these enthusiastic, brand loyalists started a social media movement on
Facebook called the Surge Movement (see Fig. 1) and later added a less popular
Twitter account for the movement (see Fig. 2). The “SURGE Movement” is a cen-
tralized community of SURGE fans, whose mission was and continues to remain “the
return of SURGE Soda and… making SURGE a sustainable brand (The SURGE
Movement). The movement received support from more than 352,000 Facebook
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followers. The movement leaders were communicating with Coca Cola for two years
before Coca Cola capitulated and re-introduced SURGE back into the market in 2014.

2 Literature Review

The internet enables people to easily communicate with each other (Thomsen et al.
1998). Specifically, people are able to connect over the internet using chat rooms,
bulletin boards, forms and blogs (De Valck et al. 2009). The rapid development of
Information Technology (IT) and communication produced the Web 2.0, which is
defined as a collection of technological artifacts that allow instant communication
between people around the world at a low cost (Habibi et al. 2013). Due to the

Fig. 1. Surge movement Facebook page

Fig. 2. Surge movement Twitter account
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affordability of getting an internet connection, there was a surge in the use of social
media platforms which simplify the communication and interaction between people
around the world.

Kaplan and Haenlein (2010) define social media as “a group of Internet-based
applications that build on the ideological and technological foundations of Web 2.0,
which allows the creation and exchange of user-generated content”. Social Media
platforms are viewed as a new trend which can impact businesses and people’s social
life (Lin and Lu 2011). Facebook, one of the most popular social media platforms has
2.19 billion active users at the end of the third quarter of 2018 (Facebook 2018).
Another Social Media platform that is attracting people is Twitter, which has 336
million active users by the end of the third quarter of 2018. People now are more
enthusiastic to join and use social media platforms to exchange information with people
who share same interests (Powell 2009). Social media did not just change how people
communicate with each other, but it also changed how businesses and corporations
communicate with their customers.

Today, Facebook is the most used Social Media platform to create online brand
communities. Companies such as Coca Cola, Nike, Apple, Microsoft and Samsung all
have fans pages on Facebook with more than 400 million followers together (Social-
bakers.com). Through these fan pages, companies can interact with their followers
(customers) by posting photos or videos (Vries et al. 2012, p. 84). In addition to that,
social media pages are rich in information that is critical in understanding customers’
needs and thoughts (Luo et al. 2013). However, social media fan pages can work the
other way as well. Instead of being sponsored by the business, these fan pages could be
created and controlled entirely by customers to communicate with other customers to
share product experience and services.

Another common application of social media is activism. With the help of social
media platforms, activists can start a social change movement (see Fig. 3) immediately
and reach global audience. Social media provides activists with information and news
that were not available through mainstream media (Valenzuela 2013). From the Arab
Springs to Occupy Wall Street to Me too movements, all these social and political
movements would not reach a global audience if it was not for the use of social media.

This model is borrowed from the book “A Social Change Model of Leadership”.
Change here is the goal of activists who are not satisfied with the status que. Activists at
the individual level must be consciousness of self which means aware of what makes
one enthusiastic to act. Congruence means thinking consistency about others with
honesty. Commitment here means a person who has the commitment to act and serve
his/her own believes about the change. At the group level, there are characteristics that
are shred among activists. Collaboration is to work in harmony within the group toward
a common goal which is the common purpose. Controversy with civility means the
ability to accommodate the different viewpoints within the group and talk about them to
bring them close to the common goal. At the society level, citizenship means the ability
to be member of the community and work toward bringing positive change to the
community (Higher Education Research Institute 1996).
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3 Task Technology Fit Theory

Task Technology Fit (TTF) theory is a model developed by Goodhue and Thompson
(see Fig. 4). The goal of the TTF model is to assess the impact of using IT on
individual performance. To assure the success of the technology utilization, the tech-
nology must fit the task for which it is intended to be used.

Group Values
-Collaboration 

-Common Purpose
-Controversy with Civility

Society Values
 - Citizenship  

Individual Values
- Consciousness of Self.

- Congruence. 
- Commitment.

Change

Fig. 3. Social change model

Fig. 4. Task technology fit model
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The TTF model shows that to have high performance impact and high utilization,
technology characteristics must meet task characteristics in the technology fit. If the
gap between task characteristics and technology characteristics increases, the model
will produce low score in task technology fit, which will result in low performance
impact and utilization (Goodhue and Thompson 1995). In the TTF model, technologies
are defined as “tools used by individuals in carrying out their tasks” (p. 216, Goodhue
and Thompson 1995). In the context of information technology, social media platforms
are referred to as technology in the model. Task is defined as “the actions carried out by
individuals in turning inputs into out puts” (p. 216, Goodhue and Thompson 1995). In
the context of activism, an individual expressing his or her opinion to start a movement
is considered a task. This task has characteristics such as mission and goals.

Task Technology Fit is defined as “the degree to which a technology assists an
individual in performing his or her portfolio tasks” (p. 216, Goodhue and Thompson,
1995). In the case of activism, the Task Technology Fit is evaluating whether the
technology’s functionality meets the task requirements or not. The technology in this
context is social media platforms.

Although Goodhue and Thompson stated that the utilization construct is not well
explained and understood, they defined it as “the behavior of employing the technology
in completing tasks. Measures such as the frequency of use or the diversity of appli-
cations employed” (p. 218, Goodhue and Thompson 1995). In activism, utilization
would be considered as the reuse frequency of the same social media to start an
activism. In the TTF model, utilization includes both mandatory and voluntary uti-
lization. However, in activism, the use and utilization of social media platforms is
completely voluntary. The last construct in the model is performance impact, and it is
used to assess the accomplishment of the task performed by the individual. In the
context of activism, it will assess whether the activism movement accomplished its goal
or not.

The SURGE movement has a mission which is “the return of SURGE Soda and…
making SURGE a sustainable brand (The SURGE Movement). This mission is the task
and social media represented by Facebook is the technology, the TTF construct is used
to determine the degree of fitness. The purpose of the task must be considered carefully
in the construct of task technology fit. When combining tasks with the selected tech-
nology in the task technology fit construct, the technology (Facebook) must meet the
task characteristics (SURGE Movement mission and goal). For example, the SURGE
movement’s mission was to bring the product back and keep the community connected
regarding the product, so the use of Facebook as the technology was appropriate. This
fit is due to the popularity of Facebook and the many features it provides for its users
such as creating pages and connecting with others who share same interests. Perfor-
mance impact and utilization are in the model to examine how successful was the
technology characteristic meeting the task characteristic. The output of the selected
social movement measures the performance impact and utilization.

TTF theory has been studied in many IT research; Dishaw and Strong (1998)
applied TTF theory to asses software maintenance which titled as “Assessing software
maintenance tool utilization using task-technology fit and fitness-for-use models”
(Dishaw and Strong 1998). D’Ambra and Wilson applied the TTF theory to explain
World Wide Web performance with uncertainty (D’Ambra and Wilson 2004). Ferratt
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and Vlahos evaluated how computer-based information systems (CBIS) help managers
in decision making; their research titled as “An investigation of task-technology fit for
managers in Greece and the US.” (Ferratt and Vlahos 1998). However, to our
knowledge, there is no study that applied TTF theory to social media platforms to
validate the model. TTF has not been applied to examine how IT represented by social
media platforms transformed activism.

4 Research Method and Data Collection

We have collected data from the SURGE Movement fan page to analyze what people
are posting, commenting and sharing. We extracted all posts and comments that have
been posted by the organizers or followers. These posts and comments will be analyzed
using Nvivo 12 Plus.

In addition, we will collect data using online surveys and interviews. For the online
survey, we will invite people who are part of the SURGE Movement fan page to
participate in the survey; the survey will solicit data about their opinions on partici-
pating in this consumer activism by using the social media platform. In addition, we
will contact organizers of this movement to ask them to participate in this survey and
conduct an interview with them to understand their decision about using social media
platforms for consumer activism. We are planning to perform factor analysis on data
collected from the survey and qualitative analysis from the interview. Quantitative data
from the survey will measure people’s view of social media platforms as a tool for
consumer activism. Qualitative data from interviews with the organizers will examine
their tool selection and how they evaluated their selection against alternative options.

5 Discussion

Since the task is consumer activism in this context, through this research we will better
understand how consumer activism works. There is a need to integrate a theory that
explains social movement and consumer activism with TTF theory. Applying the
theory will help evaluate the task characteristic and ease the selection for the fit
technology that will meet task characteristic. Since there are many social media plat-
forms, each one having a different set of features and limitations that will influence the
decisions of people selecting one over the others in the context of consumer activism.
For example, Facebook is a popular platform for fans pages whereas Twitter is popular
in the use of customer experience and boycott movements. Depending on the task and
the movement mission, selecting the right platform for the task is critical for achieving
activists goals’.
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6 Implication and Conclusion

The results of this study will help both academics and practitioners. For academics, it
will bridge the gap regarding the role that social media plays in transforming social
media movements. It will enlighten designers of future social media platforms that
there might be other uses of their tool in the future than initially projected. Facebook
was intended as an entertainment and relationship platform for college students.
Designers must consider how social media now is used by social movements to deliver
their messages to a large global audience.
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Abstract. ‘Multicultural’ can be defined as relating to or containing several
cultural or ethnic groups within a society and is used to encompass different
cultures, groups, and relationships within a specific context. The sporting con-
text of the Olympic Games could be considered a multicultural environment in
addition to being a multi-sport environment and a mega sporting event. It is also
an arena for intercultural adaptation as the athletes, event staff, visitors and
audience are exposed to social media at the event. The athletes establish and
maintain relationships among each other and with others in their own countries
and the international audience also interacts and communicates with the athletes
and the Games via social media. This communication and interaction affect and
reinforce the intercultural adaptation and the multi-cultural environment of the
Olympic Games.
Much has been made of the preparations for the Tokyo 2020 Olympic and

Paralympic Games, with the media dubbing the games the most ‘futuristic’ yet,
given the advanced technology and innovation of Japan. Social media is con-
sidered an important component of the Olympic games, in the lead up to and at
each edition of the games. These aspects of sport and social media at the
Olympic Games are of interest due to their interaction and the creation and
reinforcement of a multicultural environment. This paper will explore the social
media impact and the multicultural environment of the Olympic Games through
a review of social media usage leading up to the Tokyo 2020 games.

Keywords: Social media � Olympic games � Multicultural environment

1 Background

In ancient Greece the Olympic Games represented an event that focused on the edu-
cational, religious, athletic and self-development aspects of the human condition. It
promoted the integral development of body and mind, in tandem, to produce an athlete
whose performance at the games would match this ideal as well as contribute to the
development of society. In addition, the period of travel to and from the games, the
event itself and the city of Olympia were protected by the ‘Olympic Truce’, when all
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armed conflict between warring states was suspended and as such represent early
Olympism and unique peace building efforts [1]. The unity of the body and mind, the
development of human beings and self-improvement through participation in sport are
the components that Pierre de Coubertin would later focus on in his efforts to revive the
Olympic Games [2]. Therefore, the Olympic Games were not just a sporting event, but
they also served socio-cultural purposes and provided a multi-cultural, educational,
religious and sporting environment in which the athletes, protagonists and public
interacted. Elements of these concepts have been implemented within the Olympic
movement since the first modern Olympic Games in 1896. Media was used in 1896 to
report on the Games, but the limited technology of the written press and newsreels
meant the impact of the medium was distant from the actual events of the Games.
However, the development of media had an incremental effect on engagement and
connectiveness of the public and the athletes with the Games, culminating in the
present with social media positioning itself as an influential medium of communication
and significant contributor to the creation of a global multicultural environment within
the context of the Olympic Games.

2 Introduction

Much has been made of the preparations for the Tokyo 2020 Olympic and Paralympic
Games in the media, which have dubbed the games the most ‘futuristic’ yet, given the
advanced technology and innovation expected to be on show for the global audience
[3]. It is assumed that the Games will use cutting-edge technology to “ensure the
security of contestants and the public, to bring unprecedented coverage to a global
audience, and to provide seamless convenience for visitors” [4]. Continuing the tra-
dition of media innovation at the Olympics “Tokyo 2020 will use new technology and
media platforms to ensure Olympic fans everywhere can take part in the Olympic
atmosphere” [5]. These initiatives follow on from the increasing and diversified use of
media platforms in previous Olympics. Very few people have the opportunity to attend
the Olympic Games in person, therefore the dissemination of the Olympic Games, the
Olympic atmosphere and the Olympic values is necessary to bridge the engagement
gap between the Olympics as a mega sports event and the public as the watchers,
consumers, associates or participants. The sheer size and scope of the Olympic Games,
hosting athletes from various countries (206 countries for Rio 2016) and hosting an
audience of billions via various forms of media suggest that it could be considered the
largest multicultural event in the world.

Culture has always been an integral part of the ancient and modern Olympic
Games; the culture and traditions derived from the Greek games; the culture of the
hosting city and country; the athlete culture of the participants; and since the advent of
media, the culture of engagement and interaction during the Olympic Games by the
public as consumers and social participants. Prior to the advent of media, public
exposure to the Olympic Games was less diverse. In this sense, the Olympic Games can
be considered a sporting and a social event [6] not only for the athletes, but also for the
public who are socially and culturally engaged for the duration of the games. The rapid
and extensive changes in broadcasting forms for Athens (2004), Beijing (2008) and

The Olympic Games as a Multicultural Environment and Their Relationship 507



London (2012) onwards highlight the impact of social media on the Olympic games as
a cultural and multicultural sporting event [7]. The term ‘socialympics’, used initially in
relation to London 2012, has been used to define the rapid proliferation and use of
social media at the Olympic Games and the facilitation of communication and inter-
action between the diverse global communities.

Similarly, the preparations for Tokyo 2020 also represent aspects of the incorpo-
ration and adaptation of social media for sporting events and a recognition of its
significance. The importance of social media within the Olympic context is shown by
the creation of guidelines related to social media and the Olympics by the International
Olympic Committee (IOC) initially for the London 2012 Olympics [8] and later
amended for other editions of the Games. The IOC can, to some extent, control the
images of the Games that are disseminated around the world; however, technology
develops so quickly that, in order to have some input into the process of dissemination,
it must also relinquish some control. Social media therefore is considered an important
component of the Olympic games, both during the lead up to and at each edition of the
games itself.

Social media interactions provide the basis for communication and adaptation
within the multicultural and intercultural environment of the Olympic Games which
must be acknowledged. Thomas Bach, the president of the International Olympic
Committee (IOC) stated: “People today are connecting with the Olympic Games in
more ways than ever before, they are doing so digitally, and they are doing so on
mobile. This is not a challenge to overcome. This is a huge opportunity to reach even
more people with the values of sport and the magic of the Olympic Games” [9].
Therefore, the digitalization of the Games and by extension the adaptation, imple-
mentation and focus on portable media use highlight the importance of social media
within this environment. The extent to which athletes, the audience, the public and the
community interact and communicate via social media in relation to the Olympic
Games is becoming increasingly important.

Considering this mega sport event environment and its relationship with social
media, these interactions are played out within a multicultural global context. The sport
event reflects a multicultural environment due to the combination and interaction of the
athletes, associates and the social participants from various nations. For the period of
the Games, different cultures are mixed, merged, blended and dispersed via the per-
sonal and interpersonal contact of social media. During the Olympic Games, all those
who connect with the Games in some way, however brief, become a part of the
Olympic family, and media, and more recently social media, have played a dominant
role. Sugden and Tomlinson suggest that global sporting events such as the Olympic
Games are unique in that they play a distinct role in the creation, management and
mediation of cultural meanings [10]. This is especially true within the context of
connecting with the Games. These myriad ways of creating and maintaining engage-
ment, connections and interactions provide the mechanism by which the Olympic
Games mediate and reflect multiculturalism as a core component of the social milieu
and outreach of the event.
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3 Multiculturalism

In its broadest sense, the term ‘multicultural’ is defined as “relating to or containing
several cultural or ethnic groups within a society” [11]. As such, the term can be used
to encompass different cultures, groups and relationships within a specific context. This
assumes the acceptance and integration of diverse groups within a nation or cultural
group. If the Olympic Games is considered a cultural group (i.e. sport) as well as a
multicultural environment, the interactivity and integration between the participants
and the public must also be understood within the sport event and social media context.
According to Traganou [12], although based on a universal narrative, the Olympics
also reflect the idea of ‘nation’ and of the world being divided into nations. Despite the
competitive aspect of the Games, it is an interesting juxtaposition, given its aim of
inclusiveness and the multicultural environment represented, disseminated and rein-
forced by the use of media to connect people with the games and provide opportunities
for interaction. This multicultural aspect of the games is advanced through media and
reinforced by the use of social media, as it removes the engagement/interaction gap
between the Olympic Games, the athletes and the public.

4 Intercultural Adaptation

This gap creates an environment whereby connections are brought closer, made,
enhanced, re-made, redefined, extended or cut, as people come together either physi-
cally or digitally, by connecting with the Olympic Games. Involvement with the
Games, within the context of social media, therefore, does not necessitate the presence
of the actor (although presence is possible) at the Olympic Games, given that the
interactions that help create this multicultural environment are dispersed. This creates
an environment of interculturalism and intercultural adaptation between the different
groups. Interculturalism refers to the interaction, understanding and communication of
people from different cultural and ethnic backgrounds when they associate with each
other. Within the context of the Games, this can be understood to mean the connection
or association of people via social media.

Due to the myriad of interactions that occur between people of diverse cultural and
social backgrounds and geographical distances, social media becomes one vehicle
through which people engage with each other at the Games. This engagement also
requires intercultural adaptation to mitigate the multicultural aspects of engagement at
the event. The Olympic Games is a unique event held every four years and provides a
challenging competitive environment for the participating athletes who must adapt to
often strange conditions. Athlete or sport cultures may vary between nations, teams or
groups of athletes within the same team, creating circumstances whereby adaptation is
necessary. Social media provides a medium for athletes to communicate and interact
with others from their own cultural, ethnic and national communities, facilitating long-
distance intercultural adaptation through communication. Likewise, the audience gains
access to the multicultural environment via their interaction with the various media.
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5 Multiculturalism at the Olympic Games

The proliferation of social media has ensured that during the brief period of the
Olympic Games, this mega sport event encompasses a multi-cultural global environ-
ment which extends beyond usual geographical and community interactions. As such,
the sporting environment, specifically the Olympic Games, could be considered a
manifestation of a multicultural environment in addition to being a multi-sport envi-
ronment and a mega sporting event. It is an event that facilitates and exhibits Ver-
kuytens’s [13] contention that the fostering of multiculturalism requires a necessary
understanding and appreciation of ethnic diversity as well as the inclusion of minority
cultures and identities. A recent example of this in relation to the Games is the creation
of the ‘Refugee Olympic Team’ for the Rio 2016 Olympic Games and its reconstitution
for the Tokyo 2020 Olympic and Paralympic Games [14].

This action reinforces the multiculturalism inherent in the Olympic Games as an
event and the associated ethics of equality that are implied in the Olympic values of
friendship, respect and excellence, the Paralympic values of determination, inspiration,
courage and equality, and the UN Sustainable Development Goals of gender equality
(Goal 5) and reduced inequality (Goal 10) [15]. These values provide the ethical and
philosophical foundations of universal principles that are applied together with mul-
ticulturalism and diversity within the context of the Olympic Games in order to foster
the same in lives and society. As well as being a multicultural environment, the
Olympic Games is also an arena for intercultural adaptation as the athletes, event staff,
visitors and even the audience are exposed to social media as a vehicle to learn about
the host country’s culture and vice versa. The athletes also establish and maintain
relationships among each other and stay in touch with events in their own countries and
conversely the international audience also interacts and communicates with the athletes
and the Games through the provision of media and social media. As such, the com-
munication and interaction occurring through the influences of media and social media
also affects and reinforces the intercultural adaptation and the multicultural environ-
ment of the Olympic Games.

6 Media and the Olympic Games

The IOC broadcast policy is described in Rule 48 of the Olympic Charter as, “the IOC
takes all necessary steps in order to ensure the fullest coverage by the different media
and the widest possible audience in the world for the Olympic Games.” [16]. Table 1
shows the progression, media type, content and first usage of the various media since
the revival of the modern Olympic Games in 1896. Looking at the adoption and
adaptation of new technology in successive Games, it is clear that the IOC from its
inception sought to engage and encourage participation in the Olympic Games by the
public audience. A milestone in media provision occurred with the creation of the
Olympic Broadcasting Service in 2001 to serve as the host broadcaster for all Olympic
editions, thereby negating the need to rebuild the broadcast operation for each new
edition of the Games [17]. In recent times, the level of engagement has increased
exponentially through the proliferation of digital platforms and content, emphasizing
that the IOC has adapted well to the new media environment launching its own
YouTube channel, the Olympic news channel and Olympic video player app.
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Table 1. Development and implementation of media at the Olympic Games.

Olympics (*denotes
winter Games)

Year Media type, content and first usage

Athens 1896 Written press
Newsreels (screened within weeks) [18]

Stockholm 1912 Newsreels (screened within days), Film [18]
Paris 1924 Limited live radio [18]
Berlin 1936 Full length feature film

Television broadcast via closed circuit TV
Live radio in 28 languages and 2,500 broadcasts [18]

London 1948 Worldwide radio broadcast
Television broadcast up to 200 km from the Games venue
[18]

Rome 1960 Live broadcast to 18 European countries [17]
Tokyo 1964 Satellite broadcast relays images overseas [17]
Mexico 1968 Slow motion footage available live [17]
*Sapporo 1972 Television feed provided to broadcasters [17]
*Lillehammer 1994 Satellite broadcasts to Africa begin [17]
*Nagano 1998 Video on demand and 3-D high definition [17]
Sydney 2000 Internet provision of specific news and results [19]
*Salt Lake City 2002 All winter events covered live [17]
Athens 2004 Internet streaming [18]
*Turin 2006 HDTV coverage

Coverage available on mobile phones [17]
Beijing 2008 High definition broadcast

Global digital coverage
Digital platforms provide live and VOD access
VOD, internet coverage & highlight clips for mobile phones
IOC launches Beijing YouTube internet channel [20]

*Vancouver 2010 Full coverage on digital media coverage
Debut of 24-h Olympic News Channel
Mobile phone feed [21]

London 2012 Internet, mobile and other digital platforms exceed TV
coverage for the first time
Live 3-D coverage of opening and closing ceremonies and
selected events [22]

*Sochi 2014 Digital coverage exceeds traditional broadcasting (winter
games context)
Launch of Olympic video player app. [17]

Rio 2016 Most consumed Games ever
Digital coverage exceeds traditional broadcasting
(summer games context) [17]

*Pyeong Chang 2018 Increased digital coverage over multiple platforms
Biggest games ever on social media platforms [17]
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6.1 Social Media and the Olympic Games

Despite the IOC’s uptake and implementation of technology as shown in Table 1, a
clear distinction needs to be made between more traditional forms of media and social
media when considering media engagement at the Olympic Games in relation to the
creation of a multicultural environment. This is because social media removes the gap
between the audiences, the Games and the athletes, as these actors can respond
immediately to digital interaction by tweet, post, blog, photo or other means. Therefore,
for the purposes of this paper, social media is defined as the “digital platforms, services
and apps that are built around the convergence of content sharing, public communi-
cation and interpersonal connection” [23].

Table 2 shows the development of media broadcast at the Olympic Games from
Sydney 2000 until Pyeong Chang 2018. Sydney 2000 is considered to be the first
Olympic Games where limited digital content was made available. The change in
technology, its affordability and immediate accessibility are the prime reasons for the
explosion in the use of social media at the Olympic Games from London 2012
onwards. According to the communications director of the London Organizing Com-
mittee of the Olympic Games (LOCOG), this reflects the fact that there was limited fast
internet in Sydney (2000), limited access to smart phones in Athens (2004) and limited
membership of social networks in Beijing 2008. As such, London 2012 is considered
the first social media games because “…everyone has all that and will be consuming
the games in a different way” [24]. As technology changed and it was incorporated into
the Olympic Games, the way of measuring the engagement of the audience also
changed.

Table 2. Olympic Games broadcast audience.

Olympic
Games

Year Television audience
(billion)

Digital platforms Social media
platforms

Unique user
(billion)

Video views
(billion)

Video views
(billion)

Sydney [26] 2000 3.7 0.23 page
views

Salt Lake City
[17]

2002 2.1

Athens [17] 2004 3.9
Turin [30] 2006 3.1
Beijing [17] 2008 3.5 0.4 0.7
Vancouver
[17]

2010 1.8 0.13 0.3

London [28] 2012 3.6 1.2 1.9 0.376 [27]
Sochi [17] 2014 2.1 0.3 1.4
Rio de
Janeiro [17]

2016 3.2 1.3 4.4 >7 [29]

Pyeong
Chang [25]

2018 1.92 0.67 3.2 1.6
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The provision of media and digital media content in relation to Table 2 can
therefore be broken down into three distinct periods: Sydney 2000 until Beijing,
Beijing 2008 until Rio and Rio 2016 onwards. For the Sydney 2000 Olympic Games,
internet content/access became more widely available, although speeds were relatively
low. The Sydney Olympics website received over 230 million page visits during a 17
day period [31]. This data is shown for reference only, as the data measurement and
assessment for Salt Lake City, Athens and Turin varied. In addition, the IOC intro-
duced Total Viewer Hours (TVH), a new method of measuring the Olympic television
audience levels [31]. The figures in the Television Audience column represent the net
number of people who saw at least one minute of the Olympic Games coverage [17].
From Beijing 2008, viewers were divided into television and digital audiences. Plat-
form ‘unique users’ represent the number of different individuals who visit a site within
a specific time frame and video views represent the number of times a video is watched
[17]. From Rio 2016 onwards, viewership of the social media platforms was consid-
ered. The social media platforms ‘video views’ represent the official content viewed
across platforms. The latter two editions of the Games, Pyeong Chang (winter) and Rio
(summer) have the largest numbers of engagement via social media platforms.

6.2 Use of Social Media at the Olympic Games

Social media platforms encompass and celebrate the diversity of the multicultural
environment that is the Olympic Games and actively promote and encourage associ-
ation with the event. Social media facilitates and allows the integration of the user with
the hosting community (the Olympic Games) [32]. The proliferation of mobile plat-
forms like Twitter, Snapchat, Facebook and Instagram provide a way of linking people
together through knowledge and behaviors, thereby creating a sense of belonging to a
greater (global) network, larger than the local community [33]. Figure 1-left [34] shows
Australian cross-country skier Phil Bellingham taking a selfie on Thursday, Feb. 8, at
the Pyeong Chang Olympic Village in South Korea, during a welcoming ceremony.
Figure 1-right [35] acknowledges the public and social perception of London 2012
being the ‘social’ Games or the ‘twitter’ Games. The icons associated with the athletes
are instantly recognizable – their faces (who the athletes are does not matter) blocked
out to represent the encompassing nature of the social media influence at the Games.

Fig. 1. Representation of social media and the Olympic Games: Pyeong Chang 2018 (left) and
London 2012 (right).
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This environment is created by official social content from the IOC, International
Federations, rights holders and sponsors as well by ‘unofficial’ content from athletes
and attendees and those not at the event but active on social media. The iconography
also speaks to the less structured aspects of social media – the IOC increasingly has less
control over the content and interactions between the athletes and their online/social
media fans or communities.

7 Watchers, Consumers, Associates and Participants
and the Extension of the Multicultural Environment

In considering the engagement of people with media and the Olympic Games and the
creation and reinforcement of their multicultural environment, it is also necessary to
define the different groups who make up the overall extended multicultural community
and their relationship with each other. These groups, despite their distance from the
Games, are connected with each other via media and social media and they create and
reinforce the concept that the Olympic Games is a multicultural environment. Watchers
comprise the audience that views the Olympic Games through any type of media. This
audience consists of groups or individuals who are the most distant in terms of space to
the event. Consumers are those present at the Games, who experience the events first
hand, but who are not participants. This group is present at the Games, therefore their
social media profile is different from other types of audience, due to their immediacy
with the event. Associates are the relatives, friends and communities associated or
directly connected to the athlete participants; they have immediacy with the participants
and reflect a different interaction. Participants comprise the athletes and national teams
competing in the Games. All these groups interact and contribute to the intercultural
adaptation and multiculturalism of the Olympic Games through their interactions.
Community has evolved from being place-based to being space-based [36], as virtual
communities have no constraints in relation to how, when and why they interact. The
relationships of each of these groups to each other are shown in Figs. 2 and 3.

Olympics 

Social 
media 

Mul - 
cultural 

env. 

Fig. 2. Relationships between groups: components
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Figure 2 shows the Olympics as the core component by which the multicultural
environment of this global sporting mega event is formed and reinforced. Without the
event to provide the context, ‘social media’ and ‘multicultural’ environment are dis-
parate entities. Figure 3-left shows how social media connects the different groups to
the Olympic Games, providing the impetus for engagement and closing the gap
between the event, participants, audience, consumers and the associates. Chen [37]
suggests that the distinctive nature of new media (e.g. social media) has facilitated the
development of human interaction in an interconnected and complex way. Likewise, in
Fig. 3-right the multicultural environment is created, maintained and reinforced by the
connections made between the different groups. These include connections within the
multicultural environment of the Olympic Games itself and within the virtual multi-
cultural environment created and fostered through interactions on social media.

Figure 4-left shows people in a favela in Rio de Janeiro watching the Olympic
Games on television as Rafaela Silva, also from the favela, is presented with a gold
medal in judo [38]. Figure 4-right shows the public in Fiji watching the final of the rugby
sevens match of Rio 2016 [39]. These images reflect Jacobsen’s [36] view that the
Olympics is a profoundly social event, as people gather around various forms of tech-
nology in groups and settings to view the Games. Traditional media provides the means
and social media provides the digital space or place where people around the world can
feel connected to an event such as the Olympic Games, regardless of the distance that
separates them. In this instance, the favela is right next to some of the Olympic Games
venues, whereas Fiji is geographically distant from the same venues. The athletes and
consumers at the Games are present in the existent and virtual multicultural environ-
ments of the event. This represents a multicultural environment by default – respect and
recognition of other diverse cultures within the arena of digital platforms is necessary
also, given the immediacy of viewing, comment and response. Television, for example,
is one-dimensional in that the connection and interaction between the audience and the
event is limited. The audience can choose to watch or not - turn the television off and
the event becomes a recent memory. Conversely, social media provides the impetus for

Fig. 3. Relationships between groups: social media (left), multicultural environment (right)
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continued association but also acknowledgment that the digital presence is pervasive –
just one click or swipe away. This immediate access promotes engagement, but also
inherent acceptance of the multicultural aspects of communication and of the envi-
ronment that the Games represent.

7.1 Use of Social Media to Promote a Multicultural Environment

The Olympic narrative and Olympism endeavor to bring people and communities
together, crossing international, national and ethnic boundaries. The Olympic Charter
aims “to place sport at the service of the harmonious development of human-kind, with
a view to promoting a peaceful society concerned with the preservation of human
dignity” [16]. Therefore, the adoption and use of social media by the IOC in fulfillment
of these aims is a powerful tool for sport and intercultural development. Social media
provides the platform and thus contributes and reinforces the Olympic narrative that the
Games should bring people together. Any person can experience, interact and con-
tribute to the Games by blogging, liking, tweeting, photographing and following social
media. In this instance technology provides the means to develop and expand the
multicultural and intercultural interactions of the Games – expanding it beyond the
confines of physical stadia.

The choice to engage with social media within the context of the Olympic Games is a
communicative and social choice, but by doing so, social media users and their inter-
actions reflect and reinforce the realities and discourse of the Olympic Games that are
defined by the implementing organizations. This opportunity for engagement also reflects
a sphere of influence to be utilized as the public respond and interact with social media.

This association with the social aspects of spreading information continues beyond
the closing ceremony of an Olympic Games. In the context of the Tokyo 2020
Olympics, the extent to which social media has an impact on the dissemination of
‘correct’ information within an intercultural and multicultural context is considered
important, as is the use and monitoring of social media [40]. These aspects of sport and
social media at the Olympic Games and in respect to Tokyo 2020 are of interest from
the viewpoint of their interaction and the creation, maintaining and reinforcement of a
multicultural environment.

Fig. 4. Watching the Olympic Games in a favela in Rio (left) and in Fiji (right)
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8 Social Media and Fast Forward Towards Tokyo 2020

Other aspects must be addressed when considering the impact of social media and the
multicultural environment of the Olympic Games. The multicultural environment
engendered by the Games has two distinct periods: the mega event and its associated
competition schedule and the Olympiad. In ancient times, the Olympiad meant the span
between the Olympics, but in modern times various definitions and usages have
occurred. Taken in its historical and ritual context, it could also mean the time spanning
the ending of one Games (e.g. the conclusion of the closing ceremony of Rio 2016) and
the ending of the next Games (the conclusion of the closing ceremony of Tokyo 2020)
(Alexis Lyras, personal communication, 11 March 2019). It is useful within the context
of the Olympic Games, social media and multiculturalism to consider the period after
one Olympic Games and the beginning of the next and to consider whether people
maintain their connection with the Olympic movement in relation to their social media
interactions.

At present, the pervasiveness of social media is exemplified by the fact that it is
estimated that there will be around 2.77 billion social media users around the globe at
some point in 2019, an increase from 2.46 billion in 2017 [41]. This phenomenon,
when considered form the viewpoint of an engaged multicultural community, has
implications for how people interact pre, during and post Olympic Games. Liu and Guo
[33] indicate that the interaction and interconnectedness of people with social media is
a result of their sense of belonging with a particular brand of social media that also
engenders their loyalty as this sense of connectedness and interaction is supported and
maintained. From a mega sport event perspective, it is important to retain the interest of
the public in the Olympic Games during the period between each edition of the Games.
The association with the social and educational aspects of spreading information is
important pre, during and post Games as are maintaining and enhancing the connection
between the public and the Olympic movement (or family).

Table 3 details the numbers of followers for selected social media platforms
(Facebook, Twitter, Instagram and You Tube) for the Olympic Federations from 2016
to 2018 [43–45]. TSE Consulting produced the first Social Media Ranking of Inter-
national Sports Organizations in 2016 [42] and provides an overview of how the
international sports organizations are performing on social media. The reports for 2017
and 2018 include other social media platforms than the four mentioned above, but for
the purposes of this paper and comparison the benchmark platforms of 2016 will be
utilized for uniformity. The release of this report in 2016 is a timely reminder of how
connected and engaged the Rio Olympics were and indicates the increasing influence
of social media in the past three years. Future work will consider comparison of the
additional platforms. In Table 3, the counts for the various platforms were recorded in a
slightly different way during the three-year period. For Facebook, in 2016 the desig-
nation counted was ‘followed’, but for 2017–2018 it was ‘most liked’. For Twitter and
Instagram in 2016–2018 the counts represent the ‘most followed’ designation. For
YouTube, in 2016 the category counted was ‘most followed’, which changed to ‘most
subscribed’ in 2017–2018.
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Table 3. Olympic federations and selected social media platforms 2016–2018.

Platform Organization Year 2016
[43]

Organization Year 2017
[44]

Organization Year 2018
[45]

Facebook Olympics 15,080,245 Olympics 19,048,216 Olympics 19,149,424
FIBA 3,334,657 FIBA 4,513,721 FIBA 5,945,217
FIFA 3,165,937 FIFA 3,471,960 FIFA 3,985,621
Olympic
Channel

1,783,807 Olympic
Channel

2,616,333 Olympic
Channel

3,065,109

Hockey 1,001,238 Hockey 1,078,242 FIBA 3x3 1,504,046
Cycling 758,743 FIBA 3 � 3 1,053,725 Hockey 1,906,640
Judo 697,379 IAAF 814,361 IAAF 850,373
IAAF 679,041 Judo 751,058 Volleyball 800,902
Paralympics 581,515 Volleyball 657,271 Judo 778,670
Volleyball 524,414 Rugby 7s 620,996 Rugby 7s 716,277

Twitter FIFA 9,567,158 FIFA 19,309,646 FIFA 21,063,758
Olympics 5,628,977 Olympics 8,143,842 Olympics 8,749,100
FIBA 327,417 World

Rugby
495,866 World

Rugby
596,114

Cycling 310,586 FIBA 428,480 FIBA 468,824
World
Rugby

267,408 Cycling 363,207 Cycling 406,449

IAAF 113,156 WBSC 245,325 WBSC 251,623
Volleyball 104,579 Paralympics 217,866 Paralympics 236,249
Hockey 104,004 IAAF 206,985 IAAF 233,219
Skiing 100,638 Volleyball 132,832 Volleyball 190,310
Triathlon 84,842 World

wrestling
131,655 Badminton 151,377

Instagram FIFA 3,799,463 Olympics 1,640,082 Olympics 2,000,232
Olympics 1,534,336 World

Rugby
832,179 World

Rugby
1,022,783

World
Rugby

690,171 FIBA 521,717 FIBA 707,310

FIBA 440,863 Volleyball 381,897 Cycling 534,386
Volleyball 268,146 Cycling 350,678 Volleyball 496,385
Cycling 213,369 Equestrian 185,158 Judo 386,443
World
Triathlon

121,431 World
Triathlon

172,990 Equestrian 280,728

Skiing 115,458 IAAF 166,128 IAAF 273,096
Hockey 100,686 Karate 156,796 Wrestling 266,799
Equestrian 99,051 Olympic

Channel
155,196 Olympic

Channel
255,216

(continued)
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Table 3. (continued)

Platform Organization Year 2016
[43]

Organization Year 2017
[44]

Organization Year 2018
[45]

You
Tube

Olympics 1,602,630 Olympics 1,945,275 FIFA 7,424,590
FIFA TV 1,495,663 FIFA TV 1,908,307 Olympic 3,085,799
FIBA World 257,610 FIBA World 367,460 Badminton 789,700
Cycling 214,170 Volleyball 317,348 FIBA 565,445
Volleyball 170,348 World

Rugby
264,382 World

Rugby
428,303

ITTF 160,054 Cycling 251,444 Volleyball 394,804
Gymnastics 142,309 ITTF 202,364 Cycling 316,627
Archery 80,738 FIG channel 195,511 Karate 305,813
Hockey 79,843 FIBA 3 � 3 110,648 ITTF 287,303
Judo 77,837 Judo 108,833 Gymnastics 273,711

The figures for 2016 indicate that the International Olympic Committee (IOC) and
its associated International Sports Federations are well represented on social media and
continue to maintain a presence across the four platforms. The IOC (Olympics) tops the
rankings on YouTube and Facebook, with the Facebook page having in excess of
fifteen million likes. The International Football Federation (FIFA) is dominant on
Twitter and Instagram. The top three organizations over all platforms for 2016 are the
IOC, FIFA and FIBA (International Basketball Federation). For 2017, the numbers
again show that the IOC is top for Facebook, Instagram and YouTube, whereas FIFA
maintains its dominance on Twitter. The IOC Olympics page is the most liked of any
international organization, with over nineteen million likes. For 2018, the IOC is
dominant on Facebook and Instagram, with FIFA being top on YouTube and Twitter;
FIFA’s YouTube presence increased dramatically, most probably due to the holding of
the Football World Cup. Likewise, the IOC’s presence on Facebook might be due to
the Youth Olympic Games and the Pyeong Chang Winter Olympic Games. In general,
since 2016, all the international federations have increased their presence on social
media, with the top five organizations remaining fairly constant and positional changes
in the 6-10 rankings amongst the smaller federations. It is interesting to see the increase
in social media presence of the smaller federations as they endeavor to engage further
with their fans. Of note is the rise in karate in 2018, presumably linked to Tokyo 2020
where it is a competitive sport for the first time.

The Tokyo Organizing Committee of the Olympic and the Paralympic Games
(TOCOG) presence on social media is extensive and complements the IOC’s offerings.
As of 9 March 2019, the official TOCOG social media platforms of Facebook (607,741
followers) [46], Twitter (2,687 tweets and 140,000 followers) [47], Instagram (192
posts and 129,000 followers) [48], Weibo (10,533 fans) [49] and YouTube (26,777
subscribers) [50] represent a significant presence more than 500 days out from the
Games [51] and is likely to increase as the Tokyo edition of the games draws nearer.
The social presence of the IOC, the international federations and TOCOG reflect a high
self-presentation/self-disclosure and ‘medium’ presence as defined by Kaplan and
Heinlaen [52] in Table 4.
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Perhaps the next step in the development of a virtual multicultural environment
mirroring Kaplan and Heinlaen’s [52] ‘high’ classification would be the development
of integrative technology – using virtual reality and augmented reality, as in the
Japanese National Broadcaster’s (NHK) virtual trip back to the 1964 Tokyo Olympics
in the lead up to the 2020 Games [53].

9 Conclusion

Various terms including ‘networked spectators’ have been used to describe the nature
of social media in relation to the Olympic Games and the dispersed nature of the
interaction during this mega sporting event. The nature of social media encourages
active participation in the Olympic Games by the various communities and contributes
towards the establishment of virtual spaces where the different actors can communicate
in contrast with the physical places usually associated with an edition of the Games.
These types of interactions create virtual communities manifesting a multicultural and
intercultural environment associated with the Olympic Games on a physical and virtual
level. This environment is reinforced, extended and maintained by the IOC and the
international federations before, during and after each edition of the Olympic Games.
The increase in social media usage has facilitated an increase in the number of people
interacting on social media with the various sporting organizations, creating a level of
interest and engagement that is growing year by year, reinforcing the social and edu-
cational aspects of Olympism. The advent of new technology is also redefining the way
people can interact and utilize social media in the lead up to Tokyo 2020.
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Abstract. The paper describes an innovative undergraduate program aiming to
be sensitive to the increasing demand for higher education by the multi-cultural
population in north-eastern part of Israel. The program interweaves societal,
economical, informational, and technological facets of businesses, organiza-
tions, and communities in order to prepare students to successful Information
Systems careers. The paper’s focus is on a group of ultra-Orthodox students who
graduated in 2017, including the unique case of an elderly caregiver who
became a startupist. In light of recent calls for increasing the low employment
rate of Israeli ultra-Orthodox Jews and for enabling their employment in fields
that offer higher-paying jobs, such program might suggest a fruitful path.

Keywords: Community Information Systems � Entrepreneurship � ICT4D �
PBL

1 Introduction

In the last three decades we have witnessed an invasion of homes, workplaces, public
spaces, and both local and global organizations by information technology tools and
systems. The advents of the World Wide Web, wireless communications, and minia-
turized computing technology have expanded this invasion into mobile devices and
remote communities. The widespread everyday use of mobile devices, computers, and
information systems reflects a shift in conceptualizing the technology as more social
than it was perceived before. More recently, over the last several years, social infor-
mation systems have gained significant popularity. Social networking sites, social
sharing and tagging systems and social media attract several million users a day all over
the globe. These kinds of information systems provide their individual users with
increased social presence, much broader access to information and knowledge, and
powerful means of communication [1]. At the same time, social information systems
emerge as an empowering force for both local and global communities, organizations,
and businesses.

Following these changes [2], a new interdisciplinary area of study has evolved,
arguing that the social and the technological mutually shape each other. Studies in this
area touch several different fields, including computer science, information systems,
information science, and some social sciences [3]. By examining the social aspects of
computing, the fields of Social Informatics and Community Informatics aim to ensure
that technical research agendas and information systems designs are relevant to the
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lives of people and organizations. Community Informatics aims further at empowering
communities through the use of technology, especially those groups who are excluded
from the mainstream communication systems [4].

The increasing interest among different communities of practice in integrating
human and social considerations into traditional Information Systems (IS) curricula has
led to the development of new academic programs around the globe. These are aimed at
establishing a framework within which students develop analytical skills to identify and
evaluate the social consequences of ICT-based systems and gain experience in the
socio-technical process of designing information systems in business, libraries, health,
government, education and beyond. While IS curricula have been traditionally targeted
to business schools, the latest model curricula for undergraduate degrees in Information
Systems [5] recommended reaching beyond the schools of management and business,
stating that the discipline provides expertise that is critically important for an increasing
number of other domains. In Israel, however, most undergraduate Information Systems
programs operate either as part of the faculty of engineering or within the context of the
business environment and related activities.

The undergraduate program in Community Information Systems (CIS) has been
developed at a college situated in the north-eastern part of Israel in light of the global
trends discussed above and, in addition, as a response to the educational gap identified
between various population sectors in Israel. The program seeks to prepare and grow
local Information Systems workforce by advancing understanding of computing,
design, human-computer interaction, digital culture, entrepreneurship and other sub-
jects regarded as critical to developing the needed workforce for the 21st century [6].
The curriculum combines theory and practice while emphasizing subjects that are
relevant to the workforce and the organizations surrounding the college, thus creating
‘practice of relevance’ [7] for its students.

2 The CIS Program Structure

The undergraduate program in Community Information Systems (CIS) has been
approved by the national council for higher education at the end of 2010 and the first
students started their course of study in the fall term of 2011. The program’s main
assumption is that the revolutionary development of information technologies in
general and of information systems in particular, changes organizational structure and
organizational practices. Therefore, the workforce as a whole will benefit from
acquiring basic academic knowledge in information systems, not only the engineers or
those in managerial positions [8]. The notion of “community” in Community Infor-
mation Systems is broad, including business communities as well as non-profit orga-
nizations, global or local organizations, public communities, cultural communities, and
rural communities [3, 4, 9].

Imagining information system as a junction connecting (i) human users, (ii) sup-
porting technologies, and (iii) organizational environment, the curriculum includes
(i) psychological and sociological aspects, (ii) information technologies and systems,
and (iii) issues of organizational culture. This interdisciplinary approach can be seen
also in Community Informatics undergraduate and graduate programs in Canada, USA,

Bridging Between Jewish Ultra-Orthodox and the Start-up Nation 525



Australia, Italy, South Africa, and other countries [10] as well as in the emerging field
of ICT for Development – ICT4D [11, 12]. The interdisciplinary nature of these fields
calls for creating interdisciplinary academic programs that will support educating
“more capable learners, more innovative teachers, more creative thinkers, more
effective leaders and more engaged global citizens” [13, p. 626]. Such programs enable
students’ specialization both in the technical and the social aspects of information
systems. They also expose learners to the breadth of human arenas and communities
supported by information systems like public health, economic development, educa-
tion, and many more.

The three-years curriculum is structured around “Information Technologies and
Systems” as a core area of study [14]. Required core courses provide 70 out of 120
credits, where one credit typically equals fifteen class hours. The core curriculum
contains foundation courses in Mathematics and Statistics, Programming and Computer
Science (CS) [15], and Information Systems (IS). Additional ten credits are offered
through elective courses in the core area of study, such as cybersecurity [16], Big Data
analytics [17], and Bioinformatics [18] (see details in Table 1).

The rest of the credits are equally divided between two supporting areas of study:
(a) “The Knowledge Society” and (b) “Information in Organizations”. Area (a) in-
cludes required courses like digital culture and new media [19], sociology of the
internet, online learning strategies, and evaluating digital communities [20]. Area
(b) includes required courses like knowledge management and organizational beha-
viour. The electives include project management, Enterprise Resource Planning
(ERP) [21], and an innovative course named “Israel the Start-up Nation” [22] in which
students are visiting high-tech companies and start-ups to experience first-hand the
organizational culture of the industry they are about to join.

Table 1. Distribution of courses in different areas of study

Area of study Year 1 Year 2 Year 3 Sum of
credits

Core: Information
Technologies and
Information Systems

Required credits 25 25 20 70
Elective credits 6 4 10

Sum of core credits 25 31 24 80
Areas of specialization:
(a) The Knowledge Society
(b) Information in
Organizations

Required credits
in area (a)

8 6 4 18

Required credits
in area (b)

8 6 4 18

Elective credits 2 2 4
Sum of credits in areas of specialization 16 14 10 40
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As part of the required core curriculum, 3rd year students are designing, devel-
oping, and presenting a real-life project thus combining the knowledge from previous
years to construct a digital information system for an organization of their choice (see
examples in Fig. 1). Project-Based Learning (PBL) plays an important role in this
process. PBL is a powerful pedagogy, thought of as especially appropriate for ICT and
business management courses [21, 23]. PBL provides students opportunities to practice
cognitive and interpersonal skills, as they work in group projects, cope with complex,
real world issues and practices and produce carefully designed products [24]. It is
further justified by the CIS program’s inherent diversity as well as the learning
requirement from students to develop a broader and deeper understanding of how high-
tech organizations and entrepreneurs work, and how they utilize technology to improve
their products in particular and the society in general [8].

The structure of the Community Information Systems program separates the core of
the curriculum from the electives with the intent of supporting the creation of a sound
knowledge base of information systems, at a level appropriate for undergraduate stu-
dents. At the same time, the courses in both areas of specializations mark the social,
cultural, organizational, and human aspects as central to the knowledge base of
information systems, thus can support the conceptual development of a multi-faceted
body of knowledge. As can be seen in Table 1 above, students are exposed to the
interdisciplinary nature of the program from Year 1. That way the program provides the
multidisciplinary knowledge required for entry-level positions in a wide spectrum of
organizations, as well as design experience of real-world information systems.

One of the program’s pillars is rooted in the disciplinary foundations of Computer
Science (CS) and software development. The core Community Information Systems
curriculum proposes a computing track tailored for non-computer-science majors in
order to give them an understanding of the principles and practices of computing as
well as its potential for transforming the world [25]. As a result of such integrated
curriculum, the program envisions graduates which are both information-technology-
oriented and social-oriented, and thus can empower the communities within they live
and work. Five cohorts have graduated the program so far, and most graduates are now
employed as knowledge workers in a wide array of organizations.

Fun Ride KADISHA Ultra-Orthodox 
Vacations App

“Haim Tovim” Municipal Elections 

Fig. 1. Final projects designed by 2017 graduates of the ultra-Orthodox group
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3 Opening the CIS Program for Ultra-Orthodox

In parallel to the process of designing and opening the unique B.A. program in
Community Information Systems at the college, significant changes have been docu-
mented with regard to integrating ultra-Orthodox undergraduates in the Israeli higher
education system in [26]. Recent reports expect that within the next decade, the ultra-
Orthodox sector will reach 16% of the total population (now 12%), and that more than
half of its population will be young (under 20). The Israeli higher education system has
joined forces in an effort to prepare for these changes, while the number of ultra-
Orthodox students in it has already grown from 1,000 in 2007 to more than 10,000 in
2017. Worth noticing is the fact that the breakdown of B.A. subjects taken by ultra-
Orthodox students differs greatly from that among the general population, and that only
8% study engineering (including computer science), compared with 18% of the general
population in Israel.

The number of ultra-Orthodox Israelis rose above one million for the first time in
2017, including a growth within the city where the college is located and the com-
munities around it. As a college located at the heart of the ancient city, surrounded by
all kinds of religious communities including the ultra-Orthodox, the college is sensitive
for the needs as well as for the challenges in opening the college’s doors to this
population. After a successful initiative of offering an academic degree in social work
for ultra-Orthodox women, the Community Information Systems department joined the
endeavor in 2013 by tailoring the B.A. program to the needs of ultra-Orthodox men.

3.1 Bridging the Gaps

The ultra-Orthodox class of 15 men from the major cities and the surrounding com-
munities of the eastern Gallilee, was constructed with the aid of external agencies and
philanthropies that generously supported the students during four and a half years of
study. This support enabled overcoming the income gap, which is only one of the
barriers need to be considered. In special, the college needed to construct a program of
study that will overcome the knowledge gap, including a lack of general studies and
matriculation certificates, as the following quotation clarifies:

“Most members of the ultra-Orthodox sector have never received a basic educational founda-
tion. Ultra-Orthodox elementary schools for boys teach secular subjects for a limited number of
hours and at a level that does not provide a suitable basis for the modern labor market. Most of
the ultra-Orthodox (both men and women) do not obtain a matriculation certificate, and thus
find it difficult to gain entry to regular institutions of higher education” [27, p. 85].

In order to meet the acceptance conditions for the Community Information Systems
program, the ultra-Orthodox group began with a first-year general preparatory program
emphasizing Mathematic, English, and computer literacy, equivalent to high school
matriculation certificate. In the second year, the group was offered a structured program
of studying towards the national psychometric exam, and in addition took courses like
Academic Literacy and Introduction to Information and Communication Technologies.
These credits were later qualified towards the 120 credits of the Community Infor-
mation Systems program. Only after successfully passing the December 2013 national

528 D. Levy



psychometric exam with a sufficient score, the students could begin their course of
study in the B.A. program. Their first semester of the program was the spring semester
of 2014.

Another gap needed bridging has been more cultural. The male students in the
ultra-Orthodox group were relatively older than the regular college student population
and were already fathers in large families. They often were the first in their families to
reach the academic world and were not used and sometimes reluctant to study and work
in a mixed-gender and multi-cultural environment. It is worth noticing however that the
ultra-Orthodox society is changing in this respect as well. For example, a survey from
2013 shows that a growing percentage of the ultra-Orthodox parents support academic
studies for their children [28].

The college therefore supported constructing a special learning environment for the
Community Information Systems’ ultra-Orthodox group, using the college’s facilities
in less crowded evening hours, leaving Fridays off (unlike the regular program), and
offering additional summer semesters. As Table 2 shows, the complete program
included 8 semesters over three years, while regular B.A. studies usually spread over 6
semesters with long summer vacation between the first and the second year and then
again between the second and the third year. The Community Information Systems’
ultra-Orthodox students therefore took part in a challenging non-stop learning journey
towards becoming part of the high-tech community and the professional workforce of
what is termed “The Startup Nation” [22].

3.2 The Case of M.M.

A few days after the holiday of Sukkot in October 2017, only four months after
graduating the CIS program and receiving his B.A. diploma, stepped M.M. on to the

Table 2. Timeline of the ultra-Orthodox CIS program

Part of the program Dates

Preparatory program October 2012–August 2013
National psychometric
exam

December 2013

B.A. Year 1 1st semester Spring 2014
2nd semester Summer 2014
3rd semester Fall-Winter 2014

B.A. Year 2 4th semester Spring 2015
5th semester Summer 2015
6th semester Fall-Winter 2015

B.A. Year 3 7th semester Spring 2016
8th semester Summer 2016

Final projects presentation
(see examples in Fig. 1)

January 2017

Graduation ceremony June 2017
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stage of the college’s auditorium to make a pitch presenting his innovative social-
technological idea. The presentation was a part of the Demo Day of the newly
established center of innovation and entrepreneurship at the college. Following a
summer full of design activities and preparations for this ground-breaking event,
happening for the first time at the northern periphery of Israel, seven pioneering teams
presented their inventive ideas and technological initiatives in front of key figures of
the Start-up Nation and potential investors from all around the country (Fig. 2).

Among the teams chosen to participate in the pioneering cycle based on the
authenticity and maturity of their initiatives, was M.M. and his classmate from the
ultra-Orthodox group. The couple collaborated with an academic advisor who is a user-
experience (UX) professional, and also a lecturer teaching in the Community Infor-
mation Systems program, to design what they termed “Haim Tovim”, translated into
“Good Life”. The initiative grew out in the third year of studying in the program, while
the students needed to find an idea for developing an information system that meets a
real-life need, and to design a prototype as a final project using what they had learned
and experienced throughout the Community Information Systems program. In addition
to his academic studies, M.M. was also working part time as a caregiver for Haim, an
elderly person with ALS in a complex nursing state. His idea was to develop a com-
prehensive information system for monitoring the treatment of the nursing patient
outside the hospital (at home or protected housing), that will enable the caregiver as
well as the patient and the family to make sure that the required treatment has indeed
been done. Describing how the idea emerged, M.M. wrote (E-mail communication,
September 2017)1:

“My personal encounter with the giving to others while studying Information Systems gave
birth to the idea for the project (which is titled ‘Haim Tovim’ in honor of my patient). I truly
hope that the idea will progress from being a prototype in the academy to a real-world appli-
cation helping so many people who desperately need it!”

Indeed, during their last two semesters (in the summer and fall of 2016) M.M. and
his colleague further developed the idea and the prototype of the system and presented
the final project in an exciting event in front of the Community Information Systems

Fig. 2. Invitation for the demo day of the 1st cycle of Zefat’s entrepreneurship center

1 Although M.M. gave his full consent to publish any detail concerning his project, the paper uses a
pseudo name.
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department’ students and teachers in January 2017. Shortly thereafter, the project got to
the finals in a national ultra-Orthodox startups competition. Following the acceptance
of the bachelor’s degree in June 2017, M.M. received a technological job offer and
retired from his work as a caregiver. However, the original idea to develop an infor-
mation system for caregivers was not abandoned and in July 2017 the “Haim Tovim”
project was accepted to the pioneering cycle of the center of innovation and
entrepreneurship. As part of participating in the center’s activities during the summer of
2017, the team further developed the project and designed a “one pager” briefly
describing the aims, the market, and the needs (Fig. 3).

In an email correspondence during the preparations for the Demo Day, M.M.
provided a few words on himself and the unique and personal path he had been through
prior to starting the academic studies. M.M. was severely hurt twice in his left hand,
both times in terror attacks, and had to go through complex medical and psychological
treatments that disrupted his normal life (September 2017):

“…We moved to the city of Zefat. After a long time of ups and downs, treatments and personal
work, an opportunity arrived for me at the college. In a quick decision that I thank God for, I
enrolled in the CIS program. I now realize how much this move improved my life and stabilized
them”.

A few weeks later, in his Demo Day pitch, M.M. started with this personal story
and directed the audience towards realizing the potential contribution of the suggested
information system. As a result of the successful presentation, M.M. was invited to
present the project in additional professional events, and a window of opportunity was
opened for future business development. Currently, the project is being developed by
M.M. in collaboration with another graduate of the ultra-Orthodox group and the
support of a senior lecturer in the Community Information Systems program. All the
three live and work in the high-tech sector at the eastern Galilee, thus serving as a
physical bridge between the ultra-Orthodox and the Start-up Nation. In a recent email
communication M.M. reflected on their progress stating that “we constantly work on
promoting the project, (but) as it often happens, behind each wall there is another
one…” (E-mail communication, June 2018). The project’s team grows its organiza-
tional network hoping to run experimental trials of the information system and attract
more investors and supporters.

Fig. 3. The top part of the project’s one pager (in Hebrew)
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4 Summary

Accompanying and guiding the ultra-Orthodox group of students throughout their
years of studying in the Community Information Systems program has been a unique
and rare opportunity for the program’s academic staff to assist in closing some of the
abovementioned gaps, as well as to open new horizons for future professional success
in the knowledge age of the 21st century [29]. This goes hand in hand with the main
goal of the national plan to integrate ultra-Orthodox Israelis into higher-quality seg-
ments of the labor market [27] or, as the title of this paper suggests, with bridging
between the ultra-Orthodox communities and the Startup Nation.

Despite the efforts to keep technology such as computers and televisions out of
ultra-Orthodox schools and homes, the mobile revolution of the last decade makes it
almost impossible [30, 31]. Since the Community Information Systems program deals
with issues connecting social and communal understanding with advanced techno-
logical skills, the ultra-Orthodox who have graduated the program might be better able
to serve their communities with regard to understanding of both current mobile rev-
olution and future technological developments.

In addition, in light of current trends that call for programming for all and regard
coding as the literacy of the 21st century, the Community Information Systems pro-
gram holds potential to give students majoring in non-Computer-Science fields an
understanding of the principles of computing and knowledge about the practices of
computing professionals. Although the ultra-Orthodox graduates are not expected to
become professional programmers, their exposure to these basic features of software
engineering makes them more able to talk to computer scientists, understand these
professionals’ concerns, collaborate with them in developing and maintaining organi-
zational and communal IT projects, and at the same time to develop their own inter-
disciplinary career on a proper foundation.

As is hinted in M.M.’s story briefly brought above, the students in the ultra-
Orthodox group faced numerous challenges, including a lack of general studies (in
special, Mathematics and English); the need to support their large families while
studying; the absence of ‘role models’ – people from their familiar communities who
have experienced academic studies in technological fields; resistance to change and to
modernity within their close cycle of family, friends, and religious leaders; to name just
a few. A recent study of the phenomenon of ultra-Orthodox women who join high-tech
organizations raises similar challenges, but also points to the broader change underway
in employment patterns [32].

Working at the mixed-gendered, multi-cultural environment of a general academic
college, the lecturers, the managers, and the administrative staff needed also to adjust
procedures and behaviors to the specific needs of this unique group of learners.

In spite of those and additional challenges not detailed here, the experience has
been successful for both the college and the ultra-Orthodox group who graduated in
June 2017. In light of recent calls for increasing the low employment rate of Israeli
ultra-Orthodox Jews in general and for enabling their employment in fields that offer
higher-paying jobs in particular, the Community Information Systems program might
suggest a fruitful path.
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Abstract. Twitter has been a prevailing proxy in activating South Africa’s
#FeesMustFall student movement. This research explores whether or not, social
media enables effective student online activism. In contentious periods, it is
crucial to determine an effective means of conflict resolution within tertiary
education, via information and telecommunication technology. This case study
analyses a gross total of 567,533 tweets, sampling the student movement’s
inceptional years of 2015 and 2016. Frameworking this enormous engagement
using big data requires a mixed research approach. Using a big data conceptual
framework, this paper prioritises trend lines over headlines. The findings sug-
gests a methodological problem for South African researchers, university
practitioners, and social science scholars to collaborate ensuring long-term
success of a microblogging data management value chain within a tertiary
education specific ecosystem. A South African higher education microblogging
environment which collectively explores local inter-campus microblogging for
public engagement. The Big Data V-Model can inform higher education
stakeholders of public engagement effectiveness on five different qualitative and
quantitative factors. In this process, key big data opportunities and issues can be
addressed promptly and appropriately to the respective campus issues.

Keywords: Big data � Higher education � Social media � Twitter �
Student activism � #FeesMustFall

1 Introduction

Social media has fundamentally changed how a globalized society communicates.
Citizens, students and the international arena can increasingly easily engage on socio
economic issues. As an empirical problem, this research is motivated by the #Fees-
MustFall public engagement of universities in South Africa, where there is often dif-
ficulty in communicating within and beyond necessary campus stakeholders. “In a
highly political post-apartheid South Africa, the promise of a truly, non-racialized
society remains largely unrealized” (Haffajee 2015: 11). After 25 years of democracy,
South Africans still faces a multitude of socio-economic and political challenges. These
may include a depressed economy, a growing lack of confidence in the political lib-
eration party of the African National Congress party (ANC) as well as a large youth
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population demanding better access to their basic rights and jobs (Malala 2015). Big
data facilitates with investigating the effect of protestors’ online socio-political grie-
vances on campus, the national, and student life arena calls for transformation in the
higher education.

Due to application programming interface (API) accessibility, Twitter is the most
studied as it differs from other social media platforms for academic research. Williams
et al. (2017) further pronounces the platform is the main space for the online citizenry
engagement to events. In this case, the hashtag campaign #FeesMustFall. Mentioned
empirical and methodological problems are addressed respectively.

Twitter hashtag campaigns allow for rich mixed research worthy data from
smartphones to desktops user perspectives. The case of #FeesMustFall serves as les-
sons learnt to student unity, higher education policy stakeholders, and local campus
communities. Should student communities build personalised microblogging plat-
forms, specific for student activism?

Applicable for this study, descriptive science, as Dey (2003) describes a category of
science that involves descriptive research; that is, observing, recording, describing, and
classifying phenomena.

1.1 Research Question

Was Twitter an effective platform for student engagement during the #FeesMustFall
protests in South Africa?

If not, should campus communities build internal microblogging platforms for
inter-campus stakeholder communication?

1.2 Research Objective

Case study research is based on an in-depth empirical investigation of a single indi-
vidual, group or event to explore the causes of underlying principles, in accordance to
Yin (1998). Social media has changed how we communicate with each other. There-
fore this case study of 2015 and 2016, #FeesMustFall as indicated by its naming, on
Twitter, not only as conveyors of information but effectively as decentralised organ-
ising platforms. “Moreover, #FeesMustFall represents a new kind of activist politics in
the context of post-apartheid South Africa: it was a multi-cultural, multi-racial and
multi-class movement; it was multi-partisan, in that frequently the full range of party-
aligned national student political organisations were acknowledged according to
Brooks (2018). Throughout 2015, comments became centred on #RhodesMustFall,
#SONA (State of the Nation Address), #FeesMustFall, and #ZumaMustFall (Findlay
2015).

The study uses an objectivist ontological stance to describe characteristics of the
#FeesMustFall twitter population. Descriptive research used focuses not on questions
about how, when, why the characteristics occurred. Rather it addresses the “what”
question, hence a pragmatic epistemology is appropriate.

The approach to literature deductively moves from exploratory to descriptive
nature. In the span of two years, the study collects over half a million tweet data to
explore and explain additional information about online student protest culture.
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Considering Twitter protestor practice the study interrogates big data constructs if
whether or not campus communities should build internal microblogging platforms for
inter-campus stakeholder communication.

2 Literature Review

“Daily data” such as comments on Facebook, likes, video and picture posts, tweets, and
millions of videos on YouTube are just common examples of the sources of millions
and trillions of data that is being stored and uploaded/downloaded every day over the
Internet. Tomar et al. (2017) explains the exponential growth of data is challenging for
Facebook, Yahoo, Google, Amazon, and Microsoft. The term “Big Data” is used to
refer to the collection of data sets that are too large and complex to handle and process
using traditional (relational database management) data processing applications.

Big Data, involves the amount of data (volume), timeliness (velocity), diversity
(variety), and accuracy (veracity). Tomar et al. (2017) Big Data refers to the huge
amount of data that cannot pass through current mainstream software tools. Once
captured, managed, processed, and finished, Big Data could help make business
decisions within a reasonable time.

A student movement is defined by students’ sense of common cause in ‘a com-
bination of emotional response and intellectual conviction’ (Altbach 1966: 180). Gill
and de Fronzo (2009: 207–209) add a social change orientation as a criterion, arguing
that student movements represent a collective effort of ‘a large number of students to
either bring about or prevent change’.

Suggestively, a big data political mechanism is suited for this Digitally Networked
Action Segerberg and Bennett (2011) argue that evaluating the relation between
transforming communication technologies and collective action demands recognizing
how such technologies infuse specific protest ecologies. This includes looking beyond
informational functions to the role of social media as organizing mechanisms and
recognizing that traces of these media may reflect larger organizational schemes, the
FeesMustFall student movement can also be included in this description.

Lei et al. (2014)’s Big Data theoretical framework defines ‘Volume’, ‘Variety’,
‘Velocity’, and ‘Veracity’ to critically discuss gaps, commonalities and contradictions
thereof, deductively arriving to the fifth V-, ‘Value’. Each of these framework con-
structs can consult tertiary education stakeholders, as this literature review will now
detail.

2.1 Big Data Volume

‘Volume’ means Big Data systems need to be able to handle a large volume of data
according to Cuicker and Schonberger (2013: 19). This study has big data narratives as
a result of what social movement theorists refer to as Contentious Politics. “Con-
tentious Politics involves interactions in which actors make claims bearing on other
actors’ interests, leading to coordinated efforts on behalf of shared interests or pro-
grams, in which governments are involved as targets, initiators of claims, or third
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parties. Contentious politics thus brings together three familiar features of social life:
contention, collective action, and politics” (Tilly and Tarrow 2015).

Asian Protests
Protests “The Umbrella Movement was originally called ‘Occupy Central with Peace
and Love’. The Umbrella Movement became so named for the yellow umbrellas used
by demonstrators as a shield against pepper spray” (Flowerdew 2017: 454). The protest
was sparked after Hong Kong was notified that The Standing Committee of the
National People’s Congress (NPCSC) of mainland China wanted to moderate the
position of Hong Kong’s Chief Executive by limiting who could run for elections. The
protesters took to the streets and the demonstration lasted for 97 days (Flowerdew
2017, p. 455). Social media played a key role. Demonstrators used Facebook to stay
informed of the news and to stay in touch (Lee et al. 2015, p. 371).

In a similar student participation study by Qin et al. (2017, p. 139) use a big dataset
of blog posts from the main Chinese microblogging platform, Sina Weibo—over a
2009–2013 date range to document how to make sense of the data and what they may
imply for protest inducing outcomes, such as corruption, regime stability, local and
central accountability, and the central–local balance of power. The platform mimics
Twitter and it has also been used to promote social activism amongst users. The
People’s Republic of China still use Twitter illegally.

Coming back to South Africa, according to Fasiha Hassan (2016), Wits SRC
Secretary General: Decolonisation is the umbrella under which we are functioning.
#FeesMustFall highlighted the racial disparity in a post-1994 context where people like
myself (who are born free) haven’t overcome the real wounds of apartheid, colonial-
ism, racism, structural racism and it’s clear that there are still biases.

South American Protests
According to the authors of Social Inclusion and Usability of ICT-enabled Services
(Choudrie et al. 2018) the United States and Chile have the most active student protests
considering that they now have the highest student debt in the world amongst devel-
oped nations. Contextual and temporal effects on the social media–participation link, it
can be expected that the cycle of protest impacts the effect of Facebook and Twitter in
two ways according to Valenzuela et al. (2014).

Middle East Asia and Maghreb Protests
Considering the Middle East, “Social media played a crucial role in the Egyptian
revolution, but not an exhaustive one. They were crucial for motivating the core
constituency of the movement, the so-called Shabab-al-Facebook and for constructing
a choreography of assembly to facilitate its coming together in public space. However,
social media alone would have not ‘done the trick’ without young internet connected
activists also engaging in street-level agitation to cross the digital divide and engage
with the lower classes” (Gerbaudo 2018: 73). The dawn of the Arab Spring of 2011
brought about a change in how protests are conducted, social media platforms became
a space which allowed activism to take place (Tufekci 2017: ix). Indeed 2011 was
named “year of the protester” by Times Magazine (Gerbaudo 2018: 2). The quote also
shows how users are using the internet to enable activism “…activists have made full
use of that ‘group of Internet-based applications … that allow the creation and
exchange of user-generated content” (Kaplan and Haenlein 2010: 60).
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Consequently, the Big Data V Model under ‘volume’, refers to historical context of
this case study. The tweets from the #RhodesMustFall predates #FeesMustFall hashtag
campaign by a few months which marked the ‘Fall’ of the Cecil John Rhodes statue at
the University of Cape Town. The idolising of the 1890’s Prime Minister of the Cape
Colony generated voluminous free decolonised education narratives on Twitter in 2015
and 2016. Bosch (2016) activists argued that it promoted institutionalized racism and
promoted a culture of exclusion particularly for black students.

2.2 Big Data Variety

Kitchin (2014a, b), American, described ‘variety’ big data as being structured and
unstructured in nature, and often temporally and spatially referenced. On a Far-East
complementary framework, the Lei et al. (2014) Chinese for the Institute of Computing
Technology research paper released data ‘variety’ as the capability of processing data
of different types such as un-structured, semi-structured, structured data, and different
sources. Cuicker and Schonberger (2013: 73) define datafication, unearthing data from
a variety of materials that no one thought held any (digital) value. Digitization, (2013:
85–97) converting analogue information into zeros and ones - so computers formats
can handle it. This is true for #FeesMustFall tweets, scholars and press media cited can
write based on Twitter Analytics, something that couldn’t happen prior Twitter API.

The right to freedom of expression is related to freedom rights, as well as political
rights. Section 7(1) of the South African Constitution provides the Bill of Rights as a
post-apartheid cornerstone for citizens to contest political legitimacy. For this case
study, a mixed research approach is appropriate when considering variety of numerical
and non-numerical student protest tweet data constructs. Young people’s political
involvement is increasingly mediated through new technologies and social media
linked to the idea of ‘clicktivism’ (Pickard 2018).

Tweet Language is mainly in English, just one of South Africa’s has 11 official
languages. Twitter has few afro centric translation tools, a misrepresentation of end
users. Furthermore, studies find that African newsrooms are experiencing the disruptive
impact of new digital technologies. Thus appropriate for this study, Mabweazara
(2015) says localised new technology appropriations as defined by the complex socio-
political structures in which African journalists operate, they are not rigidly confined to
Africa.

Tweet sources vary from Android, iOS, desktop apps like Tweetdeck depending on
the user. South Africa’s growing middle class and the increased affordability of
smartphones, has led to a strong Twitter uptake. “This means a big user base coming on
board that is keen on a platform where they can express themselves” (World Wide
Worx and Fuseware 2015: 2).

According to eNCA, in April 2018 the Higher Education and Training Minister
Naledi Pandor has emphasised that meeting academic and progression requirements is
still key in getting a bursary under the new scheme administered by the National
Student Financial Aid Scheme (NSFAS). eNCA (2018), further states in December
2017, the former President announced free higher education for students from poor and
working class families earning below R350 000 per annum.
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Each campus student community initially had a unique hashtag, but after October
21, 2015, when student protesters were confronted by police at the Parliament
Buildings in Cape Town, these hashtags consolidated into a single hashtag, #Fees-
MustFall (Findlay 2015). The importance of this covalence is indicated by the gov-
ernment’s short-lived attempts to ban this hashtag (Chunylall 2015). The nature of the
movement changed from a protest over student tuition fees to demanding the resig-
nation of then Higher Education and Training minister, Blade Nzimande and finally
demanding change to the South African government (Findlay 2015). Ergo, this chapter
shows that despite all the ‘variety’ of culture, language and devices, the online protest
was for a certain audience not representative of the entire national stance on higher
education.

2.3 Velocity and Veracity

‘Velocity’ refers to speed of incoming tweet data. According to research, over 554.7
million people actively use the service globally, sending 58 million “tweets” each day.
Or, perhaps query one of the 135,000 new users joining the network daily (Statistic
Brain 2013). In terms of Big Data Governance Frameworks (Berniz 2017) describes
‘veracity’, i.e. the correctness and accuracy of information in the midst of dark data.

Fast Paced Communication - No Clear Leadership
When critically discussing activism, a researcher is not only to assess reasons for
protesting using an actor-specific perspective, but also the politics within the apparatus
of active participation. Here a platform-specific perspective context reveals useful
meta-narrative. As a communication platform, Twitter has increasingly infused itself
into daily life regardless of user’s geographical location, velocity in this regard is the
speed of tweet data.

According to research, over 554.7 million people actively use the service globally,
sending 58 million “tweets” each day. Or, perhaps query one of the 135,000 new users
joining the network daily (Statistic Brain 2013). Further, it could be argued that opinion
leaders play a role in influencing the masses. Even more so, these findings seem to
negate the idea that Twitter, as (Walck 2013) purports can expand the possibility of
how many, and whose, voices pierce through the societal noise loud enough to generate
mass attention. Just like student protest issues, Twitter select few users who are driving
public opinion and much of this influence is based on their number of followers and to
a lesser degree, the subjects they are addressing (Walck 2013). Despite the uncertainty
and messiness of the tweet data, ‘veracity’ in this regard. Operalization of such
microblogging platforms allow protests to have increase active participation.

Father of neoliberalism, Milton Friedman writes: “Theoretical models should be
tested primarily by the accuracy of their predictions rather than by the reality of their
assumptions” (Friedman 1953). Like many other US based apps, Twitter’s continued
support in South Africa is not guaranteed. In the meantime for research, a tweet is short
and harder to put out of context in analysis in this case study. However, known for his
controversial tweets, Donald Trump urged US lawmakers to accept fewer immigrants
from “shithole countries” – such as Haiti and poorer African nations – and more from
the likes of Norway (Skodo 2018). A New York Times article responds, Mr. Trump’s
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remarks came the same day that the United Nations secretary general, António
Guterres, gave a speech urging reasoned debate on immigration. “Let us focus on the
overwhelming positives of migration and use facts, not prejudice, to address its chal-
lenges” as Libell and Porter (2018) quotes.

In conclusion, apart from geographical uncertainty of Tweets, ‘veracity’ points the
need for wider access of smartphones, cheaper data and social media knowhow.
Additional user data fields during the #FeesMustFall student uprising contributes to
better understanding of soft power influence on Twitter protest culture. Hence, more
velocity of Twitter data could potentially contribute to a disruptive microblogging
culture representing marginalized student needs (politics) quicker, within a participa-
tory democracy.

2.4 Digital Information and Technology Value in #FeesMustFall

What is the Value of Microblogging?
According to Passant et al. (2008) Microblogging is one of the recent social phe-

nomena of Web 2.0. It fills a gap between blogging and instant messaging, allowing
people to publish short messages on the web about what they are currently doing.
Moreover, Zhang et al. (2017) say the popularity of social media applications has
provided governments, especially in developing countries, new opportunities and
challenges associated with the administrative shift toward open innovation.

As a result, the term ‘Big Data’ over the past decade or so has noticeably become
an interesting study in the ICT sector, used first by Francis X. Diebold, an economist at
the University of Pennsylvania (Lohr 2013). It refers to our ability to harness, store, and
extract valuable meaning from vast amounts of data. It holds the implicit promise of
answering fundamental questions, which disciplines such as the sciences, technology,
healthcare, and business have yet to answer (Kitchin 2014a, b). In fact, as the volume
of data available to professionals and researchers steadily grows opportunities for new
discoveries as well as potential to answer research challenges at stake are fast
increasing (Manovich 2011).

A Platform-Specific Perspective to #FeesMustFall
In a 2016 chapter, the International Higher Education journal, Africa’s top Higher
Education researcher based at the Human Sciences Research Council, Luescher (2016)
writes: “The truly innovative dimension of the 2015 ‘#…MustFall’ movements is the
extent to which student activists and sympathizers took to social media and the
Internet”. If social movement Theorists Manuel Castells conceptualizes in Networks of
Outrage and Hope a new form of Internet-age social movements at the example of
Occupy Wall Street and others around the globe (Castells 2015: 10–13), the #Fees-
MustFall movements signal the advent of a new way of organizing student power in a
networked student movement that occupies simultaneously the cyberspace and public
spaces. Students used social media and Internet-based platforms prolifically as means
to conscientize and mobilize others, coordinate activism, share pamphlets, readings,
pictures, and video-clips, and document in an unending stream what is happening
around the country and campus based social media organisations.
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However, According to Tufekci (2017) there are activists who do not tweet, yet
make impactful rhetoric to the cause. A platform-specific perspective (as opposed to an
actor-specific one) is the focus of this paper’s Twitter analytics findings. How the
platform and its social, regulatory and technical environment has change from 2015
and what this study can say now about Twitter activism.

Twitter or Bespoke Microblogs
Differentiating between microblogging and social networking has become ambiguous
as apps attempt to have multiple services, such as WeChat. However according to
Murphy (2013) social networking service is an online platform which people use to
build social networks or social relations with other people who share similar personal
or career interests, activities, backgrounds or real-life connections. Conversely
according to Murphy (2013) Microblogging is an online broadcast medium that exists
as a specific form of blogging. A microblog differs from a traditional blog in that its
content is typically smaller in both actual and aggregated file size. Microblogs “allow
users to exchange small elements of content such as short sentences, individual images,
or video links”, which may be the major reason for their popularity. These small
messages are sometimes called micro-posts.

It seems, the Chinese multi-purpose messaging, social media and mobile payment
app WeChat is an example that social media use - at its optimal may be socially
invasive, and that the data may be used by authorities for complex misuse. This could
be an issue on other platforms too. Shobhit (2018) lists other popular microblog
platforms namely: Gab, micro.blog, identi.ca, Tout, Twitter, Yammer, Mastodon,
Twister, Tumblr, some include even Facebook in this category.

3 Theoretical Framework

3.1 The Big Data V Model

This case study uses a big data framework where #FeesMustFall findings will indicate
whether or not dependence on Twitter activism adequately responds to student politics.
This response has to satisfy the V Model by being fast, deep, representational, and ease
of satisfying additional data fields.

Remember, Big Data is all about seeing and understanding the relations within and
among pieces of information that, until very recently, we struggled to fully grasp
(Cuicker and Schonberger 2013: 19). Furthermore, Lei et al. (2014) Big Data theo-
retical framework defines ‘Volume’, ‘Variety’, ‘Velocity’, and ‘Veracity’ to critically
discuss gaps, commonalities and contradictions thereof, to arrive to the fifth V-,
‘Value’.

IBM has created the framework for dealing with Big Data, regardless of the type of
stakeholder or industry. The American multinational technology company headquar-
tered in Armonk, New York, say “the Four V’s break big data into four dimensions:
volume, variety, velocity and veracity. For updated figures, please refer to the info-
graphic Extracting business value from the 4 V’s of big data” (IBM; 2013). The fifth
V- is for the useable ‘Value’ extracted, this information can be used for various aspects
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depending on end user requirements. In the case study of student participation online,
fits with #FeesMustFall tweets in the month of October 2015 and 2016.

Informing the big data conceptual framework of this paper Lei et al. (2014)
“propose novel data generation tools meeting with the requirements of data volume,
variety, velocity, and veracity. To cover diverse and representative workloads, we
classify big data applications into three types from the user’s perspective: online ser-
vices, offline analytics, and real time analytics.” Others use the V Model as a good
structure for handling Twitter analytics for critical discourse analysis.

Hilbert (2015) “Big Data for Development: A Review of Promises and Challenges.
Development Policy Review” looks at the “V model” to create a framework suitable for
this paper. The Four V’s for this research are namely, Volume, Variety, Velocity and
Veracity. The fifth V is Value, whereas the information goals and principles are for a
specific output. Variability is included in other models, where-by “inconsistency of the
data set can hamper processes to handle and manage it”.

#FeesMustFall has messy data as it was a major trending 2015 hashtag campaign
on Twitter (Fairbanks 2015). In this literature review study, disregarding Veracity
assumes that the available dataset is clean. That is exactly how (Xiaomeng 2013)
conceptual models big data as a simple set theory of three constructs, namely volume
(size of data), velocity (speed of change) and variety (data sources) notably, the three V
of Big Data. (Lei et al. 2014) Defines this model saying, other companies fill the gap
between approaches by releasing all sorts of applications (such as Hadoop) that address
different steps of the data processing sequence plus the management and the system
configuration.

4 Data Collection Method

4.1 Qualitative Aspect of Mixed Research

Secondary data for this mixed study is based on #FeesMustFall Twitter data which was
mined using Twitter’s public REST API. The data is aggregated by MeCoDEM Twitter
Analysis, powered by Mecodify v1.42 (available on GitHub). The CSV file output of
tweets consist of rich date, string and numeric variables based on each Tweet’s
metadata. Twitter’s public REST API has certain representational and operational
limitations which will be discussed in greater detail later.

The MeCodify Twitter Analytics dashboard, queried the keyword ‘FeesMustFall’, a
hashtag Twitter campaign with data for this research is aggregated in the following
steps:
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1. The twitter data was ‘mined’ using MeCodify on 14 March 2018. Using the 
search query: “FeesMustFall” with the date range “01 January 2015-to-31 Decem-
ber 2016”.
2. The data export was a CSV file of (unclean) 567 533 rows of cases, in this case 
tweet data.
3. For data processing the CSV file is default set into the designated 26 columns 
containing the tweet data variables.
4. Data Analysis - Descriptive statistics (Using IBM SPSS v23). The big data V 
model places constructs applicable to explained constructs volume, variety, veloci-
ty and veracity. Data visualization and social network analysis aspect of the data 
set will have to be explored to add more value to the study.
5. Nvivo 12 - the qualitative aspects are considered after the value of quantitative 
analysis is justified. A hashtag cloud of veracity variables which contextualise 
metanarrative differences of #FeesMustFall tweets in 2015 and 2016. 

4.2 Sample Selection

A longitudinal study is an observational research method in which data is gathered for
the same subjects repeatedly over a period of time. Mann (2003) further states in a
longitudinal cohort study, the same individuals are observed over the study period.
Metadiscourse is self-reflective linguistic material referring to the evolving text and to
the writer and imagined reader of that text according to Hyland and Tse (2004).
A hashtag cloud guided by metadiscourse, contextualizes the social, political and even
geographical rhetoric of #FeesMustFall tweets in the full years of 2015 and 2016. This
is how the research justifies the student representational effect of student activists
tweets. By ranking variable frequency, within the twitter data, the research can advise.

5 Statistical Design

Big data concepts allows findings for descriptive statistics on what made #FeesMust-
Fall narratives trend daily with rapid protest engagement among users. The research
design looks at how each big data construct select variables from the Twitter API
dataset (Table 1).

Considering the vastness of the 462,769 tweet metadata, mixed method defines
both quantitative and qualitative analysis. The ranking of variables allows meaningful
data sampling – measuring the effectiveness of the given matrices. The frequency of big
data variables is based on first those with 1000 tweets for string variables, also those
with more than 0.1% population for numeric variables.

The logic behind this approach is to describe the effectiveness of Twitter in the
student movement. Exploring relevant Twitter metadata by rankings, establishes pri-
ority factors. Then to analyze the factors quantitatively on the Big Data V Model
framework. After that, qualitative analysis can triangulate how the ‘#FeesMustFall’
Twitter narratives differed in 2015 and 2016 respectively. Thus presenting an array of
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findings to discuss with reference to the research question, and chapter points made in
the literature review.

6 Findings and Discussion

6.1 Big Data Volume

Clout baiting is when users jump on a hashtag for no major interest, but fear of missing
out. The highest ranked big data volume hashtag metadiscourse as per statistical fre-
quencies on SPSS shows that some users employ multiple hashtags to clout bait their
tweets, as #FeesMustFall was trending at numerous periods, especially towards
October 2015.

For although it and some very similar terms have some currency in linguistics and
discourse analysis, and although the closely related term metacommunication appears
fairly often in work on speech communication (Kopple 1985). Figure 1 shows only
hashtags within the database that were used more than 1000 tweets. The main point of
observation is that tweets which use multiple hashtags in addition to “#FeesMustFall”
rank high in terms of retweets. Metadiscourse is a term that is used in philosophy to
denote a discussion about a discussion (and so on), as opposed to a simple discussion
about a given topic. The term metadiscourse is also used in writing to describe a word
or phrase that comments on what is in the sentence, usually as an introductory adverbial
clause.

Metadiscourse is self-reflective linguistic material referring to the evolving text and
to the writer and imagined reader of that text. The 2552 (0.5%) null entries represent
tweets that had no spacing in between, as user attempted to tag multiple hashtags in a
Tweet. For example on October 19, 2015, 11:48 by userID “6.56074E+17”, when the
user tweeted:

Table 1. Shows the variables to be used from the generated #FeesMustFall Twitter Metadata,
which includes in total 462,769 rows, and 27 columns of data

Volume - size of data
• hashtags(X);  

Quantitative Method:
• Frequencies 

Variety – data formats
• tweet_language(R); source(Q);

Quantitative Method:
• Frequencies 

Velocity – speed of data
• retweets (N); 

Quantitative Method: 
• Range 

Veracity  - dark data
• location_name (T); location_fullname 

(U); user_location (V); user_timezone 
(W);

Quantitative Method: 
• Frequencies
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“These protests should be directed at our corrupt officials in the Union 
buildings, Parliament and yes eNkandla #FeesMustFall#blademustfall”.

Hashtags which the Twitter community could have no hyperlinked conversation for
such tweets.

6.2 Big Data Variety

Ranking Fig. 2 is sampled based on the tweet source (instrument or device) type with
over 0.1% within the database. Language: Selection of rank size was based upon over a
thousand tweets sent in that particular language type within the range of Twitter
identifiable language inventory. According to Twitter Developer policy and terms
(2019), the following language codes express the following ranked dialects: ‘en’ is the
English language. ‘und’ are undisclosed languages or vernacular. ‘in’ language code
for Indonesian. ‘nl’ is for dutch, tl is for Thai, and ht is ‘Tagalog’.

Figure 3 ranking selection is based on the tweet source (instrument or device) type
with over 0.1% population distribution within the database. On the other hand, Fig. 3
considers the increased use of smartphone adoption over traditional laptop and desk-
tops. It is alarming that the data indicates desktop users (Twitter web Client) rank
higher than those on iPhones. Moreso, the multiple platforms and devices show that
there was a significant amount of #FeesMustFall tweets that can be safely assumed
were at a desk situation, as higher education lecturers, administrators, parents and
media collectively played empathizers to the student movement.

The following tweet by user “6.56424E+17”, on the October 20, 2015 at 10:57, is
an example of the South African student dialect, undetected by Twitter, unifies not only

Ranking of Hashtag Metadiscourse Frequency 

#feesmus all

#feesmus all #na onalshutdown

#na onalshutdown #feesmus all

#wits #feesmus all

#feesmus all #wits

Fig. 1. Shows only hashtags within the database that were used more than 1000 tweets.
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metadiscourse with the use of hashtags, but also the unification of isiXhosa and the
English language in a single tweet:

“You know students are fed up when they tell Maimane that "Hamba, you fucken 
sellout" ðŸ˜‚ðŸ˜‚ðŸ˜‚ #UCTFeesMustFall #FeesMustFall”

Fig. 2. Ranking selection is based on the tweet source (instrument or device) type with over
0.1% population distribution within the database.

Fig. 3. Considering the increased use of smartphone adoption over traditional laptop and
desktops. It is alarming that the data indicates desktop users (Twitter web Client) rank higher than
those on iPhones.
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6.3 Big Data Velocity

In the #FeesMustFall dataset there was a sum total of 1,210,150 retweets. Specifically
there were 838,974 Retweets in 2015, which is 69.3% of the big data velocity as per
retweets. Retweets in 2016 reduced to a mere 371,176 in 2016, which is 30.6% of the
big data velocity. Below are the events which became iconic to the #FeesMustFall
student movement.

Monday, 19 October 2015: fresh negotiations between students and the university
had begun. On the same day similar protests had spread to the University of Cape
Town and Rhodes University according to Kekana et al. (2015, October, 19). On the
same day management at the University of Cape Town - which had announced a 10.3%
fee increase the week before- applied for and received a court interdict to prevent
protests at the university. Students started blocking vehicle access by placing rocks,
dustbins, and benches on the roads leading into the campus, writes Quintal (2015,
October, 19).

Students went ahead and led by the Rhodes Must Fall movement occupied the
university’s administration building. Riot police were called to forcibly evict the
protesters with over 25 students being arrested late at night. Reportedly over a thousand
students then gathered at the Rondebosch police station and held an all-night vigil
calling for the student’s release according to Christian (2015, October 20).

At Rhodes University students reportedly started barricading themselves into the
university and forcibly turning away others from entering the campus. Students at the
University of Pretoria reportedly initiated plans to lock down three of that university’s
campuses for Wednesday 21 October, as reported by South African weekly newspaper
Mail and Guardian Quintal (2015, October, 19).

The following tweet by user 6.56E+17, illustrates the frustration of what many
Rhodes University student activists in 2015 October 19, 05:19:

“They might as well say they want the White privileged to register with R45000 
upfront #FeesMustFall”

The 2016 protests saw the movement lose momentum, due to alleged sabotage by
the PYA (an alliance of the leading party, the ANC) according to student-led jour-
nalism of The Daily Vox (2017, February, 3) and internal divisions. Goba (2016,
October, 27) responses to the protests the South African government increased the
amount budgeted for higher education by R17-billion over 3 years and stated that
government subsidies to universities would increase by 10.9% a year. The protests also
increased the use of blended learning by South African universities to assist non-
protesting students complete their courses.

In October 27, 2016 the following two tweets illustrate the sentiments shared
between national political metadiscourse, from what was a student movement initially:
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“#FeesMustFall that simply means tax must rise!! That's where government will 
get the money....Students are shooting themselves on the leg!” 

And

“Don't burden the poor in solving #FeesMustFall. Stop #IFF, abandon nuclear 
power, spend less on arms, increase corporate tax @TreasuryRSA” 

6.4 Big Data Veracity

Geographic information using Twitter API is a challenge as users have an option to
stich on their geotagging on their smartphones, also that users can write wherever they
reside on their bio’s information even fictional locations. More so, the variable ‘lo-
cation_fullname’ are void of data entry in the entire dataset.

User Location is also troublesome as these are the GPS based tweets where there
are only 13% of the users do not disclose this meta data whilst tweeting. Furthermore,
12.1% only disclose ‘South Africa’ this is insufficient demographical disclosure also,
gender is not disclosed.

Today, it’s possible to gather every click of every move of every user who interacts
with any software in a database and submit it to a second-degree data-mining operation.
Girardin et al. (2008) continues that along with the growing ubiquity of mobile tech-
nologies, the logs produced have helped researchers create and define new methods of
observing, recording, and analyzing a city and its human dynamics. In effect, these
personal devices create a vast, geographically aware sensor web that accumulates
tracks to reveal both individual and social behaviors with unprecedented detail.

The selection of an appropriate model for large-scale data analysis is critical. Talia
(2013) pointed out that obtaining useful information from large amounts of data
requires scalable analysis algorithms to produce timely results. However, current
algorithms are inefficient in terms of big data analysis. Therefore, efficient data analysis
tools and technologies are required to process such data. Each algorithm performance
ceases to increase linearly with increasing computational resources. As researchers
continue to probe the issues of big data in cloud computing, new problems in big data
processing arise from the transitional data analysis techniques. The speed of stream
data arriving from different data sources must be processed and compared with his-
torical information within a certain period of time. Such data sources may contain
different formats, which makes the integration of multiple sources for analysis a
complex task.
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As seen in Figs. 5 and 4 dark data is not only misleading, but data which is
acquired through various computer network operations but not used in any manner to
derive insights or for decision making. Tittel (2014) reiterates the ability of an
organisation to collect data can exceed the throughput at which it can analyse the data.
In some cases the organisation may not even be aware that the data is being collected.

As seen on Fig. 6 time zone is yet another way to detect the location of the tweet,
even that seems misleading in this 2015 and 2016 #FeesMustFall database. As a result
of no mandatory requirement for users to supply time zone, 170,379 tweets have null
entries 36.8%, followed by 22.4% which is Pretoria, the correct time zone for South
Africa.

0 20000 40000 60000 80000

Johannesburg
Durban, South Africa

Port Elizabeth, South Africa
Bloemfontein, South Africa

East London, South Africa
Johannesburg South Africa

Ranking Frequency of User Location

Fig. 5. Difficulty to make geography specific analysis or decisions on this data, expressing 13%
as null and 12.1% as South Africa, not assigning an exact “user_location”.

Ranking of 'Location_name' Frequency Johannesburg

Cape Town
Pretoria
South Africa
Sandton
Durban
Port Elizabeth
Bloemfontein
Midrand
Randburg
Soweto

Fig. 4. Shows the representational improbability that 94.2% of 2015 and 2016 #FeesMustFall
tweets came from Johannesburg
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Nevertheless, despite all the big data geographical veracity, the data validate
important points mentioned above, in 2.1. Volume. The discourse in South Africa’s
student movement, #FeesMustFall, because of Twitter extended the perimeters of the
respective campuses, and borders of the African continent.

6.5 Big Data Value

The effectiveness of Twitter using the V Model consults higher education stakeholders
that the communication tool can be measured on five factors. Volume attests
Metadiscourse amongst Twitter activists; Variety shows unity in language and desktop

Fig. 6. Time zone is yet another way to detect the location of the tweet, even that seems
misleading in this 2015 and 2016 #FeesMustFall database

Fig. 7. During the months of 2015, the #FeesMustFall activity included 294 790 tweets and
retweets in the research database.
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and smartphone use was employed to make the discussion viral; Velocity showed that
October 2015 and 2016 were hugely contested periods, as these periods there were
more public engagement activity; Then Velocity had issues with geographical relia-
bility, highlighting user concerns around privacy and anonymity.

Figures 7 and 8 indicate October to be the most contentious periods in the student
movement, this month had relatively more tweets than others. During the months of
2015, the #FeesMustFall activity included 294 790 tweets and retweets in the research
database. Followed by the months of 2016, where the #FeesMustFall activity reduced
to 167 983 tweets and retweets in the research database.

Quantitative Analysis
Furthermore, Fig. 9 ranks that during the months of 2015, the #FeesMustFall hashtag
cloud gained metadiscourse centred on higher education transformation related rheto-
ric. And Fig. 10 ranks hashtags confirming that the months of 2016, the #FeesMustFall
hashtag cloud transforms from student focus, to a more national political rhetoric.

Fig. 8. During the months of 2016, the #FeesMustFall activity reduced to 167 983 tweets and
retweets in the research database.

Fig. 9. During the months of 2015, the #FeesMustFall hashtag cloud gained metadiscourse
centred on higher education transformation related rhetoric.
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7 Conclusion

The Big Data V-Model can enlighten higher education stakeholders of public
engagement effectiveness on five dissimilar qualitative and quantitative factors. In this
process, key big data prospects and concerns can be developed or addressed, promptly
and appropriately to the respective campus issues. Taking cue from the big data v-
model framework, big data volume: the size of “#FeesMustFall” Twitter data at present
is huge, and continues to increase every day. The variety of data being generated is also
expanding. The velocity of data generation and growth is increasing because of the
proliferation of mobile devices and other device sensors connected to the Internet.
These data provide opportunities that allow businesses across all industries to gain real-
time insights, such as the Future of Work (in the so called, Fourth Industrial Revo-
lution), using Twitter Analytics dashboards such as Mecodify used for this research.

The findings prove that volume, scalability, availability, data integrity, data pro-
tection, data transformation, data quality/heterogeneity, privacy and legal/regulatory
issues, data access, and governance. Furthermore, the key issues in big data in clouds
were highlighted. In the future, significant challenges and issues must be addressed by
the academia and industry.

This study is an appropriate contribution for either researchers, commerce, higher
education practitioners, and social science scholars should collaborate to ensure the
long-term success of a transformed tertiary education landscape in South Africa.
Twitter was an effective disruptive platform for student engagement, during the
#FeesMustFall protests. Tweeting #FeesMustFall collectively presented a case to
explore new local inter-campus microblogging platforms, for student and higher edu-
cation stakeholder engagement.
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Abstract. This paper aims at exploring the ways social media and new tech-
nologies are currently used within professional wrestling and how this model is
exploited to create transmedia storytelling strategies. The first chapter is an
introduction to the world of professional wrestling and its main promotion,
World Wrestling Entertainment. In the second chapter, the author focuses on the
storytelling within wrestling, introducing the concept of kayfabe, highlighting
similarities in narrative between wrestling and serialized drama, but also their
differences, bringing out the active role of the audience in wrestling. Then,
attention is paid to how WWE in particular has managed to succeed in trans-
media storytelling, exporting its content from TV shows and live performances
to a wide range of other media and products. Finally, before the conclusions, the
author analyzes the different uses of social media within wrestling, arguing that
they impact kayfabe and allow the audience to change scenarios and storylines.

Keywords: Professional wrestling � Social media � Transmedia storytelling

1 Introduction

1.1 The World of Professional Wrestling

Professional wrestling is a sport/entertainment where athletes/actors (commonly
referred to as wrestlers) play the role of characters, or personas, who mainly aspire to
win one or more championship belts.

In other words, pro-wrestling “presents a simulacrum of grappling and combat
sport practices with ancient roots, framed by serial narratives of rivalry, jealousy
and deceit that present a moral universe often characterized in simplistic way”
(Chow 2014).

To achieve their goal, in fact, characters follow different paths, depending on their
own attitude: the good guy is called “babyface” and usually fights a “heel”, the bad
guy. The babyface is therefore the embodied sign of “good” within the conventional
“good versus evil” wrestling narrative (Barthes 1972). Following this scheme, wrestlers
face rivalries (or feuds) with other characters of the same roster: feuds can arise because
of simple dislikes, or because a wrestler has set off on another’s path, for example by
stealing an opportunity, and generally involve betrayals and subterfuges by the heel.
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Thus, the narratives behind the rivalries are considered one of the main reasons that
can determine the success or failure of wrestling.

Feuds are eventually solved through fight matches in the ring, then wrestlers move
on to the next rivalry.

The outcomes of the matches, and therefore of the feuds, are pre-determined by
scriptwriters (known as bookers). So, unlike traditional sport, there is no real compe-
tition in wrestling. Or at least, the nature of this competition is very different from that
found in traditional sports. Fights, as already said, “are woven into an on-going story
about the individual wrestler and their interaction with the rest of the wrestling com-
munity” (Oliva 2009). In a traditional sport, the stronger fighter would win. In pro-
fessional wrestling, to be the winner, performers need to show other features: they must
play their role in the best possible way, a babyface must be loved by the crowd, while a
heel must be hated. Those who succeed at this, usually are “pushed” by the promotion
and have better chances to win and get close to the coveted championship belt.

The athletes/actors follow a general script in the spoken segments used to build up
the matches, but they keep a significant share of freedom in the fight sequences.

The results of the matches and important events may be ordained by the bookers,
but all of the time athletes spend in the ring engaged in a simulation of a competition is
a negotiation between wrestlers. This custom is so ingrained that “there is also a certain
type of standardized etiquette at work in these negotiations to build the flow of the
match and its narrative points” (MacFarlane 2012). In this custom, the most skilled
wrestlers generally make decisions while typically heels “call the spots”, through an
improvised communication based on a shared terminology, and control the general
flow of the match within the ring.

To this extent, professional wrestling has been sometimes compared to other forms
of choreographed performance, such as dance. What is different, though, is that a
wrestling match is responsive to the live audience. People attending the show do not
know anything about how it will end, just as if the match was “real”. Wrestlers hear if
fans cheer or boo and they can tailor the performance to those reactions, for example by
speeding up the pace.

Still, fans who crowd the arenas to attend wrestling pay not to see a sport or a
challenge, but a staged performance. “This has tended to outrage critics, who judge
professional wrestling by its legitimacy as a traditional sport and thus painting pro-
fessional wrestling as deceptive” (Oliva 2009). As Barthes argued this perspective
trivializes the fictionality of professional wrestling: “There are people who think that
wrestling is an ignoble sport. Wrestling is not a sport, it is a spectacle, and it is no more
ignoble to attend a wrestled performance of suffering than a performance of the sorrows
of Arnolphe or Andromaque” (Barthes 1972).

1.2 World Wrestling Entertainment (WWE)

As of 2019, the largest wrestling promotion in the world is Stamford’s based WWE,
which holds over 500 events a year, and has a roster of athletes divided up into various
globally traveling brands. The very name, World Wrestling Entertainment, already
shows how important this combination of sport and entertainment is for the company.
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Before 2002, the name of the company was World Wrestling Federation, but it was
changed to emphasize its focus on entertainment (although mostly because of an
unfavorable ruling in its dispute with the World Wildlife Fund regarding the “WWF”
initialism).

World Wrestling Entertainment is now a publicly traded global media conglom-
erate that had an international audience and revenues of more than $800 million in
2017.

The company consists of a portfolio of businesses that create and deliver original
content 52 weeks a year to a global audience. WWE is committed to family friendly
entertainment on its television programming, pay-per-view, digital media and pub-
lishing platforms. The award-winning WWE Network is the first-ever 24/7 direct-to-
consumer premium network that includes all live pay-per-views, scheduled program-
ming and a massive video-on-demand library, and is currently available in more than
180 countries.

WWE has also branched out into other fields, including movies, real estate, and
various other business ventures.

Revenues reached $188.4 million for the third quarter 2018 and a record $657.7
million for the nine months ended September 30, 2018, representing 12% growth over
the prior year period. Through the first nine months of 2018, digital engagement
increased with video views up 61% to 22.9 billion and hours consumed up 81% to 842
million across digital and social media platforms (WWE Corporate, Investors).

Most notably, in addition to its original programming watched by more than 800
million homes worldwide in 25 languages (WWE Corporate, Who We Are), WWE’s
far-reaching social media presence helps augment its programming and enhance the
experience for viewers.

2 Professional Wrestling Storytelling

2.1 Kayfabe: What Is Real, What Is Fake

Storytelling is the most important element in decreeing the success or failure of
wrestling. If a match doesn’t tell a story with a good psychology, the audience won’t be
engaged and the business will suffer.

“The means by which matches are won fuel rivalries and keep the stories alive; the
matches themselves are not the only focal point, but rather devices used to advance an
intricately detailed plot” (Vargas 2007).

The whole narrative strategy of WWE is based on mimicking the sports world. Sam
Ford calls WWE “the world’s biggest alternate reality game”, because it bases the story
it wants to tell upon the rules of a sports federation, matching the place where the story
takes place with the real world.

The glossary from Steel Chair to the Head (Sammond 2005) defines “kayfabe” as
follows: “maintaining a fictional storyline, or the illusion that professional wrestling is
a genuine contest”.
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In other words, it is the “illusion of realness” (Smith 2006), the portrayal of
competition, rivalries, and relationships between participants as being genuine and not
of a staged or predetermined nature of any kind.

In general, anything in a professional wrestling show is subject to kayfabe, even
though at times it is portrayed as real-life. Some of the wrestlers compete under their
real name, but the character they portray, even if is called like them or incorporates
some traits of their personality, does not correspond to the person who interprets it. The
line between fiction and reality is very blurred. This is because almost always wrestlers
remain “in character” even during their private life.

For this reason, wrestlers can never start completely from scratch in their narration,
but are always tied to the progress of their character and their personal ability. In this
sense, wrestling “identity” can be constructed, but it cannot necessarily be “faked”
(MacFarlane 2012).

The nature of the “fake” in wrestling is complex and controversial. For example,
the moves are adapted to minimize the impact and wrestlers know how to give or take a
punch (relatively) safely, but the chances of painful injuries remain high. The inten-
tional self-injury in order to draw blood, a common practice called “blading” or
“getting color”, produces a real wound, even if it’s self-inflicted by a wrestler who
“makes a small incision in his forehead using a razor hidden in the wrist cuff or taped to
the fingers, out of view of the audience (for example, when holding one’s head after a
blow from a steel chair that is meant to be the actual cause of injury)” (Chow 2014).

Arguably throughout its history and certainly since the 1990s, when wrestlers and
promoters began to actively acknowledge kayfabe, everyone in the wrestling event is
“keeping kayfabe”, cheering and booing as if the bouts were sportive rather than
theatrical. However, with the advent of Internet, the pro-wrestling industry has become
less concerned about protecting backstage secrets and typically maintains kayfabe only
during the shows. Even then, kayfabe is occasionally broken, usually when dealing
with genuine injuries during a match or paying tribute to wrestlers.

Nowadays, kayfabe is often broken when wrestlers go on tour. Feuding stars in
storylines can be seen being civil to each other when they are not wrestling. Off-ring
persona can be strikingly different from the in-ring character with less disapproval.

As a result, “today fans and audiences take pleasure in active collaboration in not
only creating the kayfabe world but also in looking for ways of dissecting it” (Mazer
2005; Wrenn 2007).

2.2 Pro-wrestling and Drama

From another point of view, WWE’s pro wrestling can be interpreted as a big “soap
opera” or dramatic series, and this is somehow confirmed by the management itself, as
production studios, such as HBO, Fox and so on are considered as company’s main
competitors rather than other wrestling federations.

WWE cares that its audience is interested not so much in the outcome of the fight,
as in how it is narrated and represented. The importance of the performance is therefore
crucial. Storylines are a fundamental part of today’s professional wrestling: WWE uses
its weekly shows to tell storylines and resolves them or introduces major changes
during monthly pay-per-views. “WWE wrestling therefore follows a similar narrative
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structure to television series, with each match developing the relations between char-
acters and pushing the story forward” (Oliva 2009).

This vision is reinforced by the kayfabe concept itself, since it is often seen as the
suspension of disbelief that is used to create feuds, angles, and gimmicks, in a manner
similar to other forms of fictional entertainment. In relative terms, a wrestler breaking
kayfabe during a show would be likened to an actor breaking character on-camera.

As in a soap opera, the main plot is a continuous rise towards moments of tension
that are then solved and pave the way for new climaxes, in cycles that are repeated,
from season to season, in a model of “open” seriality.

The basic difference, of course, is that these conflicts in WWE are solved in the
ring, and not in a courtroom or in a hospital, for example.

Moreover, as in a soap opera, the audience understands (or at least should) and
accepts that what they see is not real. I say “should”, however, because, as said before,
wrestling characters partly overlap to the people who interpret them, and this adds more
realism to the story (or sometimes a sense of confusion).

The other huge difference is that pro wrestling is shot to be broadcast on TV in
sports arenas, in the presence of a paying audience. Some soap operas are shot in front
of a public, too, but pro wrestling is the only show of this kind in which the audience
can be seen and heard and whose presence is acknowledged by performers. WWE’s
audience can almost be considered as an additional character, since it can influence the
course of events through its behavior, and indeed it is the most difficult to manage,
because it is the only one that bookers can not fully control, as I am going to address in
the following paragraph.

2.3 The Importance of Audience

Henry Jenkins defines fandom as the “social structures and cultural practices created by
the most passionately engaged consumers of mass media properties” (Jenkins 2010).
WWE broadly refers to its fandom as the “WWE Universe”.

Situated between sport and theatre, the WWE Universe and the audience in general
have a “large and active role in the wrestling spectacle, participating as if the results of
the matches were not determined before the performers enter the ring” (Chow 2014).

To clarify this concept and explain the importance of audience’s reactions, I refer to
one of the major cases in recent years, occurred in 2014: the rise of the “Yes move-
ment” lead by wrestler Daniel Bryan. At that time, Bryan was starting to gain space in
the federation, but was considered by the WWE and by its on-stage bosses, Triple H
and Stephanie McMahon (collectively known as “The Authority”), as a good loser or,
to use their word, “a B + player”, not worthy of the main spotlight.

On the other hand, Daniel Bryan was the absolute favorite by the audience, because
he was “a lanky, nervous pale kid with a goofy smile who brushes his hair forward and
looks like he’s just happy to be there” and a guy everyone can relate to (Oglesby 2017).

People wanted to see Bryan winning the title, but The Authority thought it
otherwise, and kept denying him chances.

The situation degenerated at Royal Rumble 2014, one of the major annual pay-per-
views, in which thirty professional wrestlers toss each other over the top rope until only
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one wrestler remains. The winner then goes on to headline WrestleMania, WWE’s
version of the Super Bowl.

Daniel Bryan, despite expectations, was ousted by the match and barred from the
“nano-narrative” constituted within the particular match (Petten 2010; Jenkins 2014),
which instead was won by Batista, the musclebound athlete chosen by WWE to be the
main babyface.

The plans organized by the bookers were clear: Batista was going to challenge the
heel champion Randy Orton at WrestleMania.

What WWE did not foresee, however, was the incessant, overwhelming booing
coming from over 15,000 fans within the arena.

That was just the tip of the iceberg: this protest continued for months and its
reasons are to be found both inside and outside of kayfabe. In fact, fans were hoping for
triumph as a result of the “macro-narrative” involving Bryan (Petten 2010), but they
suddenly realized that their underdog hero wouldn’t have been able to overcome the
odds and eventually carry out the “excessive spectacle of good triumphing over evil”
(Barthes 1972).

Thus, the protest began both in the arenas and in virtual spaces, as I am going to
explain later, and rapidly became impossible to ignore, leading to a change in the plans
of WWE and the subsequent involvement of Daniel Bryan in the title match, which
eventually culminated with his victory at WrestleMania.

This example shows how “wrestling audience members see themselves as co-
performers. The fans can take action against unacceptable performances, even if it
causes a narrative and social breach” (Oglesby 2017).

3 WWE Transmedia Storytelling

3.1 Narrating Kayfabe Across Platforms

WWE’s television shows are not broadcast every day like episodes of a soap opera, but
the number of shows (different, but with intertwining narratives) is broad and is
complemented by live performances not shot on camera, and thus become a daily
appointment. And everything that does not go directly on television, promptly ends up
on the Internet, on the company’s website, on WWE’s YouTube channel or on other
social platforms, on the new monthly subscription platform called WWE Network.

Due to this, professional wrestling is by its nature a fantastic example of transmedia
storytelling, thanks to the unique participation of the audience, which differentiates the
product by a TV series or a book, for example.

Kayfabe usually extends beyond the physical space of the ring and the arena to the
media around the event but, as I said, in the social media era this process has become
difficult to manage.

Transmedia storytelling is the use of multiple platforms to tell a cohesive story,
where each piece adds to the story to create a better overall story.

The transmediality (Jenkins 2003; 2004) of wrestling began in the 80 s, when some
wrestlers became so popular that they could be compared to movie stars. The admixture
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became even bigger when some television or film actors became part of the wrestling
storylines by competing in some matches.

There is usually a degree of confusion between franchising and transmedia plat-
forms since many franchises use techniques that mimic transmedia storytelling. For
example, many large franchises have novel and video games adaptations of films.
While this is an example of cross-platform storytelling, none of the pieces expand on
the existing story, as it would be proper to transmedia storytelling.

WWE is a good example of both categories: the company produces DVDs,
videogames, action figures and merchandise that are useful to amplify the revenues and
the market share, but often these products add content to what is shown on TV,
allowing storylines to progress, for example through breaking news reported on the
website.

Social media has made this shift to transmedia storytelling a lot easier. Early
transmedia storytelling was limited to major publishing companies like TV, film,
comics, and books and the cost of entry was high. Now with the internet and social
media, anyone can have access to content creation.

3.2 Transmedia Storytelling at Its Best

Transmedia storytelling works better in WWE and professional wrestling in general
than in other serialized dramas because of the very nature of this sport-entertainment,
and its main strength: wrestlers travel from arena to arena performing almost every
evening, and during their tours they tell stories (which are conceived by bookers). The
contemporaneity thus created between the narrated world and the real world is the
secret weapon of WWE compared to other production studios in the entertainment
world: during breaks between performances, wrestlers, who keep interpreting their
character, can use social media to continue telling the same story, through their own
profiles that they manage in real time, in the same space where viewers live, creating a
suggestive mix between their real and fictitious life.

By considering wrestling as a serialized fictional product, in fact, “it is possible to
analyze the kayfabe as a unique narrative frame, capable of keeping narrative coher-
ence operating with a 1:1 ratio between real time and fictional time” (Oliva 2009).

A character that exists in a narration that takes place in real time at times produces a
blurred understanding of the fictional character/real person relation.

WWE wrestlers, also called Superstars, have characters or personas that are carried
over all media like their weekly television series, Twitter or any other platform. They
can and have to perform their personas in their everyday life through the various social
media. They are required to have Twitter handles and they can use them however
they want.

By using Twitter, wrestlers are able to carry their on-screen persona off screen and
into the real life. Superstars interact with each other and fans, share backstage seg-
ments, promote their merchandise. But they can also carry out on-screen feuds on the
web, developing them without having to use air time on their televised show. Many
times they tweet and interact with other superstars, sending out congratulations or just
trash talking. This gives weight to the feuds, as if they really do not get along in their
personal lives.
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For example, some years ago, during a storyline between Nikki and Brie Bella,
Nikki forced her sister to become her personal assistant. A few days after, Nikki posted
on Vine (a short-form video hosting service where users could share six-second-long
looping video clips, now closed) videos of herself coming up with embarrassing chores
for her sister Brie to do. This made it seem as if the storyline continued on outside of
the televised shows.

With such a large roster, it is hard to give every superstar the air time they deserve,
and that the fans want. By using social media to extend the personas of the wrestlers,
the WWE is able to carry out feuds and storylines outside of the television show and
into everyday life. This allows every superstar to connect with the fans and audience on
a whole new level.

This kind of storytelling was not previously available. Transmedia storytelling
allows for the story to be told on multiple platforms, so the story feels real, and as if it
was not scripted.

4 WWE Use of Social Media

4.1 Social Media and Kayfabe

Professional wrestling has received many benefits from social media, and this is
especially true of independent wrestling, which has exploded in recent years, thanks in
large part to the influence of these sites.

Social media have replaced portals and search engines as a starting point for
navigation. Therefore, all of the content published on the web finds a great sounding
board in being re-launched on social media, since it is important to go where people are
nesting.

Social media allow fans to be more involved and personal with the wrestlers than
ever before. It is a two-way dynamic between the superstars and the fans: from the
perspective of the wrestlers, it allows them to use social media platforms to promote
themselves and their promotions.

Social media have made wrestlers three-dimensional. Fans may not just choose
who their favorite wrestler is, but they can also verify that real-life behavior matches
the one shown on screen and understand if they like who wrestlers are as people.

There are also negative aspects, though: wrestlers are now easy target for criticism.
Before social media no fan would have criticized a 2-meter-tall wrestler face-to-face;
behind a computer screen, instead, fans easily turn into “keyboard lions” and can say
whatever they want, even if not justifiable and dictated by hatred.

WWE Superstar Baron Corbin said: “social media give a bunch of idiots, in reality,
an opinion and they don’t know how to express it appropriately. The language, the
insults, all of those things, and it just makes the world seem so unhappy. If you read the
Twitter feed, it seems like everyone in the entire world is beyond miserable. But, I
think now, unfortunately, it’s a necessity. It’s a form of exposure and advertisement.
My Instagram, my Twitter, is a form of advertisement for my business and what I do.
Yeah, my brand. It is, but it is crazy how negative it is to everything!”.
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Still, who knows how to use social media to their fullest potential, can make a
fortune, since social media have become one of the most powerful tools at anyone’s
disposal.

Each social media platform has its own benefits and pitfalls. Twitter, for example,
allows users to engage with their audience on an unprecedented level. Wrestlers can
promote shows, appearances, and new merchandise available. They can tell people
where they like to eat. Some wrestlers will host Q&A sessions with a specific hashtag.
The fans get to ask a question directly of the performer, and the performers get to build
their brand with the hashtag.

But how do social media impact the notion of kayfabe? Social media are just an
easier and faster way to expose whatever someone wants to expose.

Wrestlers try to maintain kayfabe as much as possible. On Rey Mysterio’s character
Twitter page, fans could possibly read posts about how much he hates Randy Orton
because he beat up his buddy Jeff Hardy, but on a personal Facebook page fans could
see the three of them hanging out watching sports.

Since the arrival of the Internet and social media, keeping kayfabe has been
increasingly difficult, but the federations and promotions, as I said, have accepted the
idea and are trying to re-negotiate the concept to find a fair compromise between what
to keep secret and what to let leaked out.

In addition, some wrestlers use social media to build their own personal brands and
promote other projects, whether they are kayfabe or not. For example, during his run
with Impact Wrestling (a WWE’s competitor federation), Matt Hardy used social media
to develop the Broken Universe, and now uses his various platforms to recreate this
narrative for the WWE. Meanwhile, Xavier Woods created a new platform for himself
via his YouTube channel, Up Up Down Down (UUDD), which gave him and the rest
of the New Day, the stable he is part of, increased visibility and allowed them to get
over with fans.

WWE routinely encourages interaction during its live shows through hashtags and
tweet scrolls, as well as having their wrestlers engage with fans through a variety of
social media sites. Even when wrestlers walk down the ramp to the ring, their name
appears on television screen along with their Twitter handle. It also tries to exploit
social media in new ways.

For instance, WWE Mixed Match Challenge, a tag team tournament featuring
intergender pairings, has been launched in 2018 as a web television series that airs
exclusively on Facebook Watch, and the company urges fans to interact with the
Superstars during the bouts via Facebook’s commenting feature. Interactions such as
these serve two primary functions. First, as I already said, they allow the WWE to
advance transmedia storylines across multiple media platforms (for example, wrestlers
can taunt one another on Twitter, and commentators can mention these interactions
while calling the in-ring action). In addition, “these interactions can sometimes allow
fans a previously-unheard-of peek behind the kayfabe curtain and grant them a glimpse
of the personalities that exist behind the characters” (Olson 2018).

Conversely, by demonstrating their true personalities, some wrestlers can break free
from the strict oversight exercised by the promotion and thereby get “over” with the
members of the WWE Universe. Thus, social media can shape or re-shape kayfabe
within pro-wrestling and its main promotion, WWE.
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4.2 WWE and Social Media

In 2016 alone, WWE social media had engagements over 739 million different social
media accounts, grown to 850 in 2017 and 950 by the end of third quarter of 2018
(WWE Corporate, Key Performance Indicators), numbers that helped them achieve
their financial and company goals during broadcasts.

At WWE headquarters in Stamford, CT, the team of marketers and strategists
works hard to pump out the content that gets its viewers excited. Social media is a
growing part of that process.

WWE considers social media so important, so much they generate post-show
reports to analyze the audience’s reactions to the events narrated on social platforms
such as twitter.

The content creation team, in fact, uses Twitter as a consumer research tool,
because of the instant feedback loop that it provides. Usually, at the end of pay-per-
views or weekly shows, one of the superstars or one of the matches held is a top
trending topic on Twitter. The team keeps an eye on what users are saying about the
facts happened and the storylines told and use those insights moving forward.

While watching the show, people can use social media to connect to each other and
exchange comments and impressions. They can also stay in touch with wrestlers, who
use the system to build up and increase the expectation on their feuds, filling the
narrative silence that exist between the airing of two episodes. Superstars use their own
social media accounts, at times breaking the audience’s perceived interpretation of their
characters to interact with fans, both during and between broadcasts.

“You get to see what they’re feeling and what they’re thinking as they travel around
the country and world”, noted Corey Clayton (online community leader) during an
interview.

WWE live broadcasts are a unique mixture of theatre, entertainment, reality tele-
vision, and gameshow. They regularly “social cast” during their live and taped
broadcasts, taking fans’ opinions and suggestions through engagement to help shape
the on-air outcomes of the product. In recent years, WWE succeeded in including fan
responses in its broadcasts by featuring targeted hashtags in the corner of the screen, as
well as occasionally featuring curated fan tweets in a scrolling chyron at the bottom of
the screen (Oglesby 2017).

It works so well, in fact, that the company is listed weekly among the top ten social
media scores by Nielsen Social Media for series and specials (https://www.
nielsensocial.com/socialcontentratings/weekly/), outperforming other events such as
Monday Night Football on social media.

It’s impressive to see that WWE is one of the world’s most popular brands on social
media. Klout (now closed) was a service which assigned a score to a brand or person’s
social media influence, ranking them from one to 100. WWE’s Klout last score was an
impressive 99.

Moreover, through its mobile app, WWE provides viewers with a “second screen
experience”, and the chance to continue watching the matches during advertising
breaks and get insights, exclusive information directly from the backstage.

WWE has also been a protagonist in the development of social media, although not
always with excellent results.
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From April 2008 to January 2011, WWE supported its own social network called
WWE Universe. It was mildly successful, with 750,000 accounts created, 3.5 million
photo uploads, 3 million comments and 400,000 blog posts, all generated from the
network’s community. The creative team has taken a U turn, though, since it realized
that its main Facebook pages were seeing more action than its custom social network.
The company shut down WWE Universe and, in preparation, began migrating its
audience to its Facebook pages via its television properties, social icons in its website’s
top navigation.

In 2012 WWE tried again, by investing into the social media platform TOUT which
allowed users to record 15 s videos and share them. This started a two-year partnership
between the two companies. WWE would promote TOUT by having the commentators
urge fans to TOUT their reactions and showcasing TOUTs that WWE superstars had
made. This was a transmedia strategy that gave fans a look inside the lives of the
superstars by giving the personas more depth. Because of the unpopularity of TOUT,
though, the WWE has then moved on to use Vine.

On that principle of going where the people are, WWE has focused its efforts on
making sure its content is available on the key social sites where its community is
flocking, namely Facebook, Twitter and YouTube.

WWE produces about 1,500 unique pieces of content for its website per week,
which it then optimizes across its social sites. Mark Keys (VP, web production)
explained “We pick and choose, from our four different shows we produce, or any
public events or appearances that the superstars are doing, to any other television
relationships that we have”.

WWE is leveraging social media to fill in the gaps that occur between TV episodes,
by creating a connection via social media.

“Our form of content is really entertainment, it’s not sports. So, a lot of news, if you
will, is really an extension of the storyline that you’re seeing on TV”, explained Keys.
“One of the things that WWE can do as a program that runs 52 weeks a year that is
literally scripted week by week, is that we can augment our storylines with simple feeds
to these social networks on a weekly basis. So, with a two-hour show that runs on
Monday, we have the ability to, two or three times a week, prompt that something else
is happened and that [fans] should see it. [We can] continue the story that ended on
Monday night and carry it through to the next Monday night”.

Recently, WWE SmackDown Live women’s champion Becky Lynch has been
ruled out of her Survivor Series showdown against Raw women’s champ Ronda
Rousey, but their feud has continued through social media, with very hard comments
by “The Man” Becky Lynch.

Becky Lynch is not new to this kind of reactions, also due to her character, and she
has also been criticized for some of these. In an interview with Yahoo Sports she talked
(also) about the much-discussed social media issue.

She admitted that she had actually increased the use of these media and justified
herself like this:

“I know a lot of people are getting nervous about how I use my social networks, but
it makes people interested and involved. I will do everything in my power to make the
most of my skills. If you want to punch me in the face and keep me out, you can not
keep my mouth out too.
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On TV I have 15 min, if I’m lucky, to tell people what I think, but if I have a
platform within reach of my fingers, I can say what I think constantly, so that everyone
knows exactly who I am, if they care who I am and against whom I am fighting. I take a
look at some people on social media and they all write love letters… I do not have time
for this, I do not understand it”.

4.3 Social Media Impact Wrestling by Allowing the Audience to Change
Storylines

In paragraph 2.3, I explained how audience members can affect wrestling shows and
kayfabe, through an example involving Daniel Bryan and the Royal Rumble 2014.

The same example is useful now to explain how it is necessary to consider the
behavior of the audience not only in the arenas but also in virtual spaces.

Outside of live events, in fact, WWE’s fandom largely organizes in virtual spaces,
starting during the years social media campaigns like #HijackRaw, #OccupyRaw,
which trended worldwide, and #CancelWWENetwork, which arose a year after Daniel
Bryan’s Yes Movement, in response to, again, widespread dissatisfaction over the
Royal Rumble result (Stout 2015; Oglesby 2017).

After Royal Rumble 2014, the social media reactions were immediate and enor-
mous, with “Daniel Bryan” trending worldwide on Twitter. WWE legend Mick Foley
even tweeted asking of his own employer, “Does @WWE actually hate their own
audience? I’ve never been so disgusted with a PPV”. Bryan posted the following on
Twitter:

“Sorry guys, the machine wanted me nowhere near the Royal Rumble match. But I
thank everyone for their support. YOU are the #YESMovement. They try to keep US
down and away from the top spots, but they can’t ignore the reactions forever. Keep
voicing your opinions. #YESMovement”.

After that, a spontaneous uprising movement named #HijackRaw has formed.
A fan made a Twitter account to disseminate information about the #HijackRaw plan,
posting a flyer with four main objectives. The tweet alongside the posted flyer said
“Our power is in our coordination. Our objective is to be one. This is how we
#HijackRaw”.

The plan detailed collective actions to carry out during the live broadcast of Raw,
including turning their back to some wrestlers during their segments and directions as
to which stipulations for Bryan the crowd should chant “Yes” or “No” for. The plan,
however, wasn’t immediately successful, but it took to a new evolution.

A few weeks later, in fact, during a Raw episode, Bryan built upon the notion of he
and his fandom as a collective as he revealed the plans for what would eventually
become known as Occupy Raw:

“Tonight is when it ends, because we are all tired of you. You are not listening to
me. You are not listening to these people. You are not listening to any of us! But
tonight, we’re gonna make it so you have to listen to us. Because tonight, the Yes
Movement is in full effect, and tonight, we are going to occupy Raw! You see, I’m not
going to leave this ring until I get what I want, which is a match with Triple H at
WrestleMania. And I know you’ve heard people say that all the time, they’re not
leaving this ring. But tonight, I am not alone”.
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After that, that, more than 100 fans in Daniel Bryan shirts make their way to
ringside.

Until the day of Occupy Raw, countless fans had made predictions and posted
dream scenarios on Twitter, among them Daniel Bryan defeating Batista and taking his
spot in the championship match, Bryan and Triple H both being inserted into the
championship match, and the eventual result – Bryan being added to the championship
match if he can defeat Triple H earlier in the same night (Oglesby 2017).

So, fans can effectively use social media to change the way storylines end. On
Twitter or Facebook we can express whatever we want about whomever we want, so it
would be reasonable to think that there will be some negativity about the WWE.

What emerges, though, is that World Wrestling Entertainment does not fight any
Twitter hashtag, trending or not, against them. That is mostly because, as I said before,
the audience can’t be scripted and engaging the fans is one of the main goals of the
company; without the WWE Universe, WWE basically goes out of business.

5 Conclusions

5.1 Audience’s Motivation

In the previous paragraphs of this paper I have shown what the main characteristics of
storytelling are within the world’s biggest wrestling company, WWE, and argued how
social media can affect the creative process behind storyline development, allowing on
one side the federation to fill the spaces between shows and to obtain a truly transmedia
narrative, and on the other hand the audience to assert even more their active role in the
representation, coming up to change some choices made by the management.

While the bookers are the main authors of what the outcomes will be, the fans and
their social media presence can shape the programming. WWE writers will revise
sometimes long-term plans for characters based upon fan reactions on social media.
WWE social media has helped grow its outreach and engagement exponentially, and its
impact cannot be ignored.

While the activity and impact of WWE social media are widely regarded as a
success, the use of this technology is relatively new in the WWE’s history. As with any
phenomenon of using new communication technology, what requires attention is why
users engage with WWE social media (Karlis 2018).

With these technologies, tv viewers can make their voices heard and feel like those
who attend the show live in the arena, recovering and relaunching the dimension of
audience’s interactivity, that constitutes the main strength of pro wrestling.

Professional wrestling fans definitely use social media to “constitute their collective
identity and act upon their agency to alter live performances and narratives” (Oglesby
2017).

Audience’s rising awareness of their role and of the strength acquired through these
tools, raises some questions, which may be investigated in future works: to what extent
the WWE and other wrestling promotions are willing to ride the wave of this growing
phenomenon, continuing to listen to the voice of fans in the arenas and virtual spaces?
In the medium term, is it possible to arrive at a breaking point in which an increasingly
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“hungry for power” audience comes into a collision course with the decisions made by
creative teams and managers? or will it be possible to find a meeting point that will
allow a full development of the use of social media within transmedia storytelling
strategies in wrestling?

Since it is difficult to predict an early end of the social media era, an important part
of the future success of professional wrestling as an entertainment product may depend
on the answers to these questions.
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Abstract. The range of mobile applications and the number of users of
those technologies have been steadily increasing in recent years. Today,
mobile applications deliver a variety of experiences, encouraging users
to engage in tasks that create feelings of satisfaction and fulfillment. In
app stores, users’ evaluation of these applications directly influence their
adoption and stay in the marketplace. In addition, for an application
to succeed, users must be engaged into using it. The purpose of this
paper is to investigate whether negative comments—related to factors
that influence engagement—are able to directly influence user evalua-
tion in app stores. We performed an experiment, in which we selected
a set of apps from Android Play Store and analyzed the comments of
users to determine the number of complaints involving factors that influ-
ence engagement. We then calculated a linear correlation to verify the
influence of those factors over the users’ rating of the selected apps. We
verified that these factors have a real influence, from average to strong,
in the evaluation of the user, considering the selected applications.

Keywords: Engagement · Recommendation system · User’s evaluation

1 Introduction

The number of mobile technology users has been increasing on a large scale [1].
The features of smartphones have been expanded to meet the different needs of
users [2]. Mobile applications are able to offer a vast and distinct set of pleasur-
able experiences, that often arouse in users the desire to engage for a long time
in tasks that generate value, fulfillment and well-being [3]. In today’s society, the
mobile applications’ market is fast growing, causing changes in society. Nowa-
days, mobile apps are an integral part of everyday life in society, influencing how
c© Springer Nature Switzerland AG 2019
G. Meiselwitz (Ed.): HCII 2019, LNCS 11578, pp. 571–584, 2019.
https://doi.org/10.1007/978-3-030-21902-4_40
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people interact with the world. With the advent of mobile apps, our lives have
become richer, facilitating global social interactions [4].

Among several mobile applications that have been proposed, many follow
a crowdsourcing approach. According to Bassi et al. [5] “crowdsourcing is a
type of participatory online activity in which an individual or organization pro-
poses to a group of individuals of varying knowledge and number, via a flexible
open call, the voluntary undertaking of a task”. Ghezzi et al. [6] affirm that
“crowdsourcing is a branch of co-creation practice, which has been made possi-
ble through the upsurge of the web, where the “crowd” can help in validating,
modifying and improving a company’s value - creating idea or the material it
posts over the internet”. When crowdsourcing is coupled with mobile technol-
ogy it is usually called mobile crowdsourcing (MC). In a MC app, the crowd
of users, through mobile devices, perform various tasks, such as sharing infor-
mation, results, analyzing data, among others [7]. Mobile applications, made
available by most popular mobile devices – smartphones and tablets – provide a
number of useful features, making everyday life easier for people in general. For
example, if we need location services for roads in the city, the service function
in mobile applications is to provide navigation, map and GPS [8].

Jung et al. [9] conducted a product survival analysis study for the Apple
App Store in Korea. They said customer ratings, ranking, and content size offer
a great deal of weight for a product, including apps, to stay in the market, espe-
cially if it’s free. Therefore, the app ranking, or user rating, influences popularity
as it brings more users to use these applications. In addition, for an MC applica-
tion to succeed, it needs to go beyond being used, it is necessary that the users
engage with it [10]. According to Lalmas et al. [11], user engagement is about the
quality of the user experience, emphasizing aspects of interacting with an online
application and, in particular, the desire to use that application more times.
Liang et al. [12] define engagement as a psychological state where an individual
invests his cognitive, physical, and affective energy to solve a task. The existence
of factors that influence the users engagement in diverse applications is already
explored in the literature, such as usability and confidence [11].

Some types of MC apps involve recommendation systems, benefiting from
user evaluations so that they can provide rich information necessary for the
app to make more recommendations to the user, in an efficient way [13]. This
evaluation covers comments on the services or items recommended by the appli-
cation. Recommendation systems have always faced the problem of sparse data.
In the current era, however, with its demand for highly personalized, context-
aware recommendations, real-time, the sparse data problem only threatens to
worsen. If the app does not succeed in engaging the user, the user can not get
the information needed to make the recommendations. Therefore, applications
that involve crowdsourcing allied to recommendation systems have an increased
need for engagement [13].

The textual part of the rating mechanism, represented by the comments
section, is a free text description, without any predefined structure, and is used
to describe, in a totally informal way, impressions, positions, claims, bugs, and
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desired resources [14]. These comments can provide valuable insight into a num-
ber of highly relevant topics, and developers can use this feature to better meet
users expectations, by designing ways to engage them [15]. If app developers
fail to engage users, and if the relevant suggestions for improving the app are
ignored, the app rating will decrease and the app will probably lose market share
[16].

In this work, our main purpose was to verify how negative comments—or
complaints—, related to factors that knowingly influence engagement, influence
the users’ evaluation about crowdsourcing apps. We investigated the following
hypothesis: the lower the number of complaints related to engagement factors,
the higher the app rating. We performed an experiment, in which we selected
a set of apps from Android Play Store and analyzed the comments of users to
determine the number of complaints involving factors that influence engagement.
We then calculated a linear correlation to verify the influence of those factors
over the users’ rating of the selected apps.

This paper is divided into six sections, including this one. In Sect. 2, we
introduce a theoretical reference of all the concepts that will be used in our
experiment. In Sect. 3, we present the related works in the literature. In Sect. 4,
we describe our methodology and the experiment. In Sect. 5, we present the
results. And finally, in Sect. 6, we present our conclusions and future work.

2 Theoretical Reference

In this study it is important to identify concepts such as: mobile applications
and how they are made available to the users, the meaning of crowdsourcing
and, more specifically, mobile crowdsourcing, conceptualizing recommendation
systems - citing examples, and finally elucidating the definition of user - citing
some factors that influence the user’s real engagement.

2.1 Mobile Applications and App Stores

With the arrival of smartphones, the way users request software services was
revolutionized [17]. Consequently, smartphone functionalities have been greatly
expanded to meet the different needs of users [2]. Several services were created
by the opportunities generated by the increased use of mobile applications [17].
Mobile applications are one of the fastest growing segments in the software
application download markets. Several mobile app markets, such as the Amazon
App Store, BlackBerry World, Google Play and the Apple App Store, emerged
and grew rapidly in a short period of time. These application store markets
exhibit characteristics of a “long tail market”, as a huge plurality of digital
products and low user search costs [18].

Currently, the Android operating system is the most used open source smart-
phone [19]. Android applications can be found at the Google Play Store that
offers a variety of apps to download on any device that has the operating system
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installed. These applications can be free or paid. Hundreds of thousands of pro-
grammers submit applications for Google Play Store. Millions of people create
an account on the Google Play Store to use the various apps it offers [20].

Each app in the Play Store has developer information, classifications, rat-
ings, and space where users post comments informing their opinion of the app.
Each comment has two characteristics: The first is that they are written in short
sentences. The second is that the comment refers only to one version of the appli-
cation and it may have been updated over time [21]. Evaluations and comments
are of great importance to the success of applications [22].

Although having a large number of applications available can be an advan-
tage, choosing the best option to meet a need can be an extremely complex
task for the user. Users’ reviews provide a way for helping other users in their
choices. Reviews are rich repositories of information where multiple users post a
rating on a star rating and/or comment on app quality, bugs, human-computer
interaction issues such as usability and more. This information helps the user in
deciding whether to install or purchase an application, whether to hire a service
or not, among other things [23,24]. However, little has been researched on user
review on mobile apps [25].

2.2 Crowdsourcing Applications

Crowdsourcing is a distributed model of participatory online activities where an
undetermined crowd of people works engaged in solving a given task through
an open call [5,26]. Crowdsourcing is, for the most part, a very well structured
process by the company or organization that proposes the task, because of this
it is able to make the most of the individuals’ intelligence and creativity in a
targeted way [27].

When crowdsourcing is coupled with mobile technology it is called mobile
crowdsourcing (MC). In an MC app, the crowd of users, through mobile devices,
perform various tasks, such as sharing information, results, analyzing data,
among others [7]. One feature of Mobile Crowdsourcing applications is the active
and passive contribution of the crowd. In the active contribution, users gener-
ate data such as text translation, user evaluation, performing calculations, or
entering input data as a solution. In the passive contribution, the data from the
features of the user’s smartphone, such as sensors, GPS, triangulation calcula-
tions of a position, among others. It should be noted that the passive contribution
crowdsourcing tasks are performed transparently for the device owner [26].

MC applications are a new way for commercial crowdsourcing [28]. Mobile
crowdsourcing markets have attracted great attention from the industrial and
academic community [29]. Several MC applications have stood out in the use
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by users like: review of films (IMDB1, Netflix2), e-commerce (Google Play3,
Amazon4), provision of services (Uber5, Airbnb6), among others.

2.3 Recommendation Systems

A Recommendation System is a system that uses a set of techniques and software
tools to generate suggestions for items [30,31]. Item is the name given to what the
recommendation system suggests. Some examples are movies, a product, a news,
among others. Recommendation Systems generally are directed to recommending
a particular type of item. So your interface, your set of techniques and your
algorithms are customized to get a more accurate recommendation. They are
considered important in big companies like Amazon, YouTube, Netflix, among
others [30].

They can be categorized into three forms: Content Based Recommendation
System, Collaborative Filtering Recommendation System, and Hybrid Recom-
mendation System [32]. A Content-Based Recommendation System uses user
information such as profile, behavior, and choices to generate recommendations.
An example can be considered an online movie rental. In this case, the system
will store which movies the user has been watching for a period of time and
thus suggest new movies based on what he has watched. If he has ever watched
action movies, the system may suggest launching more action. The Collaborative
Filtering Recommendation System uses choices that have been made previously
by users who have similarities. An example might be a user who wants to buy
a book at an online bookstore. When he enters the site when fetching books, he
will be recommended by similar books based on the features previously searched
for. And a Hybrid Recommendation System makes recommendations using the
two previous forms. An example can be a user that connects to Facebook and
receives recommendations from friends based on their tastes, preferences and
also based on their user profile [32].

2.4 User Engagement

User engagement is an essential concept in application design. We can say that
successful applications are not only used, but encourage the user to invest time,
attention, and emotion, seeking to meet their needs. User engagement is not a
new concept, but has been stimulating an evident number of researchers from
diverse areas, such as information science, computing and learning sciences. Cur-
rently, we are in a highly connected society, engaging the user has become a

1 https://play.google.com/store/apps/details?id=com.imdb.mobile&hl=pt BR.
2 https://play.google.com/store/apps/details?id=com.netflix.mediaclient&hl=pt BR.
3 https://play.google.com/store.
4 https://play.google.com/store/apps/details?id=com.amazon.mShop.android.

shopping&hl=pt BR.
5 https://play.google.com/store/apps/details?id=com.ubercab&hl=pt BR.
6 https://play.google.com/store/apps/details?id=com.airbnb.android.

https://play.google.com/store/apps/details?id=com.imdb.mobile&hl=pt_BR
https://play.google.com/store/apps/details?id=com.netflix.mediaclient&hl=pt_BR
https://play.google.com/store
https://play.google.com/store/apps/details?id=com.amazon.mShop.android.shopping&hl=pt_BR
https://play.google.com/store/apps/details?id=com.amazon.mShop.android.shopping&hl=pt_BR
https://play.google.com/store/apps/details?id=com.ubercab&hl=pt_BR
https://play.google.com/store/apps/details?id=com.airbnb.android
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non-trivial goal and an undeniable need [11]. People indulge emotionally, physi-
cally, and psychologically when engaged in performing their role [33].

Measuring user engagement is essential to assess whether applications are
able to engage users effectively. User engagement is a complicated phenomenon
- this gives rise to several measurement approaches. Existing literature means to
assess user involvement include the use of questionnaires, observational methods,
and facial expression analysis [11].

From the literature studied, it is known that some factors influence the user’s
engagement in applications, they are:

– Usability - As for the application interface, it is important to perform the
tasks without any difficulty.

– Aesthetic Appeal - As for the application interface, it is very important
that it be aesthetically appealing.

– Attention - As for the use of the application, it is important that the user
is fully concentrated, without perceiving the passage of time.

– Endurability - It is important that the application motivates the user to
use it frequently and to share it with friends.

– User Control - It is critical that the user realize that he is in control of the
application until he reaches his goal.

– Interactivity - It is critical that the application promote easy, simple and
fluid interaction.

– Pleasure - It’s important to be fully involved with the application, providing
a satisfying and rewarding experience.

– Sensory Appeal - It is important that the application uses sensory features,
such as: hearing, speech, vision and touch.

– Confidence - The application must pass credibility and trust throughout the
user experience.

– Efficiency - The recommendations suggested by the application should be
fully compliant with user preferences.

Typically, recommendation systems were evaluated exclusively through the
precision of the algorithms that guide recommendations. However, we have
noticed concerns about the importance of identifying the factors that influence
users to engage with a recommendation technology, since only a good recommen-
dation does not guarantee an effective, efficient and satisfactory user experience.

3 Related Work

There have been many recent studies that have investigated the factors involved
in users’ adoption, intent of use and acceptance of apps. However, there have not
been many studies that have investigated the engagement factors that influence
the users’ evaluation in mobile app stores.

In [34], Harris et al. investigated the factors that influenced the user to install
a mobile application - a model is created, using perceived risk, perceived benefit,
confidence and intent to install. Seven antecedents of trust and risk including
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Table 1. Some related works

Author Context Factors/Theory used Findings

[34] Explore the factors that

influence a user before

installing a app

Perceived risk, Confidence,

Perceived benefit, and Intent

to install and seven

antecedents of confidence and

risk

A model explains 50.5% of the

variance in the intention to install an

app

[35] Predict use intention of

mobile apps

Performance enhancement of

tasks, ease, opinions of

others, motivation of the

entertainment, information

seek motivation and

motivation of social

connection

Ease is the key factor influencing the

intention of continuing the use of

mobile applications

[36] Predict the intent and use of

mobile applications of young

American users

Perceived enjoyment,

usefulness, ease of use,

subjective norm, perceived

behavioral control,

usefulness, and mobile

Internet

The perceived pleasure, ease of use,

utility and subjective norm emerge

as significant predictors of their

attitudes in mobile applications. The

attitudes and intentions of young

people predict the use of mobile

applications

[37] Explore the factors that

influence consumers’ intent

to continuously use branded

applications

Expectation of effort, social

influence and brand

identification

The interactivity perceived by

consumers positively affects the

expectation of effort, which, in turn,

contributes to the expectation of

performance. The expectation of

performance is another direct factor

of the intention to use continuity

perceived safety, perceived reputation, application characteristics, familiarity,
desensitization, consumer willingness to trust and consumer disposition. The
presented model explains 50.5% of the variation in the intention to install an
application The results show that the consumers who perceive more security
have greater confidence and less perceived risk.

In [35], Kang et al. presented as the performance enhancement of tasks, the
ease, the opinions of others important, the motivation of the entertainment, the
information seek motivation and motivation of social connection could predict
the intention to use mobile applications by users. The results of a hypothetical
model test show that ease is the key factor influencing the intention of continuing
the use of mobile applications.

In [36], Yang et al. integrated the Technology Acceptance Model, the Planned
Behavior Theory and the Usage and Gratification Theory to predict the intent
and use of mobile applications of young American users. The model was tested by
a Web search of 555 American college students. The perceived pleasure, ease of
use, utility and subjective norm emerge as significant predictors of their attitudes
in mobile applications. The results conclude that the attitudes and intentions of
such young people predict the use of mobile applications.

In [37], Wu et al. conducted an online survey to explore the factors that influ-
ence consumers’ intent to continuously use branded applications. The results
confirm the great importance of application engagement, which is positively
influenced by the expectation of effort, social influence and brand identifica-
tion. Moreover, the interactivity perceived by consumers positively affects the
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expectation of effort, which, in turn, contributes to the expectation of perfor-
mance. The expectation of performance is another direct factor of the intention
to use continuity. The paper suggests that marketers of branded apps need to
emphasize improving consumers’ app engagement rather than just providing
useful app functions.

In summary, there were no studies found that investigated the engagement
factors that influence the users’ evaluation in mobile app stores, as we can see in
Table 1, but a few studies were found that investigated the factors that influence
adoption and the continuous use of apps.

Fig. 1. Each step of our methodology.

4 Methodology

Our methodology was divided into four phases: (i) select apps given a specific
category, (ii) choose applications that have already been selected and have valid
N comments, (iii) interpret the comments according to the engagement factors,
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and (iv) identify how the engagement factors induce the evaluation of the users.
In Fig. 1 we present each step.

In the execution of this methodology, for data collection, we first select apps
about service recommendations from the Android Play Store - chose the android
operating system because it is the most used open source in mobile devices [19].
This category - service recommendations - was chosen because it is not well
explored in the literature, and has as a principle the recommendation that uses
the user’s evaluation to make the recommendation more efficient. The applica-
tions selected were those that hold the highest amount of comments according
to category: recommendation of services. The following applications have been
selected:

– Service Touch: Application for users to hire or offer services without interme-
diaries, such as: painter, day laborer, hairdresser, mechanic, personal trainer,
electrician, masseur among others.

– Labor: Application to search for service providers.
– Get Ninjas: Application for professionals to offer their services and for clients

to hire them.
– Helpie: Application to search for service providers.
– Service Market: Application to search for service providers.
– Diaŕıssima7: Application to search for domestic service providers.
– Help me cleaning: Application to search for domestic service providers.

Table 2. Examples and responses quantities for each factor

Factor Response’s example Total citations

Usability “App is very complicated, I could not finalize nor search for

professionals, app was asking for birthday,

but did not show the field on screen.”

20

Endurability “The problem is that the advertising is very small,

but the app has great potential to grow.”

7

Control “App keeps the location active all the time

unnecessarily.”

7

Confidence “If you do not close the order they will not return

the deposited coins.”

14

Efficiency “Until today no clients, do they really call?” 16

After this selection, we choose the 10 most recent/really useful comments for
each chosen application. 10 comments were chosen because of the limited number
of experts on the team in this work. We interpreted each comment manually, in
order to identify whether or not some engagement term can be applied to the
due complaint. We pointed out all the complaints for each engagement factor -
considering each definition already grounded in the literature. That is, when the
user made complaints about one of the factors, a complaint was counted. Table 2
shows, for each factor, examples of comments collected and amounts of related
comments.
7 Application that assists those who need to contract or provide hourly housekeep-

ers/day laborers.
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Table 3. Apps, their ratings and claims quantities by engagement factor

App Rating Usability Endurability Confidence Control Efficiency

Labor 3,2 3 4 0 3 1

Service Touch 3,7 6 3 0 0 3

Diaŕıssima 3,8 4 0 2 0 4

Helpie 3,8 3 0 2 1 5

Get Ninjas 4,2 4 0 7 0 3

Help me cleaning 4,3 0 0 2 2 0

Service Market 4,4 0 0 1 1 0

Due to the limitation on the amount of data collected, we used five factors
of engagement in our study: usability, endurability, control, confidence and effi-
ciency - these factors were the most cited in complaints. The Table 3 provide
data for each application, such as: rating and the number of complaints for each
engagement factor checked. In the next Section, we present the analysis of our
results.

5 Results

In order to verify how the engagement factors induce the evaluation of the users,
we performed a linear correlation test evaluation. A numerical measure of linear
correlation between two variables, takes values between −1 (perfectly strong
and indirect relation) to +1 (perfectly strong and direct relation). Values close
to zero indicate a lack of linear relationship. An array of these coefficients is
called correlation matrix [38].

Table 4. Engagement factors and their respective linear correlation values

Factor Correlation value Interpretation

Usability −0,56 Moderate negative correlation

Endurability −0,80 Strong negative correlation

Confidence 0,46 Moderate positive correlation

Control −0,34 Weak negative correlation

Efficiency −0,30 Weak negative correlation

According to results presented in the Table 4, in Fig. 2 and in Fig. 3, we can
observe that:
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Fig. 2. Composition around the number of complaints of each engagement factor, per
app. Rating in descending order.

Fig. 3. Radar chart comprising multivariate data (engagement factors per app). Radar
chart is used to measure scales, where each variable is “better” in some respect - in
our case, in some engagement factor.

– The endurability factor holds the greatest influence on the rating of the appli-
cations, presenting strong negative correlation.

– The higher the number of complaints about the endurability, the lower the
ratings assigned.



582 L. Vasconcelos et al.

– After the endurability factor, the usability, control and efficiency factors are
the ones that most negatively influence the values assigned to the application
ratings.

– The two highest ratings have no complaints about usability and efficiency.
The predominant complaints about the engagement factors are control and
confidence.

– The confidence factor has a positive correlation, where the higher the number
of complaints, the higher the ratings. This fact can be seen as a consequence
of the success of the application, since applications that hold larger numbers
of users can get bigger problems around the confidence of user data.

– In Fig. 3, through the multivariate comparative visualization of the radar
chart, we can see that ratings applications with larger data points concen-
trate fewer complaints about the engagement factors. For example, the right-
hand dimension of the radar chart has higher ratings and fewer demarcations
than about general engagement factors, while the left-sided dimension - with
smaller ratings apps - has a greater concentration of data points, represented
by a greater variety of complaints about engagement factors.

6 Conclusions

Given the wide range of application options available on a variety of app store
markets, it is still difficult to see what factors actually induce a good user eval-
uation of a particular app. The main objective, in this work, was to verify how
negative comments, related to engagement factors, induce the users’ evaluation
of some category of applications in a app store market - using the following
hypothesis: the lower the number complaints, the higher the app rating.

Seven Android applications were selected in the Google Play Store. Each
application was evaluated considering the following factors that influence engage-
ment: usability, endurability, control, confidence and efficiency. The experimen-
tal results showed some interesting outcomes. Among them is the fact that the
endurability factor has a greater negative influence on the rating of the appli-
cations than the other factors. That is, the greater the number of complaints
of an application about endurability, the smaller the ratings. As a limitation,
this work was carried out with a small sample of comments. As future work,
we intend to use automated sentiment analysis on a higher data sample, and
also use social networks to check for comments on the applications on different
platforms.
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