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Preface

The clear winner was light microscopy, which has remained
the most popular microscopy technique in the life sciences.
Stefan W. Hell, Nobel Lecture “Nanoscopy with Focused
Light” 2014

Based on these results, it is generally agreed that the
Rayleigh limit to resolution represents a practical limit to
resolution that can be achieved with a conventional imaging
system.
Joseph W. Goodman, Introduction to Fourier Optics 2005

The diffraction limit was introduced at the end of the nineteenth century by several
prominent scientists, including Abbe, Helmholtz, and Raleigh, and it stated that the
far-field resolution of optical systems is limited at k/(2n) level, where k is the
operating wavelength in a medium with the refractive index n. At the beginning of
twentieth century, it may seem almost impossible that the diffraction limit would be
overcome. The onset of a super-resolution era was manifested by a proposal in 1928
by E. H. Synge who was encouraged by Albert Einstein. He proposed “a miniature
aperture, whose diameter is approximately 10−6 cm, has been constructed in an
opaque plate or film and that this is illuminated intensely from below, and is placed
immediately beneath the exposed side of the biological section, so that the distance
of the minute hole from the section is a fraction of 10−6 cm” [E. H. Synge, Phil
Mag. 6, 356–362 (1928)] and suggested that the use of such miniature aperture can
in principle result in resolutions better than 10 nm. This principle underlies the
invention in 1984 of the near-field scanning optical microscope (NSOM) by Dieter
Pohl, Aaron Lewis, and coworkers. The race to improve the spatial resolution of
optical microscopes was one of the frontiers of science and technology in the
twentieth century. This story of success became possible due to a synergistic
interplay of new physical principles used in these instruments and new discoveries
in Physics, Chemistry, and Biology made by these devices with ever increasing
spatiotemporal resolution.

The range of applications of light microscopy is extraordinary wide, from the
observation of nanometer-sized gold particles by Adolf Zsigmondy in the beginning
of twentieth century (1925 Nobel Prize in Chemistry) to the discovery of green
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fluorescent (FL) protein in the 1960s, which allowed to “highlight” the structures
inside living cell, the achievement which heralded a new era in cell biology. In the
1990s, it was shown that certain optical nonlinear and single-molecule FL detection
properties allow achieving extraordinary high, nanometer-scale resolutions in
methods such as stimulated emission depletion (STED) and localization micro-
scopies. Due to very strong contrast mechanism and extreme sensitivity up to a
single-molecule level, these techniques became a method of choice in biomedical
studies. The development of super-resolved FL microscopy was recognized by the
2014 Nobel Prize in Chemistry awarded jointly to the pioneers of these methods,
Eric Betzig, Stefan W. Hell, and William E. Moerner. Although the resolutions
available in these methods go far beyond the classical diffraction limit, these
methods also have drawbacks. The speed of FL imaging can be rather slow because
of the relatively weak signals. The FL intensity dims over time because the
fluorophore is being degraded by light (photobleaching). In addition, FL labeling
may induce undesirable effects like phototoxicity. Besides, labeling itself may be
difficult for some specimens.

The label-free microscopy (LFM), which does not require sample staining, is a
desirable option and it is in a high demand for even wider range of applications than
FL microscopy. However, the development of LFM methods took longer time
compared to a rapid progress of FL microscopy since the LFM mechanisms rely on
subtler light-scattering processes in nanoscale objects, resulting in lower effective
image contrasts. The pursuit of super-resolution in LFM is also somewhat com-
plicated since we cannot rely on nonlinear and localization properties offered by
individual dye molecules. It should be also noted that the resolution quantification
can be a controversial issue in the case of LFM performed using coherent or partly
coherent illumination schemes compared to more straightforward resolution
quantification in the case of incoherent FL imaging.

The turning point in the LFM development can be dated to the 1950s when the
phase-contrast microscopy (PCM) was introduced by Frits Zernike (1953 Nobel
Prize in Physics). It was followed by the development of a large family of inter-
ferometric detection techniques such as differential interference contrast (DIC),
reflection, and Mirau interference microscopy, as well as more modern digital
holographic microscopy (DHM). Although being diffraction-limited, these methods
demonstrated the best spatiotemporal resolution among regular microscopy tech-
niques for various biomedical samples. On a somewhat separate note, the devel-
opment of electron microscopy with unsurpassed subnanometer spatial resolution in
the 1960s was an extraordinarily important achievement; however, the light
microscopy has remained the most widely used method for biomedical imaging. As
it was already stated, a powerful impact on the development of LFM techniques
was produced by the invention of NSOM in the 1980s, which can offer a
nanometer-scale resolution, but by the expense of being relatively slow
point-by-point scanning technology. One more important development was struc-
tured illumination microscopy (SIM) introduced around the year 2000 providing a
twofold increase in resolution compared to the diffraction limit. A new momentum
for LFM imaging was produced in the past two decades with the advent of
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nanoplasmonics and metamaterials. The super-resolution imaging proposals stem-
med from the John Pendry’s idea of “perfect lens” in 1999. Since that time, this
field has truly flourished with the proposals of far-field superlens, hyperlens,
localized plasmonic structured illumination, and microspherical nanoscopy.

Thus, the super-resolution LFM is a rapidly developing interdisciplinary area
that fuses physics, engineering, novel photonic, plasmonic and metamaterials
designs, microscopy hardware, imaging software, and biomedical applications. The
importance of super-resolution LFM is evident in its truly explosive growth and in
the number of papers and patents in this area as well as in the number of citations to
these papers (from few dozen in 2008 to more than a thousand in 2018). However,
these studies evolved separately in the physics and biomedical optics communities,
and the most important results have not been presented in a single place. The
purpose of this book is not only to fill this gap, but also to serve as a reference point
for students and researches interested in this field.

The organizational structure of the book is imposed by the several principles of
obtaining high-resolution imaging in LFM. The first five chapters of this book
illustrate the state of the art of the modern interference detection techniques.
Although the lateral resolution is usually diffraction-limited in these methods
(unless combined with the additional techniques), they offer an unsurpassed pre-
cision of axial resolution combined with high temporal resolution that explains the
widespread and high popularity of these methods in biomedical imaging applica-
tions. In some sense, these first five chapters are genetically connected to the
phase-contrast microscopy pioneered by Frits Zernike and show the modern level of
development of the interferometric methods. These include Chap. 1 on quantitative
phase imaging (QPI), Chap. 2 on interferometric scattering (iSCAT) microscopy
and related techniques, Chap. 3 on coherent brightfield (COBRI) microscopy,
Chap. 4 on tomographic diffractive microscopy (TDM), and Chap. 5 on a combi-
nation of NSOM with digital holography.

Another super-resolution imaging concept is based on using nonlinear optics
approaches. These ideas flourished in developing nonlinear LFM methods and
applications, as illustrated in Chaps. 6–12. Although the resolution advantage
of these methods is achieved by the expense of higher excitation levels, they have
many applications for imaging photonic and plasmonic nanostructures, semicon-
ductor nanoscale devices, nanoparticles, and novel materials such as graphene.
These methods are represented in Chap. 6 by absorption-based far-field
super-resolved LFM, in Chap. 7 by pump-probe LFM, in Chap. 8 by Raman
microscopy and related methods, in Chap. 9 by the use of silicon for super-resolved
imaging, in Chap. 10 by super-resolution based on nonlinear plasmonic scattering,
in Chap. 11 by super-resolution based on nonlinear photomodulated reflectivity,
and in Chap. 12 by a combination of nonlinear LFM with structured illumination.

One more route to achieving super-resolution imaging is represented by far-field
super-lenses and hyperlenses made from advanced plasmonic and metamaterials
with engineered dispersion relations as illustrated in Chaps. 13 and 14. Examples
are represented by 2D plasmonic microscope using image magnification inside the
media with much shorter plasmonic wavelengths compared to that in air, far-field
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superlens involving amplification of the object’s near fields in a thin layer of metal
followed by the diffraction in air, and different types of hyperlenses using meta-
materials with the hyperbolic dispersion relations including an example of hyper-
structured illumination presented in Chap. 14.

The last three chapters of the book describe imaging of nanoscale objects
through contact dielectric microlenses, namely dielectric microspheres. A detailed
review of such methods can be found in Chap. 15. A review of corresponding
theoretical mechanisms is presented in Chap. 16. A combination of these methods
with interferometric detection schemes is represented in Chap. 17. The resolution
of these methods is expected to be limited by the solid immersion lens concept, but,
in fact, the use of nanoplasmonic objects or plasmonic metasurfaces resonantly
coupled to such objects can increase the resolution beyond the solid immersion lens
limit. The applications of such methods are stimulated by their simplicity combined
with the easiness of their integration with the whole arsenal of other
super-resolution techniques, leading to even higher resolution values which can be
obtained in future studies.

Although the scope of this book is rather broad, some of the super-resolution
LFM methods related to information theory used in combination with novel ways
of illumination of samples and/or collection of the optical information are not
included in this book. The method with a significant application in ophthalmology
is represented by ultrahigh-resolution optical coherence tomography (OCT) where
the lateral resolution is diffraction-limited, but the axial resolution can be very high
since it is determined by the bandwidth of the source. Another important area of
applications is represented by imaging through strongly scattering media. Such
approaches as ghost imaging, wavefront shaping, speckle imaging using time
reversal of light, and sparse imaging were developed in this field. One more
approach to super-resolution LFM imaging is offered by a superoscillation lens. All
these approaches are relevant to the subject of this book, but they are not included
in this book.

Due to its logical organizational structure, this book can be used as a teaching
tool in the graduate and upper division undergraduate-level courses devoted to
super-resolved microscopy, nanoscale imaging, microscopy instrumentation, and
biomedical imaging. In addition, this book can be used as a text for a seminar
course on this subject where particular chapters can be selected for focused pre-
sentations by students aimed at understanding the super-resolution mechanisms and
corresponding microscopy tools. In a wider sense, this book provides a snapshot of
this rapidly evolving field and it can be used by students and researches who would
like to learn about the main advancements in this area in their historical perspective.
The introductions to all chapters are particularly useful in this regard.

This book naturally stemmed from a series of special sessions and workshops on
Label-Free Super-Resolution Microscopy, which I organized at PQE-2016 and
2017, IEEE Photonics-2017, and ICTON-2017, 2018, and 2019 conferences.
I would like to thank all the authors who submitted their chapters, including par-
ticipants of these sessions as well as the authors who did not participate in these
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conferences. This is a collective effort of all coauthors contributing to this book, and
I am extremely grateful to every author for their time and commitment to this book.

I hope that this book will generate even more momentum to this rapidly
developing area, which progresses in parallel with the remarkably successful
super-resolved FL microscopy and continues to be a frontier of nanoscale science
and technology in the twenty-first century.

Charlotte, NC, USA Vasily Astratov
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Chapter 1
Quantitative Phase Imaging: Principles
and Applications

Chenfei Hu and Gabriel Popescu

Abstract Quantitative phase imaging (QPI) is an emerging label-free imaging
approach. QPI measures the optical phase delay associated with the object, and
the resulting image provides an objective measure of morphology and dynamics,
in the absence of contrast agents. As tremendous advances have been made in the
past one–two decades, the QPI field continues expanding and gaining popularity.
It has found applications in many different fields, especially in biomedicine. In this
chapter, we provide a review of the principles associated with this exciting field, with
discussion focused on optical physics, experimental principles, and applications.

1.1 Introduction

The phase of a scattered filed is of great interest, as it carries information about
the internal structure of the specimen under investigation [1, 2]. In microscopy,
biological samples (e.g., cells and tissue slices) exhibit low absorption in the visible
spectrum. Thus, it is the phase change rather than the amplitude of the field that
provides an intrinsic contrast mechanism. Zernike and Nomarski are the pioneers
exploiting the phase imaging concept. Their inventions, phase-contrast microscopy
(PCM), and differential interference contrast (DIC) microscopy, respectively, reveal
the inner details of transparent specimen without exogenous staining or fluorescent
tagging, which has been widely used in biological laboratories worldwide [3–5].
However, these early methods only produce intensity images, where the complex
field information, i.e., the amplitude and phase, cannot be retrieved uniquely. On the
other hand, in the 1940s, Gabor proved the concept that a complex optical field can
be stored and reconstructed by using principles of holography [6, 7].
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Combing these pioneer works, quantitative phase imaging (QPI) appears and has
become a powerful label-free imagingmodality for studying biospecimens [1, 8–11].
In general, QPI produces a map of optical pathlength shift associated with the spec-
imen, and thus, reports information about both the local thickness as well as the
refractive index, which are directly related to a sample’s biophysical properties. In
addition, because it employs interferometry, QPI exhibits nanoscale sensitivity to
morphological and dynamic changes of transparent features. Since the early demon-
strations in the 1990s [12–15], multiple QPI imaging platforms have been proposed,
which enable 2D, 3D, and 4D investigation capabilities [16–19]. These instruments
provide the remarkable performance of QPI in a range of applications in biomedicine
and material science.

In this chapter, we overview several important aspects of QPI, from basic physics
to system instrumentation. The material is organized as follows. Section 1.2 presents
the physical interpretation of the QPI data in transmission versus backscattering,
using the first-order Born approximation. Section 1.3 focuses on the typical QPI
configurations, phase retrieval methods and novel QPI systems. Section 1.4 presents
QPI applications in a few aspects. Section 1.5 discusses concepts related to the
phase measurability and resolution. We summarize and discuss future directions in
Sect. 1.6.

1.2 Physical Interpretation of Phase Imaging
in Transmission Versus Reflection Measurements

Let us consider the physics meaning of the measurable phase associated with an
optical field interacting with a weakly scattering medium. Given an inhomogeneous
medium, the scattered field, U1, satisfies the inhomogeneous Helmholtz equation
[20–24]

∇2U1(r) + n20β
2
0U1(r) = −β2

0χ(r)U (r) (1.1)

where r is the spatial coordinate, n0 the refractive index in the background, β0 =
2π/λwith λ thewavelength, andχ(r) = n2(r)−n20 the scattering potential. The total
field,U, is the sumof the incident field (U0) and the linear scattering component (U1),
i.e.,U = U0+U1. Let us consider the object is illuminated by amonochromatic plane
wave traveling in z-axis, U0 = Aeiβ0z with A the amplitude. Under the first-order
Born approximation, which assumes the incident wave is dominant in the medium,
(1.1) becomes

∇2U1(r) + β2U1(r) = −β2
0χ(r)Aeiβ0z (1.2)

In (1.2), β = n0β0. Performing a Fourier transform with respect to r, the scattering
field can be easily obtained in the spatial frequency (k) space [25, 26] as
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U1(k) = −β2
0 Aχ(k⊥, kz − β)

1

2γ

[
1

γ − kz
+ 1

γ + kz

]
(1.3)

where γ =
√

β2 − k2⊥. Here, we use the same symbol but different variables to
distinguish a function and its frequency representation, e.g., f (r) ↔ f (k), with ↔
indicating the Fourier transform operation. The two terms on the right-hand side of
(1.3) correspond to the components of the scattered field traveling along+z (forward
scattering) and –z (backscattering) direction, respectively. We perform an inverse
Fourier transform with respect to kz and bring the scattering field in the (k⊥, z)
domain, resulting in

( ) ( ) ( )22
1 0 0

00

,,
,

22

i z i z
i z i z

z

zz

z

k z e k z e
U k z i A e i A e

ββ
γγ χχ

ββ
γγ

−
⊥⊥ −

⊥

<≥

⎡ ⎤ ⎡ ⎤−
= − +⎢ ⎥ ⎢ ⎥

⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦
ⓥⓥ

(1.4)

where zⓥ represents a convolution operation with respect to z, and the+i and−i fac-
tors indicate a wave advanced or delayed by π/2, respectively. Invoking the Fourier
transform property, ( ) ( )i z i

z
zf ze e fγγ =ⓥ γ , the expression in (1.4) can be simplified

to

U1(k⊥, z) = −iβ2
0 A

eiγ z

2γ
χ(k⊥, γ − β) + iβ2

0 A
e−iγ z

2γ
χ(k⊥,−γ − β)

= U+(k⊥, z) +U−(k⊥, z) (1.5)

Here, we useU+ andU− to denote the forward and backscattering fields. For smooth

samples, the k⊥ ismostly restricted in a small region close to 0, and γ =
√

β2 − k2⊥ ≈
β. This approximation applies for low-NA imaging, but the physical insights can be
extended to broader situations. As a result, the expression in (1.5) can be further
simplified to

U+(k⊥, z) = − i

2n0
β0Ae

iβzχ(k⊥, 0) (1.6a)

U−(k⊥, z) = i

2n0
β0Ae

−iβzχ(k⊥,−2β) (1.6b)

Equation (1.6a)–(1.6b) point one significant difference between forward and
backscattering field: while the former depends on the axial scattering potentials eval-
uated at zero (central) axial frequency, χ(k⊥, 0), the latter depends on χ evaluated
at frequency kz = −2β. Taking an inverse Fourier transform with respect to k⊥, we
obtain its spatial domain expression as
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U+(r⊥, z) = − i

2n0
β0Ae

iβzχ(r⊥, 0) (1.7a)

U−(r⊥, z) = i

2n0
β0Ae

−iβzχ(r⊥,−2β) (1.7b)

Next, in order to extract the phase delay associated with the transmission imaging
field, the scattered fieldsmust bemixedwith the incident field. In reflection, however,
this incident wave is not present. For straightforward comparison, we add and then
subtract the incident field, whose amplitude is the same asU0 but propagates in the –z
direction. Therefore, the detected field in transmission and reflection can be written
as

U f (r⊥, z, ω) = Aeiβz − i

2n0
β0Ae

iβzχ(r⊥, 0) (1.8a)

Ub(r⊥, z) = Ae−iβz + i

2n0
β0Ae

−iβzχ(r⊥,−2β) − Ae−iβz (1.8b)

Using the central ordinate theorem of the Fourier transform to express χ(r⊥, 0)
and χ(r⊥,−2β), we have

U f (r⊥, z) = Aeiβz − i

2n0
β0Ae

iβz

L/ 2∫
−L/ 2

[
n2(r⊥, z) − n20

]
e−ikz zdz

∣∣∣∣∣∣∣
kz=0

(1.9a)

Ub(r⊥, z) = Ae−iβz + i

2n0
β0Ae

−iβz

L
/
2∫

−L
/
2

[
n2(r⊥, z) − n20

]
e−ikz zdz

∣∣∣∣∣∣∣∣
kz=−2β

− Ae−iβz (1.9b)

In (1.9a)–(1.9b), the integral limit accounts for the sample thickness, L. For cell and
thin tissue slices, the scattering potential satisfies low refractive index condition, i.e.,
n2 − n20 ≈ 2n0(n − n0), and simpler expressions of (1.9a)–(1.9b) are obtained

U f (r⊥, z) = Aeiβz{1 − iβ0[n̄(r⊥) − n0]L} (1.10a)

Ub(r⊥, z) = Ae−iβz

⎧⎪⎨
⎪⎩1 + iβ0

L/ 2∫
−L/ 2

[n(r⊥, z) − n0]e
i2βzdz

⎫⎪⎬
⎪⎭ − Ae−iβz (1.10b)

In (1.10a), n̄(r⊥) is the longitudinally averaged refractive index, n̄(r⊥) =
1
L

L/ 2∫
−L/ 2

n(r⊥, z)dz. For small phase shifts, using the approximation, eix ≈ 1+ i x , we

reach the final expressions of the fields as

U f (r⊥, z) = Aeiβze−iβ0[n̄(r⊥)−n0]L (1.11a)
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Ub(r⊥, z) = Ae−iβze
iβ0

L/ 2∫
−L/ 2

[n(r⊥,z)−n0]ei2βzdz − Ae−iβz (1.11b)

Equation (1.11a)–(1.11b) reveals the fundamental difference of the phase val-
ues measured in transmission and backscattering geometry. For weakly scatter-
ing specimens, the transmitted field contains the conventional defined phase delay,
ϕ = β0(n̄ − n0)L (Fig. 1.1a). However, the backscattering field contains the axial
projection of the refractive index contrast weighted by the plane wave ei2βz . Ignoring
transverse features in the object, this expression indicates that the field detected in
backscattering consists of a superposition of backpropagating plane waves orig-
inating at various depths, z, with respective phases 2βz (Fig. 1.1b). What con-
founds matter further is the fact that the phase imaged in backscattering is not

φ− = β0

L/ 2∫
−L/ 2

[n(r⊥, z, ω) − n0]ei2βzdz, but the phase of field difference, i.e., eiφ
−−1

according to (1.11b). Thus, the forward and backscattering phase shifts have the form

ϕ f (x, y) = β0
nL (1.12a)

Fig. 1.1 Transmissionfield (a) versus reflectionfield (b). c–dPhasor representation of the backscat-
tering field from (1.11b): for φ− smaller (c) or larger (d) than π/2 (Reprinted from [26])
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ϕb(x, y) = arg
(
eiφ

− − 1
)

(1.12b)

The physical significance of ϕb can be well appreciated by using a phasor diagram
in Fig. 1.1c–d. The two phases are related by trigonometry,

ϕb ≈ 90◦ + φ−

2
(1.13)

Thus, it is challenging to infer topological information of 3D transparent samples
from a single backscattering measurement [26, 27].

In order to illustrate the interpretation of the phase image measured in backscat-
tering versus transmission, we performed a numerical simulation. First, a 3D refrac-
tive index contrast map of a live neuron was obtained in an earlier study, shown in
Fig. 1.2a, and a forward (Fig. 1.2b) and backscattering phase (Fig. 1.2c) can be, there-
fore, calculated as an averaged z projection with a different weighting factor. The
insets in Fig. 1.2b–c represent the zoomed-in areas of a dendrite. Figure 1.2c shows
both these areas next to each other demonstrating how vastly different the forward
and backscattering phase measurements of the same cell region are. Furthermore,
Fig. 1.2d plots the phase values along the same length of a dendrite indicated by the
white solid lines in Fig. 1.2b–c. Clearly, the two signals are completely different.
Note that, while it is true that the backscattering measurement consists of higher
spatial frequencies from the object, the backscattering phase is not simply the high-
pass version of the transmission phase. These results make it apparent that the phase
signals obtained in backscattering and their statistics cannot be immediately related
to the object structure. In fact, the backscattering phase maps appear as random
speckle patterns. The contour of the object can be identified from the background
only because the speckle statistics is different from that of the background.

1.3 Principles of Full-Field QPI

Following the conclusion derived in Sect. 1.2, the image field in transmission
microscopy can be modeled as a function of time and space

Ui (x, y, t) = |Ui (x, y)|e−i[〈ω〉t−〈k〉·r+ϕ(x,y)] (1.14)

where |Ui (x, y)| the magnitude of the field, 〈ω〉 the central frequency, 〈k〉 the central
wavevector, ϕ the phase of interest defined in (1.12a). Since a conventional photode-
tector only detects the intensity distribution, i.e., the modulus squared of the field,
QPI employs an interferometer, whereby a reference field is mixed with the image
field to generate an interferogram that incorporates phase information. Let UR be
the reference field such that the resulting interferogram at the detector plane can be
expressed as
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Fig. 1.2 Comparison of measured phase image of transmission versus backscattering field. a 3D
refractive index contrast map; simulated forward (b) and backscattering (c) phase; d phase values
along the white solid lines in (b) and (c) (Reprinted from [26])

I (x, y, t) = |Ui (x, y)|2 + |UR|2 + 2|Ui (x, y)||UR|
cos[〈ω〉(t − tR) − (〈k〉 − kR) · r + ϕ(x, y)] (1.15)

where |UR|, tR , and kR are the amplitude, time delay, andwavevector of the reference
field, respectively. In general, kR and tR describe the two main QPI configurations:
(1) off-axis interferometry uses a kR in a different direction than the image field
(Fig. 1.3a), and (2) phase-shifting interferometry modulates the tR to change the
phase delay between image and the reference field (Fig. 1.3b). Now, let us describe
the phase retrieval algorithm and instrumentation for each configuration.
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Fig. 1.3 Main configurations of QPI: a off-axis and b phase shifting methods (Reprinted from [92]
with permission)

1.3.1 Off-axis Methods

In off-axis schemes, the tilted reference field and the sample field go through a
different path and reach the image plane at the same time (t − tR = 0), and the
resulting irradiance of this interferogram is given by

I (x, y) = |Ui (x, y)|2 + |UR|2 + 2|Ui (x, y)||UR| cos[
kx + ϕ(x, y)] (1.16)

In (1.16),
k = |〈k〉 − kR| is themagnitude of thewavevector difference between the
image and reference field, which is assumed to be along the x-axis, acting as the car-
rier frequency. The recorded image is essentially interference fringes, whose shapes
are perturbed by the phase delay (inset in Fig. 1.4a). The procedure of phase recon-
struction is illustrated in Fig. 1.4. An implementation of spatial Hilbert transform
takes the input interferogram (Fig. 1.4a), performs a Fourier transform (Fig. 1.4b),
selects only one side of the Fourier spectrum (red continuous circle in Fig. 1.4b),
shifts this selection to the center of the image (dotted circle in Fig. 1.4b), and Fourier
transform this signal back to the spatial domain, where the argument provides the

Fig. 1.4 Procedure of phase reconstruction of off-axis QPI. a A raw interferogram. b Fourier
transform of the raw interferogram selects one side of the Fourier spectrum and shifts this selection
to the center. c A phase map is obtained by performing an inverse Fourier transform (Reprinted
from [43] with permission)
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phase map, ϕ (Fig. 1.4c). Other reconstruction methods are discussed elsewhere
[28–32].

The off-axis method reconstructs a phase map from one raw measurement, and
the speed of this imaging modality is only limited by the photodetector, which makes
it widely adopted [33–40]. However, the high time-bandwidth product comes at the
expense of the space-bandwidth product, as the interferogramperiodmust be sampled
by a sufficient number of pixels as described in [28].

Most off-axis methods use physically separated beams, specific to traditional
interferometers, e.g., Michelson and Mach–Zehnder, which results in noisy mea-
surements. One of the successful demonstrations of common-path, off-axis QPI is
called diffraction phase microscopy (DPM) [41–43], which is realized by attaching
an additional module to the camera port of an existing microscope system (Fig. 1.5).
At the output of a bright-field microscope, a transmission grating is placed at the
image plane, and then multiple diffraction orders are produced with each contain-
ing the full spatial information about the sample. All diffraction orders are blocked,
except the zeroth- and first-order beam. At the Fourier plane, using a physical pin-
hole or an amplitude spatial light modulator (SLM), one diffraction beam is spatially
low passed to create a DC reference field, while it leaves the other beam intact to
form the sample field. After the second Fourier lens, the two beams recombine and
form an interferogram on the detector, and a phase shift is retrieved used the method
shown in Fig. 1.4. DPM is designed in common-path geometry, where the sample
and reference field propagate in close vicinity to each other, and the two interfer-
ence beams suffer the same background disturbance. As a result, the system noise
is greatly canceled out in the resulting interferogram, which significantly improves
the temporal-phase stability. This standalone module is compatible with reflection
measurement, which enables imaging topological structures of reflective surfaces,
such as semiconductors [44–47]. In addition, by modulating the wavelength of illu-
mination, the spectroscopic off-axis method has the potential of providing chemical
or functional information about the specimen [48–51].

Fig. 1.5 System schematic of DPM. The grating is placed at the output image plane of the micro-
scope. Under a 4-f configuration, the first lens takes a Fourier transform creating a Fourier plane. A
spatial filter is placed in the Fourier plane, which allows the full zeroth order to pass, and the first
order is filtered down using a small pinhole such that after the second lens takes a Fourier transform,
the field becomes a uniform plane wave and serves as the reference to the interferometer (Adapted
from [43] with permission)
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Fig. 1.6 Optical setup of MISS (Reprinted from [52])

Built upon the success of DPM, magnified image spatial spectrum (MISS)
microscopy has been demonstrated recently [52]. A system schematic is shown in
Fig. 1.6. Briefly, MISS replaces a pinhole with a gradient index (GRIN) lens with
a very short focal length. This GRIN lens, L3, is placed on the optical axis at close
proximity to the Fourier plane. As a result, L3 and L2 form another 4-f system and
magnify the image of zeroth diffraction beam with a factor of 500, and this makes
the camera only detect the DC component of the zeroth-order beam, which becomes
the reference field. The authors in [52] demonstrated that this MISS design achieves
an acquisition speed as fast as 833 frames per second, making it possible to study
fast dynamic phenomena in living samples.

1.3.2 Phase-Shifting Methods

Phase-shifting QPI makes use of a phase SLM or similar device to introduce addi-
tional phase delay between sample and the reference light, and it records a collection
of images to retrieve the associated phase [53–57]. Let δ = 〈ω〉(t − tR), the image
irradiance in this configuration takes the form as
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I (x, y, δ) = |Ui (x, y)|2 + |UR|2 + 2|Ui (x, y)||UR| cos[ϕ(x, y) + δ] (1.17)

In general, a phase map could be easily obtained using 4 intensity measurements,
each with an increment phase delay of π /2, as

ϕ(x, y) = arg
(
I0 − Iπ , I3π/2 − Iπ/2

)
(1.18)

Spatial light interference microscopy (SLIM) [53] is a phase-shifting, but also
common-path QPI system. Based on an existing Zernike microscope, SLIM com-
bines advantages of phase-contrast microscopy and Gabor’s holography to obtain
quantitative phase shift across the sample. A system schematic of SLIM is shown in
Fig. 1.7. At the output of a phase-contrast microscope, two Fourier lens, compose a
4-f system and relay the image plane to the camera plane. A reflection SLM is placed
at the back focal plane of the first Fourier lens to provide additional phase shift
between scattered (sample) filed and unscattered (reference) field, by increments of
π /2. The projected pattern on the SLM is precisely calculated to match the size and
position of the phase ring in the objective. As a result, 4 intensity images, each with
a different delay, are acquired, and then the phase delay of the object is uniquely
determined using (1.18). By employing a broadband white light as the illumination

Fig. 1.7 SLIM combines conventional phase contrast microscopy and an external module. The
SLIM module consists of a 4-f lens system and an SLM, which produces phase modulation. Four
intensity images, corresponding to 0,π/2,π, and 3π/2 phase shift, are recorded to create one phase
map (Reprinted from [94] with permission)
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Fig. 1.8 Principle of GLIM (Reprinted from [24])

source, SLIM provides speckle-free phase maps with exceptionally high sensitivity
and stability.

Recently, a novel phase-shiftingQPI system, referred as gradient light interference
microscopy (GLIM), has been developed to extend QPI to thick, strongly scattering
specimens [24]. The GLIM optical setup is shown in Fig. 1.8. GLIM combines the
phase resolving power in DIC microscopy and holography to extract the gradient
of phase map. Similar to the principle of SLIM, GLIM modulates the phase delay
between the two interferingfields and reconstruct phase shift using4 intensity images.
Except for a tiny transverse shift, the two interfering beams experience identical
degradation, and therefore, GLIM significantly rejects the multiple scattering, which
makes it suitable to image thick samples. Furthermore,with a fully opened condenser,
GLIM also exhibits strong tomographic capabilities.

1.4 Applications

In the past decade, accompanied by the advances in system design, the QPI field
has continued growing and become a powerful approach for imaging biospecimens,
which allows applications in a variety of fields, e.g., cell pathophysiology [58–68],
cell dynamics and growth [61, 69–75], cell tomography [17, 19, 23, 24, 76, 77], tissue
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optics [30, 49, 78–83], medical diagnosis [84–91], and neuroscience [52, 92–97].
Due to its capabilities for label-free imaging, high sensitivity, stability, and objective
information, QPI allows investigating a sample’s structure and dynamics at broad
spatial and temporal scale [1].

1.4.1 Medical Applications

An important medical application for QPI is in pathological studies. Traditionally,
this is mostly achieved by histological methods, where one uses multiple stains to
render colors at different tissue structures and observes the sample under a conven-
tional intensity-based microscope. The conventional methods only provide qualita-
tive information on tissue morphology and the diagnosis outcome suffers from inter-
observer variability [98]. Using QPI, however, the intrinsic phase contrast accurately
maps the morphological features of sample, and more importantly, it can pick up
structures that cannot be observed in stained tissue due to the staining error (see
Fig. 1.9 for a QPI image of brain slice). Past studies have shown QPI’s capabilities
for diagnosing [99–101] and monitoring disease progression [102]. Furthermore,
using scattering-phase theorem [103], one can extract scattering parameters associ-
ated with the specimen, which describes alterations in diseased tissue [82, 103–108].
For instance, measuring morphologies of blood cell (cell volume and surface area)
has shown potential for hematology such as sickle cell disease [33, 109], diabetes

Fig. 1.9 A brain slice imaging by a QPI tissue scanner. Regions a hippocampus, b cerebellum, and
c choroid plexus are shown at increasing magnification. The green box in (a) shows the area of the
dentate gyrus. The red box in (b) shows a cerebellum lobule. The layered structure for each region
is analyzed in terms of phase value. The red arrows in (c) are pointing to stromal capillaries within
the choroid plexus (Reprinted from [108])
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[110], and malaria infection [111]. Combining with artificial intelligence, QPI-based
tissue imager opens new directions for achieving automated diagnosis [112–114].

1.4.2 Cellular Dynamics

The cell growth and proliferation is a complicated process, which involves various
activities such as producing proteins, communication with neighboring cells, inter-
acting with the extracellular matrix, and migration [115]. Accurately recording and
monitoring these phenomena, in general, is challenging. Since QPI reports the non-
aqueous content within the sample referred to as dry mass, this label-free imaging
modality offers an alternative means to measure cellular-level mass production in a
noninvasive manner [61, 116, 117]. The local dry mass, ρ, is calculated as

ρ = λϕ

2πγ
(1.19)

where λ is the central wavelength of illumination light, ϕ the measured phase shift,
and γ = 0.2ml/g the refractive increment of protein. Thus, the total mass of a
region of interest is then calculated by integrating over the area. This simple math
operation allows quantitative investigation of dynamics at cellular level, e.g., cell
growth and division, emergence of neuronal network [61, 118–121]. In addition, by
fitting the QPI data to a diffusion equation, biophysical features, e.g., advection and
diffusion, can also be extracted to interpret the mass transport capabilities of the
studied sample [43, 73, 122–126]. Recently, we have seen that several other models
are invented to probe a sample’s biophysical properties, further expanding the scope
of QPI applications.

1.4.3 Tomography

Tomographic imaging is an invaluable method for understanding the internal struc-
ture and dynamics in biological cells and tissue. In the past, 3D live cell imaging was
mostly done by fluorescent-based techniques, such as confocal microscopy, which
have limitations due to photobleaching and phototoxicity [127]. QPI tomography
produces refractive index distribution in 3D and directly offers chemical composi-
tion and structural information of a sample, which is complementary to conventional
methods [40, 128, 129]. For example, spiculated red blood cell structure was visu-
alized by a white-light diffraction tomography [130]. A time-lapse tomogram of a
chimeric antigen receptor T cell killing a leukemic B cell was obtained using optical
diffraction tomography [1]. More recently, QPI tomography has been extended to
measure thick specimen such as embryos, brain slices and organoids. Figure 1.10
shows 3D structural changes in a bovine embryo over several days [24].
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Fig. 1.10 Time-lapse tomographic imaging of a bovine embryo with GLIM (Reprinted from [24])

1.5 Important Concepts in QPI

1.5.1 Effects of Spatial Coherence

In QPI, the accuracy of the phase retrieval depends on the spatial coherence of the
light source. Building on the principles of interferometry, the phase is retrieved
from the phase shifting and off-axis methods, via the cross-correlation function
between the total field and a reference field, i.e., ϕ(r) = arg

[
Jt,r (r, r)

]
, where

Jt,r (r, r) = 〈
Ut (r, t)U ∗

r
(r, t)

〉
t
with * indicating the complex conjugate. As dis-

cussed in [131–133], the measured phase is subject to the spatial correlation of the
illumination field through the relation

( ) ( ) ( ) ( )0 ihϕ ϕ δ≈ −⎡ ⎤⎣ ⎦rr r r rⓥ (1.20)

where ϕ0 the diffraction-limited phase measured in the conditions of full coherence,
δ(r) the 3DDirac delta-function, andhi (r) the normalized spatial correlation function
associated with the illuminating field. Assume the object of interest in an extremely
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small point, ϕ0 and ϕ are essentially the ideal PSF and measured PSF, respectively.
Equation 1.20 states that the high-pass filtered version of the ideal phase is due to
the partial spatial coherence from the source. The phase information is completely
lost when the source is incoherent, meaning, when hi (r) reduces to δ(r). Though
methods have been developed to mitigate these artifacts [83, 134, 135], this partial
spatial coherence essentially affects the measurement accuracy, and furthermore,
brings into question whether the conventional resolution definition can be applied to
characterize QPI and coherent imaging in general.

1.5.2 Defining Resolution

In microscopy, imaging contrast and spatial resolution are typical metrics to char-
acterize the performance of an imaging system. The definition of magnification and
contrast arewell understood, themeaning of spatial resolution, however, appears to be
ambiguous, especially for coherent imaging. The resolution of intensity-based imag-
ing system, fluorescence for instance, is relatively straightforward. Due to the linear
response between the optical intensity emitted from the object and those detected at
the image plane, the resolution for incoherent imaging system is well characterized
by its point spread function (PSF). The criteria for resolution include the maxi-
mum spatial frequency (Abbe criterion) [136] or the distance to the PSF’s first root
(Rayleigh criterion) [137]. However, a measurability issue arises when switched to
the case of coherent imaging, due to the fact that the system has a linear response in
the optical field but not its intensity, which is the measured quantity [138, 139]. Con-
sider the case where two point sources are imaged by a microscope. Let us assume
the two sources produce mutually incoherent light, and they are spatially separated
by a distance larger than the diffraction limit, which makes them resolvable using an
incoherent microscope. However, under the samemicroscope, if generating coherent
light with 0 phase delay, these two point sources become fully unresolved (see, e.g.,
Chap. 8 in [2]). This simple illustration suggests that measuring and reporting its
intensity profile is not a suitable means to characterize resolution.

With this context in mind, a practical unambiguous resolution standard is highly
desirable to reliably assess the merits of coherent microscopic techniques. Several
theoretical and practical methods have been proposed [138, 140, 141]. Here, we
briefly discuss the resolution problem from the perspective of uncertainty relation.
For an arbitrary field, the accuracy in defining the k-vector and position cannot be
both arbitrarily high. In 1927, Heisenberg stated this uncertainty principle in the
context of quantum mechanics [142]. For an arbitrary field, the standard deviation
of the k-vector and its spatial spread along an axis satisfy the inequality


x
kx ≥ 1

2
, (1.21)
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where the equality holds for Gaussian distributions. This uncertainty principle does
not place a bound on the ability to make a measurement, but rather on the accuracy
with whichwe can define the field distribution as well as its frequency representation.
Equation 1.21 has direct consequences for imaging and scattering events, as it states
that the minimum resolvable feature on the object is governed by the “spreading” in
its k-vector domain, instead of the maximum value,

R ∝ 2π


k
(1.22)

Thus, a generalized resolutiondefinition canbe achieved as inverse spatial bandwidth,
in all three directions.

1.6 Summary and Outlook

As we have seen here, QPI adds essential value to microscopy. The intrinsic
phase signal measured by QPI provides novel parameters to investigate physi-
ological processes in biological samples. As discussed in the previous sections,
tremendous progress has been made to improve the spatial and temporal reso-
lution of QPI systems. Temporally, since no exogenous labeling is needed, QPI
enables live sample measurements, lasting from the millisecond scale to days, even
weeks. QPI could measure samples at different spatial scales, ranging from sub-
cellular structures below the resolution limit, to thick tissues, 100s of microm-
eters thick. These advances in instrument development offer exciting possibili-
ties for numerous applications in biology and medicine. Looking ahead, we fore-
see a few directions of potential interest. Firstly, the benefit of imaging unla-
beled specimens comes at the cost of losing specificity. Most existing QPI sys-
tems rely on correlative fluorescent tagging to identify the structure of interest.
One potential solution is to replace the fluorescent markers with scattering parti-
cles. By labeling structures of interest with nanoparticles with high refractive index,
QPI would become an ideal imaging tool with high specificity, but without photo-
bleaching. Secondly, the possibility of endoscopic QPI is another interesting avenue
[36]. While most existing QPI systems measure samples in vitro or ex vivo, the
study of in vivo or deep tissue imaging with QPI is rarely explored [143, 144].
Thirdly, label-free super-resolution imaging remains a significant technical goal.
The existing super-resolution methods are typically involving fluorophores. Finally,
we anticipate that combining QPI and artificial intelligence approaches will lead to
advances in objective diagnosis. In the years to come, we anticipate that QPI will
continue gaining popularity as it transfers from engineering to biomedical laborato-
ries [1].
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Chapter 2
Interferometric Scattering (iSCAT)
Microscopy and Related Techniques

Richard W. Taylor and Vahid Sandoghdar

Abstract Interferometric scattering (iSCAT) microscopy is a powerful tool for
label-free sensitive detection and imaging of nanoparticles to high spatiotempo-
ral resolution. As it was born out of detection principles central to conventional
microscopy, we begin by surveying the historical development of the microscope to
examine how the exciting possibility for interferometric scattering microscopy with
sensitivities sufficient to observe single molecules has become a reality. We discuss
the theory of interferometric detection and also issues relevant to achieving a high
detection sensitivity and speed. A showcase of numerous applications and avenues
of novel research across various disciplines that iSCAT microscopy has opened up
is also presented.

2.1 Introduction

Super-resolving the position of nanoscopic objects to a precision better than the
wavelength of light is an important and powerful technology in nanoscience and, in
particular, in the rapidly growing field of nanobiology. The forebear tomodern super-
resolutionmicroscopy, where typically one aims to resolve intricate extended cellular
substructures, is fluorescence microscopy. With the advent of single-molecule fluo-
rescent spectroscopy andmicroscopy in the early 1990s, it became possible to extend
such measurements to fluorescent labels as small as single dye molecules, quantum
dots or single fluorescent proteins [1]. Fluorescence as a contrast mechanism, how-
ever, brings about several restrictions. These include (1) the use of the label itself,
which may introduce artifacts to the interpretation, (2) the limited photoemission,
caused by photobleaching and photoblinking as well as (3) saturation which cur-
tails the spatiotemporal resolution and duration of a measurement. Fluorescence-free
alternatives are thus highly desirable to overcome these limitations.
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(a) (b)

Fig. 2.1 Detection of an object from its shadow: just as we may observe an everyday object from
the shadow its casts—such as the teapot (a), we may equally do so with an object much smaller
than the wavelength of light, i.e., a nanoparticle or even a single protein (b). Such a small object
casts a shadow with no structure, instead, the shadow appears as a single spot with a minimum size
given by the diffraction limit of light

Themost familiar and commonmodeof fluorescence-freemicroscopy iswhenone
detects the optical shadow cast by the object (see Fig. 2.1a). The size of the shadow
is proportional to the size of the object, and its degree of darkness is a measure
for its transparency. This detection principle serves as the foundation for the earliest
developments inmicroscopy and continues to be the basis of anymodernmicroscope.
It turns out that this line of thought is also applicable for viewing subwavelength
nanoscopic particles, and even single molecules. In this regime, the geometric shape
and size of the object is no longer represented by the shadow, which collapses to
the point-spread function (PSF) of the microscope. Nevertheless, the object imprints
its signature in the faint extinction of the illuminating beam (see Fig. 2.1b). The
challenge lies in reaching a high sensitivity in detection to observe the resulting
nano-shadow, requiring discrimination of the minuscule changes in light intensity
aswell as oftentimesmeasures to separate the desired shadow from the accompanying
background.

In this chapter, we shall show that successful detection of the shadow from nano-
objects permits label-free localization with outstanding spatial and temporal reso-
lution, made possible by a high signal-to-noise ratio (SNR). As we shall see, the
resulting extinction nanoscopy can be seen as a very recent realization of an old
contrast mechanism. It is thus instructive to take a retrospective look at some of the
developments in light microscopy that have led us to this exciting possibility, which
we summarize in Fig. 2.2.
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Fig. 2.2 Important milestones throughout the history of microscopy

2.2 Historical Perspective

One of the earliest documented examples of a microscope is attributed to Zacharias
Jansen (1585–1638) who reportedly demonstrated a compound two-lens microscope
as early as 1590. The microscope boasted a 20-fold magnification and was able to
image sufficiently opaque samples when viewed with the eye. About half a cen-
tury later, both Robert Hooke (1635–1703) and Antonie van Leeuwenhoek (1632–
1723) would use microscopes as the foundation for their study into small organisms.
Remarkably, the self-made microscopes of the latter reached a magnification one
order of magnitude larger than his contemporaries—placing it on the level with cur-
rent research-grade microscopes, permitting him to observe individual blood and
yeast cells, as well as microscopic bacteria and protozoans. These efforts laid the
foundations for the discipline of biological microscopy.

In the time following van Leeuwenhoek up to the turn of the twentieth century,
the art of microscopy would mature into a rigorous scientific discipline following
continuous refinement and innovation. For example, after 1820 it became possible
to manufacture combinations of lenses small enough for high magnification objec-
tives that could also include corrections for chromatic aberrations. In 1873 Ernst
Abbe (1840–1905) published on his theory of the microscope [2], introducing strict
mathematical definitions to the vocabulary of microscopy, which in turn led to a
better understanding of the physical operation of the microscope and hence to bet-
ter designed instruments. Thereafter, commercial availability of microscopes with
superior performance led to their widespread adoption by scientists of that era. Dur-
ing this period, we also began to see a burgeoning diversity in the specimens which
became the subject of microscopic investigation. The smallest specimens investi-
gated, however, remained limited to that of micron-sized entities, something already
observable since the seventeenth century. To appreciate why this limit was encoun-
tered, it is important to consider the sensitivity of the detector commonly used in
these microscopies, namely, the eye.

The response of the human eye to light intensity is nonlinear, beginning with a
detection threshold of around 2%. Our ability to sense changes in light intensity—
which we call contrast, diminishes as the change becomes a smaller fraction of
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the overall brightness [3]. In conventional bright-field microscopy this means that if
small, thin or otherwiseweakly interacting samples cannot cast a shadowof sufficient
darkness then, to our eyes, it cannot be seen. An apt example of our limited contrast
sensitivity is that of the spider web [4]; viewed against the bright sky the web is
practically invisible, but when seen illuminated by the same sunlight against the
darker surface of the ground, the web is now readily observed. In other words, we
can circumvent the limitations of our visual sensitivity by diminishing the brightness
of the background against which we wish to detect a shadow. This situation is also
familiar to the astronomer, as favorable conditions for observing the faint light of
distant stars occurs when the surrounding sky is as dark as possible.

In microscopic imaging, the deliberate removal of background illumination is
known as dark-field imaging, with the first recorded instance of its implementation
dating back as early as 1830 to Joseph Jackson Lister (1786–1869) [5]. Despite its
effectiveness and advocates, dark-field microscopy initially failed to gain apprecia-
tion in the wider circles of microscopy, and was seen somewhat of a novelty. The
technique remained largely overlooked [6] until the realization of the potential for
dark-field to observe minute specimens that were otherwise invisible in bright-field.
Austrian Chemist Richard Adolf Zsigmondy (1865–1929) would beautifully demon-
strate this principle in 1902. Zsigmondy, along with Henry Siedentopf (1872–1940),
presented the technique for the observation of nanometer-sized gold particles by eye.
Consisting of an orthogonal objective and condenser, the “ultramicroscope”—as it
was so named, allowed the observation of light scattered by the nanoparticles in the
absence of a background [7]. This technique facilitated a more sensitive detection
microscopy, which would enable, for example, the breakthroughs into identifying
the microoranisms responsible for syphilis. In recognition of his achievements, Zsig-
mondywould be awarded the Chemistry Nobel Prize in 1925, the first of manyNobel
Prizes to be awarded for advances in optical microscopy. It should be noted, how-
ever, that dark-field imaging becomes increasingly challenging for smaller objects,
especially those in the presence of larger ones, as noise and incomplete removal of
the background obscures detectability.

Where dark-field imaging seeks to better detection sensitivity through complete
removal of the background, amore powerful approach to higher imaging contrast is to
selectively shift the phase of the background illumination with respect to the incident
light that interacts with the sample. This realization would be made in the decade
following Zsigmondy’s Nobel Prize by Frits Zernike (1888–1966), who developed
such wisdom from the study of aberrations and coherence in diffraction gratings and
telescopic optics [8–10]. Phase Contrast Microscopy (PCM) [10–12], as it became
to be known, involved the addition of a phase plate to the illumination path in the
microscope with the effect of enhancing the bright-field contrast of specimens with
refractive index similar to that of the surrounding media. Phase Contrast Microscopy
represented a monumental advancement in microscopy, garnering Zernike the 1953
Physics Nobel Prize, with the successes brought about within the research of cancer
being cited as one of the many advances enabled by PCM.

Arguably, Zernike’s greater impact was to bring interferometric principles to the
fore of contemporary microscopy, specifically into biologically-orientated imaging,
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where the early success of staining techniques had quashed the necessity to search
for more elaborate means to improve contrast. Another interferometric modality that
has since become popular is Differential Interference Contrast (DIC) microscopy,
in which regions of differing optical paths in the sample, such as those occurring at
edges, are shown with enhanced contrast through the interference of parallel sheared
beams. The spatial displacement and angular deviation of the beams, on the order of
half the airy disk diameter, is achieved through a special prism introduced byGeorges
Normarksi (1919–1997) which bears his name [13]. Interestingly, the conceptual
roots of DIC microscopy can be traced to the interferometer developed by Jules
Jamin (1818–1886) in 1856 [14], and the first interference microscope from Jacobus
Laurens Sirks (1837–1905) in 1893 [15]. Another important related invention was
that of holography as proposed by Dennis Gabor (1900–1979) in 1947 [16], an
accomplishment that would lead to Gabor being awarded the Physics Nobel Prize
in 1971. As a new technique, Holography was mainly employed in macroscopic
imaging, one of the first holographic microscopes was reported in 1966 [17], enabled
by the commercial availability of the laser which was invented several years prior.

By the era of the late 1950s, interferometric microscopy was in its heyday, with
a bewildering array of interferometric microscopes demonstrated, several of which
found commercial release. A comprehensive review of thesemicroscopes is provided
in [18]. Popular categories of design for these interferometric microscopes include
[19, 20]: (1) the beam-shearing type, (2) a two-arm design, and (3) the dual focus type
in which the reference wave is focused to a different plane than that of the specimen.
Unfortunately, interferometric microscopies witnessed a general decline after the
1950s, save for their application in surface profilometry, e.g., in precision engineer-
ing, and later for inspection in the microelectronics industry, where reflection-based
Normarksi DIC and the Mirau interferometer objective remain workhorses to this
day [21]. The decline of interferometry as the principle imaging technique in the life
sciences was the result of a series of innovations and developments in fluorescence
microscopy [22, 23], such as the invention of immunolabeling in 1950, which led to a
meteoric rise in fluorescence imaging, aided by the subsequent invention of confocal
scanning microscopy in 1955 by Marvin Minsky (1927–2016) [24].

One interferometric technique that would thrive throughout the 1960–70s was
Interferometric Reflection Microscopy (IRM). This simple technique, which in fact
does not require an explicit interferometer, relies on the sample coverslip to pro-
vide the reference beam. The rise of IRM is widely accredited to Adam Curtis
(1934–2017), who investigated and estimated the nanometric separation between
glass and cell at sites of adhesion in living cultured fibroblasts [25]. The inter-
ferometric nature of the image provided nanometer-level information on the cell–
substrate distances—a resolution unmatched by fluorescent methodologies of the
time, enabling researchers using IRM to pioneer investigations into cell adhesion
[26–30] as well as associated cytoskeletal components [31]. Johan Sebastiaan Ploem
(born 1927) would later introduce instrumental refinements to better the sensitivity
and performance of the technique under the alternative name Reflection Contrast
Microscopy (RCM) [26]. Ultimately the failure to interpret quantitatively the inter-
ferometric content of the images, i.e., accounting for contributions from variations
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in refractive index or path length [26, 32], would lead to declining interest in the
method. Nevertheless, the technique would undergo a new lease of life in the late
1980s under the helm of Erich Sackmann (born 1934) who sought to implement
greater quantitative rigor, initially studying cell membrane elasticity [33] and later
the interaction of synthetic vesicle membranes to their substrates [34, 35].

Other interferometricmethodswould also find a revival in the 1980s, following the
realization that analogue controls for camera gain and offset could be used to increase
the dynamic range and contrast of microscopic images. This contrast enhancement
facilitated real-time observations of structures that were previously too faint to see
by the naked eye. Indeed, weak contrast variations composing an image are more
easily detected by the video camera owing to its linear response to light intensity.
While this fact was known since the invention of the video camera in the 1940s, the
better resolution and historical success of photography cemented the latter as the
dogma in microscopic documentation. It would not be until 1975 for this view to
change [36], and another 6 years before the first implementations of this analogue
contrast enhancement [37, 38].

The improvement in analogue contrast immediately precipitated a new problem
of how to remove unwanted background signals such as speckle originating from
uneven illumination or the presence of dust, etc. By digitizing the analogue video
signal, these problems could be readily tackled because the live video signal could
undergo in-line digital processing including static image subtraction, averaging and
differential subtraction [39, 40]. This technique was referred to as digital contrast
enhancement, and along with its analogue cousin, would collectively become known
as video-enhanced microscopy [41, 42] and often paired with DIC imaging. Follow-
ing its introduction in the early 1980s, video-enhanced microscopy quickly led to
a flurry of efforts to explore previously hidden aspects of cellular architecture and
function, including the network structure of cellularmicrotubules and actin filaments,
or transport of particles and vesicles in and around the cell [43–47].

Following these demonstrations, the video-enhancedmicroscopy of the late 1980s
and early 1990 quickly advanced efforts to monitor intracellular dynamics of spe-
cific proteins in living cells through introduction of sub-hundred nanometer colloidal
particles. Michael Sheetz and colleagues pioneered this microscopy under the
moniker Nanovid-microscopy (nanometer video-enhanced microscopy) and investi-
gated in vitro mobility assays on microtubules, receptor-mediated endocytosis and
single-protein diffusion in the plasma membrane of cells [48–53]—a body of work
that serves as the foundation for single-particle tracking microscopy. In the latter half
of the 1990s to early 2000s, Akihiro Kusumi and colleagues would use this tech-
nique to advance the study of single-protein diffusion in the plasma membrane of
cells [54, 55].

It is worth noting that the challenge of detecting and analyzing micro- and sub-
microscopic particulates were also confronted in the field of aerosol science, dating
from the period of the 1970s. Whilst employing intensity-based detection, in 1982
Pettit and Peterson [56] introduced an interferometric scheme derived from the Jamin
interferometer to detect the phase shift induced by microscopic particles upon the
incident illuminating beam. By using phase a better estimate of the particle size was
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demonstrated along with an improved detection sensitivity. This scheme would be
refined further by Batchelder and Taubenblatt in 1989 [57].

The 1980s also saw the field of nanoscience emerge out of the collective invention
of advanced scanning probe techniques, such as the Scanning TunnelingMicroscope
(STM) in 1981, Scanning Near-Field Optical Microscopy (SNOM) in 1984 [58],
and the Atomic Force Microscope (AFM) in 1986 [59] as well as the discovery of
new materials such as carbon nanotubes and fullerenes. Optical microscopy would
similarly undergo great advances in performance following demonstration of the
optical detection of single dyemolecules in 1989 [60]. Complemented by the general
political optimism at the end of the cold war, these developments launched a euphoria
in accessing the nano-world at the turn of the 1990s, as had been imagined byRichard
Feynman almost 30 years prior [61].

With the emergence of SNOM, optical microscopy experienced a revolutionary
era as it was now freed of the century-long bounds of the diffraction limit, and brought
promise of the detection and spectroscopy of individual molecules in contexts rang-
ing from materials science to chemistry, physics and biology. As in conventional
light microscopy, the main contrast mechanism in SNOM is based on the extinc-
tion of light, now exiting a scanning subwavelength aperture. However, the physical
interaction at work in SNOM should be understood in the context of scattering rather
than reflection or transmission as considered in far-field imaging. In practice, SNOM
suffered from very weak signals stemming from faint illumination out of a nanomet-
ric aperture and weak scattering from nanoscopic features on the sample surface.
One of the efforts in tackling the limited throughput were put forth in 1994 by the
group of Wickramasinghe, who demonstrated interferometric (homodyne) detection
of the field scattered from a sharp solid tip (apertureless SNOM) [62]. Interpretation
of the SNOM signal in this mode and similar configurations presented a great chal-
lenge caused by spurious interference effects [63], which hampered adoption of this
technique until they were overcome a few years later [64–66].

In this nascent era of nanoscience, reappraisal of the optical functionality of gold
and silver nanoparticles and thin films, under the modern label of Plasmonics, led a
new generation of scientists to explore the detection and spectroscopy of individual
metallic nanoparticles. The first spectroscopy reported from single gold nanoparticles
appeared in 1998 using SNOM [67]. Detection of individual gold nanoparticles
was soon pursued by a number of methods, including conventional dark-field [68]
and total internal reflection dark-field microscopy [69]. A particularly promising
impetus was the biocompatibility of gold and its indefinite photostability, which
prompted the use of colloidal nanoparticles as optical immunolabels for biology [68].
Interestingly, while just a few years earlier, the common wisdom would have been
that Rayleigh scattering was too weak for the detection of individual nanoparticles,
this techniques also found application in the detection of single nanoparticles such
as carbon nanotubes [70].

By the end of the twentieth century, the achievements in detecting single nanopar-
ticles with diameter on the order of 50nmmarked a milestone in detection sensitivity
[67–69]. However, most applications, especially those concerning biology, wished
to work with much smaller particles, e.g., 5nm in diameter, corresponding to a
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million-fold reduction in signal strength for dark-field microscopy. To address this
huge challenge, other techniques such as lock-in enhanced photothermal detection
[71, 72], interferometric scattering (iSCAT) [73] and lock-in enhanced transmission
[74] were soon introduced. The success of these measurements showed that sensitive
optical detection of nano-objects would indeed be possible through nonfluorescent
means. In the decade that followed right up to the present day we see a broad array
of research efforts, drawn from numerous communities, exploring interferometric
detection of single nano-objects such as viruses, DNA, microtubules, exosomes, and
proteins [75–91]. Interestingly, interferometric microscopies are also flourishing in
the general context of label-free imaging of cells and membranes even if nanoparti-
cles are not at the center of attention [75, 76, 90, 92–105]. The underlying physics of
thesemethods remains the same although a plethora of acronyms such as interference
reflectance imaging sensing (IRIS) [77], rotating coherent scattering (ROCS) [98],
interference plasmonic imaging (iPM) [88], coherent bright-field imaging (COBRI)
[106], stroboscopic interference scattering imaging (stroboSCAT) [107], interfero-
metric scatteringmass spectrometry (iSCAMS) [108] are on the rise. Inwhat follows,
we bring all these techniques under the umbrella of iSCAT, emphasizing the two cen-
tral concepts andmechanisms of interference and scattering as the basis for recording
the extinction signal (nano-shadow) generated by nanoparticles.

2.3 Interferometric Scattering Microscopy (iSCAT)

2.3.1 Foundations

The principle concept in interferometric microscopy is to superpose a reference light
beam with the response of the sample, as illustrated in Fig. 2.3a. Let us consider a
field E s = Eseiφs scattered from the object. The signal on the detector reads:

Idet ∝ |E r + E s|2 = Ir + Is + 2ErEs cosφ , (2.1)

where E r = Ereiφr denotes the complex electric field of the reference arm. The
three resulting components can be respectively identified as the contribution of the
reference field (Ir = |E r|2), the pure scattering recorded from the object (Is = |E s|2)
andfinally the cross-term (2ErEs cosφ), whereinφ = φr − φs. In general, this phase
contains a component describing the sinusoidal modulation along the propagation
path, aGouy phase stemming fromvariations ofwavevectors and the scattering phase
imposed by the material properties of the object [109, 110].

As is common in holography, one can realize various iSCAT illumination and
detection schemes, which are all essentially described by (2.1). The simplest, oldest
and perhaps the most subtle version is shown in Fig. 2.3b, corresponding to conven-
tional bright-field imaging. Although the intuitive explanation of this imagingmodal-
ity is based on the concept of absorption and shadow, its mathematical essence is well
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Fig. 2.3 Different
realizations of
interferometric detection. a
Principle of interferometry,
where the signal of interest,
here the scattered field E s, is
superposed with a coherent
reference E r . b Conventional
bright-field imaging also
consists of the superposing
of reference (illumination)
and scattered fields, and thus
is also interferometric in
nature. c An alternative
back-reflection scheme for
interferometric detection

coverslip

Er

Es

h

object

beam splitter

(a)

(b)

(c)

described by (2.1) if one only replaces E r with an illuminating field E i = Eieiφi

incident upon the object. Here, it is important to remember that as formulated by the
optical theorem, extinction (loss of light, i.e., shadow) is determined by the cross-
term in (2.1) and can be expressed as the sum of absorption and scattering [111]. The
latter two stem from imaginary and real parts of the complex extinction coefficient
of the object, which are also implicitly encoded in φs. As illustrated by the dashed
and solid arrows in Fig. 2.3b, propagation phases are the same for E r and E s for
each nanoscopic constituent of the object such that this imaging modality does not
reveal any path dependence. Thus, the coherence length of the light source is not
a parameter of concern. Another point of view that supports this picture is entailed
in Abbe’s theory on image formation and in Fourier optics, where an image results
from the diffraction (and thus interference) of light from the sample.

An interesting simple extension of the scheme in Fig. 2.3b is shown in Fig. 2.3c,
where a partially reflective surface is placed in the illumination path. In this config-
uration, a portion of the illumination is reflected and interferes with the light that
is back-scattered by the object. Thus, in this case we can write E r = r E i, where r
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denotes the complex field reflectivity. In this instance, the detected signal depends
sensitively on the displacement h above the surface or index modulations of the
object.

Schemes such as phase contrast, differential interference contrast, reflection inter-
ference, or Mirau interference microscopy can all be described with the same under-
lying physics of (2.1) if one accounts for specific assignments of E r and E s. In the
conventional realizations of these microscopies, the emphasis has been on visualiza-
tion of edge contours or refractive index modulations in super-wavelength objects
or features. It turns out, however, that interference microscopy can be even more
important for the detection of very small nanoparticles and single molecules, which
is particularly desirable within the context of nanoscience.

Let us take a spheroidwith semiaxesa1,a2,a3 much smaller than thewavelength of
light as a model nanoparticle. The response of this particle to light can be formulated
as E s ∝ αE r where

αi = ε0V

(
εs − εm

εm + L i(εs − εm)

)
(2.2)

denotes the complex particle polarizability along the semiaxis ai, and k signifies
the wavenumber [111]. The quantity V is the volume of the particle, and L i is the
depolarization factor along ai. For a sphere, a1 = a2 = a3 and L i = 1/3. Complex
parameters εs and εm are the dielectric functions of the scatterer and the embed-
ding medium respectively, and ε0 is the dielectric constant. The denominator in this
expression can reach a minimum for metals such as silver and gold, thus enhanc-
ing their scattering response, but plasmonic enhancements only amount to about one
order of magnitude for realistic materials in the visible domain. Thus, the chief factor
responsible for the magnitude of αi is the particle volume V . The dependence on the
volume results in the scattering field scaling as the third power of the particle dimen-
sion, and hence the scattering intensity (Is = |E s|2) drops with the sixth power of
the particle size.

When the particle is sufficiently small, Is becomes much weaker than the cross-
term 2ErEs cosφ in (2.1) which is linearly proportional to the scattered field. As a
result, interferometric detection of scattering seems more favorable over dark-field
schemes. Indeed, (2.1) highlights the challenge in dark-field microscopy of detecting
small particles: the difference between the signal of a 50nm nanoparticle and one
with 5nm diameter is a factor of one million! We also remark that (2.1) describes
both homodyne and heterodyne detection schemes [112], where the particle field is
amplified by the larger field of the reference Er in the cross-term. We present a more
differentiated discussion on the comparison between the sensitivities of dark-field
and iSCAT detection later in this section.

The first report of iSCAT microscopy and spectroscopy of single nanoparticles
appeared in 2004 [73] using the configuration shown in Fig. 2.3c (see Sect. 2.4 for
an additional historical anecdote). More precisely, a supercontinuum laser beam was
focused on a glass substrate supporting gold nanoparticles (GNPs) as small as 5nm
covered by immersion oil. This was quite an impressive step toward optical detec-
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tion of small nanoparticles since conventionalmethods such as dark-fieldmicroscopy
were not able to reach this limit. The only other technique with appreciable sensi-
tivity was reported just two years earlier based on photothermal detection [71]. In
this technique, one heats the GNP through its enhanced absorption at the plasmon
resonance and detects the heat-induced change of refractive index in its vicinity.
Interestingly, however, this latter decisive step is also achieved via interferometry
using a second laser beam.

In the following years, iSCAT was extended in our laboratory to different illu-
mination and detection conditions [113, 114] and used to detect single unlabeled
viruses [115, 116], semiconductor quantum dots [114], lipid vesicles [117, 118]
and unlabeled proteins [119]. In more recent years, several other groups have also
successfully applied different illumination/detection variants of iSCAT to detect sin-
gle proteins [108, 120, 121], single viruses [83, 106], lipids [122, 123] and other
nanoparticles [82], and even charge carriers [107].

Neglecting the scattering intensity (Is) which is vanishingly weak for very small
particles, the iSCAT signal of interest, namely the interferometric cross-term, can
be obtained by subtracting the reference intensity that acts as a background from
the detected intensity, Idet − Ir ≈ 2EsEr cosφ. Thus, the contrast obtained when
comparing images with and without a nanoparticle becomes:

c = 2EsEr cosφ

Ir
= 2

Es

Er
cosφ . (2.3)

The final expression in (2.3) might prompt one to conclude that one can reach a
better sensitivity through minimization of Er in the denominator. Indeed, one can
devise an optical scheme, where Er is freely adjustable, e.g., by implementing a
separate reference arm (see, e.g., schemeofFig. 2.3a).However, the resulting increase
in contrast is at the cost of a lower overall signal which leads to a smaller signal-
to-noise ratio (SNR) in shot-noise-limited detection. Furthermore, a separate arm
compromises sensitivity owing to the introduction of mechanical instabilities. We
discuss the issue of SNR and other instrumental considerations in more detail below.

Before we begin the discussion of experimental issues, we take a moment to
remark on the fundamental efficiency of interferometric detection of small objects,
down to single atoms and molecules. When an ideal two-level atom is illuminated
with monochromatic light at its resonance frequency, it undergoes a transition from
the ground to the excited state. This process can lead to absorption and successive
emission of light. The resulting fluorescence is incoherent because it follows a spon-
taneous process, thus not respecting the phase of the illumination field. However, in
the weak excitation regime, the interaction of the incoming light with an atom can
also be described by Rayleigh scattering [124]. It follows then that the interaction
of the incoming light and the atom can equally be described in the same way as in
(2.1), that is, via interference. Considering that the extinction cross section of an
unperturbed atom can be as large as 3λ2/2π , where λ is the transition wavelength,
and that light can be focused down to the diffraction limit in the order of (λ/2)2, one
ought to expect a single atom to be capable of casting a dark shadow on a laser beam.
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Indeed, one can rigorously show that a single atom can extinguish a laser beam in
entirety [125].

The most fundamental requirement for reaching full extinction is spatial mode
matching: the wavefronts of the incident beam should match the dipolar emission
pattern of the atom [125]. An alternative approach is to modify the radiation pattern
of the atom by coupling it to an appropriate antenna [126]. In fact, a glass–water
interface is known to act as a primitive planar antenna that modifies the radiation
pattern of an oscillating dipole into one that is enhanced about the critical angle [127].
Optimization of the iSCAT contrast in recent efforts, where part of the reflected beam
is blocked with a pinhole in the back focal plane, can indeed be understood as the
result of a better mode matching [128–130]. A particularly compact antenna consists
of a subwavelength waveguide (nanoguide), such as a thinned glass fiber [131],
whereby the emission of an atom is efficiently coupled to the nanoguide mode, thus
improving its interference with the field propagating within with high efficiency.
Given the central role of spatial modes in this picture, these considerations are also
of immediate relevance for iSCAT detection of nanoparticles, which radiate with a
dipolar pattern. To our knowledge, this feature has not yet been explored although
the nanoguide arrangement has been demonstrated to perform well in dark-field
microscopy [132].

2.3.2 Detection Sensitivity and Signal-to-Noise Ratio (SNR)

Thus far, iSCAT has been successfully employed to detect individual unlabeled pro-
teins as small as 50kDa. An important question that arises is whether there exists
a fundamental limit in detection sensitivity, and what might be the accompanying
technical challenges. In what follows below, we give an overview of some of the
pertinent issues.

The central restriction in any sensitive measurement is signal fluctuation. In their
absence, arbitrarily small signals may be identified even on very large backgrounds.
While slow fluctuations such as thermal or mechanical drifts can be directly or
indirectly accounted for, fast random variations, which we call “noise” pose a serious
challenge. Some of the main sources of noise in an iSCAT measurement are as
follows:

Laser intensity noise: Even the best lasers have instrumental power fluctuations
and beam instabilities. It is indeed not easy to have a freely running laser with power
stability better than about 10−3. To detect iSCAT contrasts beyond this, one has
to account for laser intensity fluctuations through referencing or normalization. In
confocal imaging, a balanced photodiode pair employing common-mode rejection
can be as good as 1×10−7 [133]. In wide-field camera-based detection, one can
normalize the total power recorded within each frame to similarly reject intra-frame
fluctuations. As the contrast signal is the ratio of two fields sharing the same laser
noise, they naturally self-reference.
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If one manages to deal with the instrumental laser intensity noise, one is still
confronted with the fundamental limit of shot noise which is the noise associated
with the fact that the number N of the photons in a laser beam varies according
to a Poisson distribution, i.e., as

√
N for large N [124]. As a rule of thumb, the

shot-noise-limited SNR improves by
√
N as N is increased.

Detector background noise: Any electronic device has an intrinsic noise, stem-
ming from, for example, thermally generated electrons in the detector (referred to
as dark noise) or errors introduced in the voltage reading circuitry. Modern cameras
and photodiodes can be extremely quiet, and since iSCAT is typically performed on
a high background level due to the reference field Er, detector dark noise is not a
major concern. Nevertheless, depending on the experimental arrangement, it might
become a limiting factor.

Dynamic range and analogue-to-digital conversion noise: Realistic detectors
have a limited working range on both sides of small and large signals. The limit
for the largest signals is given by detector nonlinearities and saturation effects, while
the lower limit often has to do with the fundamental sensitivity of the particular
detector technology. The ratio between the largest and smallest signal values defines
the dynamic range, and for imaging cameras the read noise level is often taken as
the smallest signal quantity which is detectable. From the sensor dynamic range, an
appropriate bit depth is selected for analogue-to-digital conversion. For example, an
image rendered into 12-bit imposes a read-out resolution of 1 in 4096, i.e., 2 × 10−4.

Mechanical stability: Although iSCAT is an interferometric method, it can be
extremely robust against mechanical instabilities if the reference and the scattering
beams share identical paths (see Fig. 2.3). Nevertheless, lateral vibrations at the
sample cause problems since even a few nanometers of motion could translate into
fluctuations of the contrast when the background is subtracted (see section below)
[134].

2.3.3 Background Removal

Fluorescence detection exploits highly efficient spectral filtering to eliminate spu-
rious backgrounds caused by the illumination or unwanted fluorescence. Similarly,
dark-field microscopy, including variants using total internal reflection, employ spa-
tial filtering to reject background illumination in order to detect Rayleigh scattering.
In iSCAT, however, one does not exclude the background but instead records it in an
intense reference beam, just as in resonant extinction measurements of a quantum
emitter [135].

As mentioned earlier, this would not pose any problem if one could subtract
a constant background level from the measured signal, even if the signal were to
be arbitrarily small. Figure 2.4a, which displays an iSCAT image of a coverslip
supporting 10nm GNPs in water, shows that in practice, one is confronted with
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lateral background modulations that make it difficult to identify the gold particles.
These background features, however, should not be attributed to noise since they are
fully reproducible: iSCAT is extremely sensitive to slightest changes in the optical
path—down to the level of single small proteins—hence the background contains
a high degree of a speckle-like patterns caused by any slight inhomogeneity of the
refractive index or topography.

Background components that do not originate from the sample and its environment
can be eliminated by measures such as lock-in-type detection. For example, wave-
front inhomogeneities in wide-field illumination can be removed by mechanically
modulating the sample [113, 119]. The most effective procedure, however, would
involve modulations of properties that are specific to the nanoparticle of interest. For
example, the wavelength dependence of plasmon spectra was used to separate the
signal of GNPs from a dielectric background composed of microtubules to which
they were bound [113].

A very powerful method for eliminating the background becomes available in
dynamic studies, where the particle of interest appears on the detection scene at
a given time or moves within it. In this case, differential treatment of consecutive
images can eliminate the static part of the sample [114, 119], illustrated in Fig. 2.4b.
This can be achieved by an assortment of methods, e.g., subtraction of a temporal
median intensity [136], subtraction through an iterative-estimation algorithm [137]
or employing rolling-window averaging across stacks of frames [108]. The method
chosen should be based on the problem and equipment at hand regarding image
acquisition speed and also the speed at which the nanoparticle moves. The situation
becomes more challenging in the presence of a background with a fluctuating spa-
tiotemporal dynamics, e.g., speckle features from live biological specimens. Nev-
ertheless, more advanced computational tools can be employed for analyzing the
obtained images as recently demonstrated for tracking GNP-labeled transmembrane
proteins in live cells [138].

(b)(a) t1 t2 t2 - t1

-2x10-2 4x10-2 -1x10-3 3x10-3

1μm

Fig. 2.4 a Substrate roughness introduces modulations in the background of the image in accom-
paniment to imaging of gold nanoparticles of size 10nm [113]. Reproduced with permission from
the Optical Society of America. b Background subtraction through differential imaging. In wanting
to image the arriving protein shown in blue, one subtracts the image of the substrate at a time before
arrival (t1), and a time after (t2). The difference isolates the presence of the target protein
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We remark that the background subtractionmethods discussed above could also be
equallywell applied to dark-fieldmicroscopy [139]. Thus, onemightwonderwhether
dark-field microscopy might not match the performance of iSCAT microscopy.
Indeed, one can show that the shot-noise-limited advantage of interferometric (homo-
dyne) over dark-field (scattering intensity) detection is only a factor of two. The
practical implementation of ultrasensitive dark-field, however, is nontrivial because
the very small dark-field signal proportional to the sixth power of the particle size
(see (2.1)) puts higher demands on the detector technology.

2.3.4 Long Measurements: Indefinite Photostability

One of the key advantages of detecting scattering instead of fluorescence is that the
former does not suffer fromphotobleaching.Whether one uses the inherent scattering
of a bioparticle such as a virus or if one detects a GNP label, the scattering signal
does not degrade over time. Thus, very long—in principle indefinite—measurements
become possible. Such experiments might encounter technical difficulties such as the
particle moving out of the field of view, but these can be easily overcome with more
sophisticated instrumentation.

2.3.5 Fast Measurements: No Saturation

Another favorable feature of scattering contrast as compared to fluorescence is lack
of saturation. A fluorophore is a quantummechanical system with an inherent anhar-
monicity, implying that only one photon at a time can be absorbed. The fluorescence
lifetime of the excited-state places a limit on how fast the photon can be emitted,
imposing a bottleneck for the rate at which the fluorophore can radiate, and thus a
limit to how fast one can image. A nanoparticle behaves like a classical oscillating
dipole which does not suffer from saturation: the stronger the illumination, the higher
the rate of scattering. Indeed, iSCAT imaging speeds up to about 1MHz has been
demonstrated [118]. The immediate limitation is currently a technological matter of
availability of suitable cameras. A more fundamental limit is introduced when con-
cerned over photodamage of the sample when using very strong illuminations since
every realistic substance also absorbs light at every wavelength, even if very weakly.
When performing iSCAT on biological samples, illumination intensities in the order
of 0.001–0.1mWµm−2 have been reported for membranes [118, 138], with powers
as high as 5mWµm−2 [118] for the fastest MHz imaging rates.
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(a)

(b)

Fig. 2.5 a Schematic view of the scattering specimen upon the coverslip in iSCAT imaging. b The
interferometric point-spread function of the scatter in reflection wide-field mode possesses a unique
signature of ring radii and contrasts which vary as a function of the axial position h of the scatterer
above the reflecting coverslip

2.3.6 Exquisite Lateral and Axial Resolution

The resolution attainable in iSCAT imaging is diffraction-limited. However, when
investigating single nanoparticles, it is often the location and trajectory that is of
interest. These can be obtained in an analogous fashion to fluorescence localiza-
tion microscopy and particle tracking [140]. Lack of photobleaching and saturation
provides strong iSCAT signals which, in turn, yield a higher localization precision
within a shorter observation time than is achievable in fluorescence imaging.

The point-spread function (PSF) in iSCAT can take on different forms, depend-
ing on the illumination and detection modes. A particularly useful situation is
encountered in wide-field illumination where plane waves and spherical waves
interfere together, resulting in many rings around the main PSF spot (see Fig. 2.5)
[84, 138, 141]. For most lateral tracking applications, a Gaussian fit to the central
spot is sufficient although the radial symmetry of the overall PSF can be very helpful
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Fig. 2.6 A reconstruction of the outer surface of a cellular filopodium, rendered from interpolation
of approximately 800,000 three-dimensional trajectory positions as a GNP traverses the filopodium
surface

in identifying small signals on a complicated feature-rich background. For example,
GNPs have been tracked with spatial resolution of 2nm within 10µs on a live cell
membrane [138].

A major asset of iSCAT imaging stems from its inherent interferometric nature,
which makes the signal very sensitive to phase φ in (2.1). Consequently, axial dis-
placements of a nanoparticle in the order of nanometers can be put into evidence.
The first accounts of this nano-holographic feature of iSCATwere presented in [113]
and [117]. In these studies, however, one was limited to displacements below 100nm
by the ambiguity that is due to the periodicity of the iSCAT signal. More recently,
we have shown that a quantitative PSF analysis in wide-field iSCAT gives access to
nanometer axial resolution over several micrometers [138, 142]. Figure2.6 presents
an example of a three-dimensional surface map of an intercellular filament gener-
ated by the motion of a GNP that was bound to an epidermal growth factor receptor
(EGFR). We note that the best axial resolution is attainable in the reflection mode
iSCAT, where the scatterer can be located at a distance above the beam-splitting
coverslip, and thus accumulate a traveling phase.

2.3.7 Illumination and Detection Schemes

Interferometric detection of light scattering can be realized through various flexible
permutations of illumination and detection schemes. The first efforts used scanning
confocal point illumination and detection [73] but this was soon extended to wide-
field [113] and fast beam-scanning [116] illumination schemes in conjunction with
camera-based detection. Of these, one additionally may place the detector in the
forward direction or in the reverse (see Fig. 2.7), while keeping the inherent interfer-
ometric character of iSCAT.

In confocal point detection the reference consists of a focused Gaussian beam
that is raster scanned across the sample. While this helps to discriminate unwanted
scattering from the depth of the samples, a major hurdle is that temporal noise in the
illumination light becomes translated into spatial noise in the image as each image
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pixel is acquired sequentially in time. Another noteworthy feature of a scanning
mode is better mode matching between the spherical scattered and wave and the
strongly focused reference beam wavefront, which renders the PSF without distinct
ring features.

For applications requiring fast imaging, wide-field illumination with camera-
based detection is the most popular modality. By measuring in reflection, higher
contrasts are obtained than for transmission because of the lower amplitude of the
reference field in the former (r = 0.06 for the reflected beam, see (2.3)). This assists
greatlywith visual inspectionof the raw iSCAT image. In the casewhere onewishes to
better the contrast for real-time inspection, phase-masks that attenuate the reference
field have been introduced (recalling Lister’s dark-field stop, or the Zernike phase
plate) [128–130]. In the absence of computational real-time background removal,
such a physical contrast enhancement can serve a useful function.

The great advantage of reflection iSCAT is its sensitivity to the axial position of
the nanoparticle. Transmission measurements, on the other hand, suffer less from
the background since the disappearance of phase differences between Er and Es

(see Fig. 2.3) minimizes speckle. This advantage was used in conjunction with index
matching for detecting single small organic molecules [133, 143]. What is important
to realize, however, is that while most iSCAT measurements are performed with a
laser, this is not a necessity if the distance between the nanoparticle and the place
where the reference is picked up is not larger than the coherence length of the source.
In other words, measurements involving nanoparticles very close to a cover glass can
be just as well done using incoherent sources such as LEDs [75, 83, 85, 144].

(a) (b) (c) (d)

Fig. 2.7 Modes of iSCAT microscopy, encompassing wide-field and confocal illumination and
detection schemes performed in both the forward transmission or backward reflection geometry
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2.4 iSCAT Showcase

2.4.1 Detection and Sensing of Nanoparticles

Since the debut of iSCAT in 2004, iSCAT and related techniques have revived inter-
ference and extinctionmicroscopies in the context of detection and imagingof various
nanoparticles. In this section, we provide a brief overview of some of the exciting
application areas to which these methods have contributed.

2.4.1.1 Gold Nanoparticles

Gold nanoparticles in the colloidal form have a wide range of applications due to
key properties such as biocompatibility, inertness, ease of fabrication and possibility
for functionalization with different molecules. The recent developments of nano-
optics, and in particular plasmonics, have brought about a strong drive for studying
and using these nanoparticles. Indeed, the first account of iSCAT was published on
the direct far-field imaging of single GNPs, to size as small as 5nm. This was a
formidable task at the time as in dark-field imaging one begins to struggle to visu-
alize gold colloids smaller than 40nm. The GNPs, immobilized upon a coverslip,
were imaged when index-matched with oil [73] and also under ambient conditions
at the water–glass interface [113]—see Fig. 2.8a. The latter is especially important
as it begins to match biological conditions wherein ultra-small GNPs serve as use-
ful super-resolution probes (discussed later). The sensitivity limit on the size of the
detectable GNPs in the early experiments was set by the speckle background that
results from slightest variations in the refractive index and topography of the under-
lying glass substrate.

To date, GNPs as small as 2nm in diameter [145], smaller than a protein, have
been imaged and localized to a precision of 8nmwith short exposure times sufficient
to function as a scattering label—cementing iSCAT as a powerful means to image
and localize nanoscale colloids. At this point, it is perhaps interesting to mention that
we had actually started exploiting iSCAT already in 2001 when investigating gold
nanoparticles of diameter 100nm [146]. In those studies, we detected individual gold
nanoparticles at the glass–air interface as dark spots in a scanning confocal reflection
measurement and were puzzled that particles which scattered well would actually
appear dark. Further studies then led to the appreciation of the role of interference
and the advent of iSCAT [73].

Given that iSCAT imaging intrinsically contains quantitative phase information
about the sample, proper interpretation of the interferometric scattering PSF allows
one to attainmaterial andmorphological features of the colloid. For example, calibra-
tion of the spherical colloid size from the extinction contrast has been demonstrated
[147], as well as the orientation of anisotropic ellipsoidal nanorods through polar-
ized detection [148]. Moreover, the complete complex dielectric function of a single
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(a) (b) (c) (d)
electrostatic 

trap

Fig. 2.8 iSCAT microscopy on single nanoparticles of gold. a An early demonstration of iSCAT
imaging of 5nmGNP at the glass–water interface. b The intensity profile corresponding to the cross
section marked in (a) [113]. Reproduced with permission from the Optical Society of America.
c Three-dimensional localizations of a 100nm gold particle within a 500nm electrostatic trap
potential (illustrated above), revealing the potential landscape of the trap pocket. d Histogram of
axial positions from which trap stiffness can be discerned [117]. Reproduced with permission from
the Nature Publishing Group

gold nanoparticle has been retrieved from colloids as small as 10nm by performing
iSCAT with a supercontinuum light source in a DIC configuration [149].

iSCAT tracking of GNPs has also been exploited to probe the three-dimensional
landscape of electrostatic potential traps [117, 150]—shown in Fig. 2.8c, d. In a
similar fashion, the height occupation probability, which provides a description of
the free-energy landscape within a microfludic slit channel, has been demonstrated
for fast tracking of diffusing 60nm GNPs [151]. Geometry-induced electrostatic
potentials at the end of a nanopipette have also been used for local manipulation of
plasmonic antennas observed by iSCAT [152]. In the following sections,we shall also
discuss the application of GNPs as scattering labels for tracking lipids and proteins
on synthetic and cellular membranes.

2.4.1.2 Semiconductor Colloids and Dye Molecules

The first half of the early 1990s showed that single dye molecules could be detected
via fluorescence microscopy at room temperature [153]. The key to the success
of these endeavors was efficient spectral filtering, efficient collection and sensitive
low-noise detection of the emitted photons on a very low background. Once the
dogma surrounding the difficulty of single-molecule detection was overcome, other
fluorescent entities such as semiconductor quantum dots and diamond color centers
were also detected in the same fashion. Considering that very few species fluoresce,
however, this method found limited use, prompting scientists to search for alternative
ways to detect nanoscopic amount of matter via extinction rather than fluorescence.

A single molecule may possess an extinction cross section of σ = 10−16 −
10−15 cm−2 whereas a diffraction-limited beam can be focused down to an area of
about A = 10−9 cm−2. Thus a simple estimate of σ/A reveals the need for suppres-
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sion of noise to the level of parts-per-million in order to overcome the challenge of
detecting a single molecule in extinction. While several groups attempted absorption
measurements in various configurations [154–156], it was iSCAT that demonstrated
direct room temperaturemodulation-free extinction of singlemolecules and quantum
dots [114, 133, 143].

The first important step in extending the sensitivity of iSCAT was taken with the
detection of single semiconductor nanocrystals [114], shown in Fig. 2.9. Core–shell
semiconductor nanocrystals such as CdSe/ZnS have been employed in many areas
of photonics, optoelectronics and bio-imaging. By varying the material and size of
the core and shell, one can tune their optical properties such as emission wavelength
and photostability over a wide range.

The extinction cross sections of the quantum dots under study were on the order
of 10−15 cm−2. By using a thin sheet of mica as substrate, which can be locally
atomically flat, the iSCAT backgroundwas reduced by about one order ofmagnitude.
Furthermore, laser intensity fluctuations were accounted for by employing a second
photodiode as a power reference. These measures turned out to be sufficient to detect
different types of single core–shell colloidal dots. Simultaneous fluorescence and
iSCATmeasurements as well as iSCAT benchmarkingwith 10nm gold nanoparticles
provided a robust evidence for the success of iSCAT in detecting extinction from
individual quantum emitters at room temperature. A very interesting example of
study that became accessible with such measurements is the investigation of the
quantum dot even during dark periods of photoblinking [114].

To extend extinction experiments to single organic molecules, it was necessary to
improve the SNR further owing to the smaller extinction cross section of a molecule.

3000
Counts/pixel

(a) (b)

6-6
Extinction (x104)

Fig. 2.9 Imaging of single quantum dots through iSCAT. a A fluorescence image of two quantum
dots on a substrate. b Transmission iSCAT image of the same region as (a) recorded in scanning
mode, similarly revealing the interferometric extinction of the two nanocrystals identified in (a)
[114]. Reproduced with permission from the American Chemical Society



46 R. W. Taylor and V. Sandoghdar

(a) (b) (c) (d)

Fig. 2.10 Imaging of a single TDImolecule through confocal-scanned transmission iSCAT. Shown
are the extinction raster images of a single embedded dye molecule when illuminated a near reso-
nance (633nm) and b off resonance (671nm). The difference between image (a) and (b)—shown
in panel (c) clearly reveals the single molecule, and evidences wavelength-dependent detection of
a molecule, a prerequisite for single-molecule absorption spectroscopy. d Intensity profile through
the cross section marked in (c) [133]. Reproduced with permission from Nature Publishing Group

Here, a better suppression of laser noise and of the background was required. To
address the first issue, commercial balanced detectors were used [143] since home-
built referencing solutions, e.g. as was used in the previous experiment on quantum
dots, usually suffer from small performance differences between the two detectors,
resulting in unwanted signal fluctuations. To improve the background issue, we chose
to immerse the molecules in index matching oil and measured in transmission. These
measures pushed the sensitivity beyond 1 × 10−6 and led to the first successful direct
detection of single-molecule absorption [143]. This work was progressed to the
imaging of strongly quenched molecules and of molecules at different wavelengths
[133]. By detecting a single molecule both on and off resonance, the way for single-
molecule absorption spectroscopy was paved (see Fig. 2.10). We point out in passing
that a transmissionmeasurement of extinction is equivalent to an iSCATmeasurement
in reflection, which can be easily seen as a folded transmission experiment. A central
feature of a reflection measurement is access to the traveling phase and thus to
the axial position of the nano-object, which might complicate simple absorption
spectroscopy.

Let us now connect the underlying physics of the results presented above with
those discussed in Sect. 2.3.1. When considering a two-level system in a nonideal
environment where the quantum transition is homogeneously broadened beyond
the natural linewidth, the expression for the extinction cross section is generalized to
σ = 3λ2

2π × γrad
γtot

where γrad is the radiative linewidth and γtot = γrad + γnr + γdeph with
γnr and γdeph denoting the nonradiative and dephasing contributions to the linewidth,
respectively. For nearly all emitters in the solid state, the quotient γrad/γtot amounts
to about 10−6 − 10−5 at room temperature. It is now important to note that for most
quenched systems this strong reduction is dominated by γdeph, i.e., quenching is not
the main factor. Hence, it follows that the extinction cross section of a system that is
quenched by as much as 1000 remains essentially the same. In other words, whether
the system has a high quantum efficiency (given by γrad

γrad+γnr
) or not is not decisive
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for extinction measurements. This is why quenched molecules can be detected in
extinction but not in fluorescence.

Gold nanoparticles, quantum dots and dye molecules all have resonances, with
their polarizability experiencing a maximum in a certain spectral range. While this
enhances the extinction cross section, and thus the iSCAT signal, it is not nearly as
decisive as the influence of the particle size. A consequence is that even a dielectric
nanoparticle can yield a large interferometric signal given it is of sufficient size. In
what follows, we show that all viruses and a vast range of proteins easily satisfy this
criterion, prompting efforts in their detection.

2.4.1.3 Viruses

Viruses play a crucial role in biology, whether causing harmful diseases or perform-
ing an integral symbiotic function within living systems [157] or even serving as
novel disease treatment vectors [158]. Detection of viruses, as with most other cell
biological entities, has traditionally been performed influorescence.However, it turns
out that viruses and virus-like particles such as X31 virus, H1N1, Zika, Ebola, and
SV40, which could range from dimensions of about 20nm to beyond 200nm [159],
can be easily detected via iSCAT. This has been demonstrated in environments such
as microfluidic channels [160, 161], on synthetic lipid bilayers (see Fig. 2.11a) [115,
116], and on dielectric substrates [77, 83]. Simultaneous iSCAT and fluorescence
tracking of a virus and a quantum dot on its surface made it possible to visualize
not only the nanoscopic binding domains on the membrane but also the rocking and
tumbling motion of single viruses (see Fig. 2.11a) [116]. Moreover, iSCAT has been
used to uncover to nanometer precision the position and orientational configuration
of bacteriophages interacting with a surface as well as to resolve, to a precision of
4200 basepairs, the kinetics of DNA ejection following stimulation [162]—shown
in Fig. 2.11b. These activities have also motivated attempts to detect pure scattering
of single viruses in conventional dark-field [139] and through light scattering from
a nanofluidic channel [163].

The large iSCAT signal of most viruses opens the way to label-free high-speed,
high-resolution and long-term imaging of single viruses and quantitative study of
their interactions with cells and cellular environment [106]. iSCAT imaging of viral
interactions is still in its infancy and is somewhat slowed down by the difficulty of
integrating biosafe conditions into conventional optical laboratories, but it promises
to provide invaluable insight about the secrets of viruses, which contain strong inher-
ent inhomogeneities in their structure and function.

2.4.1.4 Proteins

Proteins are omnipresent in our body, taking on critical roles in essentially every step
of our physiology. They are responsible for the function, structure, and regulation of
our organs and tissue, as well as performing many of the functions of the cell. For
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Fig. 2.11 iSCAT microscopy on individual viruses. a iSCAT detection of individual 45nm SV40
viruses: (i) immobilized on glass, imaged via a confocal-reflection modality. Scale bar denotes
1µm andmean contrast of the viruses is 2% [115]. Reproduced with permission from the American
Chemical Society. When bound to a synthetic membrane, shown schematically in (ii) it is possible
to record the trajectory of a single virus. By simultaneous tracking of the virus and a quantum dot
attached to its surface, comparisons of both trajectories reveal the mobility to be composed of a
rocking and tumbling motion. Scale bar denotes 100nm [116]. Reproduced with permission from
Nature Publishing Group. b Dynamic measurements of bacteriophages: (i) schematic of bacterio-
phage anatomy, (ii) when bound by the tail to the substrate, rotational motion of the bacteriophages
can be tracked. (iii) Monitoring of DNA ejection out of the capsid head from the calibrated iSCAT
contrast as a function of time. (iv) Images show corresponding video frames of a single bacterio-
phage while full and empty, each showing a differing contrast [162]. Reproduced with permission
from the American Chemical Society

these reasons, the study of single proteins presents an enormously instructive, but
challenging, prospect.

Proteins range in molecular weight from a few to a several hundred kDa. The
ubiquitous protein albumin, for example, has a molecular weight of 65kDa. The size
of proteins lie in the range of a few nanometers, and considering that the effective
refractive index of biological matter does not vary much about a value of 1.5, the
iSCAT signal of a typical protein can be more than 1000 times smaller than that of a
typical virus. Nevertheless, the scattering cross section of a protein such as albumin
turns out to be in the order 2.5 × 10−15 cm−2 at 280nm, thus comparable to the
absorption cross section of a dye molecule.

While detection of single dye molecules via iSCAT was performed in a focused
laser beam, we had to adopt a wide-field imaging scheme for developing a practical
biosensing platform. Here, we focused the incident laser beam in the back focal



2 Interferometric Scattering (iSCAT) Microscopy and Related Techniques 49

plane of the microscope objective to achieve uniform illumination of an area with
lateral extension in the order of 5–10µm and used CMOS cameras for imaging.
Aside from the simultaneous study of many particles, an advantage of a camera as
detector is that the total power recorded over all pixels can be conveniently used to
register the incident power and thus account for its fluctuations. Moreover, recent
camera technologies easily allow imaging at speeds of several tens of kHz up toMHz,
which is far faster than scanning schemes, whether they use piezoelectric actuators
[73, 115, 133] or acousto-optical deflectors [116, 120].
The first sensing experiments were reported in 2014 on single proteins as light as

about 50kDa [119], shown in Fig. 2.12a. A careful analysis of the obtained iSCAT
contrast for several proteins of different size and mass as well as comparison with
single-molecule fluorescencemeasurements demonstrated the potential of iSCAT for
label-free detection of single proteins. This method has several decisive advantages
over other biosensing solutions. First, the ability to count single proteins brings
sensing to its absolute limit. Second, this happens over a large surface area as opposed
to methods relying on plasmonic antennas [165] or optical microcavities [166] with
very limited active area. Third imaging provides invaluable information about the
spatial distribution and position of each protein, and finally, the essential setup is very
simple. As in the great majority of biosensing platforms based on surface plasmons,
mechanical oscillators, or microcavities, however, specificity has to be reached via
surface functionalization.

The linearity of iSCAT contrast with protein mass allows classification of the
detected proteins according to their size (see Fig. 2.12b). This feature has been
recently used to demonstrate the application of iSCAT to quantitative mass spec-
trometry [108]. Moreover, this work nicely shows the ability of iSCAT to watch
the dynamics of molecular processes, such as protein aggregation, cross-linking
and oligomerization. Indeed, iSCAT has been successfully applied to a range of
related investigations such as self-assembly of individual tubulin dimers to a growing
microtubule [167], disassembly of a single microtubule [168], real-time monitoring
of 28nm viral capsid self-assembling around a viral RNA scaffold [169], and the
growth, attachment, and retraction of bacterial pili [170].

Another recent application of label-free single-protein detection was showcased
in the context of real-time investigation of cellular secretion [134, 164], illus-
trated in Fig. 2.12c. Secretion is the basis of intercellular communication and has
been a subject of single-cell studies using different methods [171], however single-
protein sensitivity was only possible with iSCAT. In a proof of principle experiment,
immunoglobulin G (IgG) antibodies of mass 150kDa (4nm size) were detected in a
spatiotemporally resolved fashion following secretion by Laz388 cells [134, 164].
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� Fig. 2.12 Detection of single-protein extinction. a Schematic for the first demonstration of
single-protein detection: (i) A solution of proteins is pipetted upon a functionalized coverslip.
(ii) Background-corrected differential iSCAT images showing the coverslip as pipette flow begins
and ends, depositing single proteins which appear as dark spots. (iii) A super-localizing fit to one
protein PSF indicates how individual binding sites can be super-resolved (iv) [119]. Reproduced
with permission from Nature Publishing Group. Mass calibration (b): The contrast of single and
complexed proteins can be calibrated to their mass (i), with monomeric and oligomeric derivatives
also resolvable by this technique (ii) [108]. Reproduced with permission from the American Asso-
ciation for the Advancement of Science. c Single-cell secretion dynamics resolved at single-protein
sensitivity with iSCAT. (i) Schematic of the experimental arrangement wherein a secreting cell is
positioned near to the iSCAT field of view. The contrast distribution of proteins secreted by the cell
as they bind to an anti-IgG functionalized surface (blank) agrees with that expected from pure IgG
(red). iSCAT also reveals an abundance of other secreted products (blue) [164]. Reproduced with
permission from the American Chemical Society

This study paves the way for a wide range of future experiments e.g., the interaction
of immune cells. iSCAT investigation of secretion has also been recently extended
to plasmonic substrates, where the incident light is coupled to surface plasmons in a
thin gold surface [88].

2.4.2 Dynamics in Nanobiology

High-speed, high-spatial precision and a long measurement duration in imaging are
some of the key advantages of iSCAT that become particularly important when
investigating processes such as diffusion and transport of viruses, proteins, lipids or
other nanoscopic entities. In this section, we present a few case studies where iSCAT
was used in this context.

2.4.2.1 Protein Tracking

In the previous section, we discussed the power of iSCAT in detecting unlabeled
proteins. The precision and fast temporal imaging of iSCAT microscopy also lends
itself to investigation of themobility of single proteins such asmyosin-5motor protein
on actin [120, 172] (seeFig. 2.13). In addition, themobility of singlemicrotubules can
be investigated to high precision when forming a gliding assay upon kinesin [168].
Furthermore, the motion of unlabeled small proteins upon landing on a surface has
been visualized using iSCAT [118].

2.4.2.2 Lipid Membranes

Lipid membranes are one of the most important substrates in biology, often com-
posed of a bilayer of phospholipid molecules and integral and peripheral proteins
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Fig. 2.13 Single-protein tracking on an actin filament. a iSCAT image of unlabeled actin filaments
adhered to a coverslip. Scale bar denotes 5µm. b Signal intensity for the blue line marked in (a).
Blue arrow heads denote three actin filaments. cMotor protein myosin5a walking velocity along a
single actin filament when tracked by iSCAT. Frame rate is 25Hz after temporal averaging. Inset:
schematic of specimen detection [120]. Reproduced with permission from the American Chemical
Society

of dynamic composition. The membrane functions as a selectively permeable bar-
rier and a catalytic reaction site which gates cellular function and communication.
Although the ultimate goal is the understanding of full cellular membranes, inves-
tigations into the mobility and statistical physics of diffusion within well-defined
biophysical model systems are highly instructive and form an active area of research.

Previous efforts to investigate diffusion in membranes, stretching back to the
1970s and still active today, have depended upon fluorescence labeling, whether that
be for ensemblemeasurements such as in fluorescence recovery after photobleaching
(FRAP), fluorescence correlation spectroscopy (FCS) and its resolution-enhanced
version STED-FCS or alternatively single-molecule tracking. The spatial and tem-
poral resolution to which one can investigate diffusion using these strategies are
throttled by the limitations within the photophysics of fluorescence, namely a finite
and low yield of emitted photons as well as blinking and bleaching behavior.

After its early studies of viruses bound to supported lipid bilayers, iSCAT was
extended to tracking the diffusion of lipids labeled by GNPs. For example, a CTxB-
tagged 20nm GNP probe was tethered to either DOPE lipids or GM1 gangliosides
mixed at low concentration inDOPCmembranes on glass substrates [136], illustrated
in Fig. 2.14. The high resolution achieved (2nm precision, 1000 frames per second)
led to the observation of mixed mobility of lipid diffusion as well as identification
of transient nanoscale confinements [118, 136]. The curious confinement modes
were attributed to the molecular pinning and inter-leaflet coupling between lipid tail
domains, explaining the observed transient immobilization on the millisecond time
scale [173]. Quantitative iSCAT studies have also enabled clear discrimination of
the varying mobility of a lipid diffusing between differently ordered phases within a
membrane [174]. Furthermore, the extended duration over which measurements can
be performed has inspired researchers to develop new statistical models to interpret
the new generation of experimental results [175]. It has to be borne inmind, however,
that quantitative comparison of diffusion performed by different methods remains a
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Fig. 2.14 High spatiotemporal resolution of lipid diffusion in a bilayer membrane. a Schematic
of a GNP tagging a GM1 lipid within a synthetic bilayer membrane. b Lateral localization of the
GNP probe to nanometric precision. The diffusive trajectory of the mobile lipid (c) reveals regions
of transient confinement (marked blue), features resolved by the nanometric precision and 1kHz
temporal resolution [136]. Reproduced with permission from the American Chemical Society. d
Additionally, trajectories can reveal circular nanoconfinements (inset), trajectory duration 5s. e
Ultra-fast temporal resolution: the diffusive trajectory of a 20nm GNP bound to a biotinylated
DOPE lipid in a DOPC bilayer, recorded at 913,000 fps with duration 0.152s [118]. Reproduced
with permission from IOP Publishing

challenge since each labeling approachmight introduce a certain systematic bias, and
indeed, diffusion coefficients obtained from different techniques might vary [176].

We point out that aside from the nanometric precision to which the particle can be
localized in space, iSCAT microscopy enables ultra-short exposure times, granting
temporal resolutions that have thus far approached one million frames per second
[118, 177], which for a 20nm GNP gives a 10nm localization precision. The sheer
density of positional information of iSCAT trajectories permits robust statistical
analysis of transient behavior contained within. Here, it is important to realize that
a high localization precision resulting from long integration times are meaningless
in particle tracking if the dynamics at hand are faster than the imaging speed so that
the positional information becomes smeared.

As well as measuring the diffusive properties of membrane constituents, the sen-
sitivity to which iSCAT can image small and faint microscopic entities can be used
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in imaging the formation of lipid membranes in a similar label-free fashion. Here,
it is helpful to note that a small unilamellar vesicle (SUV) has already a sufficiently
large polarizability to be comfortably detected in iSCAT [117]. This high sensitivity
can be exploited to observe, in real time, the docking and rupture of SUVs with a
size down to 20nm [118, 122] and coexisting dynamic phases within a supported
membrane [123].

Whilst the planar bilayer membrane serves as a convenient model system, con-
cerns over the perturbative influence of the substrate motivate efforts to investigate
free-standing model membranes. One such system is the pore-spanning membrane
[178], where a continuous lipid membrane spans an array of micron-sized pores,
providing regions of supported and free-standing membranes, shown in Fig. 2.15.
High-resolution iSCAT trajectories from GNP-tagged lipids revealed that nanoscale
transient confinements were only observed on the supported regions, confirming
suspicions as to the influence of the substrate raised in earlier work [178].

(a)

(b)

(i) (ii) (iii)

GUV

(i) (ii) (iii)

pipette

probe

Fig. 2.15 iSCAT microscopy of nonplanar model lipid systems. a Pore-spanning membrane
wherein the synthetic bilayer covers a 5µm hole-filled substrate, such that the membrane is sup-
ported (bright contrast) or free-standing (dark contrast). Shown are the trajectories for an GNP-
tagged biotinylated DOPE lipid indicating different mobilities depending on whether the membrane
is supported (i) or free-standing (iii), with a change in mobility evident upon region transition [178].
Reproduced with permission from the American Chemical Society. b Giant unilamellar vesicles
(GUVs) provide a completely uniform, substrate-free membrane. (i) Wide-field reflection iSCAT
image of a GUV, revealing a Newton ring-like pattern. (ii) A schematic of a GUV held by a pipette
during iSCAT imaging, such as that shown in (i). (iii) A 10s-long trajectory of the Tat virus-like
particle which faithfully reproducing the spherical topology of the GUV [118]. Reproduced with
permission from IOP Publishing
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Another option for substrate-free membrane studies is to work with giant unil-
amellar vesicles (GUVs) with diameters in the range of tens of micrometers [179],
which have been pursued as a platform for a minimal cell model [180]. Prelimi-
nary results have been reported on tracking of the three-dimensional diffusion of
viral-mimetic particles on the GUV surface, where the particle could be localized to
nanometer precision in all dimensions over an extended range [118], illustrated in
Fig. 2.15b.

2.4.2.3 Imaging Cells and Associated Elements

Three-dimensional monitoring of molecules on the plasma membrane of live cells
to high speed and precision stands as one of the most exciting challenges to unravel
in cell biology [181, 182]. To date, nanoscale transient organization has precluded
satisfactory or compelling investigation by fluorescence methodologies, which fall
short in many respects, especially in capturing three-dimensional landscapes. While
iSCAT is highly suited for addressing this issue, its ultrahigh sensitivity virtue is
accompanied by the vice of a large speckle-like pattern originating from the cellular
membrane and corpus, thus making cellular iSCAT particle tracking a challenge.
Nevertheless, first attempts in tackling this issue have been successfully reported
[106, 138, 183] (see Fig. 2.16). In particular, very fast detection allows one to reach
nanometric-microsecond three-dimensional tracking of a transmembrane protein on
the live HeLa cell, unraveling details such as heterogenous mobility of the protein,
confinement into clathrin-like lattices and extended-duration directed diffusion along
filopodia [138].

When imaging super-wavelength objects such as cells, cell nuclei or bacteria, one
no longer speaks of scattering, but rather of reflection, absorption and transmission,
as is common in elementary textbooks. As pointed out in the introductory section,
interferometric microscopy has a long and rich history. In the past decade, however,
iSCAT and its related techniques have ushered in a revival of interferometric imaging

100nm 100nm

20nm

(a) (b) (c)

Fig. 2.16 Imaging of cellular features with iSCAT. a 3D high-speed tracking of a vaccinia virus
landing upon the surface of a live HeLa cell [106]. Reproduced with permission from American
Chemical Society. b 3D diffusion of a GNP on a live neurite [183]. Reproduced with permission
from Elsevier. c High-speed tracking of protein-labeled GNP diffusion within a pit on a live HeLa
cell, which when interpolated renders a bowl-like surface [138]. Reproduced with permission from
Nature Publishing Group
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for cell biology applications, such as imaging microtubules [75, 76, 91, 184], actin
[120], the actomyosin network [185], as well as organelles and micron or smaller
sized vesicle containers which assist in the transport of material throughout the
cell [186]. Echoing previous efforts from the holographic community [187, 188],
interferometric efforts are now also focusing on identifying the small changes in the
cell membrane, whereas previously the whole cell was profiled. Examples include
the progression of ideas from holography to gradient light interference microscopy
[105], recent efforts to profile membrane adhesion sites and topology in both wide-
field [189] and confocal-scanning reflection interference microscopy [94] or wide-
field iSCAT [190].

Similarly, there have been increasing efforts to harness interferometric imaging
to investigate the mechanical properties of the cell membrane. Building upon initial
efforts from quantitative phase imaging [191, 192], recent works have sought to
turn attention to fast and nanometer-level dynamics that require high sensitivity to
elucidate inherent fluctuations [193–196].Results provide insight into themechanical
properties or changes in the membrane following the execution of action potentials
and sub-nanometer-level twitching across the neuronal cell in response to stimulation.

Finally, it is interesting to note that some of the early efforts of the 1990s actually
used iSCAT in transmission mode to track membrane proteins in living cells [197]
although the underlying physics was not formulated, and thus, the virtues of iSCAT
were not harnessed to reach the quality of trajectories that are accessible today.

2.4.2.4 Other Emerging Applications

More recently, iSCAT imaging was also used to visualize excitation and relaxation of
charge carriers within various semiconductor and organic crystals, following ultra-
fast pumping [107]. The changes in local carrier density (refractive index) induced
by the pump excitation mark the flow of energy in the material, which is visualized
as local changes in contrast, with contrast sensitivity down to 10−4. The relaxation
dynamics could thus be imaged throughmicroscopy, and the role of grain boundaries
andmaterial anisotropy explored. In the wake of such efforts, we also anticipate great
utility of this technique in the field of atomic physics.

2.5 Summary and Outlook

We began this chapter with a historical overview of different microscopy modalities
where interference plays a central role. In particular, we emphasized that the physical
mechanism behind conventional bright-fieldmicroscopy is extinction, which follows
from formulating an interference problem between the illumination and the field that
has interacted with the object. Methods such as phase contrast microscopy, differen-
tial interference microscopy, various versions of interference reflection microscopy
and digital holography all share the same fundamental physics and only differ in the
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way phases, path difference, and index modulations are introduced in the problem.
The main focus of the book chapter has been to discuss the latest developments
of interferometric scattering (iSCAT) microscopy upon the past decade and a half
for detecting, sensing, imaging and tracking nanoparticles [73, 113–116]. Although
the equation describing iSCAT uses very much the same interference expression
known in conventional interferometric microscopy, its application to nanoparticles
was indeed new and has led to a wealth of recent studies. These have often been pre-
sented under new acronyms inspired by variations of the illumination and detection
schemes. In this work, we have aimed at unifying these efforts under a common the-
oretical and experimental roof and have attempted to present a concise discussion of
some case studies and various implementations of iSCAT that are rapidly emerging.

While in its infancy, we believe that iSCAT microscopy stands as an exciting
next-generation tool for uncovering the nanobiology of the cell membrane as well
as advanced diagnostics and laboratory analytics applications. The sensitivity and
performance of iSCAT is only limited by the signal-to-noise ratio, which in turn
depends on factors such as the choice of detector and background fluctuations that
result fromspecimendynamics.Advances in detector technologies, image processing
and machine learning, as well as optical techniques for imaging through scattering
media, promise to pave the way to these goals. Thus, we are convinced that the
limits of iSCAT will be continually pushed in the near future, exploring unlabeled
proteins well under 20kDa not only in a biosensor geometry but also in the living cell
membrane. The simplicity of an iSCATmicroscope lends itself tominiaturization into
a compact instrument as well as integration into existing microscope stations such as
a laser scanning confocal microscope, thus providing prospects of very widespread
use.
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Chapter 3
Label-Free, Ultrahigh-Speed, Direct
Imaging and Tracking
of Bionanoparticles in Live Cells by Using
Coherent Brightfield Microscopy

Chia-Lung Hsieh

Abstract Many important biological phenomena, ranging from cell signaling to
viral infection, are accomplished by transportation of biological substances encapsu-
lated in native nano-sized particles. Thermal fluctuation drives nanoparticles through
cellular environments; this movement is facilitated by their small size. To under-
stand how a specific cell function can be achieved through random collisions, it is
useful to know the interactions between single particles and the local environment,
as determined by measuring cell dynamics at high spatial and temporal resolutions.
In this chapter, a simple yet powerful wide-field optical technique, coherent bright-
field (COBRI) microscopy, is presented. COBRI microscopy detects linearly scat-
tered light from a nanoparticle through imaging-based interferometry, which enables
direct observation of small biological nanoparticles in live cellswithout labels. Proper
image post-processing further improves the detection sensitivity of small particles by
removing the scattering background of cell structures. COBRImicroscopy can easily
operate at a high speed due to its wide-field nature and stable, indefinite scattering
signal. Using COBRI, the dynamics of single virus particles and cell vesicles in live
cells can be successfully captured at a microsecond temporal resolution and nanome-
ter spatial precision in three dimensions. The ultrahigh spatiotemporal resolution and
shot-noise-limited sensitivity of COBRI microscopy provide an opportunity to study
the biophysics and biochemistry of live cells at the nanoscale.

3.1 Introduction to Label-Free Imaging in Live Cells
Through Linear Scattering

A biological cell is a highly dynamic system. Cell organelles and other subcellular
structures constantly evolve and migrate to facilitate cell functions. Active trans-
portation is an effective method for the redistribution of substance in live cells [1,
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2]. In neuronal cells, active transport is especially critical for appropriate neuron
activities [3, 4]. For active transportation, cargos are enclosed in small lipid vesicles
or micelles, and their translocation is accomplished by motor proteins and cytoskele-
tons. The fundamental interaction between individual molecules underlies the regu-
latory mechanisms of intracellular transport, determining when and where the cargo
is delivered [5, 6]. However, this sophisticated cell machinery developed through
evolution is also utilized by viruses, which hijack the cell machinery by encapsulat-
ing their genomes in small particles with specific surface functionalities [7]. Thus,
examining how viruses infect cells is not only useful in the battle against disease but
also in understanding the cell machinery.

Through biochemical and molecular biology approaches, many proteins have
been identified that play crucial roles in cell uptake and transportation [8]. However,
these studies have tended to provide static results that lack spatial and temporal res-
olutions. Optical microscopy is a powerful tool that provides high spatiotemporal
resolution. Through labeling with fluorescent proteins and dyes, cell dynamics—
including intracellular transport and virus uptake—have been visualized in real time
[9–11]. Using this technique, individual cell vesicles and virus particles can be seen
under the microscope and their trajectories can be reconstructed by single-particle
tracking (SPT) [11–13]. The main challenge in fluorescence-based optical observa-
tion is the limited photon budget that strictly restricts the observation time and data
acquisition rate. Fluorescence-based SPT typically provides a spatial precision of
1–10 nm and a temporal resolution of a few to tens of milliseconds [14–16]. This
spatiotemporal resolution has enabled many studies of interactions between parti-
cles and their local environment. However, probing molecular interactions at the
nanometer scale requires higher spatiotemporal resolutions that fluorescence-based
approaches struggle to provide.

For high-precision and high-speedmeasurements, a robust signal is required. Lin-
ear scattering meets these requirements—unlike fluorescence, which suffers from
photobleaching, blinking and saturation, linear scattering from small particles is sta-
ble and indefinite, making it a promising contrast mechanism.Using scattering-based
opticalmicroscopy, including darkfield and brightfieldmicroscopy,many high-speed
and high-precision localization measurements have been reported that uncovered
important biophysical and biochemical processes [17–20]. For a biological nanopar-
ticle with a diameter of 100 nm in an aqueous solution, its scattering cross section
in visible light is on the order of 10−13 cm2 (assuming a refractive index of 1.45),
which is three orders of magnitude larger than the fluorescence cross section of an
organic fluorophore. Therefore, intrinsic scattering from a bio-nanoparticle should be
sufficient for direct observation and dynamic study. Indeed, endogenous biological
nanoparticles (virus particles and extracellular vesicles) have been detected in cell-
free in vitro environments by using several scattering-based imaging techniques,
including darkfield [21–23], holographic, and other interferometric microscopies
[24–28]. Among these imaging techniques, interferometric detection has the advan-
tage of achieving shot-noise-limited sensitivity, independent of the detector noise
[29].
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Label-free imaging of endogenous bio-nanoparticle is complicated in live cells
because of the scattering background of cell structures [30–34]. The smallest particle
that can be detected and tracked in a live cell is often limited by imaging specificity,
not by optical sensitivity. Having a strategy for distinguishing the signal from the
background is therefore highly valuable. In addition, a cell is a three-dimensional
(3D) object, and the dynamics of small particles are also 3D. Projection of 3D dynam-
ics onto two-dimensional (2D) can cause misinterpretation. Thus, a label-free 3D
imaging and tracking technique is highly desirable.

In this chapter, a simple, yet powerful imaging modality, namely coherent bright-
field (COBRI) microscopy, is presented for sensitive and high-speed direct imaging
of biological nanoparticles [31, 32]. By using a highly coherent light source (i.e., a
laser) for illumination, COBRI microscopy facilitates rapid and sensitive imaging
beyond what conventional brightfield microscopy can offer. Through interference,
COBRI microscopy also enables tracking in 3D. Section 3.2 describes the concepts,
technical details and characterization of COBRI microscopy. In Sect. 3.3, strategies
of background estimation and correction for COBRI imaging in live cells are dis-
cussed. Section 3.4 presents two examples of COBRI imaging and tracking of single
bio-nanoparticles in live cells. Specifically, Sect. 3.4.1 describes how the highly dif-
fusive motion of single virus particles on a cell’s surface is captured with nanometer
spatial precision and microsecond temporal resolution; Sect. 3.4.2 describes how
active transport of individual native cell vesicles inside a living cell is resolved with
ultrahigh clarity. Finally, Sect. 3.5 concludes the chapter by discussing the sensi-
tivity limit and possible applications of ultrasensitive and ultrahigh-speed label-free
imaging.

3.2 COBRI Microscopy

COBRI microscopy essentially works by employing a brightfield microscope and
a highly coherent laser light source [31]. The high temporal coherence maximizes
imaging contrast and thus sensitivity. The high spatial coherence enables versatile
beam shaping (e.g., focusing and structured illumination). Laser also provides suffi-
cient illumination intensity at the sample for high-speed measurements. A schematic
of COBRI microscopy is shown in Fig. 3.1. A laser beam is focused onto the sample
through a condenser lens. The choice of the condenser lens determines the avail-
able spatial frequency bandwidth in illumination. For example, when using a low-
numerical-aperture (low-NA) condenser (as plotted in Fig. 3.1), the illumination has
a Gaussian-like profile of a few to tens of micrometers [31]. When using a high-NA
condenser, a sharp submicrometer focus can be created at the sample [35]. Although
stationary illumination is sufficient for the operation of COBRI microscopy, a rapid,
2D scan of the illumination often makes the measurement easier [31]. Such 2D beam
scanning is achieved by using a 2-axis acousto-optic defector (AOD) that typically
scans at approximately 100 kHz. The beam scanning is synchronized with image
acquisition, which ensures identical beam scanning is performed within each image
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Fig. 3.1 Schematics of COBRI microscopy. SM, single-mode fiber; AOD, acousto-optic deflec-
tor; L1–L3, lenses; COND, condenser; OBJ, objective. Adapted from [36], with permission from
Elsevier

integration time. When choosing a high-NA condenser together with rapid beam
scanning, an arbitrary illumination pattern can be created at the sample. Using rapid
beam scanning, stable and uniform laser illumination is created at the sample for
measurements at various image acquisition rates, from a few frames per second (fps)
to 100,000 fps [31]. For measurements at higher acquisition rates (>100,000 fps),
stationary illumination is preferred because beam scanning using anAOD is too slow.

Upon illumination, the sample (e.g., a nanoparticle or a biological cell) scatters
and absorbs light. The transmitted light, containing the spatial information of the
sample, is collected by a high-NA oil-immersion microscope objective. The mag-
nified image is projected onto a camera through a tube lens. COBRI microscopy
captures extinction images of the sample in transmission. For small particles, for-
ward scattering light is collected, which interferes with the non-scattered transmitted
light. Specifically, the recorded COBRI intensity is written as

Idet = |t |2 + |s|2 + 2|t ||s| cosϕ (3.1)

where t is the transmitted light field, s is the forward scattered field, and ϕ is the
phase difference between the two fields. The first term represents the illumination
intensity transmitted through the sample; the second term is the forward scatter-
ing intensity of the particle, and the third term is the interference between the two
fields. For a small particle in a transparent medium (e.g., bio-nanoparticles in cellular
environments), the scattering intensity is considerably weaker than the transmitted
light, and thus the second term is negligible in the presence of the first term and the
third term. COBRI microscopy detects the particle by using the third interference
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term. In such interferometric detection, the scattering field of a nanoparticle and
the non-scattered transmitted field are often referred to as the signal and reference,
respectively. Notably, the phase difference ϕ between the scattering signal and the
transmitted reference is a function of the axial position of the particle relative to
the imaging microscope objective. This is because the phases of these two fields
evolve differently throughout the microscope objective due to their distinct spatial
modes [37]. In general, ϕ goes from 0 to π over the depth of focus of the imaging
microscope objective, which is approximately 1 μm for visible light and a high-NA
objective. In other words, ϕ can be manipulated by controlling the axial position
of the particle relative to the optical focus. In 2D imaging and tracking, the axial
position of the nanoparticle is adjusted by a sample stage to ensure that its absolute
contrast is maximized (as a bright spot when ϕ ∼= 0 and as a dark spot when ϕ ∼= π ).

To quantify interference visibility, and thus COBRI sensitivity, the COBRI con-
trast of a particle is defined as the normalized intensity difference caused by the
particle. It can be written as

COBRI contrast = Idet − |t |2
|t |2 . (3.2)

In this definition, zero COBRI contrast represents no detectable interference visi-
bility, and thus no contrast is observed. To compare the sensitivity of COBRI and
conventional brightfield microscopes, dielectric nanoparticles, metallic nanoparti-
cles, and biological cells are imaged with increasing illumination spectral band-
width (�λ), from �λ = 0.05 nm of a laser to �λ > 350 nm of a halogen lamp. As
illustrated in Fig. 3.2, COBRI with laser illumination provides the highest contrast,
typically two- to three-fold stronger than a conventional brightfield microscope. The
stronger contrast of COBRI is mainly due to the higher temporal coherence, not
the spatial coherence; the figure shows that narrow spectral filtering of a halogen
lamp can provide contrast similar to that provided by laser illumination. However,
although the interference visibility of a spectrally filtered low-coherence light source
is comparable to that of a laser, the illumination intensity at the sample position of a
low-coherence light source is limited and typically insufficient for high-speed mea-
surements.

COBRI microscopy captures extinction image of the sample, and for small parti-
cles, extinction is a combined effect of absorption in the particle and scattering in all
directions by the particle. It is interesting to note that the measured extinction (i.e.,
the COBRI contrast) depends only on the scattering amplitude in the forward direc-
tion, independent of its absorption [35]. This is because extinction by nanoparticle
is nothing more than interference between incident and forward scattered light [38].

The height-dependent phase difference ϕ enables localization of a particle in the
axial direction after appropriate calibration. Figure 3.3 displays how the COBRI
contrast of a single vaccinia virus particle changes as a function of the axial position.
In this calibration measurement, the virus particle is deposited on a coverglass and
its height is adjusted by a sample stage. By calibrating the height-dependent COBRI
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Fig. 3.2 Comparison of COBRI imaging and conventional brightfield imaging of nanoparticles
and living cells. The laser light source was a solid state laser at 532 nm and the white light source
was a halogen lamp. Three bandpass filters were added separately to the white light source: filter 1
(527–537 nm), filter 2 (500–550 nm), and filter 3 (350–700 nm). These filters had similar central
wavelengths but increasing bandwidths. Together with white light without a filter, five illumination
conditions were prepared for comparison. a 200 nm polystyrene beads, b 60 nm gold particles, and
c HeLa cells, all immersed in aqueous solution were imaged under the five illumination conditions.
The contrast of the samples increased when the spectral bandwidth decreased, showing that imaging
sensitivity is enhanced using light sources of higher temporal coherence. Reproduced from [31]
with permission from the American Chemical Society
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Fig. 3.3 Height-dependent COBRI contrast of a vaccinia virus particle deposited on a coverglass.
a COBRI contrast changes from dark to bright when the axial position of the virus relative to the
microscope objective was varied. b Dependency of COBRI contrast to the axial position was well
fitted by a sinusoidal function. c Localization precisions of 2.3, 1.7, and 2.3 nm in the x, y, and
z axes were estimated by measuring repeatedly the center position of an immobile virus particle.
Reproduced from [31] with permission from the American Chemical Society

contrast of the particle, the axial position of the particle can be estimated from the
measured contrast. The lateral position of the nanoparticle is determined by finding
the center of the spot through image analysis (e.g., 2D Gaussian fitting). Thus, 3D
localization from a 2D COBRI image can be accomplished. Taking a vaccinia virus
particle as an example, COBRI microscopy can localize it with 1.7–2.3 nm precision
in 3D [31].

COBRI microscopy is a wide-field interferometric transmission microscopy,
which shares many common features with holographic microscopy and related tech-
niques [39–41]. However, by placing the sample at the focal plane of the microscope
objective, COBRI lacks the image reconstruction step which makes COBRI dis-
tinct from holographic microscopy. The concept of COBRI microscopy is similar
to that of interferometric scattering (iSCAT) microscopy [42–44]. The similarities
and differences between COBRI and iSCAT are discussed below [35]. The iSCAT
microscopy can be considered the reflection counterpart of COBRI microscopy. In
COBRI, forward scattering light is collected as signal and transmitted non-scattered
light serves as the reference beam, whereas in iSCAT, the backscattering light is the
signal and the partial reflection from an interface close to the sample (e.g., the sup-
porting coverglass) serves as the reference beam. Both COBRI and iSCAT provide
shot-noise-limited sensitivity through interferometric detection; that is, the sensitiv-
ity is determined by the number of detected signal photons. It is demonstrated that
COBRI and iSCAT indeed have the same sensitivity given the identical illumination
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intensity [35]. Different designs of the reference beam, however, lead to several dis-
tinctions between COBRI and iSCAT microscopy. First, COBRI and iSCAT have
different axial dependencies of particle contrast. In COBRI, when the particle moves
in the axial direction, its scattered field has a different phase evolution from the trans-
mitted reference beam, leading to a full contrast inversion over the depth of field of
the microscope objective (typically around 1 μm for high NA microscope objective,
see Fig. 3.3a). In iSCAT, the reflection geometry makes the particle contrast more
sensitive to its axial position relative to the substrate from which the reflected refer-
ence beam is created. A full modulation of iSCAT contrast of a particle occurs over a
distance of 1/4 optical wavelength, and thus the iSCAT contrast inverts several times
over the depth of field [45]. Contrast inversion interrupts continuous imaging and
tracking of nanoparticle in the axial direction because the detection of nanoparticle
fails when the contrast is zero. As a result, COBRI has a larger working range in the
axial direction for continuous imaging and tracking, while iSCAT has a sharper axial
dependency of the particle contrast. Second, COBRI imaging is nearly insensitive to
the presence of semi-transparent interfaces in the sample because of its transmission
geometry. On the contrary, iSCAT detects weak reflections from those interfaces eas-
ily, and this property has been exploited to image the flatness of live cell membranes
at the nanoscale [34]. However, the sensitive interface detection of iSCAT could com-
plicate the observation of small nanoparticles in live cells due to the highly dynamic
and random reflection from the cell membranes. Third, a beamsplitter is inevitably
needed in the reflection geometry of iSCAT, which not only increases the complexity
of optical alignment but also complicates signal collection at a high efficiency [46].
On the other hand, COBRI does not need a beamsplitter, offering higher signal col-
lection efficiency in principle. Finally, in transmission geometry, COBRI can easily
be operated at low light intensity, typically 100-fold lower than the intensity at which
iSCAT can be operated under identical image acquisition conditions. For example,
COBRI works at an illumination intensity of 0.01 kW/cm2 with an image acquisition
rate of 1000 fps, whereas iSCAT requires 1 kW/cm2 correspondingly. The low oper-
ational intensity of COBRI makes it useful for live cell imaging where the light dose
is of a critical concern [47]. Increasing the illumination intensity in COBRI, and thus
its detection sensitivity, is possible through pupil function engineering. By inserting
a dot-shaped attenuator at the back focal plane of the microscope objective in the
detection path, the illumination intensity of COBRI can reach up to 150 kW/cm2 at
1000 fps where single 10 nm gold nanoparticles are detected [35]. Therefore, COBRI
microscopy potentially covers a wider range of illumination intensities, providing a
large tunable range of sensitivity for different applications.

3.3 Scattering Background Estimation and Correction

Obtaining a high-quality micrograph where the object of interest (e.g., a nanopar-
ticle) is clearly seen is the goal of microscope imaging. Scattering-based label-free
imaging is complicated by the random scattering background because any imperfect
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optical element along the beam path scatters light and contributes to the background.
The general goal of background estimation and correction is to achieve faithful,
artifact-free imaging of the signal without the presence of an undesired background.
Background correction should not be mistaken for noise reduction or image restora-
tion [48, 49]. Here, the background, in the most general definition, refers to light
arriving at the detector that does not carry a signal of interest. The presence of a
background complicates or even prevents signal detection. Depending on the appli-
cation, the signal of interest varies, and so does the background. For example, in
some applications, the cell structure and morphology are the signal targets, whereas
in other applications, the signal targets are sub-cellular organelles. These different
definitions of a signal lead to distinct strategies for estimating and removing the back-
ground. In this section, a few methods for background estimation and correction are
overviewed, and their performance in live cell imaging is illustrated. In addition, a
sophisticated background estimation method that can resolve the nanoscopic motion
of a nanoparticle throughout the observation time is discussed [50]. These methods
rely on the distinct spatial and temporal characteristics of a signal and background.
COBRI and iSCAT share background correction strategies because they both employ
scattering-based imaging interferometry.

The simplest measurement in microscopy is perhaps imaging spatially separated
particles attached on a clean coverglass. At first glance, such a measurement appears
to have no source of an undesired background. However, when the particles are
extremely small and have a weak visibility of 0.01 or less, a spatially heterogeneous
background due to imperfect, non-uniform illumination begins to complicate any
measurement. The illumination background can be measured using several meth-
ods. One method is to capture the background before the particle appears on the
coverglass—this method is especially useful in the application of “landing assays”
[51–53]. If the particle is already attached to the coverglass before the measurement,
a common method is to modulate the lateral position of the sample, during which
a video is recorded. The static illumination background can be extracted from the
moving signal in the video. This can be accomplished by calculating the temporal
median background of the video. Alternatively, the signal modulated at a specific
frequency can be reconstructed through Fourier analysis. This method of spatial
modulation works well for estimating and removing the illumination background,
but it does not correct the background caused by the sample (e.g., by roughness
of the coverglass) because it moves together with the signal. In the most sensitive
COBRI and iSCAT imaging, the scattering background caused by the roughness of
the coverglass prevents direct visualization of a weak signal [52].

In many applications, a particle is in constant motion, and the task is to measure
this motion. This provides an opportunity for convenient background correction.
By recording a video containing the dynamic particle of interest, a static back-
ground can be extracted that represents the combined effect of illumination, cov-
erglass roughness, and any other background contributions that are relatively static
within the observation time. Correcting that background from the raw video gives a
background-free video showing only the signal. This method is particularly powerful
in applications of SPTwhere a particle of interest moves over the observation area. In
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such cases, the temporal median image of the video is often a reasonable estimation
of the static background [54].

Single virus particles and intracellular vesicles have been imaged and tracked in
live cells using temporal median background correction and COBRImicroscopy [31,
32]. Due to their small sizes, virus particles and cell vesicles move and diffuse con-
stantly because of thermal fluctuation. By contrast, cell structures move and evolve
slowly.When capturing a COBRI video at high speed (>5,000 fps) for a few seconds,
the median background conveniently represents the scattering background of large
cell structures and other static background contributions (i.e., the non-uniform illumi-
nation).Many endogenousmacromolecules in the cellmembrane or inside the cell are
expected tomove rapidly. If thesemacromolecules provide sufficient optical contrast,
they appear in the background-corrected images and make detection of the particle
signal more difficult. Thus, for optimal performance, the imaging sensitivity should
be sufficient for detecting the particle of interest but not unnecessarily high to ensure
that other smaller entities remain indiscernible. The capability of temporal median
background correction in removing cell background scattering has been evaluated
experimentally [31]. A cell peripheral area was imaged using COBRI microscopy
at 5000 fps for 1 s. A median background was calculated from the recorded video
and this was used to normalize the raw video frame by frame. In the normalized
video, no cell feature remained. Moreover, the temporal fluctuation of each pixel in
the background-corrected video corresponded to the photon shot-noise fluctuation,
indicating no additional cell background fluctuation. These findings show that tem-
poral median background correction has favorable performance for removing cell
scattering background in high-speed COBRI microscopy.

Distinguishing the signal from the background according to their different spa-
tiotemporal characteristics is a powerful strategy in label-free imaging. Temporal
median background correction is convenient, but it requires a highly static back-
ground and also a dynamic signal over the space. These requirements cannot be met
in some applications, for example, when the motion of the signal is highly localized
(close to the size of the signal) throughout the observation time. In such cases, some
pixels are continuously occupied by the signal, and the median background estima-
tion at those pixels is biased. In principle, superior background estimation can be
made by accounting for the signal or background spatiotemporal characteristics, if
they are available.

A more general method for background estimation was proposed and demon-
strated [50]. Instead of examining the data pixel by pixel independently, as in the
case of temporalmedianfiltering, the newmethod exploits the information encoded in
neighboring pixels. Specifically, it takes advantage of a priori knowledge of the shape
of the signal. For small particles, their optical image is the point spread function (PSF)
of the microscope, typically an airy disk. Specifically, the background estimation is
optimized byminimizing the residual error of fitting the background-corrected image
with a known PSF through an iterative process. This optimization process repeats
itself until the estimation converges. Intuitively, because the signal spot moves over
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Fig. 3.4 Background estimation and correction. a Raw image; the yellow arrow points to the
position of the signal that is embedded in a heterogeneous background. b Static background image
estimated from a series of raw images with a spatially moving signal. c Signal reconstructed by
removing the background from the raw image. Note that the range of the color map of (c) is much
smaller than that of (a) and (b). Reproduced from [50]with permission from theAmericanChemical
Society

space, every pixel is occupied differently by the signal PSF throughout the video.
Even when some pixels are continuously affected by the signal PSF (and thus have
no opportunity to reveal their background values directly), their neighboring pixels
are likely to be less influenced by the signal because of the moving nature of the
signal. For these neighboring pixels, superior estimation of the background values
is possible. The estimations of the neighboring pixels eventually help to determine
the background value of the pixels that were originally inaccessible, because their
intensities are correlated through the signal PSF. Figure 3.4 displays the result of
background estimation and correction. The weak signal can barely be seen in the
raw image where the signal-to-noise ratio is close to one. By estimating the back-
ground with the aforementionedmethod followed by background removal, the signal
appears and its position can be accurately determined in the background-corrected
images.

3.4 Label-Free, Ultrahigh-Speed Imaging and Tracking
of a Single Bionanoparticle in Live Cells

In this section, two examples of ultrahigh-speed imaging and tracking of native bio-
nanoparticles in live cells by using COBRImicroscopy are presented. The first exam-
ple captured the diffusivemotion of a single virus particle on a cell plasmamembrane
with nanometer spatial precision in 3D at 100,000 fps [31]. Rapid local diffusion and
highly transient nanoscopic confinements were disclosed in microsecond timescales.
The second example measured the dynamics of single cellular vesicles in the cyto-
plasm of live cells [32]. Various types ofmotionwere resolved at high spatiotemporal
resolutions, including local diffusive motion, stepwise motion by motor proteins, as
well as bidirectional and correlated motions. These two examples demonstrated the
sensitivity of COBRI microscopy that enables it to conduct nanometer-precise track-
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ing of native biological nanoparticles at ultrahigh speed. Moreover, they illustrated
successful live-cell background removal for single particle dynamics on the cell
surface and inside the cell.

3.4.1 Single Virus Dynamics on Cell Membrane

Using the 3D tracking capability ofCOBRI (Sect. 3.2) and cell background correction
(Sect. 3.3), highly diffusive motion of a single vaccinia virus particle was revealed
on a live HeLa cell membrane captured at an ultrahigh speed of 100,000 fps. The
virus particles were locally delivered by a micropipette placed close to the cell under
observation. The virus landing process was recorded continuously for a few seconds.
The goal of the experiment was to resolve the early interaction between the virus
particle and the cell plasma membrane receptors immediately after attachment.

Figure 3.5 displays the 1-s trajectory of the virus exploring the cell membrane
right after attachment. The high spatial precision and high temporal resolution unveil
the nanoscopic motion of the virus over microsecond timescales. The first surprise
is that the virus particle was locally confined to an area of hundreds of nanometers
close to the landing site. Moreover, within this confined area, the virus diffused lat-

Fig. 3.5 Ultrahigh-speed single virus tracking on the plasma membrane of live cells. a Diffusion
trajectory of a vaccinia virus on the cell surface captured at 100,000 fps. b Sub-millisecond transient
confinements of the virus particle at nanoscopic zones (highlighted in red). c 3D reconstruction of
the virus diffusion trajectory. d 3D displacements as a function of time. The displacement in the z
axis is much smaller than it is in x and y axes, showing that the virus particle adhered to the cell
surface and explored the plasma membrane laterally. Reproduced from [31] with permission from
the American Chemistry Society
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erally on the plasma membrane with a very high diffusion coefficient (~1 μm2/s),
which is as high as its free diffusion in water. This observation indicates that the
virus weakly adhered to the membrane and was free to explore the cell surface.
Strikingly, from the trajectory, numerous zones of 10–20 nm were present where the
virus was transiently confined for sub-milliseconds. The observed viral dynamics
are hypothesized to reflect the interaction between the virus and the cell membrane
molecules (e.g., glycosaminoglycan). The transient nano-confinements may be evi-
dence of virus interplay with immobile membrane receptors. Notably, the trajectory
was 3D, which indicates the 3D cell membrane morphology.

3.4.2 Nanoscopic Dynamics of a Cell Vesicle During Active
Transportation

COBRI microscopy also makes it possible to visualize the intracellular dynamics
of individual cell vesicles and organelles. With improved sensitivity and speed, a
native fibroblast cell appears highly dynamic under COBRI microscopy. Many cell
vesicles are locally confined and restricted to diffuse within small volumes created
by cytoskeleton networks inside the cytosol. Rapid and directional transportations of
cell vesicles are also occasionally observed. Through lipophilic dye labeling, most
vesicles were found to be lipid-rich, presumably lipid droplets. Estimated from their
COBRI contrast, most vesicles under observation were approximately 300 nm in
diameter. The sensitivity of COBRI microscopy is sufficient for tracking single vesi-
cles with nanometer spatial precision in 3D. By capturing vesicle motions at 30,000
fps, their nanoscopic motion is unveiled. Figure 3.6 shows typical transportation of
a vesicle with clearly resolved stepwise motion by motor proteins. The bidirectional
motion of the vesicle resulting from a tug-of-war between oppositely directed motor
proteins attached to the same cargo can clearly be seen. Under ultrahigh-resolution
observation, the transient pausing at the moment the vesicle switches directions is
clearly resolved where an oscillating behavior over 10-nm is disclosed. In addition
to the ultrahigh spatiotemporal resolution, label-free COBRI microscopy offers the
opportunity to probe intracellular dynamics in their native condition.

3.5 Conclusions and Future Perspectives

In this chapter, COBRI microscopy was shown to enable ultrahigh-speed imag-
ing with a frame time of microseconds. The high sensitivity of COBRI facilitates
nanometer-precise 3D tracking of endogenous biological nanoparticles with diam-
eters as small as 100–200 nm. The cell scattering background can be selectively
removed through proper background estimation and correction. The current strategy
of background correction is favorable when tracking mobile nanoparticles in a rela-
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Fig. 3.6 Directional intracellular transportation of a native cell vesicle captured using ultrahigh-
speed COBRI microscopy. a Reconstructed 3D trajectory of the cell vesicle being translocated
inside a live fibroblast cell recorded at 30,000 fps. bClose-up view of the trajectory in (a), revealing
the discrete steppingmotion of the vesicle. Four clusters of localizations caused by transient pausing
between steps are indicated by black arrows. c Analysis of the stepwise motion of the cell vesicle,
showing an average step size of 16 nm. Reproduced from [32] with permission of The Royal Society
of Chemistry

tively stationary environment. UsingCOBRImicroscopy and background correction,
the rapid dynamics of virus particles and vesicles in live cells have been explored at
unprecedented resolutions (nanometer spatial precision and microsecond temporal
resolution). In these two experiments described in this chapter, simultaneous high
speed and high localization precision made it possible to probe interactions of a
nanoparticle with its local environment at the molecular (nanometer) scale. This
capability cannot be matched easily by any other techniques.

COBRI microscopy is not a replacement for fluorescence microscopy—instead,
simultaneous COBRI and fluorescence imaging can be a powerful combination, with
COBRI supporting long-term, high-precision, high-speed measurements, and fluo-
rescence imaging providing excellent imaging specificity through labeling. Indeed,
COBRI imaging can easily be added tofluorescencemicroscopybyoperatingCOBRI
simultaneously with an appropriate laser wavelength. For tracking bionanoparticles,
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fluorescence labeling and imaging can identify nanoparticles of interest, and then
COBRI can be employed for long-term, high-resolution observation and tracking
of the targeted particles. This approach makes optimal use of the fluorescence pho-
ton budget and thus prolongs the observation time. When combining COBRI with
fluorescence superresolution microscopy [55], the nanoparticle trajectory can be
superimposed on a super-resolved molecular map, providing direct visualization of
the local interplay between the nanoparticle and molecules.

COBRI microscopy is more sensitive than conventional brightfield microscopy,
but what is the ultimate detection limit? As outlined in Sect. 3.2, the sensitivity of
COBRI is shot-noise limited, and thus the number of detected signal photons directly
determines whether the target can be perceived. For extremely small nanoparticles,
the scattering cross section is very small, and therefore it requires high illumination
intensity and long signal integration time to detect them. Conceptually, given suffi-
cient illumination intensity or signal integration time, arbitrarily small nanoparticles
can be detected. In practice, illumination intensity is restricted by the damage thresh-
old of the sample and optics, whereas the signal integration time is limited by the
signal and background stability that is required for proper background correction. It
is worth noting that detecting small signal under strong illumination is complicated
by the saturation of photodetector—the full well capacity of the camera sets the max-
imal light intensity it can detect, determining the strongest illumination intensity of
the sample in COBRI and other common-path interferometry. To further increase
the illumination intensity without saturation of the camera, pupil function engineer-
ing has been employed to selectively attenuate the reference beam and leave the
signal of nanoparticle nearly untouched [35, 52, 56–58]. This approach effectively
enhances the contrast of the signal by matching the amplitude of the reference and
the signal. Through pupil function engineering and image postprocessing, COBRI
microscopy detects very small nanoparticles (as small as 10 nm gold nanoparticles)
at 1000 fps [35]. By similar approaches of contrast enhancement, ultrahigh sensi-
tivity is achieved by iSCAT microscopy where single protein macromolecules are
detected without any labels at an effective image acquisition rate of a few hertz [51,
52, 59, 60].

With enhanced sensitivity, live cells are expected to be highly dynamic and
heterogeneous under COBRI microscopy because cell molecules are in constant
motion. The spatial resolution of COBRI is diffraction limited, which means that
it cannot resolve individual molecules densely packed in live cells. Nevertheless,
the spatially resolved fluctuation of the COBRI signal contains information regard-
ing local molecule dynamics that may be revealed by correlation spectroscopy [61,
62]. The high temporal resolution of COBRImicroscopy enables investigation of cell
molecular dynamics in microsecond timescales. Further investigation could examine
whether diffusion, self-assembly, transportation, or even new dynamics are resolv-
able in a label-free manner.

Light doses are a concern for live cell imaging because of photo-toxicity [47, 63].
To minimize the light dose, ultrahigh-speed COBRI image recording at 100,000 fps
is only performed for a few seconds at an illumination intensity of 1 kW/cm2. Other-
wise, continuous observation and sample exploration are conducted with a separate
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camera that captures identical COBRI images at a much lower speed (<1000 fps) that
only requires an illumination intensity of <0.01 kW/cm2. Under these conditions, no
photo-toxicity is observed.

COBRI microscopy is a simple and powerful imaging modality that provides
high sensitivity and high temporal resolution. COBRI is useful for exploring new cell
dynamics, including the uptake and release of cell vesicles, cell membrane dynamics,
and intracellular or intranuclear dynamics. Research employing COBRI microscopy
requires not only optical observation but also sophisticated data processing and anal-
yses. This makes it an exciting multidisciplinary area combining optics, biophysics,
chemistry, biology, and engineering.

References

1. R.D. Vale, Intracellular transport using microtubule-based motors. Annu. Rev. Cell Biol. 3(1),
347–378 (1987)

2. J. Suh, D. Wirtz, J. Hanes, Efficient active transport of gene nanocarriers to the cell nucleus.
Proc. Natl. Acad. Sci. 100(7), 3878–3882 (2003)

3. N. Hirokawa, S. Niwa, Y. Tanaka, Molecular motors in neurons: transport mechanisms and
roles in brain function, development, and disease. Neuron 68(4), 610–638 (2010)

4. B.W. Guzik, L.S.B. Goldstein, Microtubule-dependent transport in neurons: steps towards an
understanding of regulation, function and dysfunction. Curr. Opin. Cell Biol. 16(4), 443–450
(2004)

5. N. Segev, Coordination of intracellular transport steps by GTPases. Semin. Cell Dev. Biol.
22(1), 33–38 (2011)

6. N. Hirokawa et al., Kinesin superfamily motor proteins and intracellular transport. Nat. Rev.
Mol. Cell Biol. 10, 682 (2009)

7. D. Mudhakir, H. Harashima, Learning from the viral journey: how to enter cells and how to
overcome intracellular barriers to reach the nucleus. AAPS J. 11(1), 65 (2009)

8. R.D.Vale, Themolecularmotor toolbox for intracellular transport. Cell 112(4), 467–480 (2003)
9. D.J. Stephens, V.J. Allan, Light microscopy techniques for live cell imaging. Science

300(5616), 82–86 (2003)
10. P.L. Leopold et al., Fluorescent virions: dynamic tracking of the pathway of adenoviral gene

transfer vectors in living cells. Hum. Gene Ther. 9(3), 367–378 (1998)
11. I. Wacker et al., Microtubule-dependent transport of secretory vesicles visualized in real time

with a GFP-tagged secretory protein. J. Cell Sci. 110(13), 1453–1463 (1997)
12. M. Lakadamyali et al., Visualizing infection of individual influenza viruses. Proc. Natl. Acad.

Sci. U.S.A. 100(16), 9280–9285 (2003)
13. K. Jaqaman et al., Robust single-particle tracking in live-cell time-lapse sequences. Nat. Meth-

ods 5, 695 (2008)
14. N. Ruthardt, D.C. Lamb, C. Bräuchle, Single-particle tracking as a quantitative microscopy-

based approach to unravel cell entry mechanisms of viruses and pharmaceutical nanoparticles.
Mol. Ther. 19(7), 1199–1211 (2011)

15. S. Manley, J.M. Gillette, J. Lippincott-Schwartz, Chapter 5 Single-particle tracking photoac-
tivated localization microscopy for mapping single-molecule dynamics, in Methods in Enzy-
mology, ed. by N.G. Walter (Academic Press, 2010), pp. 109–120

16. Z. Liu, Luke D. Lavis, E. Betzig, Imaging live-cell dynamics and structure at the single-
molecule level. Mol. Cell 58(4), 644–659 (2015)

17. C. Dietrich et al., Relationship of lipid rafts to transient confinement zones detected by single
particle tracking. Biophys. J. 82, 274–284 (2002)



3 Label-Free, Ultrahigh-Speed, Direct Imaging and Tracking … 83

18. H. Isojima et al., Direct observation of intermediate states during the stepping motion of
kinesin-1. Nat. Chem. Biol. 12, 290–297 (2016)

19. H. Ueno et al., Simple dark-fieldmicroscopywith nanometer spatial precision andmicrosecond
temporal resolution. Biophys. J. 98(9), 2014–2023 (2010)

20. J.L. Martin et al., Anatomy of F1-ATPase powered rotation. Proc. Natl. Acad. Sci. 111(10),
3715–3720 (2014)

21. S. Faez et al., Fast, label-free tracking of single viruses and weakly scattering nanoparticles in
a nanofluidic optical fiber. ACS Nano 9(12), 12349–12357 (2015)

22. S. Enoki et al., Label-free single-particle imaging of the influenza virus by objective-type total
internal reflection dark-field microscopy. PLoS ONE 7(11), e49208 (2012)

23. B. Agnarsson et al., Evanescent light-scattering microscopy for label-free interfacial imaging:
from single sub-100 nm vesicles to live cells. ACS Nano 9(12), 11849–11862 (2015)

24. E. McLeod et al., High-throughput and label-free single nanoparticle sizing based on time-
resolved on-chip microscopy. ACS Nano 9(3), 3265–3273 (2015)

25. P. Kukura et al., High-speed nanoscopic tracking of the position and orientation of a single
virus. Nat. Methods 6, 923–927 (2009)

26. S.M. Scherr et al., Real-time capture and visualization of individual viruses in complex media.
ACS Nano 10(2), 2827–2833 (2016)

27. G.G. Daaboul et al., Digital detection of exosomes by interferometric imaging. Sci. Rep. 6,
37246 (2016)

28. H.-M. Wu et al., Nanoscopic substructures of raft-mimetic liquid-ordered membrane domains
revealed by high-speed single-particle tracking. Sci. Rep. 6, 20542 (2016)

29. Y.-H. Lin, W.-L. Chang, C.-L. Hsieh, Shot-noise limited localization of single 20 nm gold
particleswith nanometer spatial precisionwithinmicroseconds.Opt. Express 22(8), 9159–9170
(2014)

30. Y. Yang et al., Label-free tracking of single organelle transportation in cells with nanometer
precision using a plasmonic imaging technique. Small 11(24), 2878–2884 (2015)

31. Y.-F. Huang et al., Coherent brightfield microscopy provides the spatiotemporal resolution to
study early stage viral infection in live cells. ACS Nano 11(3), 2575–2585 (2017)

32. Y.-F. Huang et al., Label-free, ultrahigh-speed, 3D observation of bidirectional and corre-
lated intracellular cargo transport by coherent brightfield microscopy. Nanoscale 9, 6567–6574
(2017)

33. C. Kural et al., Tracking melanosomes inside a cell to study molecular motors and their inter-
action. Proc. Natl. Acad. Sci. 104(13), 5378–5382 (2007)

34. J.-S. Park et al., Label-free and live cell imaging by interferometric scattering microscopy.
Chem. Sci. 9(10), 2690–2697 (2018)

35. C.-Y. Cheng, Y.-H. Liao, C.-L. Hsieh, High-speed imaging and tracking of very small single
nanoparticles by contrast enhanced microscopy. Nanoscale. 11, 568–577 (2019)

36. C.-L. Hsieh, Label-free, ultrasensitive, ultrahigh-speed scattering-based interferometric imag-
ing. Opt. Commun. 422, 69–74 (2018)

37. J. Hwang, W.E. Moerner, Interferometry of a single nanoparticle using the Gouy phase of a
focused laser beam. Opt. Commun. 280(2), 487–491 (2007)

38. C.F. Bohren, D.R. Huffman, Absorption and Scattering of Light by Small Particles (Wiley-
VCH, 2004)

39. M.K. Kim, Digital holographic microscopy, in Digital Holographic Microscopy: Principles,
Techniques, and Applications (Springer, New York, 2011), pp. 149–190

40. V. Mico, Z. Zalevsky, J. García, Common-path phase-shifting digital holographic microscopy:
a way to quantitative phase imaging and superresolution. Opt. Commun. 281(17), 4273–4281
(2008)

41. J. Garcia-Sucerquia et al., Digital in-line holographic microscopy. Appl. Opt. 45(5), 836–850
(2006)

42. J. Ortega-Arroyo, P. Kukura, Interferometric scattering microscopy (iSCAT): new frontiers in
ultrafast and ultrasensitive opticalmicroscopy. Phys. Chem. Chem. Phys. 14(45), 15625–15636
(2012)



84 C.-L. Hsieh

43. K. Lindfors et al., Detection and spectroscopy of gold nanoparticles using supercontinuum
white light confocal microscopy. Phys. Rev. Lett. 93(3), 037401 (2004)

44. V. Jacobsen et al., Interferometric optical detection and trackingof very small gold nanoparticles
at a water-glass interface. Opt. Express 14, 405–414 (2006)

45. M. Krishnan et al., Geometry-induced electrostatic trapping of nanometric objects in a fluid.
Nature 467(7316), 692–695 (2010)

46. J.OrtegaArroyo,D.Cole, P.Kukura, Interferometric scatteringmicroscopy and its combination
with single-molecule fluorescence imaging. Nat. Protocols 11(4), 617–633 (2016)

47. P.P. Laissue et al., Assessing phototoxicity in live fluorescence imaging. Nat. Methods 14, 657
(2017)

48. X. Huang et al., Fast, long-term, super-resolution imaging with Hessian structured illumination
microscopy. Nat. Biotechnol. 36, 451 (2018)

49. M. Weigert et al., Content-aware image restoration: pushing the limits of fluorescence
microscopy. Nat. Methods 15(12), 1090–1097 (2018)

50. C.-Y.Cheng,C.-L.Hsieh,Background estimation and correction for high-precision localization
microscopy. ACS Photonics 4(7), 1730–1739 (2017)

51. M. Piliarik, V. Sandoghdar, Direct optical sensing of single unlabelled proteins and super-
resolution imaging of their binding sites. Nat. Commun. 5, 4495 (2014)

52. D. Cole et al., Label-free single-molecule imaging with numerical-aperture-shaped interfero-
metric scattering microscopy. ACS Photonics 4(2), 211–216 (2017)

53. G. Young et al., Quantitative mass imaging of single biological macromolecules. Science
360(6387), 423–427 (2018)

54. C.L. Hsieh et al., Tracking single particles on supported lipid membranes: multimobility dif-
fusion and nanoscopic confinement. J. Phys. Chem. B 118(6), 1545–1554 (2014)

55. B. Huang, M. Bates, X. Zhuang, Super-resolution fluorescence microscopy. Annu. Rev.
Biochem. 78(1), 993–1016 (2009)

56. O. Avci et al., Pupil function engineering for enhanced nanoparticle visibility in wide-field
interferometric microscopy. Optica 4(2), 247–254 (2017)

57. Q.D. Pham et al., Digital holographic microscope with low-frequency attenuation filter for
position measurement of a nanoparticle. Opt. Lett. 37(19), 4119–4121 (2012)

58. K. Goto, Y. Hayasaki, Three-dimensional motion detection of a 20-nm gold nanoparticle
using twilight-field digital holographywith coherence regulation. Opt. Lett. 40(14), 3344–3347
(2015)

59. J. Ortega Arroyo et al., Label-free, all-optical detection, imaging, and tracking of a single
protein. Nano Lett. 14(4), 2065–2070 (2014)

60. M.P.McDonald et al., Visualizing single-cell secretion dynamicswith single-protein sensitivity.
Nano Lett. 18(1), 513–519 (2018)

61. H. Liu, C. Dong, J. Ren, Tempo-spatially resolved scattering correlation spectroscopy under
dark-field illumination and its application to investigate dynamic behaviors of gold nanoparti-
cles in live cells. J. Am. Chem. Soc. 136(7), 2775–2785 (2014)

62. R. Pecora, Dynamic Light Scattering: Applications of Photon Correlation Spectroscopy
(Plenum Press, New York, 1985)

63. J.-Y. Tinevez et al., Chapter 15 A quantitative method for measuring phototoxicity of a live cell
imaging microscope, in Methods in Enzymology, ed. by P.M. Conn (Academic Press, 2012),
pp. 291–309



Chapter 4
Tomographic Diffractive Microscopy:
Principles, Implementations,
and Applications in Biology

Bertrand Simon and Olivier Haeberlé

Abstract Tomographic Diffractive Microscopy (TDM) is an advanced digital
microscopic imaging technique, extending the capabilities of Digital Holographic
Microscopy (DHM), which delivers 3D quantitative images of the index of refrac-
tion distribution within the observed sample. It is a two-step imaging approach based
first on recording ofmultiple hologramsunder varying conditions of illumination, and
second on applying sample-adapted numerical inversion procedures to reconstruct
the 3-D image of the specimen under consideration. After a short recall of DHM
principles, applications, and limitations, the principle of TDM is introduced, and
then several of its practical implementations are described. We put emphasis on their
respective advantages and limitations, through various examples of application for
biological samples imaging. Perspectives, and challenges for this imaging modality,
as well as some hints to address them, are finally presented in the conclusion.

4.1 Introduction

Its unique capabilities for imaging living specimens, in three dimensions, possibly
over long periods make the optical microscope an invaluable tool for biological
research. This has motivated, since its invention and its adoption as a scientific tool,
the development of numerous techniques to improve the contrast and visibility of
the observed sample, through, for example, oblique and Rheinberg illuminations,
dark-field microscopy, phase contrast and differential interference contrast (DIC),
Dodt gradient contrast, Hoffman modulation, or polarized microscopy [1]. All these
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methods have found their preferred domain of application. But, while very powerful
for phenomenondetection, ormorphologicalmeasurements, they are all limited in the
sense that interpretation of the observed contrast is difficult in terms of quantitative
measurements of the optical properties.

Nowadays, fluorescence microscopy is often the reference method, because it
allows for specific labeling of cellular structures, therefore cellular functions, with
ever-increasing set of natural or especially chemically designed fluorescence labels.
Being indeed a dark field technique, fluorescence microscopy has an extreme sensi-
tivity, leading to single molecule detection and tracking, and in recent years, fluores-
cencemicroscopy has also evolved into fluorescence nanoscopy, with an unsurpassed
resolution obtainable with modern techniques like STED microscopy or pointillism
microscopies [1–5]. Conversely, fluorescencemicroscopy also has the ability to study
at the cellular, and even subcellular scale, large samples such as organoids, and even
entire model organisms as large as Danio rerio [6].

In some cases, fluorescence labeling may, however, induce unfavorable effects
like photo-toxicity. Labeling itself may be difficult for some samples. Speed is also
rather limited, especially for 3D imaging, because fluorescence signal is often weak
(compared to transmission microscopy for example). In some cases, use of fluores-
cence is also to be avoided. For example, for long time-lapse studies, fluorophores are
diluted in dividing cells, leading to vanishing signal over time, and for some studies
on natural cell lines, use of genetically modified organisms is simply not possible.

These limitations explain that, in recent years, there has been a growing inter-
est for developing new imaging techniques not requiring specific sample labeling,
like second or third harmonic generation (SHG and THG) microscopy, Raman or
Coherent Anti-Stokes Raman Scattering (CARS) microscopies [7–11]. These meth-
ods have proven their interest, CARS being, for example, very effective for lipid
detection, but having as drawback that they require expensive instrumentation for
signal generation/detection.

As possible alternate for efficient label-free microscopy, the coupling of fast-,
high-sensitivity, and high-resolution electronic sensors with the exploding compu-
tational and memory capacities of modern computers has recently open new possi-
bilities for revisiting conventional transmission optical microscopy.

4.2 Digital Holographic Microscopy

In conventional transmission microscopy (classical wide-field, dark-field, phase-
contrast, Differential Interference Contrast, Hoffman modulation…), the image is
formed by a complex interaction of the incoherent illuminating light with the speci-
men. The recorded image is an intensity-only image, which contrast is very efficient
to detect structures, and therefore is for example very helpful for morphological
evolution studies, but which does not easily deliver quantitative information on the
optical characteristics of the observed specimen. In particular, refraction and absorp-
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tion properties mix to form the final image, and for example, a darker, therefore
apparently more absorbing zone, may in fact simply result from a localized destruc-
tive interference phenomenon. Similarly, phase contrast microscopy images [12, 13]
are often affected by halo artifacts surrounding sharp structures of the observed
sample.

Note that computer-based phase reconstruction techniques have been developed,
encountering growing success, thanks to modern computers computational power.
Techniques relying on solving the transport of intensity equation [14–18], DIC image
reconstruction [19–23], and ptychography [24–29], have demonstrated their ability to
reconstruct the phase of recorded field. They do however rely on some assumptions,
which may limit their domain of application.

Use of coherent light illumination, combined with interferometric detection, per-
mits on the contrary to directly record holograms [30], encoding amplitude and phase
of the light interactingwith themicroscopic specimen [31], therefore delivering com-
plete information about the diffraction phenomenon, but not relying on numerical
reconstruction.Wavefront analyzers also permit to record the amplitude and phase of
the diffracted light, without the need of an interferometer, and with short coherence
illumination [32, 33]. Commercial implementations of this technique are growing
[34]. These approaches, known under the name of Digital Holographic Microscopy
or of Phase Microscopy, have in particular proven to be very sensitive to small sam-
ple changes, thanks to unsurpassed precision of interferometricmeasurements. Phase
imaging is now used for many biological studies [35–67].

Figure 4.1 describes the principle of holographic imaging. Three configurations
are often used in holographic microscopy: Gabor holography, phase-shifting holog-
raphy, and off-axis holography.

The simplest is Gabor holography [43], or in-line holography, first proposed for
electronmicroscopy, and adapted to digital optical holography [44]. A coherent wave
illuminates the observed sample, and is partly diffracted by it (Fig. 4.1a). Interference
fringes result from the coherent addition of the diffracted field and the illumination,
modulating phase and amplitude of the diffracted wave. A direct demodulation is
not possible, but numerical reconstruction of the phase and amplitude is feasible
[45]. The main advantage of this technique is its robustness, the system being self-
aligned, so very insensitive to perturbation, allowing work in harsh environment
(see for example the system developed by the 4Deep company [34] for submarine
applications).

In order to address the hologram demodulation problem, one can also use phase-
shiftingholography [46, 52]. In this configuration (Fig. 4.1b), a referencebeam is used
to create the holograms, andmodulated in phase, usually using a piezoelectric-driven
mirror, or an electro-optic modulator. Recording of series of holograms permits to
solve the holographic equation and extract the amplitude and phase of the diffracted
beam, separated from the reference beam and the non-diffracted component of the
illuminating beam. The holograms are acquired sequentially, which may limit speed,
but parallelization or use of several cameras is possible [49, 50].

Off-axis holography has also been applied to microscopy [31, 51]. In this tech-
nique, an inclined reference beam (Fig. 4.1c) directly modulates the interferogram.



88 B. Simon and O. Haeberlé

Fig. 4.1 Principle of holographic microscopy. a Gabor holography. b Phase-shifting holography.
c Off-axis holography
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Demodulation is easily performed in Fourier space, in which the different orders of
diffraction are spatially separated. This technique has the advantage, compared to
phase-shifting holography, that a single hologram is enough to extract amplitude and
phase of the diffracted beam, but at the price of a reduced field of view, because of
the demodulation constraints in Fourier space.

Note that combined approached can also be used [52]. For more details about
digital holographic data acquisition and reconstruction, the interested reader will
find extensive description in [53–58].

Indeed, DHM is a very powerful technique of investigation when considering
integral measurements, by projections of the accumulated phase changes when light
travels through the observed samples [59], rapid phase variations, for example, cor-
responding to samples fluctuations [60, 61], very weak sample phase changes, thanks
to its high sensitivity, which can be linked to other physical quantities, for example,
allowing for optical patch clamp measurements [62]. It is also able to acquire long
time-lapse, without inducing photodamages to the sample, thanks to the low level
of light necessary to acquire interferograms (compared to confocal fluorescence),
which reveals useful for cell cycle, cell division, cell migration, drug influence or
cell apoptosis studies, cell detection and identification [63–66].

However, its main drawback is probably its low resolution when reconstructing
3D images of transparent specimens, especially along the optical axis. This limitation
is easily understood when remembering that only one illumination direction is used
in holographic microscopy, translating into limited quantity of recorded information,
so poor 3D image reconstructions [67]. Such a configuration indeed does not fulfill
the classical requirement of transmission microscopy that a high numerical aperture
condenser is to be used in conjunction with a high numerical aperture objective,
satisfying Köhler illumination, in order to obtain high-resolution image. Indeed, it
is not possible with coherent light to illuminate the sample under large numerical
aperture, as in that case a focal spotwouldbeproduced, resulting from the interference
of the various illuminations. So, DHM, strictly speaking, is in fact not an efficient
3D imaging technique for imaging transparent samples in transmission mode, and is
sometimes referred to as being a 2.5D imaging method, i.e., imaging a 2D surface
wrapped in a 3D volume.

In order to compensate for that limited resolution of DHM, phase tomography
has been proposed. Rotating the sample, one can record a set of 2D phase maps from
the sample observed under different angles, which are then converted into 3D index
of refraction maps, using classical backprojection of the data (Radon transform).
The observed sample itself can be easily rotated in the case of an optical fiber [68],
while free-standing samples like pollens, diatoms, amoeba, can be embedded within
a microcapillary, which is then rotated to perform phase tomography [69, 70].

However, this simplified approach neglects the effects of diffraction. So while
perfectly adapted atmacroscopic scale, when characteristic sample features approach
wavelength dimension, as in microscopy, the image reconstruction quality is more
and more limited, especially for high-contrast samples. This limits the quality of
the reconstructed data in terms of quantitative index of refraction measurements, as
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well as the final resolution [71, 72], and can even in some cases lead to misleading
reconstructions [73].

In order to obtain themost accurate reconstructions, and as pointed out by pioneer-
ing work in the domain [74, 75], a diffractive approach is to be taken into account,
whose basis is briefly recalled in the next section.

4.3 TDM with Illumination Rotation

In the previous part, digital holographic microscopy was briefly described, highlight-
ing some of its strengths and limitations. In this section, the link between the three-
dimensional distribution of the sample refractive index and the measurement of its
diffracted field (in phase and amplitude) is recalled, within the scalar approximation
for the sake of simplicity. The interested reader will complete this rapid introduction
by the lecture of classical textbooks on electromagnetism or wave diffraction (for
example [76, 77]), and/or by general introductory reviews of tomographic diffractive
microscopy [78, 79], as well as the seminal papers of the domain [74, 75], and their
extension to high-numerical aperture imaging [80] and take into account the vectorial
nature of the illuminating electromagnetic field [81].

One considers an object characterized by its relative permittivity ε(r), and illu-
minated by a scalar monochromatic incident plane wave, (wavelength λ = 2π c/ω)
from a source S(r). Helmholtz equation (omitting the exp(−iωt) time dependence)
is then written as

�E(r) + k20E(r) = X (r)k20E(r) + S(r) (4.1)

with k0 = 2π /λ, and X = 1− ε being the permittivity contrast. Introducing the Green
function:

G(r) = − exp(ik0r)/4π r, (4.2)

one can write the integral equation for the total field as

E(r) = Einc(r) + k20

∫
G

(
r − r′)X(

r′)E(
r′)dr′ (4.3)

In (4.3), Einc depicts the field that would exist in the absence of the object. The
integral in (4.3) is to be calculated onto the support Ω of the object. In transmission
microscopy, only considering the far-field, so for an observation point r far from the
object, one has r′2/λ � r , with r′ in Ω , so that the diffracted field simplifies as

Ed(r) = −exp(ik0r)
4πr

e(k) (4.4)
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The scattered far-field amplitude is written as

e(k) = k20

∫
exp

(−ik · r′)X(
r′)E(

r′)dr′ (4.5)

Considering a plane wave with wavevector kinc as incident field, the incident field
is written as Einc(r) = Ainc exp(ikinc · r), and limiting the development to a weakly
diffracting object, for which the first Born approximation holds, one can finally write

e(k,kinc) = C X̃(k − kinc) (4.6)

In (4.6),C = 8π3Ainck20 . Equation (4.6) provides a direct correspondence between
the diffracted far-field amplitude and the Fourier coefficient of the relative permit-
tivity of the object.

Energy conservation in the diffraction process implies that diffracted kdiff vectors
have same amplitude askinc, and therefore depict the so-calledEwald sphere.Because
of the limited numerical aperture of the detection objective, only a cap of the Ewald
sphere can be captured.

Then from the elastic scattering condition, this set of diffracted kdiff vectors trans-
forms into object ko vectors, via a simple translation:

ko = kdiff − kinc (4.7)

Figure 4.2 describes the process of information acquisition in DHM (Fig. 4.2a),
and for filling Fourier space to expand the Optical Transfer Function (OTF) in TDM
with illumination rotation (Fig. 4.2b, c). From Fig. 4.2a, one understands that the
lateral extension of the ko vector set in Fourier space will provide good lateral reso-
lution in image space. In contrary, the narrow extension along the kz axis translates
into very poor resolution and optical sectioning along the corresponding optical axis
[67].

Fig. 4.2 Principle of information acquisition in k-vector space for a Digital Holographic
Microscopy with one illumination parallel to the optical axis, and b, c Tomographic Diffractive
Microscopy with varying illumination angle
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So, in order to improve image quality, one has to expand the ko coverage. In TDM
with illumination rotation, the illumination can be tilted (Fig. 4.2b). In that case, one
can finally record a complementary subset of information (Fig. 4.2c).

For a large number of illuminations, a synthetic aperture approach delivers an
enlarged frequency support. In that configuration, one recognizes the characteris-
tic “doughnut” shape of transmission optical microscopy [82]. This extended fre-
quency support explains the better resolution and optical sectioning capability of
TDM, compared to DHM. On can theoretically double the lateral resolution [78,
81], experimentally reaching resolution in the 100 nm range [83].

Figure 4.3 illustrates this improved resolution, obtainedon a carbonmesh, compar-
ing images obtained in wide-field microscopy, laser-scanning confocal microscopy,
and TDM, with a scanning-electron microscopy as a reference (from [83]), and
imaging a diatom frustule, revealing inner porous structures (from [84]).

Another interesting feature of TDM is that it allows for clear distinction of refrac-
tive and absorptive subregions within the observed sample (Fig. 4.4), while con-
ventional transmission microscopy mix these quantities into gray-level images. This
unique feature has not yet been used for biological analysis, but may provide new
insight for natural (as well as artificial) samples investigations [67, 83, 85, 86].

The technique is developed in several laboratories, and has been successfully used
to study a wide variety of biological sample: neurons, red or white blood cells, hep-
atocyte cells, cancerous cells, cell–cell adhesion, chromosome, human hair, but also
pollens, microalgae, or for pharmacological effects studies [84, 87–105]. Figure 4.5

Fig. 4.3 Left: Electron (SEM), wide-field (WFM), tomographic (TDM), and confocal fluorescence
(LSCM) images of a lacey carbonmembrane. Bottom, magnified view of the square region depicted
on the SEM image (from [83], reproduced with permission from OSA The Optical Society). Right:
Super-resolved phase images of nanoscopic porous cell frustule (diatoms) (from [84], reproduced
with permission from Springer Nature). These images illustrate the TDM ability to reach a far-field
resolution in the 100 nm range
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Fig. 4.4 Epithelial cheek cells observed with tomographic diffractive microscopy. a Optical index
and b absorption (uncalibrated gray levels) (from [86], reproduced with permission from Wiley-
VCH). These images illustrate the ability of TDM to clearly distinguish refractive and absorptive
regions at the sub cellular scale

Fig. 4.5 3D visualization of WBCs. Cross-sectional slices of the RI distribution of a a lymphocyte
and c a macrophage at various axial planes. Scale bar, 4 μm. Rendered iso-surfaces of the RI map
of b a lymphocyte and d a macrophage. For visualization purposes, the threshold iso-surfaces of
the plasma membrane (white) and the internal structures (cyan, red) are set to 1.345, 1.375, and
1.39, respectively. Scale bar, 3 μm (from [94], reproduced with permission from OSA The Optical
Society). These images illustrate the ability to process images, only usingRI as a criterion, efficiently
segmenting membrane from internal structures without any specific labeling
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depicts humanwhite blood cells imageswithTDM, highlighting its ability to segment
membrane from internal structures, without any specific labeling.

Commercial implementations of TDM with illumination rotation are now avail-
able. See the websites of Nanolive [106] and Tomocube [107] companies for various
examples of applications on biological samples. The nanolive system has the advan-
tage to offer a large accessible space over the sample, while the Tomocube allows
for faster acquisitions at slightly higher resolutions.

4.4 Multiwavelength TDM

Tomographic Diffractive Microscopy with illumination rotation is now developed
in several laboratories, and even commercially available, but requires specific illu-
mination systems to perform numerical aperture synthesis of the condenser. This
can be performed onto a standard microscope body [67, 83–85], but explains why
specific setups are often preferred for laboratory prototyping, as well as for com-
mercial implementations [106, 107]. This has then the drawback that TDM cannot
be performed using a standard widefield or confocal fluorescence microscope, often
already available in biological laboratories.

Figure 4.2a indicates that it is indeed possible to increase frequency coverage
in Fourier space in a different way, by varying the illumination wavelength, which
translates into varying the curvature radius of the cap of sphere, which is centered on
the zero of frequencies. Figure 4.6a describes the obtained object frequency support
for three illumination wavelengths. In a standard holographic configuration with
illumination along the optical axis, both caps of sphere have, therefore, common
summit at the frequency origin, but different extensions, in x-y, as well as along

Fig. 4.6 TDMwith illuminationwavelength variation: construction of the object frequency support,
a for three wavelengths, b for a continuously varying wavelength
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the z-axis. A continuous wavelength scanning could provide an extended and filled
frequency support (Fig. 4.6b).

The main advantage of this wavelength variation approach is that a no-moving-
part setup could be built, contrary to TDMwith illumination rotation (or with sample
rotation, see next section). The drawback of this approach is that it gives access to
a more limited frequency support, compared to the previous one. The support being
asymmetric, the same restrictions as before will apply with respect to the sample
reconstruction, if a simple and direct Fourier inversion is used. A further possible
limitation is also that wide spectrum (“white”) coherent light sources are still of
limited availability, and complex. This explains that this approach, with standard
holographic microscopy, has not gain much success (variants in reflection micro-
holography have been developed [108–110]).

An elegant solution to this problem has been proposed with the introduction
of white-light diffraction tomography [111–113], which can be considered as an
extension of phase contrast microscopy, but with a controllable phase mask, instead
of a static one. Figure 4.7a describes the principle of Spatial Light Interference

Fig. 4.7 SLIM principle. a Schematic setup for SLIM. The SLIM module is attached to a com-
mercial phase contrast microscope (Axio Observer Z1, Zeiss, in this case). The lamp filament is
projected onto the condenser annulus. The annulus is located at the focal plane of the condenser,
which collimates the light toward the sample. For conventional phase contrast microscopy, the phase
objective contains a phase ring, which delays the unscattered light by a quarter wavelength and also
attenuates it by a factor of 5. The image is delivered via the tube lens to the image plane, where the
SLIM module processes it further. The Fourier lens L1 relays the back-focal plane of the objective
onto the surface of the liquid crystal phase modulator (LCPM, Boulder Nonlinear). By displaying
different masks on the LCPM, the phase delay between the scattered and unscattered components
is modulated accurately. Fourier lens L2 reconstructs the final image at the CCD plane, which is
conjugated with the image plane. b The phase rings and their corresponding images recorded by
the CCD. c SLIM quantitative phase image of a hippocampal neuron (from [116], reproduced with
permission from OSA The Optical Society)
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Microscopy (SLIM) [114–117],which is at the basis ofwhite-light diffraction tomog-
raphy or Spatial Light Interference Tomography (SLIT). The optical train is based on
a phase contrast microscopy, in which the observed sample is not illuminated using
full condenser aperture, but through an annular aperture, so that only inclined rays
illuminate the specimen.

In conventional phase contrast microscopy, those rays from the illumination,
which have passed through the samplewithout being diffracted (butwhich are already
phase retarded by passing through the sample), are focused in the back-focal plane
of the objective, where an annular phase filter adds a supplemental (but fixed) phase
shift. This phase shift is not added to the diffracted rays, which are not focused in the
back-focal plane of the objective, or Fourier plane. In the image plane, interference
between the diffracted and non-diffracted parts of the field creates a contrasted image
between the background and the sample.

In the SLIM approach, an optical module is added, to relay the Fourier plane
onto an active optical element: a spatial light modulator, which projects a controlled
sequence of four phase masks, with 0, 0.5π, π, and 1.5π delay (Fig. 4.7b). The
final phase image (Fig. 4.7c) is computed from the four frames. Finally, scanning
the observed sample in z, and properly processing of the data then allows for recon-
struction of 3-D transparent samples in a tomographic mode.

This technique is also commercially distributed [118], with the advantage of being
available as an add-on module, which can be fitted to a standard microscope body.
The PhiOptics website describes applications of the SLIM and SLIT techniques.

Note also that a similar approach, but forDICmicroscopy instead of phase contrast
microscopy, has also been developed, under the GLIM acronym (Gradient Light
Interference Microscopy), which allows for observation of larger, scattering samples
at the tissue scale instead of the cellular scale [119].

4.5 TDM with Sample Rotation

Tomographic DiffractiveMicroscopy with illumination rotation has demonstrated its
usefulness for many biological applications, and is even commercially available (see
previous section). It however suffers from the so-called “missing cone”problemalong
the optical axis, leading to poor optical sectioning, if simple Fourier reconstructions,
based on the Born or Rytov approximations, are used. Things are well improved if
more elaborate reconstruction methods and/or a priori knowledge about the sample
are used, to numerically fill the missing cone, leading to improved optical sectioning,
but anyway, final images are characterized by a strong anisotropic resolution resulting
from the shape of the OTF, which is much wider in x-y directions than along the
optical axis. Same limitation holds for white-light TDM, because of the peculiar
shape of its OTF.

Atmacroscopic scale, it is common to perform tomography by rotating the sample
or by rotating the source-sensor ensemble around the sample; so, trying to adapt the
technique at microscopic scale is a natural approach [68–73], despite the strong
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precision requirements. When neglecting diffraction, this permits easily to obtain
isotropic resolution images. Indeed, in that case, the set of captures frequencies
depicts a disk in Fourier space, which rotates around one of its diameter describing
a filled sphere.

When taking into account diffraction, and especially at high numerical aperture,
one cannot neglect the curvature of the set of captured frequencies. In that case,
the final OTF differs in its shape, not being anymore a complete ball. Figure 4.8a
describes the obtained object frequency support. Because of the initial cap of sphere
curvature, a so-called “missing apple-core” (Fig. 4.8b) appears along the specimen
rotation axis [120]. So, strictly speaking, this approach delivers quasi-isotropic res-
olution images, with a small but anyway noticeable remaining elongation along the
sample rotation axis [120, 121]. A solution to completely fill the OTF is then to
perform a second full rotation of the sample around another axis of rotation, perpen-
dicular to the first one.

The main advantage of this technique is that a standard DHM can be used, as the
interferometric acquisition system is static. The difficulty is, however, successfully
performing high-precision sample rotations, compatible with interferometric mea-
surements forTDMreconstructions,while a large number of acquisitions is necessary
if one wants to appropriately fill Fourier space. To do so, samples can be embedded
within a rotating microcapillary [121–123], which then serves a mechanical support
for the rotation (Fig. 4.9). This approach simplifies sample manipulation, but may
require some precautions in the image reconstruction process, as the microcapillary
may act as a cylindrical lens, deforming the observed sample [124]. Because of the
microcapillary dimensions, it also must be performed with longer working distance
objectives, therefore having a lower numerical aperture, limiting the final achievable
resolution. So, while this technique has been proven to work, sample manipulation
is not easy, which has limited its adoption. Note however that in some cases, the

Fig. 4.8 Object frequency support for TDM with specimen rotation. a Support obtained when
rotating the holographic OTF (see Fig. 4.2a) around the y-axis. The curvature of the initial cap of
sphere induces a so-called “missing apple-core” of unrecorded frequencies along that axis, depicted
on (b)
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Fig. 4.9 Principle of TDM with sample rotation (from [122], reproduced with permission from
SPIE). Left: The rotary fiber holder setup: CL: condenser lens, PD: Petri dish, IL: immersion liquid,
FC: fiber capillary,MO:Microscope objective, (x, y, z,ϕ):movement directions of the fiber capillary,
�ϕ: rotation step for N projections, RH: rotary holder. Right: The refractive index distribution in a
single U937 cell. Refractive index peak to valley value �n = 0.030

sample itself can be directly rotated, as, for example, when observing optical fibers
or microtips [73, 125–129], but this does not generally apply for biological samples,
for which softer manipulation approaches should be developed (it may work for
peculiar samples like microfibers or hairs).

Manipulation of microscopic object by light [130–132] is an active research topic,
and recently, optical tweezers [133–135] have indeed been successfully used to per-
form TDM observations. Conversely, it has been shown that the precise knowledge
by TDM measurements of the sample 3D index of refraction distribution could be
used to optimize trapping by optical tweezers of arbitrarily shaped microscopic sam-
ples [136]. In some cases, the sample presenting electric potential variations, use of
externally applied field induces sample movement. Dielectrophoretic cell rotation
[137], initially used to perform isotropic observations in confocal microscopy [138],
has also been applied to tomographic investigations [139]. Recently, simple natural
rotation of samples such as red blood cells when flowing through microfluidic chan-
nels [140–142] has been successfully used for tomographic observations. Similarly,
translational motion of cells through a peculiarly focused beam has been used to
perform tomographic reconstructions of the moving cells [143]. These approaches
have the advantage that they use completely passive optical systems, with no optical
scanning of the illumination beam nor controlled movements of the sample. Sample
rotation has also been used with inline holographic microscopy to perform TDM
with a simpler setup [144].
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4.6 Combined Approaches

In TDM with illumination rotation, the lateral and axial resolutions are improved,
and true 3D imaging is possible. However, from Fig. 4.2, on can deduce that the
smaller extension of the OTF along the kz-direction (along the optical axis) and the
presence of the so-called “missing cone” of non-captured frequencies along same
axiswill translate into lower axial resolution than lateral one, andwill limit sectioning
capabilities for 3D samples.

In TDM with sample rotation (Fig. 4.8), an almost completely filled, spherical
OTF is obtained, but a small set of missing frequencies does exist along the rotation
axis, slightly degrading the resolution in this direction. Also, the diameter of the
spherical OTF is smaller than the lateral extension of the OTF with illumination
rotation. Furthermore, this approach requires a large number of sample rotations to
properly fill the quasi-spherical OTF.

In order to combine both-of-best-worlds, and simultaneously obtain an improved-
and isotropic resolution in the final images, it has been proposed to associate illu-
mination rotation and specimen rotation [145]. Such a combination would allow for
merging several “doughnuts” from TDM with illumination rotation, requiring only
a few sample rotations. Figure 4.10a–c shows the obtained OTF support for 1, 2, and
4 views, which already permits to obtain a quasi-spherical, extended OTF, which
would translate into improved and isotropic resolution images without any specific
direction being plagued by missing frequencies.

Comparing the extension of their respective OTFs gives a direct insight about
imaging capabilities of various TDM configurations [146]. The lateral and axial
extensions of the frequency support for holographic microscopy are given by

�vHolox,y = 2n sin θ

λ
�vHoloz = n(1 − cos θ)

λ
(4.9)

Fig. 4.10 Combined tomography, with illumination and specimen rotation. a–c TDMwith illumi-
nation rotation acquisitions for 1, 2 and 4 sample positions, respectively. d Resulting OTF from the
combination of one TDMwith illumination rotation acquisition and one TDMwith sample rotation
acquisition
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TDMwith illumination rotation (TDM-IR) permits to double the lateral frequency
support, with improved axial resolution too:

�vTDM-IR
x,y = 4n sin θ

λ
�vTDM-IR

z = 2n(1 − cos θ)

λ
(4.10)

When rotating the sample along one axis (TDM-SR), one gets:

�vTDM-SR
x,z = 4n sin(θ/2)

λ
�vTDM-SR

y = 2n sin θ

λ
(4.11)

When rotating the sample along two orthogonal axes (TDM-dualSR), one gets

�vTDM-dualSR
x,z,z = 4n sin(θ/2)

λ
(4.12)

And finally, when combining illumination rotation with sample rotation (TDM-
IRSR), one obtains the highest isotropic OTF extension:

�vTDM-IRSR
x,y,z = 4n sin θ

λ
(4.13)

A variant to fill the missing cone from TDM-IR would be to combine one TDM-
IR acquisition with one TDM-SR acquisition, as both techniques present sets of
uncaptured frequencies, but oriented along different axes (z-axis, or optical axis for
TDM with illumination rotation, and sample rotation axis for TDM with sample
rotation), which are perpendicular to each other (see Fig. 4.10d). Initially proposed
in [145], this configurationwas recently tested experimentally, using optical tweezers
[147]. In that case, one obtains for the OTF extension:

�vTDM-IR+TDM-SR
x,y = 4n sin θ

λ
�vTDM-IR+TDM-SR

z = 4n sin(θ/2)

λ
(4.14)

However, the OTF extension is only an indication of the theoretical achievable
resolution. In practice, results are slightly lower, but anyway, a lateral resolution of
130 nm was achieved at λ = 633 nm in [83], and using shorter wavelength, 75 nm
resolution was obtained at λ = 405 nm in [84], in the case of TDM-IR. In the context
of TDM-IRSR, a single acquisition achieved a resolution of 95 nm at λ = 475 nm,
but whenmerging several acquisitions, results were slightly degraded, indicating that
the merging process was not optimal, but anyway, three-dimensional images with
resolution below 200 nm in all directions could be obtained, a premiere for label-free,
far-field optical microscopy [146].

Note also that experimental measurement of the resolution in coherent imaging
presents specific challenges [148], especially in 3D [146, 149].

Figure 4.11 shows a Betula pendula pollen grain, obtained with TDM-IRSR,
which delivers dual views of this triporate pollen grain, clearly segmenting the refrac-
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Fig. 4.11 Betula pollen grain observed with tomographic diffractive microscopy, a, b volumetric
cuts (x-y views) through the 3D index of refraction image and the absorption image, respectively.
Note the higher index of refraction of the pollen walls, especially near the pores (double-headed
arrow), and the doubled outer wall (arrow). Scale bar: 10 μm. See also Visualization 3, c outer
view of the pollen: image of the absorption component, displayed in yellow, d outer view of the
pollen: image of the complex index of refraction, with refractive component displayed in cyan.
The photopolymer tip used to handle the sample is purely refractive, hence visible on the index
component, but not on the absorption image, e (x-y) cut through the pollen. Note that the absorptive
components are confined to the interior of the pollen: nucleus and intine, and absent from the exine
(from [146], reproduced with permission from The Optical Society (OSA))

tion and absorption contributions into two separate images. Figure 4.11a depicts
volumetric cuts in the z direction (x-y views) through the index of refraction image.
Figure 4.11b depicts same volumetric cuts through the absorption image. Note the
inner structures of the pollen grain and its double-layer outer structure (marked by
arrow), with chambers separating inner and outer walls (vestibulum), and protrud-
ing pores (double-headed arrow). The Refraction Index (RI) in this image has been
calibrated from the known RIs of the immersion medium into which the pollen is
immersed, and of the photopolymer tip, used here to handle and rotate the pollen
grain [146].

The pollenwalls are composed of highly refractive components, while the vestibu-
lum is of lower RI and some regions within the nucleus exhibit high RI. Note that the
absorptive components seem confined to the interior of the pollen. In conventional
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optical transmission microscopy, gray-level images mix these quantities, which are
here clearly distinguished.

Figure 4.11c, d shows 3D views of the absorption within the pollen (in yellow),
and of the complex index of refraction (refraction and absorption, refraction being
segmented in cyan), respectively. The photopolymer tip, used to handle and rotate
the pollen, is clearly visible on Fig. 4.11d, but not on Fig. 4.11c. The absorption
image (yellow) appears clearly being embedded within the refraction image (cyan),
as shown on the cut through the pollen (Fig. 4.11e).

This interesting property of clearly separating absorption and refraction has, to
the best of our knowledge, not yet been investigated for biological research, while
refraction and absorption images indeed deliver complementary information [67, 83,
86, 146].

Note that other approaches are possible to obtain improved and isotropic resolution
in TDM. A 4-Pi TDM setup, combining transmission and reflection acquisitions, has
been proposed in [81]. A simplified variant has also been investigated [150], cleverly
making use of the mirroring effect to achieve 4-Pi detection using only a single
objective and a special object support. These two techniques have, however, not yet
been experimentally implemented.

4.7 Conclusion and Perspectives

Tomographic diffractivemicroscopy is able to deliver high-resolution images of unla-
beled samples, with various implementations, and attracts the interest of more and
more end-users in various domains. It, however, still suffers from some limitations,
which may contribute to slow-down its adoption.

Because it is not limited by low-level fluorescence signal, it has the potential to
be a fast imaging technique. However, its sequential nature limits the final speed
of acquisition, a single 3D images requiring tens to hundreds of holograms to be
recorded. Also, its computational nature limits final 3D image delivery rate. This
motivates developments to increase speed of data acquisition, as well as to fasten
image computation and rendering [151–161].Ultra-fast cameras can be used to accel-
erate acquisitions, fewer images can be taken to compute tomographic images when
requirements in image quality and resolution are less severe, and modern Graphic
Processing Unit (GPU) computation can greatly fasten image reconstruction. So, in
practice, the present bottleneck is in fact the data transfer between fast camera and
fast computer, which still limits imaging acquisition and rendering speed. But pro-
gresses in the domain are rapid, as well as in the domain of 3D display systems. We
believe that by combining rapid acquisitions with fast transfer rates and fast GPU
reconstructions, a real-time 3D display of the observed sample images would be
possible [161], which could greatly facilitate adoption of tomographic imaging by
nonspecialists.

Another active domain of research is about simplifying the data acquisition sys-
tem, which, in its most common form, is based onto an interferometric setup, with
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a reference arm and an object arm. To facilitate alignment, common-path tomog-
raphy has been proposed [162–164]. Use of partially coherent interferometry can
also be helpful, leveraging the illumination source requirements, and contributing to
increase image quality (no speckle noise), but may require more stringent alignment
and stability of the interferometer [165–167].

Wavefront analyzers, which allows for direct measurement of amplitude and
phase, have also been used with success for tomographic investigations at the micro-
scopic scale [168–171]. They present the advantage that they can be directly fitted
to standard microscopes, adding a new imaging modality to existing setups, while
specific TDM instruments often lack the possibility of doing multimodal imaging.

At the present time, fluorescence imaging is for example proposed to be added
to commercial TDM systems, but not yet laser confocal fluorescence microscopy,
and associated imaging modes like fluorescence life-time imaging (FLIM), or flu-
orescence recovery after photobleaching (FRAP), or modern superresolution meth-
ods like structured illumination microscopy (SIM), or stimulated emission depletion
(STED) microscopy.

It is likely, that, offering complementary information, more imaging modalities
will be added to TDM systems in the future, to enlarge the investigations it allows
for. Among new approaches are multispectral or hyperspectral imaging [109, 172,
173], which could be especially interesting when considering absorbing samples,
as absorption in natural sample is often very variable with wavelength. Polarization
delivers specific information about birefringent samples, and can even be used to
further improve resolution [174]. Extension of the technique in the infrared has also
been considered, giving access to new characterizations [175]. TDM has also been
considered to investigate turbid media [176], and it has also been shown that 3D
differential interference contrast microscopy mode can be computed from synthetic
aperture microscopy data [177].

A possible limitation for a wide adoption of TDM is its associated costs, because
of the use of high numerical aperture objectives when high resolution is needed, the
complex interferometric systems to be used to record the diffracted field, or the cost
of wavefront analyzers. Several groups are therefore active in developing simplified,
low-cost approaches, based on lensless imaging techniques [178–182]. Conversely,
illumination angular scanning, usually performed using tip-tilt or galvanometric mir-
rors, or digital micromirror devices, can be replaced by an all-electronic, led-based
illumination array [183, 184].

In this overview of TDM, we have introduced the most straightforward image
reconstruction method, based on the first Born approximation, therefore allowing
for very simple and fast image reconstructions based on Fourier inversions. This
obviously limits the class of objects, which can be imaged, but a large literature has
been devoted to develop inversion approaches going beyond this limitation, involving
deconvolution, techniques to decrease the number of images to be taken, approaches
taking into account large phase changes in thick samples, and/or absorption, as well
as possible multiscattering [185–201].
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Machine learning approaches have also recently attracted the interest of the com-
munity, to facilitate image reconstruction and/or go beyond classical inversion meth-
ods [202–205].

Note also that a close relationship does exist between conventional microscopy
and TDM [78], and recently, a unified description of TDM has been proposed, to
which the interested reader is referred [206] for more details. In particular, TDM
in reflection mode, not developed here, also present some advantages compared to
standard optical microscopy, even when only basic image reconstruction approaches
are used [207, 208].

Finally, the interested reader will find in recent reviews and specials issues about
quantitative phase imaging [209–212] latest developments, as well as applications of
the technique into many domains. While many results apply for phase microscopy,
which is in fact a simplified version of TDM, the domains of application highlighted
in these contributions, will certainly also benefit from the better imaging capabilities
of TDM.
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Chapter 5
Near-Field Scanning Optical Microscope
Combined with Digital Holography
for Three-Dimensional Electromagnetic
Field Reconstruction
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Rémi Carminati, Gilles Tessier and Yannick De Wilde

Abstract Near-field scanning optical microscopy (NSOM) has proven to be a very
powerful imaging technique that allows overcoming the diffraction limit and obtain-
ing information on a scale much smaller than what can be achieved by classical
optical imaging techniques. This is achieved using nanosized probes that are placed
in close proximity to the sample surface, and thus allow the detection of evanescent
waves that contain important information about the properties of the sample on a sub-
wavelength scale. In particular, some aperture-based probes use a nanometer-sized
hole to locally illuminate the sample. The far-field radiation of such probes is essen-
tial to their imaging properties, but cannot be easily estimated since it highly depends
on the environment with which it interacts. In this chapter, we tackle this problem by
introducing a microscopy method based on full-field off-axis digital holography that
allows us to study in details the three-dimensional electromagnetic field scattered
by a NSOM probe in different environments. We start by describing the NSOM and
holography techniques independently, and continue by highlighting the advantage
of combining both methods. We present a comparative study of the reconstructed
light from a NSOM tip located in free space or coupled to transparent and plasmonic
media. While far-field methods, such as back-focal plane imaging, can be used to
infer the directionality of angular radiation patterns, the advantage of our technique
is that a single hologram contains information on both the amplitude and phase of
the scattered light, allowing to reverse numerically the propagation of the electro-
magnetic field toward the source. We also present Finite-Difference Time-Domain
(FDTD) simulations to model the radiation of the NSOM tip as a superposition of
a magnetic and an electric dipole. We finally propose some promising applications
that could be performed with this combined NSOM-holography technique.
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5.1 Introduction to Near-Field Scanning Optical
Microscopy (NSOM)

Near-field Scanning Optical Microscopy (NSOM) is an important super-resolution
imaging technique which is used to overcome the diffraction limit and study light-
matter interaction at a subwavelength scale [1].

Since the high-frequency spatial components of the electromagnetic (EM)field are
contained in the near field and decay exponentially with the distance from the sample,
they are entirely lost when using far-field optical microscopy techniques. Therefore,
the idea of near-field microscopy is to collect the information contained in the near
field andmake it measurable with traditional far-field detection tools. Scattering-type
NSOM uses a scanning probe, which is typically a tip with a sub-λ sized scatterer
at its extremity, to measure the evanescent waves that are confined in the near field.
The evanescent signal is scattered from the near field and is converted to a far-field
propagating wave which is directed to a detector measuring its intensity. Then, the
sample is scanned with respect to the tip to obtain a complete image of the scanned
area point by point. Probing the near field allows to overcome the diffraction limit,
which is why NSOM has proven to be a powerful “super-resolution” technique. The
method allows one indeed to perform sub-λ imaging, or to detect purely evanescent
fields such as surface plasmon polaritons (SPPs). A schematic is shown in Fig. 5.1.
The resolution of an image obtained by NSOM depends on three parameters: the
distance between adjacent points in the scanned area, the size of the tip, and the
distance between the tip and the sample. Evidently, the highest resolution is obtained
for a small tip apex and a small tip–sample distance. Figure 5.2 shows an example of
a NSOM image taken from [2], where the propagating SPPs generated by metallic
grating couplers are clearly detected.

The history of the NSOM technique dates back to the beginning of the twentieth
century, when E. Synge in collaboration with A. Einstein [3, 4] came up with two
concepts that led to the two main NSOM families known today: the apertureless
scatteringNSOM, and the apertureNSOM.Experimentally, the first near-field optical
microscope functioning in the visible range was developed in 1986 [1, 5].

Fig. 5.1 Schematic of the
advantages of NSOM
compared to conventional
far-field microscopy
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Fig. 5.2 Scattering NSOM measurement: a Schematic side view of the metallic grating couplers
device imaged here. Details about the structure can be found in [9]. The red curves schematically
represent the mode profiles of waveguided SPP modes. b Color-plot of the calculated squared
modulus of the electric field in the x–z plane (SPP interference pattern). c NSOM measurement in
the x–z plane, i.e., NSOM signal as a function of the tip-to-surface distance at several x-positions
on the sample. The measurement qualitatively agrees with the simulation in panel b. Figure taken
from [2]

– Apertureless scattering NSOMs include a diffusing tip or a nanoparticle that scat-
ters the near-field signal into the far field. In free space, such tips are usually
modeled as effective electric dipoles, where the electric field component parallel
to the tip axis is enhanced [6–8].

– Aperture NSOMs use tips fitted with a nano-aperture. This tip is sometimes made
of metal, with a hole at its extremity, or most often a tapered metal-coated opti-
cal fiber (except for its end, where the aperture is located). Aperture NSOM tips
can therefore be used in two different ways: as a collection aperture to detect the
near-field signal, or as a nanoscale source of light through which the sample is
illuminated locally. In the latter case, a precise knowledge of the characteristics of
this nanosource is essential in order to quantitatively understand images obtained
by scanning it above the sample. In particular, the shape and directionality (scat-
tering diagram) of such sources are essential to the imaging properties of such
systems, but are poorly known, either for NSOM tips in air, or in contact with a
surface.

Aperture NSOM tips were first studied theoretically by Bethe [10] and were
modeled as a subwavelength hole in a perfectly conducting plane screen. Its radiation
in free space corresponded to that of a coherent superposition of a magnetic and an
electric dipole [6, 11–13]. However, recent studies have shown that metal-coated
hollow pyramidal probes behave solely as tangential magnetic dipoles when placed
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in the vicinity ofmetallic nanoantennas [14]. Therefore, characterizingNSOMprobes
is not a straightforward and easy task. Their radiation patterns strongly depend on the
type of probe as well as on the environment that they interact with.When such probes
are placed close to the surface of a sample, the scattered field is highly affected by
multiple reflections and interferences at the surface. This strong coupling between
the probe and the surface makes it even more difficult to predict their EM radiation
pattern in a given environment [15, 16].

In addition to its detection role, a NSOM tip can also be used to excite and launch
surface plasmon polaritons on the surface of metallic films [17]. It is important
to mention here that the excitation of surface plasmons can also be performed by
other techniques such as exciting surface defects [6, 17], point-like dipoles [18],
and tunneling electrons [19, 20], in addition to classical techniques such as prism or
grating couplers. The far-field radiation pattern of leaky surface plasmons launched
onmetallic thin films byNSOM tipswas previously studied using conventional back-
focal plane imaging techniques [17, 21, 22]. In such techniques, the intensity of the
EM field is accurately measured in the Fourier plane of an optical system [23, 24].
However, no information about the phase is obtained. In order to fully characterize
the scattered EM field in three dimensions, both the intensity and the phase must be
calculated. For this reason, we developed a combined NSOM-holography technique
to accurately describe the radiation patterns of individual NSOMprobes as a function
of the local environment. The main advantage of our combined system is that it can
directly deliver information about both the amplitude and the phase of the scattered
light through the NSOM probe from a single recorded hologram. Then, following
the procedure described in Sect. 5.2, we can reconstruct the full three-dimensional
scattered field coupled to the environment [25]. It is important to mention that Digital
Holographic Microscopy was previously combined with NSOM for the purpose of
achieving super-resolution imaging through a disordered scattering medium that is
illuminated by subwavelength tips that act as point-like sources [26].

5.2 Principles of Digital Holography

Holography is a technique that combines the processes of interference and diffraction
to record and reconstruct the amplitude and phase of an electromagnetic field in three
dimensions. It was discovered in 1948 byDenis Gabor [27, 28] who received a Nobel
Prize in Physics for his work later in 1971. It wasn’t until the development of the
lasers in 1960 that holography took its place in the optics domain [29].

The advantage of holography over conventional photography techniques is that it
contains information about the entire three-dimensionalwavefieldwhich is contained
in interference patterns. These patterns arisewhen thewave scattered by the object, or
object wave, is illuminated by a reference wave, creating a hologram. This hologram
is then illuminated with the reference wave again to obtain the three-dimensional
reconstructed image of the electromagnetic field scattered by the object [30–36].
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The general holography method is depicted in Fig. 5.3. For recording a holo-
gram (Fig. 5.3a, left image), light from the laser is split into a reference beam and
an object beam that illuminates the object. Both beams are directed to a detector
where they interfere creating a hologram. For the reconstruction process (Fig. 5.3a,
right image) of photographic-plate holograms, the developed hologram is illumi-
nated with the reference wave. This creates a virtual image of the three-dimensional
reconstructed object at a distance d, which is the position where the object had been
before. Nowadays, holography is almost exclusively conducted using cameras, and
the latter reconstruction step is performed digitally.

Mathematically, the reference and object waves, ER and EO, are modeled by
complex electric fields with amplitude A and phase ϕ:

ER(x, y, z) = AR(x, y, z)exp(iϕR(x, y, z)) (5.1)

EO(x, y, z) = AO(x, y, z)exp(iϕO(x, y, z)) (5.2)

Fig. 5.3 a Schematic of the holography method: hologram recording (left), and reconstruction
(right). b Object and reference wavefronts incident on the detector plane shifted by a small angle,
in a configuration known as off-axis holography
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The recorded intensity at the detector plane (z = 0) is expressed as the square of
the two complex fields:

I (x, y, 0) = |EO(x, y, 0) + ER(x, y, 0)|2
= (EO(x, y, 0) + ER(x, y, 0)) · (EO(x, y, 0) + ER(x, y, 0))∗

= EO(x, y, 0)E∗
O(x, y, 0) + ER(x, y, 0)E∗

R(x, y, 0)

+ EO(x, y, 0)E∗
R(x, y, 0) + ER(x, y, 0)E∗

O(x, y, 0) (5.3)

The first term is the intensity of the scattered light from the object IO(x, y, 0) =
EO(x, y, 0)E∗

O(x, y, 0). The second term is the intensity of the reference wave
IR(x, y, 0) = ER(x, y, 0)E∗

R(x, y, 0). Unlike the last two terms, these terms con-
tain no information about the phase, and are therefore useless for the reconstruction
process.

The reconstruction procedure requires the illumination of the hologram with the
reference wave. The resulting wave EH of the virtual image is

EH(x, y, z) ∝ ER(x, y, z) · I (x, y, 0)
EH(x, y, z) ∝ ER(x, y, z) · (IR(x, y, 0) + IO(x, y, 0))

+ ER(x, y, z) · (
EO(x, y, 0) + E∗

R(x, y, 0)
)

+ ER(x, y, z) · (
ER(x, y, 0) + E∗

O(x, y, 0)
)

(5.4)

The first term is the zeroth diffraction order and corresponds to the referencewave.
The second term is the +1 diffraction order and corresponds to the virtual image, or
the wave diffracted by the object which we care about in this study. The third term
is the −1 diffraction order and corresponds to a conjugate object image, called the
real image, positioned symmetrically with respect to the virtual image.

One wishes to be able to select only the+1 order and suppress the other two. This
is done experimentally by off-axis holography (Fig. 5.3b), where the reference beam
is shifted by a small angle with respect to the object beam [34]. As a consequence,
the three diffraction orders are separated, allowing the selection of the desired order
easily. These operations are usually performed in the Fourier space, or wave vectors
k-space.

A fast Fourier transform (FFT) algorithm is used to reconstruct the original field.
The hologram first undergoes a Fourier transform into the frequency space where
spatial filtering of the unwanted diffraction orders takes place. The obtained complex
field is then propagated toward the source before it is finally transformed back to the
spatial domain. This is done in 4 main steps as follows:

1. A first Fourier Transform to move to the frequency space:

ÊH
(
kx , ky, 0

) = FT{EH(x, y, 0)}

2. Spatial Filtering in k-space to select the +1 order and eliminate the other two:
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ÊSF
H

(
kx , ky, 0

) = SF
{
ÊH

(
kx , ky, 0

)}

3. Propagation in k-space from z= 0 to any plane z. This is done bymultiplying the
resulting complex field by a z-propagation function G

(
kx , ky, z

) = exp(ikzz):

ÊSF
H

(
kx , ky, z

) = ÊSF
H

(
kx , ky, 0

) · G(
kx , ky, z

)

4. Second Fourier Transform to move back to the spatial domain:

EO(x, y, z) = FT−1
{
ÊSF
H

(
kx , ky, z

)}

An example of the above reconstruction procedure is presented in Fig. 5.4. Here,
we use an aperture NSOM tip in contact with a sample made up of a 40 nm gold
film on a glass substrate. A typical hologram recorded in the plane of the camera
is shown in Fig. 5.4a. This hologram is the result of interference between the light
scattered through the aperture probe and the reference beam. Because of our off-
axis configuration, interference fringes can be clearly seen (Fig. 5.4a inset). The first
step of the reconstruction (Fourier transform of the recorded real space hologram) is
shown in Fig. 5.4b, where we can clearly see the three diffraction orders separated in
k-space. The zeroth order is seen at the center, and the +1 and −1 diffraction orders
are separated symmetrically on both sides, also because of the off-axis configuration.
The +1 interference term needed to reconstruct the 3D image (highlighted by a
red circle) is chosen and the two other terms are filtered out. We then propagate
the filtered Fourier transform of the hologram in k-space by multiplying by the
propagator G. Finally, an inverse Fourier transform is performed which allows us
to calculate the complex electromagnetic field in any z plane from the plane of the
camera up to the plane of the NSOM tip. Piling up all the images together gives us
the 3D reconstructed EM field scattered from the probe, where both the amplitude
and phase can be calculated from a single hologram. Examples of the reconstructed
images of intensity scattered through the substrate are shown in Fig. 5.4c for z =
10 μm below the tip up to the contact position (z = 0 μm).

5.3 Near-Field Scanning Optical Microscopy Combined
with Digital Holography

In this section, we describe the results that we obtained with our integrated
holography-NSOM technique, where we study the light scattered by nanosized
probes in various environments. We observe that the aperture tip in free space scat-
ters light mainly in the forward direction with a broad angular distribution. When
it is placed in contact with a glass substrate, light is scattered exactly at an angle
matching the critical angle of an air/glass interface. Finally, when the tip is placed



120 N. Rahbany et al.

Fig. 5.4 a Procedure for the reconstruction of the scattered EM field. a Recorded hologram result-
ing from the interference between the reference beam and the light scattered by a NSOM probe
through a plasmonic metal layer. Inset: magnified image showing the interference fringes. b Fourier
transform of the hologram showing the three diffraction orders in k-space: zeroth order of diffrac-
tion in the center, +1 interference term (highlighted by the red circle, yields the virtual image after
reconstruction) and the −1 interference term (real image). c Images of the field scattered by the tip
in planes perpendicular to the tip axis, at distances varying between z = 0 and z = 10 μm from the
tip
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in contact with a plasmonic metallic sample, leaky surface plasmons are observed
at a supercritical emission angle. We also perform Finite-Difference Time-Domain
(FDTD) simulations that support a model of the NSOM tip as a superposition of
electric and magnetic dipoles.

5.3.1 Experimental Setup

In Fig. 5.5, we show a schematic of our optical setup, which is made up of a
Mach–Zehnder off-axis interferometer combined with a commercial NSOM (WITec
GmbH alpha 300 s) [37] (figure taken from [38]). In our experiments, we use a single
mode He–Ne laser (Research Electro Optics R-32413, λ = 633 nm, P = 35 mW)
that is coupled to a 90–10 fiber splitter. This splits the incident light into a sample
beam with 90% of the initial power and a reference beam with the remaining 10%.
We then focus our sample beam through a 20 ×, NA = 0.4 objective at the apex of a
150 nm SiO2 pyramidal aperture probe with an angle of ~70°, coated with 120 nm of

Fig. 5.5 Schematic of the optical setup: an off-axis digital holographic microscope (DHM) is
combined with a near-field scanning optical microscope (NSOM) using a metal-coated hollow
pyramidal aperture tip. BS: beam splitter, Pol: polarizer, HWP: half-wave plate, CCD: charge
coupled device camera. Figure taken from [38]
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20 μm

Fig. 5.6 Optical and SEM images of the NSOM probe with an aperture size ~150 nm. Images
provided by the WITec company [39]

aluminum (Al). This tip is placed either in free space or in contact with the sample
to be studied. A closer look at this type of probes is given in the optical and SEM
images of Fig. 5.6 (provided by the WITec company [39]). To finely control the
relative position of the sample and the tip, we place our sample on a piezoelectric
three-axis translation stage. Then the light transmitted through the tip apex is col-
lected with a 100 ×, NA = 0.9 objective when the tip is in free space, and a 100 ×,
NA = 1.4 oil immersion objective in the presence of a sample.

It is then directed to a CMOS camera (Photon Focus MV-D1024 × 10–160-
CL, sensor resolution: 1024 × 1024, 8 μm × 8 μm pixel matrix, 0.2 s exposure
time). The reference beam is also sent with a few degree shift to the CMOS (off-
axis configuration), where interference with the sample beam occurs. This detected
hologram is all we need experimentally to be able to calculate the amplitude and
phase of the scattered field and reconstruct the 3D pattern. Maximum contrast is
attained by placing a polarizer and a half-wave plate in the path of both the sample
and reference beams, ensuring that identical linear polarizations are being used. The
reconstruction procedure is carried out numerically by a fast Fourier transform (FTT)
algorithm following the procedure described in Sect. 5.2.

5.3.2 3D Reconstructed EM Field Through Different Media

With this method, we characterize the scattered radiation pattern of a hollow NSOM
probe placed in free space, and coupled to two types of surfaces: a transparent glass
sample made of a 160 μm thick glass coverslip (VWRMicro Cover Glasses, No. 1),
and a plasmonic sample made of a 40 nm gold film evaporated on an identical glass
coverslip. The numerical analysis described in Fig. 5.4 relies on themethod proposed
by Cuche et al. [25, 34]. In our calculations, we approximate the nanoaperture as a
point-like source, and thus account for the fast decay of the optical intensity as ρ−2,
where ρ is the distance to the tip in spherical coordinates. Therefore, all the intensity
graphs are multiplied by ρ2 for clearer representation purposes.
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Fig. 5.7 Reconstructed EM field scattered from the hollow metal-coated aperture probe placed in
air (free space). b Intensity profile in the x–z plane along the axis of the tip. For clarity, the intensity
values are multiplied by ρ2. c Complex EM field represented by the product ρ|A(x, y, z)|cos(φ(x,
y, z)), where A(x, y, z) is the amplitude, and φ(x, y, z) the phase. Wavefronts are clearly observed.
d Corresponding FDTD simulated intensity multiplied by ρ2

We start by representing the reconstructed EM field for the probe placed in free
space (Fig. 5.7a). A 2D cross-section is taken in the x–z plane that is perpendicular
to the sample surface (x–y), contains the axis of the linearly polarized illumination
(x), and is perpendicular to the axis of the cantilever (y). We chose to calculate the
intensity (Fig. 5.7b), as well as the amplitude |A(x, y, z)| multiplied by the cosine of
the corresponding phase cos φ(x, y, z) (Fig. 5.7c) which allows us to easily observe
the wavefronts of the propagating field. A map of the phase alone can also be recon-
structed with our method [34]. From these results, we infer that a tip placed in free
space, or in other words, without any coupling to an external environment, behaves
as a Lambertian point source, scattering an EM field centered about θ = 0° with
a broad angular distribution. In addition, Finite Difference Time-Domain (FDTD)
simulations were performed to compare these experimental results to the theoretical
description. Those simulations were done using the Lumerical Solutions software,
where our metal-coated aperture probe is modeled as a superposition of lateral mag-
netic (My ∝ Hy) and electric dipoles (Px ∝ Ex) of respective strengths 2 and 1, with
x being the direction parallel to the incident light polarization direction. This model
is adapted from the work of Obermüller and Karrai on the free space radiation of
metal coated aperture tips [11]. In our simulations, we place a frequency-domain
field monitor in the x–z plane at the position of the NSOM tip, which allows us to
calculate the complex EM intensity up to a distance of 10 μm in the substrate. We
place another monitor in the x–y plane at a distance of 10 μm below the sample
surface, which determines using Fourier transform calculations, the projection of the
scattered EMfield into the far field.We use perfectly matched layer (PML) absorbing
boundary conditions (32 PML layers) that are impedance-matched to the simulation
region and its materials, and the value of the complex permittivity of gold is εgold = −
12.047 + 1.163i at 633 nm, taken from Olmon et al. [40]. It is important to note here
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that the simulations give only a qualitative approximation of the EM field radiated
from the probes. This is due to two main reasons. First, this model can only be used
to accurately describe small radiation angles [41], and second, the subwavelength
details of the geometry of the metal-coated hollow probe and its interaction with two
planemetal/dielectric interfaces are not taken into account [42]. The latter interaction
can become important when the tip is coupled to a plasmonic sample [18, 20]. We
see from Fig. 5.7d that the simulation results are in good agreement with the exper-
imental results. Note that this agreement is not achieved if the probe is modelled as
an electric or magnetic dipole only, which confirms the fact that such hollow probes
are best modelled as a superposition of perpendicular electric and magnetic dipoles.

Subsequently, we perform the same analysis for the tip placed in contact with the
transparent glass sample (Fig. 5.8), and then with the plasmonic gold film sample
(Fig. 5.9). For the glass sample, we observe that in addition to the forward scattering
around θ = 0°, light emerges along two preferred directions that correspond exactly
to the critical angle of the air–glass interface (|θ c,glass| = 41.8° from Snell’s law).
For the gold-coated sample, we observe that leaky surface plasmons are launched
and emerge into the substrate at the resonance angles that satisfy the phase matching
condition at the air–gold interface. This is calculated by the following conservation
of momentum equation:

nglass
2π

λ
sinθc,gold = Re

{
2π

λ

√
εgold

εgold + 1

}
(5.5)

where nglass is the index of refraction of the glass substrate, λ is the incident excitation
wavelength, and εgold is the complex permittivity of the gold film. Using the index of
refraction of the glass coverslip provided by the manufacturer (nglass = 1.525, from

Fig. 5.8 Reconstructed EM field scattered from the hollow metal-coated aperture probe placed in
contact with the transparent glass substrate. b Intensity profile in the x–z plane along the axis of
the tip. For clarity, the intensity values are multiplied by ρ2. c Complex EM field represented by
the product ρ|A(x, y, z)|cos(φ(x, y, z)), where A(x, y, z) is the amplitude, and φ(x, y, z) the phase.
Wavefronts are clearly observed. d Corresponding FDTD simulated intensity multiplied by ρ2
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Fig. 5.9 Reconstructed EM field scattered from the hollow metal-coated aperture probe placed
in contact with the plasmonic sample made of a gold thin film on a glass substrate. b Intensity
profile in the x–z plane along the axis of the tip. For clarity, the intensity values are multiplied by
ρ2. c Complex EM field represented by the product ρ|A(x, y, z)|cos(φ(x, y, z)), where A(x, y, z) is
the amplitude, and φ(x, y, z) the phase. Wavefronts are clearly observed. d Corresponding FDTD
simulated intensity multiplied by ρ2

VWR International [43]), λ = 633 nm, and εgold = −12.047 + 1.163i (from Olmon
et al. [40]), we find that |θ c,gold| = 43.3°. We are able to detect such emission angles
experimentally because of the use of an oil objective with a high numerical aperture.
FDTD simulation results agree with the experimental results for both the transparent
(Fig. 5.8d) and the plasmonic sample (Fig. 5.9d).

The directional emission of the leaky surface plasmons observed at the two reso-
nance angles in the presence of the gold film clarifies the presence of the two narrow
lobes seen in the Fourier transform image of the hologram (Fig. 5.4b). Because the
probe is illuminated with linearly polarized light, surface plasmons are excited along
a preferred direction which results in the two lobes observed both in k-space and in
the reconstructed images in real space [17]. We also notice that due to the interfer-
ence between the generated surface plasmons and the transmitted leaked radiation,
fringes in the gold film are observed in both the experimental and simulation results
(Fig. 5.9b, d) [26]. This behavior is also seen in the x–y intensity images presented
in Fig. 5.10 that show the two lobes of the surface plasmons excited by the incident
linear illumination [6, 17]. These results highly resemble the results obtained by
Drezet el al. [18] that are given in Fig. 5.10d.

5.3.3 Characterization of the Angular Scattering

From the results presented in the previous section, we can quantify the angular radia-
tion patterns of the light scattered by the NSOM tip through different environments.
In the graphs of Fig. 5.11, we plot the normalized intensity of the scattered light as a
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Fig. 5.10 Reconstructed intensity of the scattered EM field calculated in the x–y plane at a the
surface of the metallic film sample, and at c a distance of 5 μm inside the substrate. b Normalized
intensity profile along the dashed line in (a). d Figure taken from Drezet et al. [18] for comparison:
Direct space images associatedwith a point-like dipole radiating through themetal film and recorded
in the back-focal plane of the microscope ocular

Fig. 5.11 Angular radiation patterns of the scattered light from a NSOM probe placed in a air,
b in contact with a glass substrate, and c a gold thin film on a glass substrate. d, e, f Normalized
intensity plotted in polar coordinates as a function of the angle of emission θ . Emission peaks point
to an angle ± |θc,glass| = 41.8° in (e) and to ± |θc,gold| = 43.3° in (f)
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function of the emission angle in polar coordinates for the three cases studied previ-
ously: tip in free space (Fig. 5.11a), in contact with the glass substrate (Fig. 5.11b),
and in contact with the gold film on a glass substrate (Fig. 5.11c). The plotted exper-
imental data points (in blue) are in spherical coordinates and are selected in a way
to obey two selection rules. First, they are chosen to lie in the x–z plane of the
NSOM tip perpendicular to the surface of the sample. Second, we made sure that
each angle θ has only one attributed intensity value. To this end, we select the data
that lie only in a spherical shell of thickness 	ρ = 30 nm centered on the aperture
tip. The corresponding FDTD simulation results of the far-field radiation patterns
of a superposition of a magnetic and electric dipole are plotted in black. Very good
agreement is obtained in all the three cases. The angular radiation patterns confirm
the observations presented in Sect. 5.3.2 (Figs. 5.7, 5.8 and 5.9). In fact, we observe
that the intensity of the scattered light from the tip in free space decays exponentially
around a maximum value centered at θ = 0° (Fig. 5.11d). We also quantitatively
verify that for the tip placed in contact with the glass sample (Fig. 5.11e), most of
the light is scattered exactly at the critical angle ±|θ c,glass| = 41.8° in addition to a
broad distribution around θ = 0°. As for the plasmonic sample, we verify that the
generated leaky plasmons are transmitted into the substrate at an angle of±|θ c,gold|=
43.3°, which is higher than the critical angle of the medium. This highly directional
scattering, narrower than in the previous cases, again reinforces our previous obser-
vation of the two lobes with a preferential direction caused by the surface plasmons.
Surface plasmons are indeed highly selective in angle, both for their excitation and,
as shown here, their leakage.

Next, we aim at comparing the behavior of the NSOMprobe in the case where it is
placed in the far-field region above the sample to the case where it is placed in contact
with the sample in the near-field region. To do that, we place the tip at a distance
of 3 μm above the sample surface, and repeat the same characterization procedure.
The angular radiation pattern is plotted in Fig. 5.12. By comparing Fig. 5.12b to
Fig. 5.11e, we notice the very high resemblance between the two plots, which allows
us to conclude that the gold film has no effect on the transmitted light through the
substrate when the incident light source is placed in the far field. This is because
in this case, only small wavevectors are created by the tip, and therefore surface
plasmons cannot be generated. The angular emission thus corresponds to that of a
glass substrate, with maxima occurring at an angle of ± 40.5° (below θ c,glass). We
verified this result by performing the same experiment with the tip placed at a 3 μm
height above a glass substrate, and the same exact emission angle was observed. In
addition, due to the weak transmission of the gold film, the maximum intensity at ρ
= 10 μm is found to decrease by a factor of 2.5 when the tip is placed in the far field.
These results agree with those obtained by Hecht et al. [17] using back-focal plane
and real space imaging. The complex EM field represented by the product ρ|A(x,
y, z)|cos(φ(x, y, z)) is shown in Fig. 5.12c, where we can also clearly see that there
are no leaky surface plasmons generated as opposed to the case where the tip is in
contact with the film (Fig. 5.9c).
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Fig. 5.12 Angular radiation patterns of the scattered light from a NSOM probe placed a at 3 μm
above a gold thin film on a glass substrate. b Normalized intensity plotted in polar coordinates as a
function of the angle of emission θ . Emission peaks point to an angle±|θ |= 40.5°. c Corresponding
complex EM field represented by the product ρ|A(x, y, z)|cos(φ(x, y, z)), where A(x, y, z) is the
amplitude, and φ(x, y, z) the phase

5.4 Possible Applications

5.4.1 Coupled Nanoantennas

Now that we are certain of the functionality of our near-field scanning optical micro-
scope combined with digital holography, we can use it to fully characterize the
scattered electromagnetic field from any nanostructure. Optical nanoantennas are
interesting candidates due to their unique control of absorption and emission at the
nanometer scale: high confinement, enhancement, and directivity of electromag-
netic radiation at subwavelength dimensions. They have wide applications such as
wavelength tuning, nano-trapping, nano-sensing, near-field imaging, photodetection,
directional emission, etc. As discussed above, many techniques such as back-focal
plane imaging were successfully used to describe the radiation pattern and scattering
angles of different types of nanoantennas. However, we emphasize that the advantage
of our technique is that both the amplitude and phase of the EM field scattered by
an optical nanoantenna can be measured in one plane located in the far field, and
then backpropagated to perform 3D reconstructions near the nano-antenna. Previ-
ous work using heterodyne holography were successfully done by the group of G.
Tessier, where the simultaneous localization and selection of gold nanoparticles in
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three dimensions was studied with near-diffraction resolution [44]. The full scat-
tered three-dimensional electromagnetic field of plasmonic gold nanodisk chains
fabricated by e-beam lithography was also measured using the same holography
technique [25] using single-shot hologram acquisition associated to a reconstruction
of the 3D scattering pattern of the antennas. Cross-sections of the reconstructed scat-
tered field in different planes is shown in Fig. 5.13 (taken from the paper of Suck
et al. [25]). Although the holographic images are diffraction limited, the shape of the

Fig. 5.13 Scattered field reconstructed from a single hologram of a nanodisk chain at nonresonant
(λ = 785 nm) (a) and resonant (λ = 658 nm) (b) wavelengths, for an illumination polarized along
the long axis (y) of the nanoantenna system. Cross-sections along different planes centered on the
antenna: x–y (top), y–z (middle), and x–z (bottom). Figure taken from [25]
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disk chain is clearly identified, as well as electromagnetic hotspots that are created
in the nanoantennas. In addition, strong directional scattering is observed (note the
different scalebars in Fig. 5.13a, b, showing an approximately 6 times enhancement
of the scattering near the resonant wavelength).

With the combined NSOM-holography setup described in the present chapter,
such studies can be extended further to study the coupling between NSOM tips and
different types of optical nanoantennas. The full 3D scattering pattern of a locally
excited nanoantenna and the influence of the position of the excitation source should
become accessible. As mentioned earlier, recent studies have shown that a metal-
coated hollow pyramidal probe coupled to a nanoantenna behaves as a tangential
magnetic dipole. A schematic of the mentioned results is shown in Fig. 5.14 and is
taken from the paper of Denkova et al. [14]. Here, digital holography can be helpful
to experimentally characterize this coupling behavior between nanosized probes and
different types of nanoantennas using only a single hologram.

Another application would be to characterize the scattering behavior of NSOM
probeswith embedded nanoantennas at their extremities [23, 45]. Due to the presence
of defects at the subwavelength scale [46], the optical response of such nanoantennas
might strongly deviate from expectations, and will depend on the environment. This
problem can be fully addressed and controlled by our technique as well.

Fig. 5.14 a Schematic of a
hollow-pyramid NSOM
probe coupled to a plasmonic
nanoantenna. b Simulations
of the charge density, electric
and magnetic field
distributions. Figure taken
from [14]
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5.4.2 Brownian Nanoparticles as Stochastic Optical Probes

In much the same way as a scattering NSOM probe, nanoparticles can be used to
scatter the local near field. In liquids, one can take advantage of the Brownian motion
of nanoparticles in order to explore the volume of the sample: the movement of the
probes is then stochastic, instead of deterministic as in classical NSOM experiments.
Each of the particles can behave as a subwavelength probe and, as it moves in
an illuminated region of the sample, scatter the local field toward the holographic
microscope described above. The reconstruction of the scattering field allows the
3D super localization of the particle, i.e., the determination of its center of mass
with an accuracy which is only limited by the signal-to-noise ratio of the detection
[47]. This localization can be achieved with 3 × 3 × 10 nm3 accuracy, and the
scattering intensity is directly proportional to the local optical field provided that the
particles are monodisperse, and therefore have identical scattering cross sections.
Figure 5.15 shows the 3D image of a focused laser beam obtained by accumulating
36000 localization events. As shown in [48], the acquisition time required to reach
the desired volume coverage can be estimated, and a full super-resolved 3D image
of the optical scene can be acquired with a resolution which is only limited by either
the size of the particles (here, 100 nm) or the localization accuracy.

Fig. 5.15 a Schematic description of an experiment using gold nanoparticles in Brownian motion
in water as local probes. A λ = 660 nm diode laser beam is focused in water. Light is scattered by
r = 50 nm gold nanoparticles toward a holographic microscope. Each particle is localized in 3D
with a 3× 3× 10 nm3 accuracy in post-processing. b 3D position of 36000 localization events. The
intensity I(x, y, z) recorded at each location is represented by the size of the spheres. The resolution
of the image is limited only by the localization accuracy and the size of the particle, both well below
the diffraction limit. Adapted from [47]
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5.4.3 Scattering Through Disordered Media

It has been recently proposed that scattering media can be used to couple the infor-
mation contained in the near-field wave vectors to the observable far-field with con-
ventional optics [49]. The multiple elastic scattering that light experiences in such
a medium exhibits time-reversal symmetry, a property that has been used in optics
to achieve image transmission through opaque materials [50] or perfect absorption
[51], among other phenomena.

Near-field scanning optical microscope combined with digital holography can
be applied to probe the optical properties of such strongly scattering media using
aperture tips. The nanosized tips act as point-like sources and are used to excite the
input modes of strongly scattering media. The transmitted far-field signal is mea-
sured holographically and, as shown before, the complex field can be reconstructed
at any point in space between the camera and the output of the scattering media.
This allows us to accurately describe the amplitude and phase of the propagating
electromagnetic field and compare its behavior through different scattering media.
An example of holographic reconstruction of the 3D speckle formed after placing a
NSOM tip acting as a temporally coherent nanolight source on a disordered scatter-
ing mediummade of 100 nm diameter TiO2 nanoparticles is shown in Fig. 5.16. This
reconstruction canbe seen as the spatial point spread function corresponding to a local
sub-λ sized excitation of the disordered medium. Bymeasuring a hologramwhen the
NSOM tip is at every possible location over the disordered medium, the full spatial
response of the medium (or its Green’s function) can be determined. Conversely,
this can subsequently be used as a superlens allowing super-resolution imaging in
the visible spectrum. With such holographic characterization combined to point-like
excitation of the disordered medium, it therefore becomes possible to get access to
full-field subwavelength imaging of structures containing high spatial frequencies
typically not propagating into the far-field. A proof of principle of the coupling of
the near-field information to the far field by means of a disordered medium, and of
its holographic detection has been achieved by Park et al. [49]. Figure 5.17, taken
from the cited paper by Park et al., shows a schematic of the experimental concept

Fig. 5.16 Intensity plots in the x–y plane (left) and x–z plane (right) of the reconstructed speckle
generated by the scattered light from the NSOM tip through a disordered medium made up of
100 nm TiO2 nanoparticles



5 Near-Field Scanning Optical Microscope Combined with Digital … 133

Fig. 5.17 Schematic diagram of experimental concept. a Measurement of the transmission matrix
with a point-like source generated by a near-field aperture as the input basis. The transmission
matrix is composed of speckle fields propagating through the turbid medium from the near-field
aperture. b Recovery of the original field on the turbid medium from the speckle field generated by
an arbitrary sample based on the linear relation between the input and output modes. c Example of
super-resolved image produced point by point with a NSOM aperture probe obtained by means of
holographic measurements of the speckle field at various probe positions (Scale bar corresponds to
500 nm). Figures taken from [49]

where the transmitted far-field signal generated from a near-field aperture tip has
been detected holographically at different locations on the sample, and the original
field has been recovered.

5.5 Conclusion

In this chapter, we presented a full-field off-axis holography technique combined
with a NSOM. This combination yields an accurate three-dimensional description
of the scattered electromagnetic field from a subwavelength probe. This is possible
because, from a single recorded hologram, we are able to obtain information not
only about the intensity, but also about the phase of the scattered electromagnetic
field in any plane away from the tip. We applied this method to fully characterize
the light scattered by the metal-coated hollow pyramidal aperture tip of a NSOM
placed in free space, and coupled to transparent and plasmonic media. We supported
our experimental results with FDTD simulations that model such type of probes as
a superposition of an electric and magnetic dipole. We can also conclude that the
behavior of a NSOM probe is highly related to its coupling to the environment.

This experimental andnumerical validation opens theway for a broad range of new
applications taking advantage of both the subwavelength localization possibilities of
NSOM and the amplitude and phase imaging capabilities of holography. The study
of complex subwavelength systems such as nanoantennas and resonators as well as
multiple scattering through disordered media should now be within reach.
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Chapter 6
Absorption-Based Far-Field Label-Free
Super-Resolution Microscopy

Chen Li and Ji-Xin Cheng

Abstract Materials absorption, which happens in all light–matter interactions,
has been studied systematically and inspires various chemical-specific measure-
ment methods for extensive non-fluorescent species. In this chapter, we review
recent achievements of far-field label-free super-resolution microscopy (LFSRM)
that deploys materials absorption to provide the contrast. In the linear absorption
modalities, samples convert photon energy to heat efficiently, which turns the pho-
tothermal detection with single-molecule sensitivity into possible. The photothermal
microscope breaks the diffraction limit of the excitation beam by probing the local-
ized thermal lens effect using a shorter-wavelength beam. In the nonlinear absorp-
tion modalities, one pump beam profile could be engineered to doughnut shape and
reduce the size of the nonlinear region, which helps achieve sub-diffraction reso-
lution. Both mechanisms use the intrinsic vibrational or electronic absorption of
molecules, through which different species are readily discriminated. Owing to the
chemical specificity and high sensitivity, this label-free LFSRM provides unique
advantages in various materials and in biomedical applications, including nanoma-
terial inspection and in vivo imaging of living cells and organisms.

6.1 Introduction to Absorption-Based Far-Field Label-Free
Super-Resolution Microscopy

The development of biological and biomedical sciences in the twentieth century has
expedited the growth of far-field microscopy, which enabled numerous intracellular
studies with minimal invasion [1]. However, traditional far-field microscopy cannot
focus light onto a spot that is smaller than the diffraction limit [2]. As a consequence,
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objects that are closer or smaller than about half the wavelength cannot be discerned
and those sub-cellular structures such as organelles can only be visualized down to
this scale [3]. To break the diffraction limit, the last two decades have seen an emerg-
ing interest of developing fluorescence-based far-field super-resolution microscopy,
or the so-called “far-field fluorescence nanoscopy”. Among them, photoactivated
localization microscopy and stochastic optical reconstruction microscopy use the
on/off blinking and switching behavior of fluorescent proteins to partially excite and
localize the fluorophores with ~10 nm precision [4–7]. Stimulated emission deple-
tion microscopy [8–10], along with ground-state depletion (GSD) microscopy [11]
and saturated structured illumination microscopy [12, 13] are based on nonlinear
optical effects that reduce the point spread function (PSF) of the focused light by
controlling the excitation beam geometry.

Although the power of far-field fluorescence nanoscopy approaches enabledmany
breakthrough and discoveries in cell biology and biomedical sciences, due to the
necessity of employing fluorescent labeling, many important intracellular processes
that could be perturbed by the fluorophores remain unexplored [14–18]. In addi-
tion, many intrinsic biomolecules and nanomaterials, such as hemes, nanotubes, and
graphene, have strong absorption yet low quantum efficiency [19–21], which makes
it hard to visualize these species using far-field fluorescence nanoscopy. Label-free
super-resolution microscopy (LFSRM), which uses other inherent chemical or phys-
ical properties from the samples to provide the contrast, thus shows advantages over
fluorescence-based approaches for in vivo imaging of cells and organisms and draws
increasing interests in the recent years.

One way to provide contrast mechanism in the label-free imaging manner is to
use the intrinsic molecular absorption that is prevalent from inorganic materials to
biomolecules. Linear absorption has been well studied since the early twentieth cen-
tury and inspired various widely used measurement methods, including infrared (IR)
spectroscopy (vibrational state absorption) [22] andUV–Vis spectroscopy (electronic
state absorption) [23]. On comparing with scattering or multiphoton processes, we
found that the large cross-section of linear absorption allows researchers to push
the sensitivity of absorption spectroscopy to single-molecule detection [24, 25].
The application of Fourier transform in the interferometric spectroscopy enables
the extraction of absorption spectra with high spectral resolution from the measured
interferogram [26–29]. The development of bright coherent sources, like synchrotron
radiation or quantum cascade lasers [30, 31], along with the deployment of fast elec-
tronics or sensitive detectors [27, 32] has improved not only the signal-to-noise ratio
to an extreme but also the spectral resolution and has reduced the data acquisition
time. These advancements in linear absorption spectroscopy have all facilitated the
deployment of spectroscopic imaging in chemistry, materials science, pharmaceu-
tics, and polymer sciences [33–36].Meanwhile, the advancements in nonlinear optics
have also seen the growth of nonlinear absorption-based spectroscopy, such as tran-
sient absorption spectroscopy and stimulated Raman scattering spectroscopy [15, 19,
37–41]. Transient absorption microscopy, being able to provide the time-resolved
spectroscopic imaging of various ultra-fast processes, is deployed in the field of nano-
materials, semiconductors, catalysts, and so on [42–46]. StimulatedRaman scattering



6 Absorption-Based Far-Field Label-Free Super-Resolution … 139

microscopy, on the other hand, is rising as a popular tool in biology, biomedicine,
and so on [47–49].

Although absorption-based spectroscopic imaging techniques have come a long
way to pursue fast and sensitive measurement, the limited spatial resolution remains
to be a problem for further applications that require sub-micron or nanoscale reso-
lution. In particular, the most popular absorption-based spectroscopic imaging tech-
niques, such as mid-IR microscopy, near-IR microscopy, and transient-absorption
microscopy, all use long wavelength light source (0.8–10 µm) whose spatial resolu-
tion stay in the micrometer scale. To achieve higher resolution, many methods have
been reported during the recent years. One way of improving the image resolution is
to deconvolve the captured image with the PSF of the system through image process-
ing [50, 51]. Albeit widely applied and ready to use, deconvolution method could not
really break the diffraction limit in far-field imaging systems. Thus, other methods
using near-field configuration to achieve absorption-based super-resolution imaging
were proposed. In 2000s, scanning near-field microscopy was combined with IR
spectroscopy to achieve 20 nm resolution [52]. Later, atomic force microscope tips
were used to probe the thermal expansion of objects induced by the absorption of
IR, which obtained IR absorption spectroscopy from samples smaller than 10 nm
[53–56]. However, the low throughput and sample-probe contact of these near-field
methods limited their applications in biomedical sciences.

To address this problem, ideas of absorption-based far-field LFSRM were pro-
posed in recent years. The first category is featured as photothermal (PT)microscopy,
which uses a probe beam to detect the subtle PT lens effect induced by the linear
absorption of the excitation (pump) beam. The PT lens measurement was first con-
ducted in 1965 in a single-beam apparatus which uses the same beam for both pump
and detection [57]. The dual-beamapparatuswas then exploited to further take advan-
tage of the sensitivity of PT detection [58]. It was not until the twenty-first century
when PT detection was realized to be an approach to break the diffraction limit of
the pump beam. As an example, various mid-infrared PT microscopes achieve sub-
micron IR spectroscopic imaging by confocally exciting the objects with a mid-IR
beam and probing with another tightly focused visible or near-IR beam [59]. The
improved spatial resolution (~700 nm) allows those methods to obtain the IR spectra
from the sub-cellular structures of living organisms or tissue slices for the first time.
Besides, recent attempts which deploy counter-propagation measures have pushed
the resolution up to 300 nm to obtain the IR spectrum of single Escherichia coli
and local cation heterogeneities in mixed cation perovskite [60]. The idea of detect-
ing the nonlinear PT terms to further increase the spatial resolution has also been
demonstrated [61].

The second category of absorption-based far-field LFSRM, instead of probing
the linear absorption, uses an apparatus that is inspired by super-resolution GSD
microscopy and measures the nonlinear absorption of incident beams [62]. In the
saturated transient absorption, a doughnut-shaped saturation pump beamwas applied
to confine the transient absorption signal within the very center of the focal spot to
achieve super-resolution pump–probe imaging. The same apparatus can be used
in other nonlinear optical processes to detect the materials absorption with sub-
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diffraction resolution. In one example, a doughnut-shaped decoherence beam was
combined with the confocal pump and probe beams to confine the stimulated Raman
gain within the center of the beams, which enables sub-diffraction Raman imaging
[63].

In this review, we review the history and fundamental principles of both linear
and nonlinear absorption-based LFSRM techniques, scrutinize the pros and cons of
different modalities, and present the latest applications and possible future directions
of the field.

6.2 Breaking the Diffraction Limit in IR Microscopy
Through Photothermal Detection

6.2.1 Laser-Induced Photothermal Lens Effect: The Origin
of the Photothermal Contrast

The PT lens effect was first reported and discussed by Gordon et al., whose analysis
built the basis of later works in this field [57]. In that experiment, a liquid sample
cell filled with various pure samples was placed in the beam path and heated by
the absorption of the laser power to produce a thermal gradient in the vicinity of the
incident beam,which resulted in long transients of intensity profiles of the transmitted
beam. It is believed that such observations were induced by the lens effect arising
from the refractive index change near the beam as a result of the thermal gradient. To
further explain it, Gordon et al. built a model to quantitatively depict the refractive
index gradient produced by the PTprocess as a function of the temperature coefficient
of the refractive index (∂n/∂T ), through which the detected beam intensity profile
could be used to retrieve the unknown quantities related to the sample, such as
concentration and thermal constants. Since most liquids have a negative value of
∂n/∂T , the thermal lens effect is usually divergent [58]. That very first experiment
achieved measurement of absorptivity as low as 10−4 cm−1, indicating a promising
approach to probe weak absorptions indirectly with high sensitivity.

6.2.2 Improvement of Detection Sensitivity of Photothermal
Spectroscopy

Soon after Gordon’s experiment, many other works were reported to improve the
physical model of the PT lens effect [64–68]. On the other hand, more efforts were
dedicated to the enhancement of detection sensitivities of the PT measurements
[69–71]. Stone designed an interferometry to better resolve the phase shift induced by
the PT lens effect and achieved ~10−5 cm−1 sensitivity [72]. Boccara et al. exploited
an accurate position sensor and applied fast modulation to the pump beam tomeasure
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the periodic distortion induced by the PTprocess and deduced the sample absorptivity
with high sensitivity [73]. It is also suggested that heat dissipation from the hot spot,
located at the center of the beam, to the surrounding medium will affect the detected
PT lens profile. Therefore, liquids with lower heat conductivity tend to produce larger
thermal gradient in smaller space, which leads to higher detection sensitivity [74].
Note that all those attempts deployed the single-beam apparatus in which only one
laser was used to both excite and probe the PT lens effect. And the best sensitivity
for absorptivity measurements reported was limited to ~10−6 cm−1 [75].

The breakthrough was not realized until the deployment of the dual-beam appa-
ratus along with the synchronous detection which achieved an ultimate sensitivity
of less than 10−11 cm−1 for absorptivity determination [58]. Unlike its single-beam
counterpart, the dual-beam setup uses a second laser to probe the PT lens effect
induced by the sample absorption of the pump beam, as illustrated in Fig. 6.1. The
probe beam can be either collinear [58] or perpendicular [76, 77] to the pump beam,
resulting in similar performances.

Despite the addition of slight complexity of beam path alignment, the dual-beam
apparatus has a major advantage over the single-beam apparatus on the improvement
of sensitivity because it enables the use of a probe beam that has differentwavelengths
and beam path from those of the pump beam. First, the probe beam reacts only with
the refractive index gradient produced by the PT lens effect, and the wavelength
of probe beam can be chosen from low-absorption regions to maintain high probe
power at the detector and hence achieves the ultimate signal-to-noise ratio (SNR)
[74]. In addition, the pump beamwavelength is usually selected from spectral regions
that are strongly absorbed by samples of interest to maximize the PT lens effect at

Fig. 6.1 Comparison of two different experimental setups: a single-beam apparatus and b dual-
beam apparatus with pump beam modulation and synchronous detection
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Fig. 6.2 Schematic of the first PT microscopy setup. Reprinted from [83] with permission. Copy-
right 1993 American Chemistry Society

extremely low concentrations (<10−12 mol/L). Last but not the least, the dual-beam
apparatus allows separate modulation of both the pump and probe beams, enabling
lock-in detections which maximizes the SNR of a periodic process [78]. Single
nanocluster and nanoparticle (1.4 nm diameter) imaging [79–81] as well as single-
molecule detection [82] via PT imaging have all been reported in recent years. With
such extraordinary improvement of sensitivity, the PT spectroscopy is applied in
numerous studies in non-fluorescent analytes [80, 81] and further developed as one
of the most used absorption-based label-free microscopy by Harada et al. in the early
1990s [83]. As shown in Fig. 6.2, the pump and probe beams are collinearly combined
by a dichroic mirror and then sent to the sample through the same objective. Such
coaxial configuration is adopted by most of the latest PT microscopes due to the ease
of alignment. Details of super-resolution PT microscopy (PTM) techniques will be
discussed next.

6.2.3 Beat the Diffraction Limit of the Pump Beam

Consider the Abbe diffraction limit calculated as d = λ/2NA of the smallest object
that can be resolved by a diffraction-limited optical microscope. Either shorter wave-
length (λ) or larger numerical aperture (NA) will result in the improvement of the
spatial resolution of microscopes. Since the spatial resolution of PTM is only deter-
mined by the probe beam instead of the pump beam, the dual-beam apparatus brings
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in possibilities of beating the diffraction limit of the pump beam by manipulating
the probe beam. Based on the preceding argument, super-resolution PTM imagings
have been achieved mainly in three different ways.

The first method is to choose shorter wavelength laser source as the probe beam.
This approach is the simplest way to realize sub-diffraction imaging and most used
in vibrational spectromicroscopy such as the detection of mid-IR absorptions. The
wavelength ofmid-IR pumpbeamusually falls in the range of 2.5–10µmandmost IR
objectives have relatively small NA values (≤0.8) given the fact that IR source cannot
be used in water or immersion oil. Thus, the best spatial resolution of conventional
absorption-based IRmicroscopes is still limited to ~3µm even with the synchrotron-
based diffraction-limited system [31]. Besides, since the IR region covers such a
broad spectral window, the chromatic aberration will significantly degrade the image
quality. However, with the deployment of a visible probe beam (785 nm), Zhang and
colleagues achieved sub-micrometer (~0.6 µm) chemical imaging of living cells or
microorganisms via confocal mid-IR PTM with a Cassegrain objective (0.65 NA)
[59]. As the schematic shows in Fig. 6.3a, b, the probe focus is ~1/10 of the size of the
pump mid-IR beam such that objects outside the probe beam focus are not detected,
resulting in the ninefold improvement of the spatial resolution shown in Fig. 6.3c.
Since themid-IR pump beam can fully exploit the rich chemical information encoded
in intrinsic chemical bond vibrations, mid-IR PTM emerges as a promising LFSRM
approach for biomedical and pharmaceutical applications [59, 84]. We will discuss
the recent advances and applications of mid-IR PTM in the following sections.

The second approach is to separate the beam paths and deploy a highNA objective
for the counter-propagating probe beam. As shown in Fig. 6.4, Li et al. reached an
ultimate resolution of 300 nm using a 532 nm probe beam and a 0.9 NA objective in
their counter-propagating mid-IR PT microscope [60]. The main advantage of this
approach is that the visible probe beam can go through a refractive objective instead
of low NA reflective objectives that are typically used for IR source. Since there
are numerous high NA refractive objectives available for visible probe beams, this
approach could potentially reach the spatial resolution on the scale of 100 nm. In addi-
tion, this approach is often combined with the first approach, which results in higher
resolution than those coaxial PT microscopes. However, the counter-propagating
configuration does increase the complexity for system alignment in order to overlay
the pump and probe beams in the sample plane and maximize the PT signal. Another
drawback is that this approach requires the epi-detection design in which the probe
photon collection efficiency is lower than that of the transmission mode, resulting
in slower data acquisition. Thus, there is a trade-off between spatial resolution and
imaging frame rate in this approach.

Last but not the least, super-resolution PTM can be achieved by probing the
nonlinear PT lens effect whose signal profile is much narrower than the linear PT
signal [61, 85–90]. Zharov first demonstrated the nonlinear dependence of PT signal
to the pump beam intensity when the laser energy reaches certain thresholds using
nanoparticles, through which the detected nonlinear PT signal arises only from the
nonlinear center of the samples [61].
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Fig. 6.3 a Probe beampropagation through the sample via a dark-field objectivewithout an infrared
beam (not to scale, condenser omitted for simplicity). b The probe beam propagation is perturbed
by the addition of the infrared pump beam due to infrared absorption and development of a thermal
lens. cMid-IR PT imaging of a 500 nm PMMA bead. The vertical and horizontal intensity profiles
indicate the spatial resolution is ~0.6 µm. Adapted from [59] with permission. Copyright 2016
American Association for the Advancement of Science

As depicted in Fig. 6.5a, the nonlinear PT resonance intensity profile is much
narrower (~1/2) than that of either the linear PT signal or the laser beams. Therefore,
two adjacent nanoparticles whose distance is smaller than the diffraction limit of
both the probe and pump beams are readily resolved by detecting the nonlinear PT
signals, as shown in Fig. 6.5b. Experimental results also verified the anticipated
improvement of the spatial resolution in nonlinear PTM, as shown in Fig. 6.5c, d.
Based on the experimental results, the nonlinear PTM improved the lateral resolution
from (260± 20 nm) to (90± 20 nm) with laser fluence level just above the threshold
(0.7 J/cm2 in this case). Since the nonlinear configuration requires the use of a stronger
beam intensity compared to linear PTM, the concern of laser-induced photodamage
was inevitably raised. Nedosekin et al. estimated that the minimum laser fluence
needed to achieve spatially selective signal amplification is 10–30% higher than the
nonlinear threshold, while the photodamage typically occurswhen the laser fluence is
at 3–5 times higher than the nonlinear threshold [61]. The early nonlinear PT studies
were mainly conducted using plasmonic nanoparticles since the enhancement of
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Fig. 6.4 a Schematic diagram of the counter-propagating mid-IR PT microscopy. The mid-IR
pump and visible probe beams are focused on the sample with separate objectives. APD: avalanche
photodiode, RC = reflective Cassegrain, FO = focusing objective, B/S = beam splitter, and TL
= tube lens. b Mid-IR PT imaging of a 0.1 µm diameter polystyrene bead recorded with a step
size of 0.05 µm. c Line profile extracted from the image in panel (b) showing a full-width at half-
maximum (FWHM) of 0.3 µm. Adapted from [60] with permission. Copyright 2017 American
Chemical Society

local electromagnetic field results in stronger nonlinear PT signal. Thanks to the
recent development of high power laser sources with broader spectral coverage; this
approach has also been demonstrated in liquid crystal [89], cells [91], and tissues
[92].

It is noteworthy to mention that another approach uses time-resolved PT response
to discriminate adjacent objects within the probe beam and diffraction limit was also
realized [85, 91]. The principle behind such approach is that sub-diffraction objects
exhibit different photo-induced thermal field dissipation rate. Therefore, by actively
tuning the delay between pump and probe beams, time-resolved PT signal can be
exploited to retrieve the actual shapes of different hot spots before the thermal fields
expands to surroundings and prevent nano-objects from being resolved, as shown
in Fig. 6.6a, b. This approach was demonstrated in nanoscale liposome imaging
(Fig. 6.6c). Albeit sub-diffraction resolution is achieved, this method requires prior
knowledge of physical or chemical parameters of samples to be studied in practi-
cal operations to optimize the time delays set between pump and probe beams. In
addition, the sub-diffraction images require at least two independent measurements
to compose, which prohibits high-speed PT imaging of nano-objects. Consequently,
this approach is not widely used in this field.
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Fig. 6.5 aNonlinear PT amplification for a nano-object in the center of the laser beam. bNonlinear
sequential PT spatial resonances during laser scanning from twonano-objects separatedby adistance
smaller than the size of the diffraction-limited beam spot. The dashed line represents a sum of two
linear (green solid lines) PT signals. c Super-resolution nonlinear PT imaging of a 75-nm single
gold nanowire at different laser fluences. d Lateral resolution in linear and nonlinear modes of PT
microscopy. Adapted from [61] with permission from Wiley-VCH Verlag GmbH & Co

6.2.4 Visible Beam Excited Photothermal Microscopy

Wewill discuss more technical details of PTM techniques using visible pump beams.
Visible excited PTMwas first demonstrated by Harada et al. in 1993 as an extremely
sensitive method for non-fluorescent microscale particle analysis [83]. As illustrated
in Fig. 6.7, a typical visible excited PT microscope setup consists of a modulated
pumpbeamand a continuouswave ormodulated probe beamwhich are combined at a
dichroic mirror and sent to the objective collinearly. Both laser scan and sample scan
configurations have been demonstrated [93, 94]. The probe beam is furthermodulated
by the periodic PT effect and detected by either forward or backward mode. With
the deployment of a lock-in amplifier, the PT signal modulated at high frequencies
(typically 100 kHz–1 MHz) is demodulated with high SNR which enables superb
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Fig. 6.6 Thermal fields (solid curves) and diffraction pattern (dashed curves) around a a single
nano-object, and b two adjacent nano-objects within the diffraction pattern. Adapted from [85],
Copyright 2003 Optical Society of America. c Left: Probe laser diffraction pattern. Middle: Super-
resolution PT imaging of two 90-nm liposomes with 10 ns time delay. Right: Hardly resolved
PT imaging of the same liposomes with 120 ns delay time. Adapted from [91]. Copyright 2002
Wiley-Liss, Inc.

Fig. 6.7 a Setup of a typical visible excited PTMwith lock-in amplified detection (PBS: polarizing
beam splitter; λ/4: quarter wave plate). b Detailed depiction of probe beam propagation in both
forward and backward detection. Reprinted from [94] with permission. Copyright 2014 Royal
Microscopical Society
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sensitivity. The limit of detection of visible excited PTM was first determined to be
at femtogram level [95]. This limit was soon pushed to single nanoparticle detection
[81], statistically sub-molecule detection [96], and single-molecule imaging [82].
Note that the impact of solvents in sample cells on SNR has already been noticed
and investigated. Since the PT signal is proportional to the refractive change rate as a
function of the change in temperature (∂n/∂T ), this value determines the signal level
and SNR when other parameters are the same. It was demonstrated experimentally
that performing PT detections in glycerol results in five times improvement of the
SNR than in water [74]. Furthermore, recent experiments indicated that critical Xeon
medium will enhance the SNR by over 100 times compared to glycerol [97].

Visible excited PTM endows several advantages over other label-free microscopy
techniques. First, for many molecules, electronic state absorption cross-sections are
much larger (>109 times) than vibrational state absorption or Raman scattering pro-
cesses, resulting in extremely sensitive detection of various species [98]. For instance,
heme proteins are known to have extremely fast internal conversion rate and short
excited state lifetime (<50 fs) of Soret band such that almost all absorbed photon
energy is converted to heat [99, 100]. Therefore, PT effect provides ideal contrast for
the detection of these molecules at fairly low concentrations (100 µM hemoglobin
solution) [98]. Besides, gold nanoparticles and nanorods are a group of nano-objects
that often being studied using visible excited PTM since the plasmonic resonances
at 550–800 nm increases local electromagnetic fields and enhances the PT signals
allowing nanoparticles as small as 1.4 nm to be detected [80].

Another advantage is that optics are well-designed and readily operated for visible
beams compared to mid-IR sources that require special materials for coatings and
substrates. There are no specific sample preparation requirements for visible excited
PTM compared to fluorescence microscopy or IR microscopy. Liquid sample cells
or sandwiched glass slides are usually used for transparent samples at forward detec-
tion mode. Although some experiments were conducted in glycerol or other organic
solvents in order to enhance the SNR, the practical steps are nothing more compli-
cated than preparing samples suspended in water. For opaque samples, backward
detection mode allows visible excited PT imaging of only the surface of the samples
due to dramatic power attenuation as both pump and probe beams propagate deep
into the samples. But the operation is relatively easy in this case. Such advantage sig-
nificantly simplifies the customized development, broader applications, and routine
maintenance of the PT microscopes.

Third, laser engineering has come a long way in developing visible laser sources
with higher power, lower noise, and broader tunable range, which all benefits the
overall performances of PTMwith visible pump beams. At first, the pump and probe
beams power in samples are limited to 2 and 0.1 mW, respectively [96]. The appli-
cation of high-power lasers increases the power dissipated to samples to 10 times
for each beam, which leads to 100 times PT signal and 10 times SNR, given the
quadratic relation of laser power and signal level in PT process [74]. Before tunable
lasers were implemented, PTM is excited by monochromatic visible pump beams
including He–Ne laser, Ar–ion laser, and 532 nm diode laser, through which only
one type of molecules can be determined at a time. Then, dual pump beams appa-
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ratus was exploited to perform simultaneous multiwavelength PT imaging, enabling
the detection of two different species in one measurement [101]. The deployment of
diode laser pumped optical parametric oscillator finally enables full coverage of the
visible to NIR spectral region in PTM, which significantly enhances the ability to
differentiate complex samples using PT spectromicroscopy technique [102].

The concern of laser-induced photodamage, especially thermal damage, also
exists in visible beam excited PTM. Unlike fluorescence-based techniques that are
vulnerable to photobleaching, the photodamage in visible beam excited PTMmainly
comes from local thermal damage. The pump lasers used in PTMare usually nanosec-
ond lasers, while the heat dissipation rate in condensed matters falls in tens of
nanoseconds to microsecond scale [103]. Therefore, potential damage from local
heat accumulation must be considered when determining the appropriate sampling
rate for PT experiments. Some hypothetical and experimental works investigating the
damage threshold of various biological samples have been reported [61, 104]. How-
ever, the experimental results of cell damage thresholds show dramatic variations
among different cell lines and pump beam wavelengths [105]. Thus, more system-
atic studies on the photodamage in visible excited PTM are in need to facilitate
spreading.

6.2.5 Mid-IR Excited Photothermal Microscopy

Ever since the publication of Coblentz’s high-quality IR spectral database in 1905
[106], advances in IR spectroscopy and spectromicroscopy including Fourier trans-
form IR (FTIR) spectroscopy [26], FTIR imaging [27] attenuated total reflectance
IR imaging [107], and focal plane arrays IR imaging [108] have all improved the
measurement of IR absorption from the aspects of higher sensitivity and spatial res-
olution. However, the fundamental limit of IR diffraction (~5 µm) was not defeated
by preceding approaches. Besides, the broad spectral window (typically 2–10 µm)
invokes the problem of measurement accuracy since the wavelength-dependent light
scattering could produce dramatic fluctuations in the IR signal intensity, which leads
to huge baseline artifacts [109]. Furthermore, water shows strong absorption in the
entire mid-IR region, which hinders the application of IR spectroscopic imaging to
investigate biomolecules in living cells or organisms in aqueous environment. These
problems were addressed collectively by the invention of mid-IR excited PTM. We
will focus on the hardware and practical operation aspects of this technique in detail
in this section.

Mid-IR excited PTMwas demonstrated by Furstenberg et al. in 2012 [110], about
20 years later than the first demonstration of visible excited PTM. The pivotal diffi-
culties of developingmid-IR based PTMare: (1) the lack of high-qualitymid-IR laser
sources; and (2) complications to integrate mid-IR pump beam with visible probe
beam in the same optical system without introducing severe chromatic aberrations
and mid-IR power losses.
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The first problem was addressed by recent advances in mid-IR laser sources in
the last two decades. In particular, modern quantum cascade laser (QCL) offers
the ability to perform broadband wavelength scan with ultra-high spectral resolution
(~0.1 cm−1) discretely [111–113], in which specific vibrational bands of interests are
pinpointed at high speed while providing enough chemical information to determine
the composition of samples through spectra analysis [30]. Therefore, the majority of
mid-IR PT microscopes use QCL as IR pump beam [59, 84, 110]. Besides QCL, dif-
ference frequency generation (DFG) is another effective approach to produce tunable
mid-IR sources as the pump beam of PT microscope [114–116]. The fundamental
beams usually consist of a tunable beam and a monochromatic beam. Both beams
are focused onto nonlinear crystals, such as periodically poled LiNbO3, to produce
tunable nanosecond mid-IR pulses whose average power can reach up to 200 mW
with less than 10 cm−1 linewidth, which is sufficient to induce strong PT effect in
most absorption bands and measure liquid phase IR spectra. Despite the additional
complexity of DFG, the produced mid-IR pump beam can be tuned to various wave-
lengths with better coverage of high wavenumber mid-IR regions, including the “cell
silent region”, wheremost intrinsic biomolecules show no absorption, and deuterated
molecules are often used to investigate cell metabolisms [116, 117]. Therefore, QCL
and DFG collectively provide more options to the pump beam selection of mid-IR
excited PTM and enable more important applications in biological studies.

The second problem found a solution by the deployment of reflective optics,
including the Cassegrain objectives and off-axis parabolic mirrors, since these optics
are immune to chromatic aberration across the whole spectral window. Like visible
excited PTM, a typical mid-IR excited PTmicroscope deploys coaxial configuration,
as illustrated in Fig. 6.8a, where the mid-IR pump beam and visible probe beam are
combined at the dichroic mirror and collinearly sent to the Cassegrain objective [59].
To avoidmid-IR beam power losses, the reflective optics are usually coated with gold
or silver, and the samples are sandwiched by ultra-broadband IR transparentmaterials
such as CaF2 or MgF2. Since the water vapor and some other trace organic vapors in
air all absorb mid-IR, the beam path of the mid-IR pump beam is usually designed
with minimum distance, to further maintain the pump beam power at the sample.
In some cases, to diminish the power loss and push the detection limit, methods
used in conventional mid-IR measurements, including purging dry nitrogen into
the system to reduce water vapor and CO2 absorption, are needed [118]. Note that
the reflected mid-IR residue (power <1 mW) from the dichroic mirror is collected
by a mercury–cadmium–telluride (MCT) detector to record the IR power at each
wavelength in real time. This power spectrum is used to normalize the PT signal
acquired by the photodiode to produce the IR absorption spectra of samples.

There have been several reports aiming to improve the SNR in mid-IR excited
PTM through various optimization approaches. For instance, Zhang et al. investi-
gated the frequency dependence of the mid-IR PT signal, laser noise, and the system
SNR (Fig. 6.8b) [59]. By considering the trade-off between the SNR and data acqui-
sition speed, the pump beam modulation frequency was set at 100 kHz for optimal
performance. As shown in Fig. 6.8c, a high-Q tunable resonant amplifierwith a center
frequency of 102.5 kHz was installed after the photodiode such that the modulated
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Fig. 6.8 a Setup of a typicalmid-IR excited PTMusing aCassegrain objective.bComparison of the
frequency dependence of the mid-IR photothermal signal, QCL laser noise, and SNR. c Frequency
response of a high-Q tunable resonant amplifier. Adapted from [59] with permission. Copyright
2016 American Association for the Advancement of Science

PT signal is amplified by 103 times while non-resonant noises are suppressed. Apart
from the denoise strategies in optimizing the pump beam modulation frequency and
detection frequency, Totachawattana et al. proposed a method to reduce background
noises and enhance the SNR by introducing high-frequency modulation (1.04 GHz)
to the probe beam [118]. On comparing with the results obtained using continuous
wave probe beam, they found that the ultra-fast modulation increased the ultimate
SNR by nine times. Another strategy was attempted by a couple of reports, in which
the excitation wavelength is tuned to a specific “silent spectral region” to mini-
mize the background absorption and maximize the analyte absorption with the prior
knowledge of the system to be measured [59, 116].

As discussed in Sect. 6.2.3, the highest spatial resolution that have been achieved
in mid-IR PTM is 0.3 µm using a highest NA air objective (NA 0.9) among all
reported works [60]. In the most recent report on the resolution improvement of
mid-IR excited PTM, Huffman et al. claimed that 202 nm resolution was achieved
by roughly comparing the images obtained from the PTM and confocal microscope
without quantitative evaluations [119]. Although it has been suggested to use water
or immersion oil objectives to further increase the NA (to 1.3–1.5) to achieve bet-
ter spatial resolution, the strong absorption of water and oil in the mid-IR region,
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especially in the biologically informative amide I and C=O carboxyl bands [120],
limited the broad interests of such strategy in practical applications since the mid-IR
pump wavelength has to be tuned off resonance with these bands. The nonlinear
PT effect has been observed in spectroscopy studies [89, 121], but super-resolution
mid-IR excited PTM has not been enabled via nonlinear PT effects. With this field
actively growing, those technical barriers that limit the pursuit of higher resolution
will eventually be eliminated.

Similar to the case of visible excited PTM, the pump laser-induced photodamage
is also considered in mid-IR excited PTM. Just like what have been discussed in
the visible excited PTM in Sect. 6.2.4, the photodamage in mid-IR excited PTM is
also induced by the thermal damage instead of direct photon excitation. However,
the mid-IR photodamage threshold for most samples is much higher than that in the
case of visible excitation since mid-IR photons only induce covalent bond vibra-
tions which are more reversible processes compared to the electronic state excitation
induced in visible excited PTM. To avoid accumulated heat causing damage to the
sample, it is suggested to control the duty cycle of the mid-IR pump beam accord-
ing to the heat dissipation rate of the sample and surroundings. Li et al. proposed
a model to simulate the PT relaxation time as a function of object size for a series
of polystyrene spheres in the air–glass surface [60]. Their results indicated that the
accumulated heat will vanish in 10−6 s, which is apparently faster than experimental
observations in other reports [59, 116]. Therefore, such model needs further amend-
ment to be more accurate in predicting the actual relaxation time in mid-IR excited
PT processes. So far, most of the reported mid-IR PTM studies adopted ~10 µs as a
single period of PT measurement. Note that some mediums with large heat capacity
like water (4.18 J/kgK) will accelerate the heat dissipation, which helps reduce the
photodamage from local overheating. Such phenomenon was found in the in vivo
mid-IR PT imaging of cells and organisms [59].

6.2.6 Applications of Super-Resolution Photothermal
Microscopy

Owing to the superb sensitivity in the detection of non-fluorescent species, both the
visible and mid-IR excited super-resolution photothermal microscopies (SR-PTMs)
have found numerous applications in the detection of trace analytes in materials
science and biomedical studies. As discussed in the preceding sections, compared to
mid-IR excitation, visible excited SR-PTM is able to take advantage of plasmonic
resonance ofmetallic analytes to achieve single-molecule detection limit, high spatial
resolution (~100 nm), and provides electronic absorption information. Therefore,
it has been widely applied in the label-free imaging of individual nanoparticles,
nanoclusters, and nanocrystals [80, 122]. Note that the size dependence of the PT
signal has been well studied, as shown in Fig. 6.9, which enables the discrimination
among different-sized particles that are much smaller than the diffraction limits of
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Fig. 6.9 aSignal distribution obtained froma sample containing both 2 and5nmgold nanoparticles.
b Size dependence of the signal, that is, absorption cross-section (circles) deduced from a series of
histograms as presented in (a) and, in comparison to the Mie theory (solid line). Reprinted from
[80] with permission. Copyright 2004 The American Physical Society

the PTM. For instance, gold nanoclusters as small as 1.4 nm can be differentiated
from 5 nm nanoclusters referring to the differences of their PT signal intensities even
though they look alike in the PT images due to the limited spatial resolution [80]. Such
observation has been exploited in studying molecular binding dynamics, especially
for non-fluorescent molecules, at the single-molecule/single-nanorod level since it
allows the researchers to significantly reduce the volume of nanorods to mimic the
actual protein receptor sizes and construct better dynamic models (Fig. 6.10) [123].
The size distribution of nanoparticles with varying volumes below the diffraction
limit can also be retrieved readily according to the PT signal intensity [74, 79].
Gaiduk et al. further demonstrated single molecule detection at room temperature by
fully exploiting the advantage of high sensitivity provided by visible excited SR-PTM
[82]. Owing to the label-free nature, Bogart et al. introduced a technique to monitor
in vivo cell uptake of dextran-coated iron oxide nanoparticles, which is considered as
a useful cell tracker [124].Kitagawa et al. successfully integrated visible excited PTM
with the electrodynamic chromatography, which enables separation and label-free
detection of trace amino acids simultaneously [125].Other reports have demonstrated
the application of the visible excited SR-PTM to study the thermal properties of
materials such as diamond [126], single-layer thin films [127], nanoscale defects in
materials [128], and PT detection sensitivity as a function of temperature increase
[129].

Apart from plasmonic nanoparticles, visible excited SR-PTM has found broad
applications in label-free imagingof certain intrinsicmolecules in biological samples.
The greatest challenge of imaging complex biological specimen using visible excited
SR-PTM is that the low concentration of most biomolecules requires extremely high
sensitivitywithout surface plasmon. One solution is to select those analytes with rela-
tively large absorption cross-sections such that the PT signal is significantly stronger
than background absorptions. For instance, cytochromes as a group of intrinsic intra-



154 C. Li and J.-X. Cheng

Fig. 6.10 a A single gold nanorod functionalized with biotin is introduced into an environment
with the protein of interest. Binding of the analyte molecules to the receptors induces a redshift
of the longitudinal surface plasmon resonance (exaggerated in the illustration). This shift is mon-
itored at a single frequency using photothermal microscopy. b Photothermal time trace showing
single-molecule binding events. The normalized photothermal signal as a function of time for
biotin-functionalized gold nanorods in the presence of a streptavidin–R-phycoerythrin conjugate.
The photothermal signal was recorded on three different nanorods in the presence of different con-
centrations of the protein. The red lines are fits to the time traces using a step-finding algorithm.
Adapted from [123] with permission. Copyright 2012 Macmillan Publishers Limited obtained

cellular proteins that have strong absorption in the visible region are often studied
by visible excited SR-PTM [130]. The deployment of tunable pump lasers allows
the collection of absorption spectroscopy simultaneously with PT imaging, which
enabled identification, quantification, and differentiation of cytochromes c in mito-
chondria, live cells, and solutions [131]. The visible excited SR-PTM has also been
demonstrated in tissue histology to image nuclei (hematoxylin), cell bodies (eosin),
and melanin with H&E stained skin tissues [132]. However, the number of such
intracellular analytes is limited and cannot be applied universally. The other solution
is provided by the integration of radially segmented balanced (RSB) detection to
the conventional PTM to enhance the modulated PT signal and suppress the noise
arising from probe intensity fluctuations as well as electronic cross-talks (Fig. 6.11).
As a result, the overall SNR of the SR-PTMwith RSB detection is improved by ~2.3
times [133, 134]. Such enhancement may not look dramatic but is sufficient to obtain
decent label-free images of skin tissues [133], skeletal muscle mitochondria [135],
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Fig. 6.11 a Experimental setup of laser diode-based photothermal microscopy with radially seg-
mented balanced detection. DM: dichroic mirror; BS: beam splitter; OBL: objective lens; CL:
condenser lens; F: band pass filter; VND: variable neutral-density filter; BD: balanced photode-
tector; MMF: multimode fiber. b Conceptual scheme of the radially segmented balanced detection
for improving signal intensity s and reducing intensity noise of the probe beam δp. c PTM image
of a slice of mouse melanoma observed by RSB detection. Adapted from [133] with permission.
Copyright 2015 Optical Society of America

3-D imaging of non-fluorescent tissues [136], and tumor tissues [137], to provide
molecular spectroscopy information to assist disease diagnosis in clinics.

Although mid-IR excited SR-PTM cannot achieve the same spatial resolution
as visible excited configurations due to the limitations of optics, the informative
IR spectrum strengthens the chemical selectivity for organic molecules in particu-
lar, and the detection sensitivity could achieve micromolar in solutions. Compared
to visible absorption spectroscopy, mid-IR spectroscopy endows narrower charac-
teristic peaks which is of value in molecule differentiations, and broader spectral
coverage that allows detection of all kinds of covalent bond vibrations. Thus, mid-IR
excited SR-PTM has been actively used in label-free imaging of complex systems
such as live cells [59, 116], microorganisms [60], tissue slices [118, 138], polymer
composites [110, 139], pharmaceutical formulations [84], mixed cation perovskites
[140], graphene oxide detection [141], trace gas detection [142], and so on. One of
the most important applications is the demonstration of label-free multicolor imag-
ing of intracellular distribution of lipid droplets and drug molecules through mid-IR
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Fig. 6.12 Multispectral mid-IR PT imaging of cellular drug uptake. a Infrared spectra of the lipid
inhibitor JZL184 (top, line) and olive oil (bottom, line). Squares indicate the multivariate curve
resolution results for drug and lipid content. Dashed lines indicate the characteristic peaks for drug
(blue) and lipid (orange) content. Inset shows themolecular structure of the drug.b and cMultivariate
curve resolution output ofmultispectralmid-IR PT imaging of JZL184-treatedMIAPaCa-2 cells for
drug (b) and lipid (c) content. Scale bars, 20 µm. Reprinted from [59] with permission. Copyright
2016 American Association for the Advancement of Science

excited SR-PTM since it proves such technique to be a promising imaging platform
in the field of cell biology and biomedical studies (Fig. 6.12) [59]. By combining
the advantages of conventional IR hyperspectral imaging and submicrometer spa-
tial resolution of confocal optical microscopy, the mid-IR excited SR-PTM for sure
will become a powerful analytical approach in scientific researches. Furthermore,
the demonstration of fiber-based [143] mid-IR excited PTM increases the portability
of the system. Also, the backward detection apparatus (Fig. 6.13) will simplify the
sample preparation process and appeal to users from the industry specifically [84].
In short, this field is actively growing since the first report about mid-IR excited
SR-PTM in 2012. There will be more technical breakthroughs in the near future.

6.3 Super-Resolution Transient Absorption Microscopy

Owing to the advancement of laser techniques and fast electronics since the 1980s,
the field of nonlinear optical microscopy has come a long way in developing imaging
techniques with higher resolution, lower detection limit, and higher frame rate with
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Fig. 6.13 Backward detected mid-IR excited SR-PTM is able to quantify the size distribution and
chemical compositions of active pharmaceutical ingredients as well as excipients in pharmaceutical
tablets through direct imaging. Reprinted from [84] with permission. Copyright 2017 American
Chemical Society

decent chemical selectivity, to attract broader interests in other research areas. Based
on the fundamental principles, those nonlinear optical spectromicroscopy approaches
can be classified into three main categories, including parametric generation (e.g.
second harmonic generation [144], third harmonic generation [145], coherent anti-
Stokes Raman scattering [14], etc.), pump–probe (e.g. transient absorption (TA)
[46]), and nonlinear dissipation (e.g. two-photon excited fluorescence [146], stimu-
lated Raman scattering (SRS) [15], etc.).

In this section, we focus on the principle and technical details of two novel
approaches to perform nonlinear absorption-based LFSRM, saturated TA and SRS
microscopy, both of which were realized through nonlinear absorption and imple-
menting the mechanism of reversible saturable optical linear fluorescence transitions
(RESOLFT) microscopy in recent years and expected to find interesting applications
in biological and materials science.

6.3.1 Transient Absorption Microscopy

TA spectroscopy, also known as pump–probe spectroscopy or time-resolved spec-
troscopy, has been widely used to elucidate fundamental ultra-fast processes
(picoseconds and sub-picoseconds) in chemistry, biology, and condensed matters
[19, 46, 147, 148]. In a typical TA experiment, a pump beam is applied to reduce
the population of ground states and induce intensity fluctuations of the transmitted
probe beam, which is detected as the TA signal. The contrast types that contribute
to the TA signals include three main components, including ground-state bleach,
stimulated emission, and excited-state absorption (Fig. 6.14) [148]. In ground-state
bleach process, an intense pump beam is usually used to deplete molecules in the
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Fig. 6.14 Contributions to TA spectrum: ground-state bleach, stimulated emission, and excited-
state absorption. Reprinted from [148] with permission. Copyright 2015 by Wiley-VCH Verlag
GmbH & Co. KGaA, Weinheim

ground state such that the absorption of probe beam is suppressed and increases
the transmitted probe intensity. While in the case of stimulated emission, the pump
beam first excites molecules to excited states and then, the slightly delayed probe
beam induces stimulated emission to produce more photons in the probe frequency
which increases the probe beam intensity. As for excited-state absorption, the excited
molecules keep absorbing probe beam photons and are excited to higher states, which
results in the decreased transmitted probe beam intensity. Note that the contributions
to TA signals are not limited to the above-mentioned processes, but this review will
not include other mechanisms. As a nonlinear optical approach, one advantage of
TA microscopy over linear absorption-based microscopy is the removal of off-focal
signal. Furthermore, since TA involves nonlinear response from samples, it offers the
opportunity to achieve super-resolution by breaking the diffraction limit in conven-
tional confocal microscopy. We will discuss the two recently demonstrated LFSRM
approaches in the following sections.

6.3.2 Spatially Controlled Saturated Transient Absorption

The idea of spatially controlled saturated transient absorption (SCSTA) originates
from the GSD microscopy first proposed by Hell et al. [149], in which a doughnut-
shaped depletion beam and a regularly focused probe beam are overlaid at the sample
to reduce the PSF, which represents the smallest spot that can be spatially resolved
(Fig. 6.15) [150]. In typical GSD microscopy, fluorophores located at the outer ring
will be excited to the T 1 triplet state and have a much longer lifetime (~10−2 s level)
than normal S0 → S1 relaxation (10−9 to 10−7 s level). Thus, after the depletion beam
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Fig. 6.15 Creating effective PSFs of sub-diffraction extent in a single-point scanning GSD micro-
scope. a Squeezing the spot just along the x-axis and b along all directions in the focal plane.
The depletion spot (Depletion) overlaid with the regularly focused probe spot (Probe) produces the
effective PSF (Eff. PSF). The probe spot probes the fluorescence right after the depletion spot has
pumped the dye into the triplet state. Focal plane cross-section of the PSF (upper panel) and profiles
along the x-axis [dashed line in upper panels] showing FWHM values (lower panels). Wavelengths
for depletion and probing: 532 nm; fluorescence wavelength: 560 nm. Reprinted from [150] with
permission. Copy right 2007 American Physical Society

bleaches the surrounding fluorophores, the delayed probe beam can only measure
the molecular absorption from the very center of the overlaid beams, whose diameter
is predicted to be capable of achieving 10–20 nm [149].

Wang et al. introduced such idea to SCSTA experiments by GSD of the elec-
tron–charge carrier in graphene-like materials (Fig. 6.16) [62]. The saturable absorp-
tion properties of graphene-like structures have been well studied [151–153]. In par-
ticular, the charge carrier dynamics in epitaxial graphene has been investigated by TA
microscopy [42]. It was observed that the carrier–phonon interactions in graphene-
like structures occur in the timescale of 100 fs to a few picoseconds. Therefore,
by tuning the temporal delay between pump and probe pulses to sub-picosecond
scale, the transient absorption signal is able to be detected. To actively suppress the
off-focal signal, an intense doughnut-shaped depletion pulse is temporally inserted
between the pump and probe pulses. As a consequence, the transient absorption sig-
nal (shown as the probe beam intensity loss) is generated only from the very center
of the overlaid beams similar to GSD microscopy. The doughnut-shaped depletion
beam is often tailored by spatial light modulator or spatial phase modulator. Accord-
ing to the experimental results shown in Fig. 6.16d–f, the PSF in SCSTA (FWHM
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Fig. 6.16 Principle of saturated transient absorption microscopy. a Illustration of the saturation
effect in a two-level electronic transition. Pump and probe photons are indicated by red and green
arrows, respectively. b Simple layout of the setup. The dashed line indicates that the pump beam is
modulated. c The pulse train of pump, saturation, and probe beams at the focused doughnut-shaped
region (left panel) and at the very center of the focal spot (middle panel). The modulation transfer
from pump to probe only occurs at the center where the saturation field intensity is close to zero
(right panel). Sub-diffraction-limited imaging of graphite nanoplates obtained from d conventional
pump–probe microscopy and e SCSTAmicroscopy. f Intensity profiles along the lines indicated by
arrows in (d, e). Scale bar: 1 µm. Adapted from [62] with permission. Copyright 2013 Macmillan
Publishers Limited

is 225 nm) is 42% of that in the conventional pump–probe microscopy (FWHM is
385 nm).
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One of the major concerns of such approach is the issue of photodamage since the
molecules are repeatedly excited/depleted by the pump/depletion beam in the raster
scanning mode. As Bretschneider et al. discussed in their report on GSDmicroscopy,
care must be taken when determining the pixel dwell time since molecules excited
to the triplet state must relax to ground state before beammoves on [150]. In SCSTA
experiments, Wang et al. also investigated the photodamage threshold of the intense
depletion beam and recovery of TA signals after repeated excitations using graphene
nanoplate as a model. The photodamage was observed when power density exceeds
~2.4 MWcm−2, while the TA signal recovery rate could reach 100% below that
threshold. This approach can be applied to other materials that have saturable absorp-
tion properties, such as single-walled carbon nanotubes [154–156], iron oxides [157],
or zinc oxides [158].

6.3.3 Super-Resolution Stimulated Raman Microscopy

Inspired by the success of other super-resolution nonlinear optical microscopy [62,
79], Gong et al. proposed to combine the advantages of stimulated emission depletion
(STED) microscopy and SRS microscopy by developing the super-resolution satu-
rated SRS microscopy in a theoretical study [159]. They proposed to split the Stokes
beam into two components, one of which is modulated as an intense doughnut-shape
by a phase plate and the other one remains a normal Gaussian beam. By recombining
the two Stokes components, an effective Stokes beamwith narrower PSF is created at
the focus. However, according to their simulated results, the power density required
for the intense Stokes saturation beam is as high as a few TWcm−2, which is almost
impossible to reach in most laboratory conditions.

The super-resolution SRS microscopy was realized in 2015 by Silva et al. using
a triple-beam configuration [63]. Instead of splitting the Stokes beam to create a
doughnut-shape Stokes, Silva et al. deploy another beam as the decoherence beam
whose wavelength is close to that of Stokes beam and destroy the vibrational coher-
ence at the ring of the doughnut-shape. According to some preliminary super-
resolution SRS imaging results, the spatial resolution was improved by a factor
of ~1.7. As measured in the experiment, the power density of the decoherence beam
required to induce the saturation SRS is ~10 Wcm−2, which is close to the aver-
age power used in previously reported SRS experiments [15, 38, 160]. Note that
this approach uses the same idea as STED microscopy. Thus, an ultimate resolution
of ~50 nm is expected as such technique can be actively developed in the future.
Along with the ability of SRS microscopy providing the informative vibrational
spectroscopy of various biomolecules and inorganic materials, super-resolution SRS
microscopy will find broad applications in biological and materials sciences.
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6.4 Conclusion and Outlook

The functions of biomolecules, biosystems, and nanomaterials are inextricably linked
with the structures and chemical compositions. Absorption-based LFSRM, with
superior detection limit and spatial resolution, is growing as a significant tool to
enhance the understanding of biology and materials sciences. In this review, we have
introduced both linear and nonlinear absorption-based LFSRM techniques that pro-
vide excellent sensitivity, fast imaging speed, as well as informative spectroscopic
information. We have highlighted how the recent advancements in mid-IR excited
PTM have successfully defeated the diffraction limit of mid-IR beam. As a relatively
new field, it is to be expected that absorption-based LFSRM approaches will be fur-
ther improved by ongoing developments in laser engineering, optical and electronic
technology.
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Chapter 7
Label-Free Pump–Probe Nanoscopy

Paolo Bianchini, Giulia Zanini and Alberto Diaspro

Abstract In the last few decades fluorescence microscopy has been the most widely
used microscopy technique and much effort has been put into the development of
advanced super-resolution fluorescence microscopy techniques to circumvent the
diffraction limit. Despite their well-established benefits, these techniques have to
rely on the photo-physical properties of fluorescent molecules to obtain the desired
contrast and spatial resolution. The labeling procedure may cause unwanted alter-
ations in the sample. With the advent of ultrashort-pulsed laser sources, it became
possible to better explore novel non-fluorescent-based contrast mechanisms that rely
solely on intrinsic properties of the molecules of interest and which led to the devel-
opment of label-freemicroscopy approaches. In this chapter, the imaging capabilities
of absorption-based pump–probe microscopy are presented. This technique explores
the ultrafast dynamic properties of the sample with high spatial and temporal reso-
lution, as well as high sensitivity and chemical specificity. Two pulses, a pump and
a probe, with a proper spatial and temporal overlap are used. The pump is absorbed,
inducing a measurable change in the sample carrier population, which is then mon-
itored by a delayed probe pulse. The development of new label-free approaches
also represents a key challenge for the exploration of super-resolution approaches in
non-fluorescence-based methods.

7.1 Nonlinear Optical Interactions

Familiar optical phenomena, like reflection, refraction, and absorption, which allow
us to see the colors or to focus the light by a lens, are a consequence of the interaction
of light with matter. They can be explained taking into account the wave-like nature
of light and assigning a set of optical parameters to the material. In normal conditions
these parameters are constant (linear optics), while under strong illumination they
become functions of the light intensity (nonlinear optics).
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The macroscopic electric polarizability P(t) of the material is the main parameter
that characterizes the interaction, and it can be expanded in powers of the incident
light electric field E(t) as [1]

P(t) = ε0
(
χ (1) · E(t) + χ (2) · E2(t) + χ (3) · E3(t) + · · ·), (7.1)

where ε0 is the electric permittivity of free space and χ (n) is the nth-order suscep-
tibility tensor. With weak incident fields the linear term (n = 1) is dominant and
governs interactions like absorption, reflection, refraction, and scattering. Nonlin-
ear terms (n > 1) start to appear with stronger fields, comparable with the typical
atomic electric field (∼ 1011 V/m) [1], and they mainly govern nonlinear frequency
conversion, nonlinear variation of the refractive index, and nonlinear absorption
processes. Most of the nonlinear phenomena used in optical microscopy involve the
second- and the third-order susceptibilities, χ(2) and χ(3), respectively. χ(2) vanishes
in centrosymmetric media with inversion symmetry, and is responsible for second
harmonic generation (SHG) [2], sum/difference frequency generation (SFG/DFG),
and optical parametric oscillation processes. χ(3) is present in any media (liquid,
gases, amorphous solids, and crystals with inversion symmetry) and is responsible
for third harmonic generation (THG), four wave mixing (FWM), nonlinear absorp-
tion, and coherent Raman scattering (CRS) processes. The nonlinear coefficients are
many orders of magnitude smaller than the linear one, which means that nonlinear
optical effects require high incident powers to become relevant. Thanks to the advent
of lasers in the 1960s and the further development of ultrashort (pico/femtosecond)
pulsed laser sources working mainly in the near-infrared (NIR) part of the spectrum;
it was possible to achieve a local irradiance, which is strong enough to access non-
linear interactions without damaging the sample under investigation. Their exploita-
tion in microscopy allowed the overcoming of most of the limitations given by the
conventional linear microscopy techniques: (i) providing access to novel contrast
mechanisms and to a wider range of functional, structural, and chemical information
of the specimen, without any need for external (fluorescent) labeling, (ii) a confine-
ment of the interaction volume, with consequent optical sectioning capabilities and
photo-bleaching reduction, and (iii) improved penetration depth due to the use of
longer wavelengths, particularly interesting when imaging thick samples [3–6].

7.1.1 Nonlinear Absorption

Nonlinear absorption refers to the change in the transmission properties of a material
as a function of the incident intensity, and it is governed by the imaginary part of
χ (3). Nonlinear absorption properties are often studied using two distinct ultrashort
pulsed incident beams, commonly called pump and probe, and by looking at the
probe difference transmission signal in the presence as well as absence of the pump.
Quantitative information can be achieved by varying the pumpwavelength, the probe
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wavelength, and the delay time between the two pulses. The pump intensity needs to
be kept at a higher intensity with respect to the probe one, because it needs to induce a
measurable change in the carrier population, while the probe should simply monitor
this perturbation, without any additional effects. In this way, the pump–probe signal
will exhibit a “weak” nonlinearity, and its intensity will vary proportionally to the
product of pump and probe intensities, Ipu and Ipr, respectively, and to the analyte
concentration c [7, 8]

�T ∝ cIpuIpr . (7.2)

The overall quadratic dependence on the incident intensitymarks the nonlinearity,
while the linear concentration dependence permits quantification.

Themain nonlinear absorptionmechanisms are sketched and illustrated inFig. 7.1.
Two-photon absorption (TPA) (Fig. 7.1a). TPA involves the simultaneous

absorption of two photons (of equal or different energy) via an intermediate virtual
state (v.s.) to match the (usual) one-photon transition between ground and excited
state. The “simultaneity” is achieved within a time window in the order of 10−16 s [3,
9], which is in the scale of molecular energy fluctuations. Using two different fields
at frequencies ωpu and ωpr, the transition is approximately resonant at ωpu + ωpr

and, in the case of negligible TPA by the single field, the loss in transmission of
the probe beam is proportional to their intensity product IpuIpr [10]. Usually, the
one-photon transition is achieved via the absorption of an UV–Vis photon, which
means that longer wavelengths (smaller energies) toward the NIR part of the spec-
trum need to be used to induce TPA. This phenomenon was originally predicted by
Maria Göppert-Mayer in 1931 in her doctoral dissertation [11].

Excited state absorption (ESA) (Fig. 7.1b). ESA involves the absorption of a
probe photon ωpr by the first excited state, previously populated by a pump photon

Fig. 7.1 Transition diagrams of the main nonlinear absorption processes that can be studied with
pump–probe methods: a two-photon absorption (TPA), b excited state absorption (ESA), c ground-
state depletion (GSD), and d stimulated emission (SE). Electronic states are drawn in thick solid
lines, vibrational states in thin solid lines, and virtual states in dashed lines
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ωpu. As in TPA, ESAwill lead to a decrease in the probe transmission, whose change
�T can be described by the equation [12, 13]

�T = −
∫ N0σpu

[
σ ′
pr − σpr

]
IpuIprexp(−Δt/τ)

�ωpu
dz, (7.3)

where N0 is the molecular concentration of the ground state, σpr and σ ′
pr are the

linear absorption cross-sections of the ground and excited states for the probe beam,
respectively, Δt is the time delay between pump and probe pulses, and τ is the
lifetime of the excited state. Only at �t = 0 does �T have the maximum value,
while with increasing �t, �T exponentially decreases according to the lifetime τ of
the excited state.

Ground state depletion (GSD) (Fig. 7.1c). The absorption of an intense pump
beam highly populates the excited state while depleting the ground state, and con-
sequently the absorption coefficient decreases. A probe beam in resonance with the
absorption transition will thus exhibit a transmission increase, given by the formula
[12]

�T = −
∫

N0σpuσprIpuIprexp(−Δt/τ)

�ωpu
dz, (7.4)

where all the parameters were previously introduced for (1.3). Even in this case the
strongest signal is achieved when �t = 0, while an exponential decrease is achieved
by delaying the probe pulse from the pump pulse, reflecting the characteristic relax-
ation time τ of the excited state.

Stimulated emission (SE) (Fig. 7.1d). As another consequence of the highly
populated excited state due to pump absorption, a probe beam in resonance with the
relaxation transition will stimulate the excited state to emit at its same frequency. The
probe will thus undergo a transmission increase described by an equation similar to
(1.4) [12], with the only difference that in this case the probe wavelength is chosen
away from the absorption peak.

7.2 Pump–Probe Microscopy

Among nonlinear optical approaches, pump–probe methods were first introduced
in time-resolved spectroscopy [14–16] to resolve and monitor chemical and atomic
ultrafast processes, which occur on a picosecond (or lower) timescale, much faster
than the typical bandwidth of conventional detectors and electronics. Using the inter-
action of two ultrashort pulses and monitoring how this interaction changes as a
function of the delay between pulses, the temporal resolution becomes dependent
not on the detector speed but on the temporal size of the pulses. In addition, tran-
sient absorption pump–probe methods provide non-fluorescent-based contrast from
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highly absorbing chromophores by detecting probe absorption changes induced by
nonlinear absorption processes (presented in Chap. 1). Absorption-based measure-
ments are advantageous because they permit the investigation of non-emissive and
dark states, broadening the range of available targets. Moreover, compared to scat-
tering techniques, they are less dependent on the particle size and they can be used
to study smaller structures [12, 17]. The implementation of these absorption-based
methods in a nonlinear microscopy platform with a proper detection scheme [3–6]
completes the temporal and spectral information of the ultrafast phenomena with the
spatial localization at the microscopic scale.

7.2.1 Pump–Probe Microscope Design

The typical pump–probe microscope is based on a nonlinear laser-scanning micro-
scope where two ultrashort pulsed laser beams with a proper spatial and temporal
overlap are used in order to achieve highly sensitive nonlinear imaging and,moreover,
to follow ultrafast processes with sub-picosecond temporal resolution. An example
of this setup is shown in Fig. 7.2a.

The two pump and probe beams may be generated by two different pulsed laser
sources synchronized with each other in order to have precise control over the timing
of the two pulse trains. More typically, the two beams come from the same laser
source, usually from a mode-locked Ti:sapphire, tuneable in the red and NIR part
of the spectrum, with a pulse repetition frequency around 70–90 MHz and a pulse
width between 50 and 10 ps. The single laser output can be split into two beams, and
one of them frequency doubled in a barium borate (BBO) nonlinear crystal in order
to obtain a different wavelength in the visible range, at exactly half the initial value.
Another approach consists of using the Ti:sapphire output to synchronously pump an
optical parametric oscillator (OPO), which is a coherent light source based on optical
gain from parametric amplification in a nonlinear crystal. OPOs are more versatile
because their synchronized outputs can be tuned over a wide wavelength range,
reaching wavelengths that cannot be provided by conventional lasers. Compared to
the direct frequency doubling which always provides two wavelengths, one half of
the other, the OPO allows for different pump–probe wavelength combinations, with
the possibility of working only in the NIR region. The intensity of the beams may
be controlled through variable neutral density filters or through a combination of
half-wave plates and linear polarizers.

The two beams are spatially combined with a dichroic mirror (DM), sent to a
scanning unit (SU) made by a pair of galvanometric mirrors, and collinearly focused
onto the sample (S) by a high numerical aperture objective (O). Three-dimensional
imaging can be achieved through an axial piezo-stage with nanometer resolution.
Owing to chromatic aberrations, pump and probe foci at the sample plane may differ
(see Fig. 7.2b). Adding two relay lenses with regulating distance in one of the two
optical paths may help in adjusting the input divergence of one beam in the objective
to match the other focus. Alternatively, the focusing of the probe may be optimized,

https://doi.org/10.1007/978-3-030-21722-8_1
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Fig. 7.2 a An example of a two-beam laser-scanning pump–probe microscopy setup with trans-
mission detection. OPO: optical parametric oscillator, MOD: intensity modulator, DL: delay line,
DM: dichroic mirror, SU: scanning unit, O: objective, S: sample, C: condenser, F: filter, DET:
detector, LIA: lock-in amplifier, ref: reference. b Pump and probe beams point spread functions
(PSFs) obtained in reflection imaging 150-nm gold beads. Chromatic aberration is revealed by the
displacement of the foci positions, as shown in the axial profiles along the dashed line. c Optical
components inserted into the pump–probe setup for the temporal alignment of pump and probe
pulses through SFG on a nonlinear BBO crystal. A lens is used to focus pump and probe beams
onto the BBO crystal, while a prism is used to chromatically separate the outputs and project them
onto a screen. The transmitted NIR input beams (in this case 800 and 1030 nm) are made visible
using a NIR card and they appear like a red spot. Three new beams appear as output. The violet and
green spots represent the frequency-doubled inputs at exactly half the input wavelengths (400 and
515 nm, respectively). The blue spot at 450 nm represents the SFG generated by the simultaneous
interaction of the two pump and probe pulses with the BBO

while providing the pump with a uniform excitation volume larger than the locally
probed area [18].

The temporal delay between pump and probe pulses is finely adjusted through
a delay line (DL), usually made by a mechanical translational stage and placed in
one of the two optical paths. The precision and range of the delay line need to
be chosen in accordance to the timescale of the process of interest. The temporal
resolution of the final system is determined by the pump and probe pulse widths, and
by the spatial resolution of the delay line. To find the position of the delay line for
which the pulses are precisely overlapped, after the DM the beams can be focused
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onto a BBO crystal to detect the sum frequency generation (SFG) signal when the
pulses arrive on the crystal at the same time (Fig. 7.2c). The same principle can be
exploited using an autocorrelator. In order to optimize the temporal alignment at
the sample, the scattering signal coming from a stimulated Raman scattering (SRS)
pump–probe process [19] can be collected and maximized by moving the delay line.
By being a scattering process, this interaction can be considered instantaneous, and
the symmetric signal response as a function of the pump–probe delay gives ameasure
of the system temporal resolution.

The pump–probe signal is recorded as the change in transmission (or in reflection)
�T of the probe beam due to the pump absorption. Transmission experiments are
most appropriate when dealing with highly transparent samples, while reflection
detection is preferable with highly scattering specimens and in deep tissue imaging.
The probe beam is chromatically separated from the pump beam using appropriate
filters (F) in front of the detector, which is usually a photodiode.

Since the beam intensity variations �T are usually very small, of the order of
<1% of the total signal T [20], a higher detection sensitivity is required to extract
the pump–probe signal from the background. This can be achieved introducing a
high-frequency modulation scheme, where the pump intensity is modulated at a high
frequency (typically >1 MHz [7]) and the detected probe is demodulated by a lock-
in amplifier (LIA) to extract its modulation amplitude at the same frequency. These
high-frequency intensity modulations cannot be achieved with mechanical choppers,
instead acousto- or electro-optic modulators (AOM, EOM) need to be used in the
pump optical path. With this approach, the low-frequency 1/f laser intensity noise is
circumvented and shot-noise limited detection sensitivity is achieved. In this limit,
the noise equals the square root of the detected signal, and detection sensitivities
down to �T/T = 10−7 were reported, much higher than the typical 10−4 value
obtained with kHz modulation [8, 18].

The pump–probe detection scheme is sketched in Fig. 7.3a. Pump and probe pulse
trains before (left) and after (right) the interaction with the sample are presented.
The reference pump modulation is drawn as a dashed square wave, and the inset
shows the temporal alignment between the pulses. The input probe intensity level is
defined by a horizontal dashed line. �T is the variation in the probe intensity with
respect to the input value, and its amplitude is extracted by the lock-in amplifier.
The different types of pump–probe interaction presented in Sect. 7.1.1 will generate
different output signals, equivalent to gain or loss in the probe intensity, as will be
fully explained in Sect. 7.2.2. In Fig. 7.3b an experimental example is shown, where
single-layer graphene (SLG) is imagedwith the pump–probe techniquewithout (left)
and with (right) the lock-in demodulation. Pump and probe beams are tuned to 800
and 1030 nm, respectively. Without the lock-in amplifier, a transmission image (TD)
is obtained. Switching the lock-in amplifier on, the small modulated fraction of the
transmitted probe beam can be extracted with high signal-to-noise ratio (SNR), and
a pump–probe image (PP) is obtained, showing high contrast and a high level of
sample details. For example, according to the line profiles shown, the central area
exhibits the highest signal in the TD image, while it results in being completely dark
in the PP image, confirming the presence of a hole in SLG sample.
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Fig. 7.3 a Representation of pump and probe pulse trains before (left) and after (right) the
pump–probe interaction with the sample. The pump beam is modulated and the reference mod-
ulation is shown as a dashed square wave. The input probe intensity level is shown as a dashed
horizontal line. �T is the variation of the probe intensity with respect to the input value, and its
amplitude is extracted by the lock-in amplifier as pump–probe signal. Gain and loss processes gen-
erate pump–probe signals with opposite sign and phase. b Single-layer graphene imaged with the
high-frequency modulation pump–probe scheme. The transmitted probe is detected without (left)
andwith (right) the demodulation of the lock-in amplifier.Without the lock-in, a transmission image
is obtained (TD). Switching the lock-in on, the small modulated fraction of the transmitted probe
beam can be extracted and a pump–probe image can be obtained (PP). Scale bar 5 μm. Intensity
line profiles across the central hole are also shown

The implementation of the setup on a typical nonlinear microscopy platform
allows the collection of other nonlinear signals, such as two-photon excited fluores-
cence (TPEF), second harmonic generation (SHG), or coherent Raman scattering
(CRS), obtaining a multi-modal nonlinear platform [4, 5].

The dual-wavelength laser-scanning pump–probe setup is the most commonly
used pump–probe microscopy, but other variations have also been proposed [8].
Single-wavelength pump–probe microscopy can be achieved by discriminating the
probe in polarization or by a dual-frequency modulation, where both pump and
probe beams are modulated at different frequencies and the pump–probe signal is
detected at the sum/difference frequencies. Moreover, an ultrafast optical wide-field
microscope was proposed [21], based on a 2D smart pixel array detector capable
of acquiring images with high sensitivity, femtosecond time resolution, and sub-
micrometer spatial resolution.
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7.2.2 Pump–Probe Signal Information

The pump–probe signal �T is extracted from the total signal with a lock-in ampli-
fier and its amplitude R = |�T | can be retrieved, which is linearly dependent on
the applied powers and on the analyte concentration, as introduced in (1.2). With a
more advanced two-phase lock-in amplifier, the phase difference θ of the demodu-
lated signal with respect to the reference pump modulation can also be recovered.
Two outputs, X = R cos θ (in-phase component) and Y = R sin θ (quadrature com-
ponent), are obtained which represent the signal as a vector relative to the lock-in
reference oscillator. The modulus can be retrieved as R = √

X 2 + Y 2 and the phase
as tan θ = Y /X .

Depending on the type of nonlinear absorption interaction, one of the two situa-
tions may occur, as sketched in Fig. 7.3a. The probe beam can experience a gain
in its transmission (or reflection), equivalent to an in-phase pump–probe signal
with amplitude > 0, θ = 0◦, X = R, Y = 0). This is the case of ground-state
depletion (GSD) and stimulated emission (SE) interactions. The probe beam can
alternatively experience a loss, equivalent to an anti-phase pump–probe signal with
amplitude < 0, θ = 180◦, X = −R, Y = 0. This is the case in two-photon absorp-
tion (TPA) and excited state absorption (ESA) interactions. This means that the type
of interaction can be distinguished by looking at the phase of the signal or at the sign
of the X component.

Varying the delay between pump and probe pulses (�t in Fig. 7.3a), the
pump–probe signal intensity will vary according to the excited state relaxation
dynamics of the involved species. The obtained time-resolved spectra will feature
a maximum pump–probe signal when pump and probe pulses are overlapped, and
an exponential decrease with increasing delay. The extrapolation of a single- or
multiple-decay constant increases the molecular specificity of the technique, and
may help in the discrimination of different sample components. The time traces can
be analyzed in the time domain, performing multi-exponential fitting to derive the
characteristic decay constants. Alternatively, time-resolved spectra can be analyzed
in the frequency domainwith the phasor analysis introduced for fluorescence lifetime
imaging [22], which provides an intuitive graphical view of the lifetimes without any
a priori assumption. It was proven that the application of the phasor analysis with
pump–probe imaging provides a robust method for efficiently distinguishing pig-
ments in biological and in art samples [23], avoiding the fitting procedure which
typically requires high SNRs for a reliable separation of the different components.
Moreover, TPA and ESA processes, which cannot be distinguished with the phase
information, can be easily distinguished by looking at their temporal behavior. TPA is
an instantaneous process exhibiting a symmetric cross-correlation trace, while ESA
shows an instantaneous rise followed by a decay reflecting the characteristic lifetime
of the excited state [8].
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7.2.3 State-of-the-Art of Pump–Probe Microscopy

The first pump–probemicroscopewas realized byDong et al. in the 1990s tomeasure
the fluorescence lifetime through SE detection [24, 25]. Their approach relied on the
use of two ultrafast pulsed lasers characterized by slightly different repetition rates
and a consequent variable delay between their pulses. In this way, the probe pulse,
tuned to induce stimulated emission in the fluorophore, was repeatedly sampling the
excited population at different delays, providing dynamic information with superior
spatial and temporal resolution without any amplitude modulation and delay line.
In 2007, the Warren group proposed the first pump–probe microscope based on a
high-frequency modulation scheme to detect melanins in cells and differentiate them
by looking at the phase as well as at the temporal evolution of the pump–probe signal
[26, 27]. Since then, transient absorption microscopy has started to be explored more
in different research fields, from material to biological to art sciences.

Because of its non-fluorescent-based contrast, single-particle sensitivity, and high
temporal resolution, pump–probe microscopy is extensively used in imaging and
characterizing the carrier dynamics of metallic and semiconducting nanostructures
for studying their optoelectronic properties [17, 28–39]. Pump–probe techniques
have acquired importance also in mapping weakly or non-fluorescent nanostructures
(like single-walled carbon nanotubes, nanodiamonds, gold nanoparticles, etc.) used
as biorthogonal labels and for biomedical applications inside living cells and tissues
[40–44].

Among nanomaterials, recently graphene has started to be intensively studied for
the development of novel electronic and optoelectronic devices [45]. Owing to its par-
ticular linear electronic band structure, graphene shows a wavelength-independent,
broadband optical absorption (~2.3% per layer [46]) in the NIR part of the spec-
trum [47], together with a large third-order susceptibility χ(3) [48]. This makes
pump–probe microscopy an ideal technique for studying its carrier dynamics and for
performing imaging, mainly using NIR wavelengths [49–62]. The carrier dynamics
were extensively explored for different graphene structures, like in few-layer epi-
taxial graphene [49], single- and multi-layer exfoliated graphene [50, 55], graphene
suspensions [56, 58], and graphene oxide [59]. Few experiments were performed on
single-layer graphene (SLG) [50, 57]. For all these graphene-based structures, the
relaxation dynamics results are characterized by two timescales. The faster one falls
in the range of 70–120 fs and it is attributed to carrier thermalization by electron—
electron interactions. The slower one is in the range of 0.4–1.7 ps; it is associatedwith
carrier cooling via electron–phonon interactions and its value is inversely propor-
tional to the crystal disorder [45]. In Fig. 7.4a an example of time-resolved spectrum
of multi-layer graphene flakes is presented, fitted with a double exponential decay.
The fast component is sub-resolved due to the limited temporal resolution of the
system. The slow component falls in the range found in the literature. Images of a
graphene flake at different delays are also shown.

In 2010, Huang et al. [60] first obtained pump–probe microscopy imaging of
multi-layer epitaxial graphene grown on a silicon substrate, and showed the linear
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Fig. 7.4 a Time-resolved spectrum of multi-layer graphene flakes obtained recording the
pump–probe signal modulus (R) at different pump–probe delays (Δt). A double exponential fit
is performed on the data and it retrieves a fast sub-resolved time constant and a slow time constant
in the range found in the literature for graphene relaxation dynamics. Images at different time delays
are also shown. b–c Log–log plots of R as a function of the applied pump (b) and probe (c) powers
for multi-layer graphene flakes. Linear fits at low powers are also shown, confirming the linear
behavior of the signal (1.2). Saturation occurs at higher powers. d Large field-of-view pump–probe
image of single-layer graphene (SLG). Scale bar 5 μm

dependence of the pump–probe signal intensity on the pumppower and on the number
of layers, as expected from the theory (see (1.2)). The linearity of the pump–probe
signal with respect to the applied pump and probe powers is presented in Fig. 7.4b,
c for multi-layer graphene flakes. The linear behavior is fulfilled at low powers,
while at higher powers the signal saturates, as predicted by the state-filling effect of
the higher electronic states [63–65]. After that first publication, many other works
reported the use of pump–probe microscopy for rapid and highly sensitive imaging
of multi- and single-layer graphene, achieving the mapping of the local excited state
dynamics, the characterization of nano-defects toward a real-time non-destructive
approach for manufacturing applications, and the real-time quantitative imaging of
graphene oxide in vitro and in circulating blood [51–54, 61, 62]. In Fig. 7.4d, an
example of a large field-of-view pump–probe image of single-layer graphene (SLG)
is shown. SLG covers the majority of the field-of-view, exhibiting a uniform signal.
Brighter multi-layer defects and darker cracks are also present in the structure. Pump
and probe wavelengths were tuned to 800 and 1020 nm, respectively, and their pulses
were kept temporally aligned for maximum signal generation.

Transient absorption microscopy also has started to be used in biological research
for imaging highly absorbing intrinsic chromophores. SE microscopy was employed
to visualize chromoproteins and hemoglobin, to map transdermal drug distribution
[66], and for fluorescence lifetime imaging of selected fluorophore [67, 68], taking
advantage of signal and SNR enhancement [69]. Eumelanin and pheomelanin were
studied and differentiated using their strong nonlinear absorption signals [26], and
this contrast was implemented for skin cancer diagnosis, both ex vivo and in vivo
[70, 71]. Hemoglobin was imaged in microvasculature [13] and in red blood cells
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flow [72, 73], and its excited state lifetime turned out to be a useful indicator of the
oxygenation level [13].

Apart from biological pigments studies, pump–probe microscopy is also used in
identifying historical art pigments and/or pigment mixtures, to study their 3D-layer
structure and their method of application [74, 75].

7.3 Breaking the Diffraction Limit in Pump–Probe
Microscopy

Diffraction is the basis of image formation in an optical microscope, and the cause
of its limited resolving power. The image of a point source through an objective
lens does not look like an infinitely small point in the image plane, but instead, a
constructive and destructive interference produces a characteristic diffraction pattern
which consists of a central bright spot (Airy disk) surrounded by concentric rings
(Airy pattern). The German physicist Abbe defined the fundamental resolution limit
of a microscope as [76]

d = λ

2NA
, (7.5)

where λ is the wavelength of the light and NA is the numerical aperture of the
objective, defined as NA = n sin α, where n is the refractive index of the medium
between lens and sample, and α is half the acceptance angle of the objective lens.
This states that a specific detail in the sample can be resolved when the numerical
aperture of the objective is large enough to capture the zeroth-order diffraction pattern
(central Airy disk) that is produced. This means that, even under optimized imaging
conditions, a resolution better than 200 nm cannot be achieved with conventional
microscopy techniques that exploit visible light. Looking also at the point source
image in the axial direction, the typical elongated intensity distribution called the
point spread function (PSF) exhibits an axial resolution even worse than the lateral
one, given by the formula [77]:

dz = 2λn

NA2
. (7.6)

Innonlinear microscopy, resolution is expected to beworse due to the use of longer
illumination wavelengths in the NIR range, even if this effect is slightly compensated
by a higher background signal suppression and by the spatial confinement of the
multi-photon interaction, leading to slightly better resolution values [6]. The spatial
resolution is proportional to the illumination point spread function (IPSF) elevated
to the number of involved photons, getting a considerably reduced excitation volume
compared with that for one-photon imaging at the same NIR wavelength [3].
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In particular, in pump–probe microscopy the spatial resolution is related to the
product of the IPSFs of the pump and probe beams. With the condition of the pump
and probe processes involving one-photon transition, a resolution improvement of√
2 is expected compared to the resolution achieved by linear optical microscopy at

the same wavelengths [24, 28]. This improvement is comparable to the one obtained
in confocal fluorescence microscopy [78].

The improvement of the spatial resolution of optical microscopes has been a
central challenge in the last few decades, and a lot of effort has been put to circum-
vent this limitation. Exploiting interference by two opposing high aperture lenses
[79–82] or by structured illumination patterns [83], an isotropic two-fold resolution
improvement down to 100 nm was demonstrated in fluorescence microscopy. A step
forward toward the real circumvention of the diffraction barrier was achieved with
the exploitation of nonlinearities in order to prevent the simultaneous signaling of
adjacent identical target molecules.

In fluorescencemicroscopy, two families of super-resolution techniques, based on
the switching betweenON (bright) andOFF (dark)molecular states, were introduced
in the 1990s.

The first family is based on stochastic switching and read-out [84, 85], where
single molecules are stochastically switched on in a sparse ensemble and localized
with a precision given by the inverse of the square root of the number of detected
photons (here the nonlinearity). Techniques like stochastic optical reconstruction
microscopy (STORM) and photo-activatable localization microscopy (PALM) use
the stochastic approach and achieved resolution of <20 nm [86].

The second super-resolution family is based on targeted switching and read-out,
and on the general RESOLFT (reversible saturable optical fluorescence transition)
concept [87]. In this approach, the diffraction-limited excitation volume that actually
fluoresces is engineered by superimposing a second beam, for example, a doughnut-
shaped one that switches off the molecules at the periphery, leaving in the on state
only the ones at the very center. The central region can be made arbitrarily small
by saturating—that is the nonlinearity—the off transition. One of the main realiza-
tions of this technique is stimulated emission depletion (STED) [88–90], which uses
the stimulated emission transition to quench the fluorescent molecules. In cellular
imaging, a resolution down to 20 nm was demonstrated [91].

7.3.1 The Generalized RESOLFT Concept

The RESOLFT concept is very general, and it can be applied to any saturable transi-
tion; that is fluorescence is not mandatory. In fact, the RESOLFT principle consists
of switching the target molecules between an ON state, which gives a detectable
signal, and an OFF state, which is optically dark. In order to prevent the simultane-
ous signaling of adjacent identical target molecules, the volume that actually gives
a detectable signal is manipulated. First, the OFF → ON transition is achieved in a
diffraction-limited focal spot. Second, the ON → OFF transition (called depletion)
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is realized using a beam with a spatially controlled intensity distribution featuring
a “zero” (doughnut shape). In this way, the signal of interest is switched off at the
periphery of the focal spot, and it can be detected only from an arbitrarily small vol-
ume at the very center of the depletion beam by saturating the depletion transition. By
collinearly scanning the beams, super-resolved images can be directly acquired. The
signal suppression due to the depletion beam depends exponentially on the depletion
intensity [92], and this nonlinear behavior is essential for breaking the diffraction
barrier. The obtained resolution d is inversely proportional to the intensity of the
depletion beam and is given by the formula [87, 92, 93]:

d = λ

2NA
√
1 + a Imax

I0

, (7.7)

where λ is the detected wavelength, NA is the objective numerical aperture, a > 0
is a parameter that takes into consideration the shape of the “zero” of the depletion
beam, Imax is the depletion beam intensity at the crest of the doughnut, and I0 is
the saturation intensity, a characteristic parameter of the depletion transition, which
scales inverselywith the lifetime of the two states [94].When the depletion is brought
to saturation (Imax � I0), a narrow spatial confinement is achieved. Moreover, it
can be noticed that, in principle, the resolution can be continuously and infinitely
increased by increasing the saturation level, but the effective resolution enhancement
is limited by the SNR.

As stated before, any saturable optical process between molecular states, not
necessarily involving fluorescent transitions, is a potential candidate for breaking
the diffraction limit in optical microscopy, thus opening the possibility to use these
approaches in label-free microscopy.

The RESOLFT concept was theoretically and experimentally proposed for non-
linear vibrational imaging [95–99] and nonlinear absorption imaging [54, 100–102]
after identifying proper competing transitions to be saturated with an additional
doughnut-shaped beam.

7.3.2 Saturated Pump–Probe Nanoscopy

The exploitation of the generalized RESOLFT concept to achieve sub-diffraction
imaging capabilities in label-free optical microscopy was recently proposed and
demonstrated with the pump–probe microscopy approach.

Silien et al. [101, 102] theoretically proposed a vibrational depletion pump–probe
scheme for IR absorptionmicroscopy, where a resolution improvement down to λ/10
could be achieved by saturating the vibrational mode of interest with a vortex-shaped
beam.

Wang et al. [100] exploited a spatially controlled absorption saturation in order to
achieve sub-diffraction pump–probe imaging of graphene-based samples. A similar
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approach was proposed by Bianchini et al. [54]. This absorption–saturation approach
is based on the collinear superimposition, in a conventional two-beam pump–probe
configuration (presented in Sect. 7.2.1), of a high-intensity non-modulated doughnut-
shaped pump beam, whose purpose is to transiently saturate the absorption at the
periphery of the focal spot. The saturation prevents the absorption of the probe
beam, which will be transmitted without any modulation, while the probe intensity
variation induced by the absorption of the modulated pump will be detected only
from the very center of the focal spot. The interaction of the three pulses and the
detection signal at the center and at the periphery of the focal spot are presented in
Fig. 7.5a. The saturated pump–probe nanoscopy setup is presented in Fig. 7.5b. The
saturation pump beam can be picked before the pump intensity modulator (MOD)
using a beam splitter (BS). The doughnut shape can be generated applying a 0–2π
phasemask (PM) through a vortex phase plate (VPP) [54] or a spatial light modulator
(SLM) [100]. The lateral and axial profiles of a typical doughnut-shaped beam are
shown in Fig. 7.5c. Saturation pulses need to be temporally aligned with the pump
and probe ones using a delay line (DL). Alternatively, as proposed in [100], the
pump beam alignment can be adjusted through a delay line instead of the saturation

Fig. 7.5 a Saturated pump–probe pulse sequence.At the center of the focal spot, the signal detection
is like the one presented in Fig. 7.3a for a GSD process. At the doughnut region, the non-modulated
saturation pump beam saturates the absorption leaving the probe beam unmodified, and no modula-
tion at the reference pump frequency is detected. b The saturated pump–probe nanoscopy setup as
presented in [54]. The saturation pump beam is picked before the modulator (MOD) with a beam
splitter (BS), sent to a delay line (DL) for temporally overlapping the pulses, and then to a phase
mask (PM) to create the doughnut shape. The saturation beam is then collinearly combined with
the other two beams with a polarizing beam splitter (PBS). The polarization of the saturation beam
is controlled by a pair of λ/2 and λ/4 wave plates. c Experimental lateral and axial PSFs of the
doughnut-shaped saturation beam
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one. The SFG technique presented in Sect. 7.2.1 can also be applied to achieve the
temporal overlap of the saturation pump pulses with the probe ones. In order to assure
optimal performances, the circular polarization of the doughnut beam [103] needs
to be maintained at the focal plane using a pair of half- and quarter-wave plates (λ/2
and λ/4, respectively). The saturation beam can be collinearly combined with the
pump beam with a beam combiner before the dichroic mirror of the probe beam (as
proposed in [100]), or it can be combined directly with both beams using a polarizing
beam splitter (PBS, as proposed in [54] and sketched in Fig. 7.5b).

Wang et al. [100] demonstrated this technique to image graphite nanoplatelets,
which are strong absorber and saturable materials. The suppression of the
pump–probe signal results is exponentially dependent on the saturation pump power
(Isat), a behavior that is at the basis for achieving a reduction of the detection volume
below the diffraction limit (see Sect. 7.3.1). By fitting the depletion curve to the
function [100]

ΔT

T
= 1

1 + Isat
I0

(7.8)

values of 0.43 and 0.28MWcm−2 were derived for the characteristic saturation power
I0 for graphite and graphene nanoplatelets, respectively. By setting the saturation
power to 2.0 MW cm−2 and its temporal delay to 0.4 ps, sub-diffraction imaging
of graphite nanoplatelets was achieved and features of 225 nm (∼ λ/3.0NA) were
probed with an 830 nm probe beam. Bianchini et al. [54] reached a resolution of the
order of ∼ λ/10 in transient absorption imaging of SLG using wavelengths longer
than 1000 nm (Fig. 7.6c).

In Fig. 7.6a the experimental depletion curve of multi-layer graphene flakes is
presented. Data is fitted with (1.8) and a saturation intensity of 0.6 MW cm−2 is
obtained. In Fig. 7.6b, c two examples of conventional (PP) and saturated (SPP)
pump–probe images of SLG foldings are shown, where the superimposition of the
doughnut-shaped saturation beam allows for a remarkable increase in spatial res-
olution. The saturation beam was kept at around 20 mW, and no sample damage
was observed during the acquisition. Experiments were performed using the setup
presented in [54].

7.3.3 Other Super-Resolution Approaches in Pump–Probe
Microscopy

Some other approaches have been applied in label-free pump–probe microscopy for
achieving super-resolution imaging capabilities.
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Fig. 7.6 aDepletion curve of graphene flakes fittedwith (1.8). b–cConventional (PP) and saturated
(SPP) pump–probe images of SLG foldings acquiredwith the setup presented in [54] andwith pump
and probe beams tuned to 800 and 1020 nm, respectively. Scale bar 2μm. Line profiles taken across
the arrows are also compared, showing a remarkably improved resolution in the SPP case

Massaro et al. [104] developed a structured pump–probe microscope (SPPM)
based on a spatially modulated pump field and a focused diffraction-limited probe
field, and they used it to characterize the free carrier dynamics of silicon nanowires
with 114 nm sub-diffraction resolution.

Another alternative solution for contrast and resolution enhancement is based
on an image subtraction approach. The method consists of subtracting two images
that are consecutively taken with Gaussian and doughnut-shaped excitation beams
with an appropriate normalizing coefficient. The class of implementation that relies
on this method is known as switching laser mode (SLAM) or fluorescence emis-
sion difference (FED) [105, 106]. Interestingly, one of the main issues with these
methods is over-subtraction, which limits their use for dense molecular structures. A
solution, that is, intensity weighted subtraction (IWS), has recently been proposed by
Korobchevskaya et al. [107]. They calculate the subtraction coefficient pixel-by-pixel
by taking into account the original image intensity distributions. A similar concept
applied to the imaging of CdSe semiconductor nanobelts demonstrates a resolution
of about ~λ/3.0NA [108]. These approaches do not rely on saturation phenomena,
but they lead to a comparably good resolution enhancement, and can be applied to
any absorber not exhibiting saturable transitions.
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7.4 Summary and Future Perspectives

Among nonlinear optical approaches, pump–probe methods allow the resolving and
monitoring of chemical and atomic ultrafast processes, which occur on a picosecond
(or lower) timescale; no other mediators are required, for example, fluorescence.
Such ability is of interest in the microscopy field. The standard optical microscope
often uses fluorescence, and it relies on the photo-physical properties of fluorescent
molecules to obtain the desired contrast and spatial resolution. A label-free approach
is highly desirable since the labeling procedure can be invasive, and fluorescence
can degrade and photo-bleach. The direct imaging of the molecules of interest using
pump–probe methods allows gathering insights about molecular organization and
interaction, while it does not exclude the simultaneous use of the fluorescence. It is
worth noting that when the absorption process is saturable, super-resolution can also
be achieved following the general RESOLFT concept.

Among nanomaterials, recentlygraphene has started to be intensively studied for
the development of novel electronic and optoelectronic devices. Owing to its par-
ticular linear electronic band structure, graphene shows a wavelength-independent,
broadband optical absorption in the NIR, together with a large third-order suscep-
tibility χ(3). This characteristic makes pump–probe spectroscopy and microscopy
ideal techniques to explore carrier dynamics in all its different graphene forms, for
example, few-layer epitaxial graphene, single- and multi-layer exfoliated graphene,
graphene suspensions, and graphene oxide. Interestingly, since its absorption prop-
erty in the NIR is saturable and allows super-resolution imaging, it is opening a
new envisaging way to study it. Nevertheless, since transient saturable absorption
is not a unique property of graphene, many other materials could be studied using
absorption-based super-resolution imaging approaches.
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Chapter 8
Super-Resolution Imaging in Raman
Microscopy

Katsumasa Fujita

Abstract Raman microscopy provides microscopic images of the sample with
chemical information as the contrast. Since Raman microscopy uses light–material
interactions associated with vibrational excitation of molecules, the spatial resolu-
tion of the microscope is limited to the half of the wavelength used to induce the
Raman effect. In this chapter, we introduce various attempts for breaking the limit of
the spatial resolution in Raman microscopy. Many of those techniques take similar
approaches as super-resolution fluorescence microscopy, where the control of exci-
tation and emission of fluorescence is the key to break the limit. Since there are many
different types of Raman microscopy, such as spontaneous Raman scattering, coher-
ent anti-Stokes Raman scattering, stimulated Raman scattering, and so on, various
approaches are proposed for spatio-temporal manipulation of the Raman effect in
micro- and nanometer scale. In this chapter, we categorize the approaches to realize
super-resolution Raman imaging based on their strategies for breaking the limit and
introduce the principles and the theoretical and experimental demonstrations of the
techniques.

8.1 Introduction

Microscopic observation has been one of the key processes in many scientific exper-
iments. Among the different types of technique for observing micro- and nanometer
scale objects, optical microscopy has been utilized as a versatile technique that can
be used to observe many different kinds of samples under various conditions. How-
ever, the spatial resolution of optical microscopy has been limited to about half the
wavelength of light, which is often referred as the diffraction limit. The wave nature
of light prevents itself from being focused onto a size smaller than the half of the
wavelength. This fact has been used to explain the limitation of resolving power in
many different types of optical microscopes.
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Recent developments in optical microscopy have paved various ways toward
breaking the limit of the spatial resolution and visualizing structures or distributions
of materials smaller than the half of the wavelength. The techniques, such as super-
resolution microscopy, use light–material interactions to overcome the diffraction
limit. Since the diffraction limit originated from the property of light propagation in
the optical system, the deviation from the conventional framework of optical imag-
ing can be achieved by taking the light–material interaction into account for image
formation.

In particular, super-resolution microscopy has been developed intensively for
fluorescence imaging [1]. The control of fluorescence emission property allows
several different approaches to break the diffraction barrier. For example, stim-
ulated emission depletion (STED) microscopy uses stimulated emission of fluo-
rescence to reduce the volume of fluorescence emission after excitation, which
obtains super-resolution images by scanning the detection volume over the sam-
ple [2]. Another super-resolution technique, known as single-molecule localization
microscopy, manipulates the fluorescence emission or light absorption property to
avoid simultaneous observation of two or more fluorescent molecules located within
the diffraction limit [3–5]. Other super-resolution imaging techniques also use the
relationship between fluorescence excitation and emission to realize the spatial res-
olution beyond the resolution limit determined by the wavelength [6, 7].

The approaches mentioned above can also be adopted to realize super-resolution
imaging in Ramanmicroscopy. Control of Raman scattering properties of the sample
is not as easy as that with fluorescence molecules. However, understanding of the
optical processes in Raman scattering allows us to manipulate the imaging property
of optical systems. Actually, there are various approaches to induce Raman effect,
such as coherent anti-Stokes Raman scattering, stimulated Raman scattering, and
surface-enhanced Raman scattering, offering different strategies to break the diffrac-
tion limit. It has beenwell known that the use of the enhancement of Raman scattering
at the apex of metallic probe for super-resolution imaging can realize the spatial res-
olution at nanometer scale [8–10]. The technique is known as tip-enhanced Raman
scattering (TERS)microscopy and has found its applications in the material industry.
Although TERS is a powerful technique for super-resolution Raman imaging, this
chapter focuses on the super-resolution technique that detects signal light at far-fields
where the property of imaging optics and the spatial and temporal control of Raman
scattering take important roles in image formation. In this chapter, we categorize
super-resolution techniques based on the strategies for breaking the diffraction limit
and describe the implementation of each technique that achieves super-resolution
imaging in Raman microscopy.

8.2 Point Spread Function (PSF) Engineering

Among the many different types of Raman microscopy, laser scanning is a typical
approach to produce a Raman scattering image of a sample. In laser scanning tech-



8 Super-Resolution Imaging in Raman Microscopy 197

niques, light from a laser source is focused onto a sample by using an objective lens.
The Raman effect induced by the laser light is detected in different ways depending
on the process of signal generation, such as spontaneous Raman scattering, coherent
anti-Stokes Raman scattering (CARS), and stimulated Raman scattering (SRS). The
spatial resolution is theoretically determined by two factors. One of the factors is the
area of Raman effect induced in the sample, and the other is the imaging property of
detection optics. In addition, the imaging property depends on whether the Raman
effect is induced in incoherent or coherent processes and how the Raman effect is
detected. In this section, we mainly discuss the size of the area where the Raman
effect is induced in the sample, since, in the techniques proposed so far, the imaging
property of the detection optical has a smaller contribution in the spatial resolution
than that of the excitation laser spot for Raman excitation.

In the following parts of this section, we describe several techniques that improve
the spatial resolution in Raman microscopy by reducing the area of Raman effect.
The techniques can be further categorized into nonlinear or linear techniques.

8.2.1 Nonlinear Techniques

In CARS and SRS microscopy, the Raman effect is induced by products of laser
intensities of pump and Stokes beams [11–14]. The signal is proportional to IpIpIs
and IpIs for CARS and SRS microscopy, where Ip and Is are the intensities of pump
and Stokes beams, respectively. Owing to the nonlinear relation between the light
intensity and the Raman effect, the Raman effect can be induced in a volume smaller
than the laser focus, as shown in Fig. 8.1. The actual imaging property is rather
complicated since CARS and SRS microscopy detect coherent light of which prop-
agation is significantly affected by the distribution of refractive index in the sample.
As well discussed, CARS signal propagates in the directions that satisfy the phase-
matching condition, which affects the imaging property in practical conditions [15].
SRS microscopy does not have such a requirement; however, the image formation

Fig. 8.1 a Intensity distribution around a laser focus calculated for 800 nm light focused by an
objective lens with an NA of 0.95. The scale bar shows 1 μm. Distribution of signal generated to
b square, c cube, and d fourth power of laser intensity shown in (a). The distribution of (b) and
(c) are equivalent to the distribution of signal generation for SRS and CARS microscopy assuming
that the pump and Stokes beams have the same wavelength for simplicity
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is affected by the refractive index distribution of the sample. Owing to this coherent
imaging property in CARS and SRS microscopy, it is difficult to determine a point
spread function (PSF) that can be convoluted with a sample distribution to calculate
the resultant images, as typically done for the incoherent image formation in fluo-
rescence imaging. However, as an image of a point object, the CARS/SRS excitation
distribution shown in Fig. 8.1 is typically used as the PSF of CARS/SRSmicroscopy.

Although the spatial resolution ofCARS/SRSmicroscopy suppresses the classical
diffraction limit, the practical spatial resolution is still low since these techniques use
near-infrared (NIR) light. The spatial resolution realized by the nonlinear interaction
is equivalent to or even lower than that in conventional microscopy using visible
light.

In laser scanning CARS microscopy, Raghunathan described a method to reduce
the Raman excitation volume by using the multiplicative interaction of phase shaped
pump and Stokes beams [16]. In typical CARS microscopy, both pump and Stokes
beams have a Gaussian profile. In the proposed technique, the profile of Stokes beam
is modified to have a more complicated phase distribution in order to control the
spatial distribution of CARS effect. The technique was demonstrated by Kim et al.
with the observation of polystyrene beads, where a spatial resolution of 130 nm was
confirmed (Fig. 8.2) [17]. In their technique, Toraldo-style pupil filter was introduced
to modulate the intensity distribution of the Stokes laser spot so that the center

Fig. 8.2 CARS images awithout and bwith the multiplicative focus field engineering. The images
were reconstructed by using the Raman signal at 1000 cm−1 of polystyrene beads with a diameter
of 300 nm. 728 nm pump and 1785 nm Stokes beams are used for generation of CARS signal. The
3D-rendered imageswithin the dotted rectangles in (a) and (b) are shown in (c) and (d), respectively.
Reproduced from [17] with permission from The Optical Society
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peak of the laser spot becomes sharper in return for a significant increase of side
lobes. However, in their CARS microscopy, the side lobes are not visible in resultant
CARS images, thanks to the multiplicative interaction of pump and Stokes beams to
generate CARS signal. Although the technique can provide a sharper main peak in
the image of a point object, the bandwidth for transferring spatial frequency is still
the same as CARS microscopy uses the Gaussian beams. The technique enhances
the efficiency of transferring components with relatively high spatial frequencies and
does not provide the expansion of the theoretical bandwidth. However, the technique
is effective since laser scanning microscopy using a Gaussian spot typically has
the low-pass characteristic, where the practical resolution is strongly affected by
the noise in the detected signal. The enhancement of the transfer efficiency of high
spatial frequency components effectively brings up the fine sample structures above
the noise level and makes them visible in the resultant image.

In order to achieve the resolving power beyond the bandwidth that is determined
by theRaman excitation volume, the strategies used for super-resolution fluorescence
microscopy are also available. In laser scanning fluorescence microscopy, the area of
fluorescence detection in a sample is reduced by using a highly nonlinear interaction
between laser intensity and fluorescence emission.

Introducing saturation in optical effect is one of the ways to introduce high-order
nonlinear relations between light intensity and theRaman effect.As shown inFig. 8.1,
higher-order nonlinear responses can be localized within a volume smaller than that
of a laser spot and improve the spatial resolution in laser scanning microscopy. This
approach is originally demonstrated for fluorescence imaging [18, 19] and also for
plasmonic scattering [20]. Since coherent Raman effects can also be saturated due
to the saturation of the population at vibrational excitation, the use of optical effect
can also be utilized to improve the spatial resolution of CARS microscopy further.
Yonemaru et al. used the harmonic demodulation technique to extract the higher-
order nonlinearCARSsignal (Fig. 8.3) and demonstrated super-resolution imaging of
diamondnanoparticles [21]. This technique improves the spectral resolution inCARS
spectroscopy. This is because the saturation is seen prominently when the difference
between the frequencies of pump and Stokes beams matches with the vibrational
frequency of molecules to be excited. For the same reason, it is also possible to
reduce the effect of non-resonant background that gives image contrasts unrelated to
vibrational excitation in CARS imaging. This technique was also demonstrated for
improving the spatial resolution in SRS microscopy [22].

Another strategy is to use a laser beam for controlling the Raman effect, which
is similar to the technique used in STED microscopy [2]. In STED microscopy
for fluorescence imaging, a fluorescent sample is excited by a Gaussian laser spot.
In addition, in order to reduce the detection volume, another laser beam, called
a STED beam, is irradiated to the sample collinearly to the excitation beam. The
STED beam is in the shape of a donut and induces stimulated emission from the
sample, which depletes the fluorescence signal by spontaneous emission. Since the
efficiency of stimulated emission is saturated with a strong STED beam, the area
of stimulated emission becomes larger, while the spontaneous emission remains at
the center of excitation spot due to zero intensity of the STED beam. Therefore, the
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Fig. 8.3 CARS images of diamond particles observed by using a non-saturated and b saturated
CARS signals. The images were reconstructed by using 1333 cm−1 peak of a diamond crystal. The
intensity profiles between the two arrowheads are shown in (c). The CARS spectra of a diamond
nanoparticle produced by (red) non-saturated CARS, saturated CARS (blue) with and (green) with-
out extracting nonlinear components are shown in (d). Reprinted with permission from Yonemaru
et al., Phys. Rev. Applied 4(1), 014010 (2015). Copyright 2015 by the American Physical Society

signal detection volume becomes significantly smaller than that of the excitation to
improve the spatial resolution beyond the diffraction limit (Fig. 8.4).

In order to realize the strategy used in STED microscopy into CARS imaging,
Beeker et al. proposed the use of mid-infrared light as the suppression beam, which
depletes CARS signal through pre-population at the vibrational state of interest, and
theoretically demonstrated the resolution improvement in CARS microscopy [23].
As another approach for STED-like CARS microscopy, Choi et al. demonstrated the
introduction of another Stokes beam with a shape of a donut [24]. The highly intense
donut-shaped Stokes beam depletes pump photon to be used for CARS with the
Gaussian shape Stokes beam, resulting in the resection of the effective CARS volume
at the center of the laser spot. In addition to theoretical prediction, the experimental
demonstration of suppressing CARS signal by using the second Stokes beam have
been reported by using benzene as a sample.
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Fig. 8.4 a Reduction of the detection area in STED microscopy. b Resolution improvement by
saturation of depletion efficiency

The strategy of STEDmicroscopy has also been applied to SRSmicroscopy. Gong
et al. report a theoretical study of using saturation in stimulated Raman scattering for
breaking the diffraction limit in SRSmicroscopy [25]. In addition to pump and Stokes
beams with Gaussian shape, another Stokes beam with a donut shape is irradiated
onto a sample in order to saturate the SRS process. The donut-shaped Stokes beam
takes a role of STED beam, and the signal generated by theGaussian beams is limited
in a volume smaller than the diffraction limit. Another proposal for super-resolution
SRS microscopy is using a decoherence beam [26]. Additional irradiation of intense
laser beam can destroy vibrational coherence induced by pump and Stokes beams
for SRS. This can be used to deplete SRS signal for super-resolution imaging with a
similar mechanism as STED microscopy. Silva proposed the use of the decoherence
beam in femtosecond SRSmicroscopy and demonstrated the resolution improvement
by one-dimensional (1D) SRS imaging of an edge of a diamond plate [27]. With the
decoherence laser, the edge of the diamond place is sharply imaged (Fig. 8.5).

Suppression of spontaneous resonant Raman scattering is also possible by laser
irradiation. Rieger et al. proposed the use of UV light to electrically excite a sample
before inducing Raman scattering [27]. Since the irradiation of UV light excita-
tion can reduce the population of molecules at the ground state, resonant Raman
scattering from the ground state can be suppressed. Therefore, using a donut-
shaped UV spot irradiated around the laser focus for Raman excitation can improve
the spatial resolution in confocal imaging by using resonant Raman scattering.
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Fig. 8.5 aSRS signal distribution across an edge of the diamondplatewith andwithout decoherence
beam. b Bright field image of the diamond plate. c Variation in the spatial resolution with different
decoherence powers. d Line images of the diamond edge with and without decoherence beam. 800
nm pulsed laser light was used for pump and decoherence beams and focused by an objective lens
with an NA of 0.4. Reprinted with permission from ACS Photonics 3(1), 79–86 (2016). Copyright
2016 American Chemical Society
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Rieger et al. experimentally demonstrated the signal depletion by UV irradiation
at tris(bipyridine)ruthenium(ii). They also theoretically explained the Raman sup-
pression effect by using rate equations and density matrix calculations [27, 28].

As introduced above, using the STED technique and higher-order nonlinearities
inmaterial–light interaction can improve the spatial resolution beyond the diffraction
limit. However, these techniques often require a high intensity of laser light in order
to induce the higher-order nonlinearity and deleting Raman signal. In practice, this
is a significant limitation of the technique for being applied to organic and biological
samples. However, the techniques can be useful for imaging sample with a rela-
tively higher damaging threshold such as inorganic materials, which still can claim
a benefit of super-resolution imaging since Raman microscopy can provide material
information and analysis in addition to their spatial resolutions without labeling.

8.2.2 Linear Techniques

There are also a few demonstrations for improvement of the spatial resolution of
Raman microscopy without inducing nonlinear effects in Raman scattering. One
simple approach is using a solid immersion lens in order to increase the numerical
aperture for sample illumination and signal detection [29]. It is also possible to use
the 4pi configuration to increase the axial resolution, which has also been developed
for fluorescence microscopy [30]. Tormo et al. demonstrated the use of two objective
lenses to irradiate a sample by two coherent laser spots. The interference fringe along
the optical axis gives narrower excitation PSF in the axial direction. Separation of
thin layers of PMMA, TiO2, and ARP of thicknesses 43, 23, and 65 nm, respectively,
has been demonstrated [31].

Image scanning microscopy (ISM) is also a technique to improve the spatial
resolution in linear imaging. The techniquewasfirst described bySheppard in 1988 as
super-resolution technique for confocalmicroscopy using a pinhole placed at off-axis
positions [32]. Later, Müller et al. introduced this technique as ISM in laser scanning
fluorescence microscopy by using a 2D detector [33]. This approach can be used
for spontaneous Raman microscopy since it shares the same imaging property with
fluorescence microscopy. Roider et al. successfully implemented the ISM approach
using a fiber bundle as a 2D detector coupled with a spectrometer [34]. The spatially
segmented detection of Raman spectra improves the spatial resolution in confocal
Raman imaging without sacrificing the signal amount as shown in Fig. 8.6. ISM
has different implementations, such as pixel reassignment [35], instant SIM [36],
and rescan [37, 38], which can also be combined with different types of Raman
microscopy.
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Fig. 8.6 a Optical system of a confocal Raman microscope using fiber coupling to deliver Raman
signal to a spectrophotometer. b Implementation of ISM in a fiber-coupled confocal Raman micro-
scope by using a bundled fiber. cRaman images of polystyrene beads reconstructed byRaman signal
at 3045–3011 cm−1 with and without pixel reassignment. Reproduced from [34] with permission
from The Optical Society
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8.3 Structure Illumination Microscopy

Structure illumination microscopy (SIM) uses patterned illumination in order to shift
the spatial frequency of the sample structure to lower frequency [7]. As a result, the
information of structures with sub-diffraction-limited size can be transferred to the
imaging optics, and post-processing of the obtained images provides images with a
spatial resolution twice higher than that of conventional wide-field microscopy. For
fluorescence microscopy, SIM can be realized by modifying the illumination optics
using a conventional wide-field microscopy. Therefore, similar strategies have been
proposed for improving the spatial resolution in various types of Raman microscopy.

Typical SIM requires the use of a 2D detector to record images under structured
illumination. Therefore, optical imaging systems that imagemonochrome signal light
can be easily combined with SIM. Since in typical CARS microscopy, the signal is
given with a wavelength determined by the wavelengths of pump and Stokes beams,
the structured illumination technique can be implemented in a wide-field CARS
microscopy [39].Hajek et al. proposed the introductionof structured illumination into
a wide-field CARS microscope [40] and theoretically described that the structured
illumination can improve the spatial resolution about three times compared to that
with wide-field CARS microscopy using uniform illumination. CARS-SIM using
2D has also been proposed [41]. Although CARS microscopy is a coherent imaging
technique, the signal is given as a product of pump and Stokes beams. This nonlinear
process in signal generation can shift the spatial frequency of sample structured to
lower frequency, allowing thewide-field imaging optics to resolve the sub-diffraction
limit structures, which is different from SIM using linear coherent signals [42]. The
cut-off frequency of CARS-SIM can be equivalent to a typical spot-scanning CARS
microscopy. The wide-field configuration can have a higher contrast in imaging
fine structures due to the illumination pattern that only contains the high spatial
frequency. However, the wide-field CARS configuration requires high intensity to
produce CARS process in the entire region of view area, and therefore the practical
implementation of CARS-SIM is limited by available laser sources.

SIM can be combined easily with wide-field Raman microscopy using a narrow-
band filter for spectral separation. The structured illumination is produced by an
interference of two parallel beams similar to typical fluorescence SIM. The narrow-
band filter transmits Raman scattering light of interest to produce aRaman image on a
2D detector. Chen et al. demonstrated the resolution improvement by using surface-
enhanced Raman scattering to observe the distribution of SERS nanoparticles on
glass substrate and in a living cell with a lateral resolution of 109 nm.

The structured illumination technique can be combined with line illumination
Raman microscopy to obtain the benefits of both high spatial resolution and analyt-
ical capability [43]. In line illumination Raman microscopy, a sample is irradiated
by a lined-shaped focus with which Raman scattering under the illumination line is
detected simultaneously by using a 2D sensor [44, 45]. The scanning of line illumi-
nated in the perpendicular direction produces hyper spectral Raman images of the
sample. The line illumination microscope has the same imaging property as wide-
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field imaging along the direction parallel to the illumination line. The SIM strategy
can be applied to improve the resolution along the illumination line. The interfer-
ence of two line-shaped foci produces structured line illumination for the resolution
improvement.Watanabe et al. demonstrated the improvement in the spatial resolution
observed in polymer, carbon, and biological samples (Fig. 8.7). The structured line
illumination technique is beneficial in both spatial resolution improvement and spec-
tral detection. However, the spatial frequency of the structured illumination cannot
be as high as wide-field SIM due to the trade-off between the width of illumination
line and the period of the structure.

Fig. 8.7 a Optical system of structured line illumination Raman microscopy. Raman images of a
CVD graphene sheet observed by b line- and c structured-line illumination. The inset images are
enlarged views of the dotted rectangles. d Spatial separation of Raman spectra showing different
carbon compositions. e Intensity profiles of D band between the arrowheads shown in (b) and (c).
Reprinted from [43] (Licensed under CC BY 4.0)



8 Super-Resolution Imaging in Raman Microscopy 207

8.4 Localization Microscopy

In conventional wide-field fluorescence microscopy, fluorescence molecules or
probes in a sample are irradiated simultaneously and imaged through an objective
lens onto a 2D detector, such as a CCD camera. In such conditions, the images of
each molecule are blurred due to the wave nature of light and the images of adjacent
molecules are overlapped and cannot be separated in the resultant fluorescence image
of the sample, as shown in Fig. 8.8a.

On the other hand, localization microscopy observes single fluorescent molecules
separately, and accurately determines the position of the molecules individually
[3–5]. As a result, the distribution of fluorescent molecules is obtained with a high-
precision accuracy, which is beyond the resolution limit of the imaging system. As
shown in Fig. 8.8b, if it can be assumed that a single molecule is imaged in isolation
from others, the position of themolecule can be determined as the center of the image
and the accuracy of the localization is given by σ/

√
N, where σ is a standard deviation

of position detection, which is equivalent to the size of the PSF, and N is the number
of detected fluorescence photons. In order to realize this image formation, the fluo-
rescence emission from each molecule needs to be temporally separated, which can
be done by using photoswitchable or spontaneously blinking fluorescent molecules.

Since the temporal separation of individual signal source is key to realize super-
resolution imaging in localization microscopy, introducing the switching or tem-
poral blinking capability in Raman signal allows us to apply the same strategy for
super-resolution Raman imaging. In SERS spectroscopy, it is well known that the
enhancement factor is very sensitive to the chemical or physical conditions around
the sample, which brings large fluctuations or blinking in SERS signal. This fluctua-
tions/blinking of SERS signal can be used to localize the position of hot spot with the

Fig. 8.8 Image formation in a conventional wide-field and b localization microscopy
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Fig. 8.9 a SEM image of a part of a cardiomyocyte with evaporation of silver of thickness 3 nm. b
Image reconstructed by stochastic emission of SERS from the hot spots produced by the evaporated
silver. c Enlarged view of the fibrillar structure indicated by an arrow in (b). Reprinted from [46]
(Licensed under CC BY-NC-ND 3.0)

accuracy beyond the diffraction limit and provide us super-resolution images using
Raman scattering as image contrast.

Ayas et al. placed a sample on SERS substrate that provides uniform distribution
of hot spot by Ag nanoislands with a high density and obtained a series of image with
fluctuating SERS signals [46]. The stochastic reconstruction of the images provided
the SERS images of self-assembled peptide network. They also demonstrated that
the evaporation of silver onto cardiomyocytes allows super resolution imaging of
fibrillated lamellipodia with a spatial resolution of 20 nm (Fig. 8.9). However, there
is a significant issue in SERS localization microscopy; molecules located at the hot
spots can be imaged, and the resultant image does not provide the actual distribution
of the molecules. To tackle this issue, the use of a spatial light modulator or an optical
diffuser are proposed to manipulate the position of hot spots on a nanohole array by
changing the phase of incident light [47, 48]. By using the localization image with
different excitation phases, they successfully obtained the super resolution SERS
images without the gaps given by non-continuous hot spots. Although the techniques
are limited for observation of surface of a sample, it would be useful to applications
that require label-free and analytical imaging of sample materials.

In the above implementation of localization microscopy into SERS imaging,
SERS signal was separated by an optical filter. Since the SERS images were formed
by the wide-field imaging, no spectral information was provided. However, com-
pared to a typical wide-field Raman imaging mentioned earlier, it is easier to realize
spectral detection in localization microscopy using SERS. Since SERS images from
individual hot spots are spatially separated, it is possible to have a space on a 2D
detector for spectral detection. Olson et al. inserted a transmission grating in the
imaging system and obtained super-resolution images of bacteria with spectra in the
fingerprint region (Fig. 8.10) [49]. By using the obtained SERS spectra, they have
successfully classified different bacteria in the sample.
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Fig. 8.10 a An image frame recorded by a 2D detector showing the diffracted and non-diffracted
SERS signal used for super resolution imaging and spectrum detection, respectively. b Super resolu-
tion SERS image reconstructed by localization of SERS spots obtained fromM. Luteus. c Enlarged
view of the part indicated by the dotted lines in (b). d SERS spectrum simultaneously recorded with
SERS images for super-resolution imaging. Reprinted from [49] (Licensed under CC BY 4.0)

The fluctuation and blinking effects are also useful in imaging a distribution of
SERS hot spots [50]. Weber and Willets observed the SERS blinking of Rhodamine
6G adsorbed on aggregates of silver colloid located at the position of the hot spot by
the localization technique [51].

8.5 Conclusions

In this chapter,we introduced the strategies for breaking the diffraction limit inRaman
imaging. As described earlier, the strategies for super-resolution fluorescence imag-
ing, which control the emission capability of fluorescence probes, are also applicable
to Raman imaging. However, the spatial and temporal control of Raman scattering
efficiency is more difficult compared to fluorescence probes.Many of the above tech-
niques have not been examined in practical applications. The small cross-section of
Raman scattering also makes it difficult to realize super-resolution Raman imag-
ing under practical conditions since, as also seen in super resolution fluorescence
imaging, the information on finer structures is usually carried by weak signals that
have to be extracted from large background signals. Therefore, the shot noise in the
Raman scattering signal fundamentally limits the spatial resolution of the practical
conditions, and we need a breakthrough in the improvement of Raman scattering
or detection efficiencies in order to bring the super-resolution Raman imaging into
practical applications.
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Chapter 9
Usage of Silicon for Label-Free
Super-Resolved Imaging
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Abstract In this chapter, we present a summary of research that uses silicon to
enhance the imaging resolution and to push it toward the region of nanoscopy. The
silicon has a nonlinear effect called the plasma dispersion effect (PDE), which can be
used instead of the fluorescent dye in order to realize a stimulated emission depletion
(STED) likemicroscopic imaging configuration. The silicon can be encapsulated into
nanoparticles while the encapsulation may be biocompatible and yield the first step
toward label-free bioimaging. The encapsulation may even be metallic to enhance
the obtainable effect and to yield resolution enhancement at lower requirements from
the pump beam. The silicon can even be used directly as a wafer but then the super-
resolving imaging is mainly aimed at failure analysis of micro-electronic circuitry.
When the silicon is encapsulated with metallic layer or when it is in the form of
a wafer, while being illuminated with a pump beam (in visible wavelength being
absorbed by the silicon) it modifies the imaging point spread function (PSF) of the
probe beam (a near infra-red wavelength) into a doughnut-like shape, through the
utilization of the PDE. This modified PSF has spatial components smaller than the
diffraction limit, and by scanning the samplewith it, super resolution can be achieved.
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9.1 Introduction

Imaging with optics, and specifically optical microscopy, has many advantages since
it allows to perform non-distractive imaging of samples via low cost and portable
means being much simpler than scanning electron microscopes (SEM), focused ion
beammicroscopes and so on. However, the use of optical means also has limitations.
Mainly, the law of diffraction limits the imaging resolution to be half the optical
wavelength, which for visible light is about 250 nm. Since the size of a typical bio-
logical cell is about 10μm, this resolution is not sufficient to allow observing internal
cellular structures or understanding key biological processes and procedures. In the
last two decades, various approaches have been used to break the law of diffraction
and allow optically perform imaging with much better resolution. Those approaches
include: confocal microscopy [1], multi-photon microscopy [2], structured illumina-
tion microscopy [3] and total internal reflection fluorescence microscopy [4]. These
methods provide lateral resolutions in the 100 nm scale.

Another category includes methods that are based on labeling the sample with
specific fluorophores. Sub-wavelength information can be obtained using a priori
knowledge of the imaging parameters and the excitation pattern. Such techniques
include near-field scanning optical microscopy [5], which uses an ultra-sharp tip
that scans the inspected sample and collects sub-wavelength data point-by-point [6].
Instead of a physical tip, other approaches as stimulated emission depletion (STED)
microscopy [7] and nonlinear (saturated) structured illuminationmicroscopy (SSIM)
[8], use excitation pattern to realize scanning sub-wavelength light structure. The
super-resolution image is obtained because the scan is performed by PSFwith higher
spatial frequencies instead of ordinary Gaussian PSF, and also due to the nonlinear
response of the fluorophore. The above-mentioned approaches indeed improve the
resolution to be much below the optical wavelength and help to reach lateral reso-
lution of 20–50 nm, but it also depends on the physical/chemical properties of the
fluorophore which has the disadvantages such as autofluorescence of live cells, the
phototoxicity against living organisms and photobleaching [9–13]. Another research
direction includes use of gold nanoparticles (GNPs) as biomarkers in a variety of
applications such as medical diagnostic [14], drug delivery [15], therapeutic [16, 17]
and cellular imaging [18]. The main interest in these nanoparticles is because of the
localized surface plasmonic resonance (LSPR), which results in high optical cross-
sections at the plasmonic resonance wavelength. The resonance wavelength depends
on the properties of the nanoparticles, such as its shape and refractive index, as well
as the characteristics of its environment. The commonly used GNPs include spheres
and rods. The spheres have one LSPR peak, while the gold nanorods (GNRs) have
two peaks because of LSPR in its transverse and longitudinal dimensions. The LSPR
wavelength will become longer at larger aspect ratio [19, 20].

In this chapter, we discuss the research we have performed in the field of optical
super-resolution method based on the PDE of silicon that is either coated with gold
and encapsulated into nanoparticles or used as a silicon wafer as part of the micro-
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electronics industry. Note that the silicon nanostructures have a growing interest
[21–23] and are fabrication-feasible.

Our final aim is to create a non-fluorescent label-free nanoscope that will be
extremely applicable to the field of imaging, either biomedical or in failure analysis.
In the case of biomedical imaging, the concept involves the illumination of objects
tagged with high concentrated silicon-coated GNRs. The method uses two lasers for
illumination; a high-intensity pump beam and a probe beam that is spatially aligned
with the pump beam. The high-intensity pump beam generates electrons and holes
pairs in the silicon shell and thus yields a change in the refractive index of the silicon
shell, via the PDE. Owing to the PDE, the real part of the refractive index reduces,
while the imaginary part grows. As a result, the silicon shell becomes more metallic.
Since the laser illumination profile has a Gaussian shape, the refractive index change
will be more dominant near the Gaussian peak. As a result, the LSPR of the coated
GNRs will shift due to modification of the effective radius and aspect ratio of the
structure. The probe beam (which is in the near infra-red wavelength) is fixed to the
plasmonic resonance of this nanostructure without applying the pump illumination.
The pump beam shifts the LSPR in accordance to the spatial location inside the
Gaussian beam. The refractive index change caused by the pump is transformed
into a change in the profile of the PSF and this modified PSF has a doughnut-like
shape that contains higher spatial frequencies (i.e. sub-wavelength spatial features)
compared to a regular Gaussian PSF. Scanning a sample with this elaborated PSF
can reconstruct higher spatial frequencies within the inspected sample and obtain a
sub-wavelength super-resolution image.

In the case of silicon wafers for failure analysis application, the optical configu-
ration is the same but no metallic coating is used. In the case of wafers, one of the
main advantages is the capability to perform a super-resolved imaging deep into the
wafer and not only on its surface by using temporally pulsed pump illumination.

9.2 Theoretical Background

ThePDE is a nonlinear effect yieldingmodification in the refractive index of nanopar-
ticle made of silicon as a result of the change in the free carrier concentration. This
alteration in the real part of the refractive index �n and the absorption coefficient
�α is given by [24]:

�n = −e2λ2
0

8π2c2ε0n

(
�Ne

m∗
e
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h
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(9.1)
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where e is the charge of an electron, λ0 is the free space wavelength of the probe
beam, c is the speed of light, ε0 is the vacuum permittivity and n is the refractive
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index. We denote the modifications of the electrons and holes carrier concentration
generated due to the pump illumination by �Ne and �Nh, respectively. μe and μh

are the mobility of the electrons and holes, respectively. m∗
e and m

∗
h are the effective

electron and hole masses, respectively. The change in the free carrier concentration
is equal to:

�Ne = �Nh = η · P
h · υ

(9.3)

where η is the quantum efficiency, P is the intensity of the illuminating pump beam
and hυ is the energy of each photon (h is the Planck’s constant and υ is its optical
frequency).

Discrete dipole approximation (DDA) is a method to calculate the optical coeffi-
cients of the coated GNP. In this approach the nanoobject is divided into an array of
N dipoles (j = 1… N), and the Maxwell’s equations are solved by finding the dipole
moment [25]. DDSCAT 7.3 [26] is the version of the software that we used in our
calculations.

We express the electric field at each dipole as a sum of the incident field and the
fields radiated by the other dipoles:

E j = Einc, j −
∑
k �= j

A jk · Pk (9.4)

where Einc, j is the incident field, A jk is an interaction matrix between the j and k
dipoles and Pk is the k dipole moment. Each interaction matrix A jk is a 3× 3 tensor:
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where r jk is the distance between the dipoles j and k, k = ω
c is the wave vector, r

∧

jk

is a vector with unit length in the direction of the vector rj − rk and 13 is the identity
matrix [25]. The matrix equation is solved in order to find the dipole moment:

A · P = Einc, j (9.6)

After calculating the dipole moment, we can estimate the absorption and the scatter-
ing cross-section according to:

Qext = 4πk
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)
(9.7)
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The scattering cross-section is equal to: Qsca = Qext − Qabs with Im being the
imaginary part taking operation.

Toproperly run the software, the size of the object is characterized by the “effective
radius” Reff, being defined as:

Reff ≡
(
3V

4π

) 1
3

(9.9)

where V is the actual volume of the nanoparticle. In our simulations, in order to
achieve accurate solution, we chose the inter dipole separation to be around 1 nm.

In our investigation, we used nanoparticles involving both semi-conducting part
(silicon) as well as gold core. The change in the refractive index, as explained in the
PDE, was observed only in the semi-conducting part of the nanostructure, while the
reference and the pump beams did not cause any change in the refractive index of the
gold core. The pump beam illumination occurs at awavelength that is not in the LSPR
wavelength, and thus despite its high intensity it hardly affects the refractive index
of the gold core due to nonlinear effects (such as two-photon absorption [27]). The
reference beam occurs in the LSPR frequency but it has low intensity and therefore
it causes nonlinear effects.

9.3 Usage of Silicon-Coated Nanostructures

The nanostructure used in the proposed method, including gold nanocores coated
with silicon, is illustrated in Fig. 9.1 [28]. Two diffraction-limited focused laser
beams are used: pump beam at 532 nm wavelength and probe beam at 750 nm.
Figure 9.2 illustrates a single nanostructure that we investigate in this section. The
nanostructure core consists of GNR with semi-major axis of 43–53 nm, semi-minor
axis of 18–26 nm and silicon coating of 5–8 nm.

Owing to the PDE, the silicon coating changes its refractive index. Since the
change is in accordance with the spatial profile of the focused laser pump beam,
we obtain the strongest change in the spatial position of the Gaussian peak. This
change in the refractive index causes shift of the LSPR of the nanostructure. Since
the wavelength of the probe is calibrated to the LSPRwithout the pump, the reflected
probe light from the specimen will be attenuated mostly in the Gaussian tip having a
Gaussian distribution that has a doughnut shape, that is, a dip in the middle. Thus, the
generated doughnut shape probe beam, which now scans the specimen, has spatial
components smaller than the diffraction limit due to the dip, and thus super-resolved
sensing of the sample can be obtained.
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Fig. 9.1 Schematic illustrationof the systemusing silicon-coatednanostructures.Thenanostructure
is illuminated with two laser beams: 532 nm pump beam and a 750 nm probe beam

Fig. 9.2 Illustration of the gold core silicon shell of a single nanostructure. The core consists of
GNR with semi-major axis of 43–53 nm, semi-minor axis of 18–26 nm and silicon coating of
5–8 nm. Reproduced from [28]

Earlier literature reports demonstrate an approach to achieve optical control of
the LSPR spectral location, including showing of LSPR blue shift up to 170 nm for
a rectangular dimer antenna embedded in ITO [29], generation of linear antennas at
THz frequencies [30] via photogeneration done by illuminating a thin GaAs layer
and so on. All those approaches have investigated much bigger nanostructures that
can be used in the proposed method.

Note that the recombination of the electrons and holes starts after tens of nanosec-
onds and causes a heating to thenanostructure.This heating candamage thebiological
sample, so a nanosecond pulsed laser should be used. The pump beam should also
be at a suitable wavelength in the absorbance region of silicon (we used 532 nm in
our simulations).

Our simulations used 10 ns pulsed Gaussian pump beamwith varied peak intensi-
ties. As explained earlier, the resulting scattering coefficients change due to the pump
beam was determined using DDSCAT 7.3 [26] software and the DDA approach was
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used to calculate the change in the refractive index at each local point, in the nanos-
tructure mesh, caused due to the PDE in the silicon coating.

In our simulations, we performed the testing at different intensities of the pump
to examine how different spatial locations along the Gaussian pump beam affect
the optical coefficients and thereafter the illumination PSF. All the simulations were
performed for various aspect ratios (A.R) and effective radii (Reff) of the nanoparticle.

Some of the simulations are presented in Fig. 9.3, where we can see the spectra
of GNRs coated with 5–8 nm silicon with overall effective radii (Reff) of 30 and
40 nm, and aspect ratio (A.R) of 1.62, 1.87 and 2, while the computations were
performed at three different illumination pump intensities of: 0W/cm2, 0.5MW/cm2

and 1 MW/cm2 at temporal pulsed duration of 10 ns.
Following the PDE, an increase of the pump intensitymakes the silicon shell more

metallic; as a result, the overall effective radius of the nanoparticle increases and the
aspect ratio decreases. This results in a blue shift of up to 120 nm to the LSPR. We
can observe in Fig. 9.3a–c the increasing aspect ratio resulting in a red shift, with an
increase in the absorption cross-section accompanied by a decrease in the scattering

Fig. 9.3 Calculated spectra ofQsca (dashed line),Qabs (line) for silicon-coated GNPswith different
aspect ratio and effective radius at three pump intensities: 0 W/cm2, 0.5 MW/cm2 and 1 MW/cm2

at 10 ns of temporal duration; In a–c an effective radius of 40 nm and aspect ratio of 1.62, 1.87
and 2, respectively are used and in d an effective radius of 30 nm and aspect ratio of 2 are used.
Reproduced from [28]
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cross-section. Figure 9.3c–d shows the increase in the scattering cross-section, and
the decrease in the absorption cross-section when the volume of the nanoparticle
increases.

In the simulations that we show in this section, the probe wavelength of 750 nm at
the peak of the pump illumination was chosen because of the nanoparticle maximal
shift of the LSPR. This shift is relative to the marginal nanoparticles located at the
intensity of the tails of the illuminating Gaussian beam.

In order to demonstrate the feasibility of the proposed nanostructure to super-
resolution, additional simulations were performed using DDSCAT, at 10 ns tem-
poral pulsed pump duration and peak intensity of 1 MW/cm2. This pump illumi-
nates an array of nanostructures. Figure 9.4a presents the three-dimensional pro-
file of the pump beam and in Fig. 9.4b we can see the cross-section obtained at
the center of the pump beam. The calculated scattering coefficients were multi-
plied with the probe Gaussian illumination beam at each of its spatial locations on
the mesh of the inspected nanostructures. The result includes beam profile which
has a central dip being generated due to the pump beam, while the dip is a reduc-
tion of about 50% in comparison to the maximal intensity of the reflected light
(as can be seen in Fig. 9.4c, d).

Fig. 9.4 Normalized intensity of the pump and reflected light of GNR array with dimensions 70 ×
30 × 30 nm and silicon shell of 8 at 750 nm wavelength of the probe light and 532 nm pump
wavelength: a three-dimensional profile and b cross-section at the beam center of the pump light.
cThree-dimensional profile and d cross-section at the beam center of the reflected light. Reproduced
from [28]
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In order to test the super-resolving capabilities of the proposed method, a reso-
lution target containing three bars, as illustrated in Fig. 9.5a, was used. The size of
the each bar was set to match the dimensions of the modified PSF. As mentioned
earlier, the inspected sample was illuminated with a pump beam at wavelength of
λ = 750 nm and, as a result, the shape of the PSF was modified. This is presented
in Fig. 9.5b. The sample was convolved with this PSF. The resulting low-resolution
image, in which the three resolution bars are not seen, is presented in Fig. 9.5c.

The reconstruction of the super-resolved image is done by deconvolution of the
captured image with the known shape of the PSF of the imaging system using
the Richardson-Lucy algorithm. The obtained outcome is then followed by another
deconvolution with the known shape of the coated GNRs PSF. This yields the super-
resolved image, as presented in Fig. 9.5d. In this image, the three bars are clearly
visible. For comparison purposes, the same reconstruction approach was applied
with a Gaussian PSF shape with dimensions that are similar to that of the coated
GNRs PSF, as presented in Fig. 9.5e. Now, the three bars are not visible.

Fig. 9.5 Simulation images of the a resolution target, b the modified shape of the PSF, c low-
resolution image and d the deconvolved image. e The sample analysis carried out with a Gaussian
PSF shape. Reproduced from [28]
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9.4 Enhancement of the Effect

In this section we show how the effect described in the previous section can be
enhanced by properly designing the shape of the silicon-based nanostructures [31].
The idea is to use metallic structures that are encapsulating the silicon, having edges
that can enhance the electrical field density.

a. Method

We performed our simulations on two basic configurations: a block configuration
and a dimer configuration, as presented in Fig. 9.6.

The tested resonance excitation wavelength was within the range of 300–800 nm
with steps of 2 nm at the critical area around the peak region and 10 nm outside this
region. The dipoles were positioned at a distance of 1 nm apart in order to obtain
accurate results with reasonable computational complexity. The polarization state of
the incident beam coincided with the long axis of the nanoparticle while the beam
arrived from an axial direction being perpendicular to this axis. The light source is
located closer to the silver nanoparticle. The nanorod dimensions were 30 nm ×
10 nm × 10 nm.

In addition to the extinction cross-section spectra, we have also calculated the
enhancement of the electric field for the peak wavelength at two different locations
(see Fig. 9.6). For a two-block structure the first point1 is in themiddle of the structure
and the second2 is H/2 above the first, with H being the thickness of the block.

Fig. 9.6 Simulated configurations. a A single block. b Dimer configuration. Each block consists
of either a single nanoparticle or two attached nanoparticles with shape of a nanorod or a prism.
The two measurement points for the electric field enhancement are also indicated. The distancesW,
H, d are the width of the nanorod or base of the prism, thickness of the block and distance between
nanorods, respectively. The distance between nanorods in the case of nanorods was chosen as 4 nm
and for prisms as 10 nm. Reproduced from [31]

1This point is referenced as the middle point in the rest of the text. The plain that crosses that point
and is perpendicular to the light propagation direction is referred to as the middle plain.
2Denoted edge point.
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An average of the electrical field was computed within a square with 1 nm vertex
centered at the indicated locations in order to perform the calculations of the field’s
enhancement factor (the intensity enhancement is the fourth power of the electric
field norm enhancement). The results were obtained for four pump intensities of:
6.2 × 10−3

[
mW/μm2

]
, 0.62

[
mW/μm2

]
, 6.2

[
mW/μm2

]
, 37.33

[
mW/μm2

]
where the first two intensities are related to the nonconducting silicon nanoparticle
and the last two are related to a conducting silicon nanoparticle. In the case of highest
intensity, the concentration of free charge carriers in the silicon part is close to that
of silver nanoparticle.

b. Results

The structure examined in Fig. 9.7a consists of a single silver nanorod block on
top of a silicon nanorod. When the intensity of the illumination pump is high the
shape gradually changes from a silver nanorod on top of an insulator to two metal
nanorods attached to each other. This leads to a decrease in aspect ratio and causes a
blue shift to the extinction resonance (see in Fig. 9.7b). From Fig. 9.7c where typical
electric field distribution is shown, the change in the intensity of the pump results
in the change in the field’s magnitude. Since the sharper the feature, the higher is
the enhancement factor, the highest enhancement is obtained in the corners of the
nanorod. For conducting silicon nanorod the structure looks as one larger nanorod
and for non-conducting case, the structure is sharper with higher enhancement than
in the conducting case of Fig. 9.7d. For further understanding, the enhancement was
calculated along one of the vertical vertices of the nanorods and Fig. 9.7e shows
the tag. Indeed, for the low pump intensity (sharper structure) there is a comparable
enhancement between the two corners of the silver nanorods (z = 10 and z = 0)
while for high pump intensity there is a metal to metal transition at z = 0 and two
enhancement factors (there is only one corner enhancement at z = 0).

Another tested structure was a single-layer nanorod dimer composed of silicon
and silver nanorods being positioned along the long axis of the nanorods (Fig. 9.8a).
Here, if the pump intensity is increased, the silicon nanorod becomes metallic and
the extinction resonance (Fig. 9.8b) has a red shift due to the essentially higher aspect
ratio and longer nanorod.

In the case of weakly conduction (pump intensity of 0.62
[
mw/μm2

]
) two close

resonance peaks are generated and are matched with the two different metal-like
nanoparticle. The resonator formed by the two nanoparticles in the conducting case
enlarges themiddle point enhancement in comparison to the enhancement of the edge.
On theother hand, in the case of non-conducting, this situation is inverted.The electric
field distribution of the non-conducting case and the highly conducting cases are seen
in Fig. 9.8c and d, respectively. When the pump intensity is increased the electrical
field moves more and more from surrounding only the silver nanoparticle to be
surrounded also around the silicon nanoparticlewhile high electric field enhancement
is obtained between the two particles.

Figure 9.9a and b shows the spectral response of the two-layer nanorod dimer,
which is similar to the single two-layer nanorod structure and it is opposite to that
of the single-layer nanorod dimer.
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Fig. 9.7 Two-layer structure: a silver nanorod on top of a silicon nanorod. a Structure. b Extinction
cross-section spectrum for different pump intensities. The extinction cross-section is normalized
with respect to the maximum cross-section for each case. c The norm of the electric field on top of
the silver nanorod (middle plane of the structure) for pump intensity of 6.2 × 10−3. d The electric
field enhancement in the middle point and edge point as a function of pump intensity. e The electric
field enhancement along a vertical vertex of the structure. The silicon nanorod is between z = −
10 nm and z = 0 and the silver nanorod is between z = 0 and z = 10 nm. Reproduced from [31]

On comparing the results for the middle and edge planes, in Fig. 9.9c, we can
see that the conducting silicon nanorod has sharper edge plane features and in the
non-conducting case, a high refractive index of the silicon nanorod causes a higher
electric field. For low pumping intensity the enhancement is the largest, while the
sharper features of the non-conducting case are combined with the high refractive
index of the silicon. In this structure the enhancement for the highest pump intensity
is always high (except for the enhancement in themiddle plane) in comparison to that
of the single-layer nanorod dimer due to the two metal-like nanoparticles resonator;
while in the case of single-layer, each part of the structure is thin and has sharper
features.

A drawing of prism dimer structure is shown in Fig. 9.10a, while its enhancement
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Fig. 9.8 One-layer nanorod dimer. a The structure is composed of a silicon nanorod (red) and
a silver nanorod (gray). b Extinction cross-section spectrum for different pump intensities. The
extinction cross-section is normalized with respect to the maximum cross-section for each case.
c and d The norm of the electric field in the middle plane of the structure for pump intensities of
1025 and 6× 1028, respectively. e The electric field enhancement in the middle point and edge point
as a function of the pump intensity. Reproduced from [31]

versus the pump intensity is seen in Fig. 9.10b and c. From these results, we may
observe larger enhancement in the middle point due to the constant resonance and
sharp prism edge. The longer gap between the blocks (10 nm as opposed to 4 nm
before) produces significantly lower enhancements.

9.5 Feasibility Experimental Results

An array of silicon-coated GNR was fabricated on top of silicon oxide by spin
coating of an SOI (silicon on insulator) wafer using poly-methyl-methacrylate A2
(an e-beam lithography resist), which resulted in GNR dimensions of 80 × 50 ×
10 nm and 5–10 nm silicon coating. The sample was coated with PMMA and then
baked for 2 min on a hot plate at 180 °C.
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Fig. 9.9 Two-layer nanorod dimer. a The structure is composed of two blocks, each with a silver
nanorod (gray) on top of a silicon nanorod (red). The distance between blocks is 4 nm. b Extinction
cross-section spectrum for different pump intensities. The extinction cross-section is normalized
with respect to the maximum cross-section for each case. c Norm of the electric in the middle
plane (between the silicon and silver nanorods) for pump intensity of 1027. d The electric field
enhancement in the middle and edge points as a function of pump intensity. Reproduced from [31]

Fig. 9.10 A prism dimer. a The structure consists of two blocks of a silver prism on top of a silicon
prism with a gap of 10 nm between them. Both prisms have a thickness of 10 nm and a width of
60 nm. The enhancement in the gap was calculated for the structure with a prism base of b 30 nm
and c 60 nm. Reproduced from [31]
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CRESTEC CABLE-9000C, a high-resolution electron-beam lithography system,
was used to expose the PMMA layer to different irradiation doses and right after the
sample was developed for 50 seconds byMIBK (methyl-isobutyl-ketone) and rinsed
with IPA.

Following this, the samplewas dispositionedwith 10 nmAu and 3 nmchrome. For
the resist liftoff, the sample was immersed in acetone at 100 kHz ultrasonic bath for
3 h. The fabrication process ended up with deposition of more 10 nm silicon using
BESTEC 2′′ DC magnetron sputtering process. The SEM image of the generated
sample as well as the cross-section TEM images of the coated GNRs can be seen in
Fig. 9.11.

The next important step is adjusting this approach to microscopy. To do this, we
should scan the samplewith pump and probe beams. However, several considerations
should be remembered. The illumination should not focus on the gap between the

Fig. 9.11 Images of the fabricated nanostructure with dimensions of 80 × 50 × 10 nm GNR
core and 5–10 nm silicon coating. a SEM image of the GNRs before the deposition of the silicon.
b TEM image of the coated GNRs. The GNR and the silicon coating are clearly seen. Inset c shows
the magnified image of the area marked by the white square. In order to prove the presence of Au:
d computed Fourier transform taken from the outlined area in (b), showing reflections in accordance
with the inter-planer spacing of Au. The layer above the silicon is platinum, intended to protect
the structure from being damaged during the preparation of our specimen for the TEM inspection.
Reproduced from [31]
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two nanostructures since there the described doughnut-like shaping of the PSF will
not occur similar to the Gaussian PSF. Thus, the gap between the two nanostructures
should be smaller than the size of the PSF. Another issue is how the biosample is
placed on top of the nanostructure. To make sure that the probe’s beamwill penetrate
into the samples and reach the nanostructure, its chosen wavelength should be long
enough (e.g. near IR) to have sufficient penetration depth.

9.6 Silicon Wafers Imaging

As in the silicon nanostructures concepts described in the earlier sections, the same
approach can be applied on silicon wafers for failure analysis application [32]. As
explained before, an IR laser beam in silicon can be shaped by changing the silicon
complex refractive index locally via another laser beam absorbed in the siliconwhich
acts as a pump. This change is induced by the change in the free charge carriers (FCC)
density in the silicon due to the absorbed pump beam.

As mentioned earlier, spatial frequencies higher than the ordinary diffraction-
limited Gaussian shape PSF frequencies are induced. Moreover, it is important to
note that the proposed mechanism is nonlinear because the absorption coefficient for
the probe is proportional to the power of the pump; therefore the total absorption
of the probe is exponentially related to the absorption coefficient according to the
Beer–Lambert law. Thus, the intensity of the probe is exponentially dependent on
the intensity of the pump. The result of this technique is the improvement in the PSF
of the IR beam.

Here we propose to perform the shaping of the IR beam’s PSF in two modes: First
is to induce a hole at its center. This is generated by applying a narrower Gaussian
pump beam at its center [32], as seen in Fig. 9.12a. For this mode the PSF has a
shape requiring post-processing (decoding) in order to reconstruct the super-resolved
image.

The second mode is to apply a pump beam having a doughnut-like shape which
will yield a central narrow part in the IR beam to pass through, and the rest of the
beam will be blocked (see Fig. 9.12b). Then, no post-processing is required and the
sample is scanned with a narrower probe PSF having Gaussian-like shape. Owing to
the absorption mechanism in both modes, we generate higher spatial frequencies in
the PSF of the probe, which leads to the extraction of the nanometric features of the
sample.

In previous works [33–36] we presented the development of an all-optical silicon
slab temporal datamodulator applied on an IR laser probe beam,while themodulation
is generated via a second pulsed green laser pump beam. The pump laser generated
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Fig. 9.12 Illustrations of the principle of the proposed two beam shaping methods. a A narrow
pump Gaussian beam at 532 nm, creates a hole in the middle of a wider IR beam. b Donut shape
532 nm pump beam blocks the periphery of the IR beam Gaussian and transmits a narrow beam in
its center only. Reproduced from [32]

absorption in the silicon, and following that the generated FCC produced blockage
of the IR probe beam due to the PDE.

This fundamental ability to perform temporal and spatial shaping of the probe
beam by the pump beam is the basis for the adaptation of the proposed concept for
super-resolved imaging in silicon wafers as described in this section.

a. Experimental results

The experimental setup is illustrated inFig. 9.13,where a silicon slab is illuminatedby
two pulsed diffraction-limitedGaussian laser beamswith a pumpbeamatwavelength
of 532 nm and a probe beam at 1550 nm.

The 532 nm pump beam is being absorbed in the silicon which generates blocking
of the center of the 1550 nm probe beam since the absorbed pump generates FCC
causing temporary change in the complex refractive index of the silicon due to PDE
and creation of the central hole in the probe beam.

The sample we use in our experiments is an intrinsic c-Si slab with resistivity
ρ > 1000 � cm, 470 μm thickness and an area of 20 × 20 mm2. The sample was
optically polished on both sides in parallel and without coating. Since the silicon has
high refraction index of 3.5, it acts as a low Finesse Fabry–Pérot (FP) resonator with
spectral transmission (peak to valley) varying by factor of ~2–3 for the probe laser
[34].
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Fig. 9.13 The experimental setup. Reproduced from [32]

In the first experiment a probe laser with ~50 ps pulse width with jitter <25 ps and
beam diameter (1/e2) of 1200 μm was used. The pump laser had 17 ns pulse width
with jitter <4 ns and the beam was focused to a diameter of ~30 μm on the silicon.
The experiment was done where the probe and the pump lasers were focused on the
silicon surface collinearly and pulsed simultaneously at a repetition rate of 10 pulses
per second.

The images of the transmitted probe laser beam were taken by InGaAs lens-less
camera. In Fig. 9.14 we present the obtained experimental results while in Fig. 9.14a
we show the transmitted probe beam without the pump, and in Fig. 9.14b the probe
with the pump beam being applied at its center. One may clearly see the generation
of a beautiful dip in the center of the Gaussian probe beam.

In Fig. 9.15we further show additional experimental results, where super-resolved
imaging of resolution target containing three bars with a period of 500μm is demon-
strated. The sample was scanned by the probe IR laser beam that was focused on
the surface of the silicon with a very low NA (one diffraction limit unit is 600 μm).
The results of the unshaped beam are shown in Fig. 9.15a, and of the shaped beam
in Fig. 9.15b.

Since we know the PSF of the beam, we performed its deconvolution by realizing
a standard Wiener filter algorithm via MATLAB software. The obtained results are
colored in blue and the raw data in red. We can clearly see that the unshaped probe
beam produces an unresolved pattern of the three bars, while the shaped beam of
Fig. 9.15b yields a clear reconstruction of the desired three bars.

In Fig. 9.16 we demonstrate the obtained resolution enhancement in the PSF as
seen in space domain versus its Fourier domain computed by performing a Fourier
transform to the PSF response of the shaped beam (red trace) in comparison with the
unshaped (blue trace) probe beam.

The fact that the dip in the probe beam is not reaching zero in its center affects
the sharpness of the three-bar scan pattern. The shaped probe beam of Fig. 9.14b
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Fig. 9.14 The dip in the IR probe Gaussian beam induced by the green pump beam. a The image
of the transmitted Gaussian probe beam with its profile. b The probe beam shaped by the pump
beam superimposed on it to create a dip in its center (see visualization 1 video that shows lateral
and temporal behavior between probe and pump beams). One diffraction limit unit is 600 μm.
Reproduced from [32]

Fig. 9.15 Probe Gaussian IR laser beam at the diffraction limit scan across a three-bars target (with
a period of 500 μm) in two cases: a without the pump beam, which shows unresolved target. The
second case, b is a scan of the target with the pump beam, with the dip in it, shows super-resolution
where the target is well resolved. The red lines are the direct scan results and the blue lines are the
direct scan results deconvoluted with the probe beam. Reproduced from [32]
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Fig. 9.16 The spectral response enhancement of the shaped probe beam in comparison with the
unshaped beam. Reproduced from [32]

was taken by the lens-less camera, but when a zoom lens is mounted on the camera
and it is being focused on the front surface of the silicon (at the point where the two
beams are focused on), a full dip is obtained in the probe (see Fig. 9.17a where the
experimental results of the dips depth are shown for pump beam pulses with energies
of 0.2, 0.5, 1.25, 2.5 and 5 μJ, respectively). This is obtained for pulse energy of
2.5μJ. The dips depth as a function of the pump beam intensity is seen in Fig. 9.17b.

The fit line that we present in Fig. 9.17b is based on the Fabry–Perot (F-P)-based
equation, which includes the PDE:

Iout
Iin

= (1 − R)2e−(Δα)d

(
1 − Re−(Δα)d

)2 + 4R · e−(Δα)d · sin2
(
2π(n·L+Δn·d)

λ

) (9.10)

Fig. 9.17 The dip depth as a function of pump pulse energy. a The profiles of the probe beam—
without pump (black Gaussian) and with different five pump pulse intensities (the color traces).
b The dip depth as a function of the pump laser pulse energy—experimental (the blue circles),
calculations via the PDE + FP (dashed black line), and calculation of FCC absorption only (red
line). Reproduced from [32]
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where R is the reflectivity of F-P planes from both sides of the slab; �α and n are
the silicon absorption coefficient and refractive index, respectively. The wavelength
of the probe is designated with λ and d is the absorption depth + diffusion length. L
is the silicon sample thickness. �α and �n are defined in (9.1) and (9.2).

b. Discussions

There is some uncertainty regarding the size of the FCC volume induced by the pump
beam because of the FCC diffusion [37–39]. For the temporal duration of the pump
beam that we use, which was 17 ns, we assume diffusion of ~10μm for the FCC into
the silicon. This value includes 1.3μm for the penetration depth of the 532 nm pump
photons, and 8 μm diffusion depth that was calculated for diffusion coefficient of
36 cm2/s for electrons in silicon during the 17 ns of the pump pulse. We assume high
quantum efficiency such that each photon that penetrates into the silicon creates an
e-h pair. The e-h pair recombination time is >100 ns [34, 36] and it does not affect
the FCC concentration during the pump pulse duration.

The maximum flounce used was 0.2 J/cm2, which is lower by a factor of ~10 than
the damage threshold for silicon [40]. Under the above assumptions, the flounce
intensity for the pump beam creates FCC density of ~020 cm−3.

An interesting effect one can observe here is the defocusing. From Figs. 9.14b
and 9.17a, it can be seen that the rim of the dip in the shaped beam is brighter than
the pick of the original probe Gaussian beam. This is not expected for a subtraction
of two Gaussians, as shown in Fig. 9.18, especially in Fig. 9.18b.

We attribute this effect to the defocusing [41–43] caused by the beam of the probe
due to negative change in the refraction index of the silicon because of the applied
pump.

The shape of the dip is controlled by the shape of the pump beam. Since PDE is
a nonlinear effect the block of the probe beam is significantly stronger at the center
rather than on its periphery. But, the low concentration of the FCC obtained in the

Fig. 9.18 Defocusing observed in the experiment compared to simple subtraction of a narrow
Gaussian from a wider one. a The probe beam in the experiment, without the pump beam (red line)
and with the pump beam (blue line). b Mathematical subtraction (blue line) of pump (green line)
Gaussian from probe (red) Gaussian. Reproduced from [32]
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Fig. 9.19 “Silicon Photonics STED”: preliminary experiment. a The donut shape pump beam. b
The probe beam with (red dashed) and without (blue line) the donut pump on it. Reproduced from
[32]

periphery of the PSF still slightly reduces the silicon index of refraction and causes
defocusing of the probe beam.

In Fig. 9.19 we show additional experimental results in which we perform shaping
of the IR beam PSF by a doughnut pump beamwhile the doughnut shape of the pump
beam was generated by spiral phase plate (Vortex plate). This plate was inserted at
the output of the pump laser.

The dip is not reaching zero and thus we tried to increase the flounce of the pump
pulse by performing with better focus. However, as explained earlier, due to the
diffusion of the FCC towards the center of the doughnut at the pump pulse duration
(17 ns), the IR shaped beam was blurred. This problem can be overcome by the use
of a picosecond pump laser.

Actually, it is an interesting future extension in which the temporal width of the
pump pulse may control the diffusion range of the FCC towards the center of the
hole in the doughnut which can result in setting its diameter, leading even to further
enhancement of the super-resolving factor.

9.7 Conclusions

In this chapter we have presented the usage of silicon with its PDE nonlinearity
in order to realize label-free super-resolved microscope or even a nanoscope. The
silicon can be encapsulated into ametallic nanoparticlewhile the shape of themetallic
nanoparticle can even enhance the nonlinearity used for the super resolution concept.

We believe that this concept can be used for the realization of a non-fluorescent
nanoscope which will be extremely applicable to the field of biomedical imaging
and as such it may have in the future an important role in understanding cellular
trafficking pathways, identifying receptor expression and providing valuable insights
into cellular processes.
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Another approach presented here used silicon wafers where the PDE nonlinearity
was applied in order to perform failure analysis of integrated circuits also for device
located deeper below the surface of the wafer.

In all the approaches the optical configuration included optical pump beam and
a probe beam while the object is scanned and the nonlinearity of the PDE generates
optical point spread function having higher spatial frequencies (PSF shaping) which
encode the high-resolution spatial data into the low-resolution imager. The operation
principle resembles the approach used in STEDmicroscopy, but no fluorescence dye
is required in the proposed approaches.

References

1. S. Hell, E. Stelzer, Fundamental improvement of resolution with a 4Pi-confocal fluorescence
microscope using two-photon excitation. Opt. Commun. 93, 277–282 (1992)

2. W.R. Zipfel, R.M. Williams, W.W. Webb, Nonlinear magic: multiphoton microscopy in the
biosciences. Nat. Biotechnol. 21(11), 1369–1377 (2003)

3. M.G. Gustafsson, Surpassing the lateral resolution limit by a factor of two using structured
illumination microscopy. J. Microsc. 198(Pt 2), 82–87 (2000)

4. D. Toomre, D.J. Manstein, Lighting up the cell surface with evanescent wave microscopy.
Trends Cell Biol. 11(7), 298–303 (2001)

5. R.C. Dunn, Near-field scanning optical microscopy. Chem. Rev. 99(10), 2891–2928 (1999).
https://doi.org/10.1021/cr980130e

6. E.J. Betzig et al., Breaking the diffraction barrier: optical microscopy on a nanometric scale.
Science (80-.) 251(5000), 1468–1470 (1991)

7. S.W. Hell, J. Wichmann, Breaking the diffraction resolution limit by stimulated emission:
stimulated-emission-depletion fluorescence microscopy. Opt. Lett. 19(11), 780–782 (1994)

8. M.G.L. Gustafsson, Nonlinear structured-illumination microscopy: wide-field fluorescence
imaging with theoretically unlimited resolution. Proc. Natl. Acad. Sci. U.S.A. 102(37),
13081–13086 (2005)

9. J.R.Mansfield et al., Autofluorescence removal, multiplexing, and automated analysis methods
for in-vivo fluorescence imaging. J. Biomed. Opt. 10(4), 41207 (2014). [https://doi.org/10.
1117/1.2032458]

10. R.A. Hoebe et al., Controlled light-exposure microscopy reduces photobleaching and photo-
toxicity in fluorescence live-cell imaging. Nat. Biotechnol. 25(2), 249–253 (2007). https://doi.
org/10.1038/nbt1278

11. J.N. Henderson et al., Structural basis for reversible photobleaching of a green fluorescent
protein homologue. Proc. Natl. Acad. Sci. U.S.A. 104(16), 6672–6677 (2007). https://doi.org/
10.1073/pnas.0700059104

12. T. Bernas et al., Minimizing photobleaching during confocal microscopy of fluorescent probes
bound to chromatin: role of anoxia and photon flux. J. Microsc. 215(Pt 3), 281–296 (2004).
https://doi.org/10.1111/j.0022-2720.2004.01377.x

13. P. Carpentier et al., Structural basis for the phototoxicity of the fluorescent protein KillerRed.
FEBSLett. 583(17), 2839–2842. Federation of EuropeanBiochemical Societies (2009). https://
doi.org/10.1016/j.febslet.2009.07.041

14. D. Fixler, Z. Zalevsky, In Vivo Tumor Detection Using Polarization andWavelength Reflection
Characteristics of Gold Nanorods (2013)

15. P.L. Truong, B.W. Kim, S.J. Sim, Rational aspect ratio and suitable antibody coverage of gold
nanorod for ultra-sensitive detection of a cancer biomarker. Lab Chip 12(6), 1102–1109 (2012).
https://doi.org/10.1039/c2lc20588b

https://doi.org/10.1021/cr980130e
https://doi.org/10.1117/1.2032458
https://doi.org/10.1038/nbt1278
https://doi.org/10.1073/pnas.0700059104
https://doi.org/10.1111/j.0022-2720.2004.01377.x
https://doi.org/10.1016/j.febslet.2009.07.041
https://doi.org/10.1039/c2lc20588b


236 H. Pinhas et al.

16. Q. Zhan et al., A study of mesoporous silica-encapsulated gold nanorods as enhanced light
scattering probes for cancer cell imaging. Nanotechnology 21(5), 055704 (2010). https://doi.
org/10.1088/0957-4484/21/5/055704

17. R. Ankri et al., Intercoupling surface plasmon resonance and diffusion reflectionmeasurements
for real-time cancer detection. J. Biophotonics 6(2), 188–196 (2013). https://doi.org/10.1002/
jbio.201200016

18. T. Ilovitsh et al., Cellular imaging using temporally flickering nanoparticles. Sci. Rep. 5,
Macmillan Publishers Limited. All rights reserved (2015)

19. T. Ilovitsh et al., Cellular superresolved imaging ofmultiplemarkers using temporally flickering
nanoparticles. Sci. Rep. 5, 10965. Nature Publishing Group (2015). https://doi.org/10.1038/
srep10965

20. Y.Danan et al., Decoupling and tuning the light absorption and scattering resonances inmetallic
composite nanostructures. Opt. Express 23(22), 29089 (2015). https://doi.org/10.1364/OE.23.
029089

21. Y.H. Fu et al., Directional visible light scattering by silicon nanoparticles. Nat. Commun.
4, 1527. Nature Publishing Group, a division of Macmillan Publishers Limited. All Rights
Reserved (2013). https://doi.org/10.1038/ncomms2538

22. S.Amoruso et al., Generation of silicon nanoparticles via femtosecond laser ablation in vacuum.
Appl. Phys. Lett. 84(22), 4502–4504 (2004). https://doi.org/10.1063/1.1757014

23. J.-H. Park et al., Biodegradable luminescent porous silicon nanoparticles for in vivo applica-
tions. Nat. Mater. 8(April), 331–336 (2009). https://doi.org/10.1038/nmat2398

24. R. Soref, B. Bennett, Electrooptical effects in silicon. IEEE J. Quantum Electron. 23(1),
123–129 (1987). https://doi.org/10.1109/JQE.1987.1073206

25. B.T. Draine, P.J. Flatau, Discrete-dipole approximation for scattering calculations. J. Opt. Soc.
Am. A 11(4), 1491 (1994). https://doi.org/10.1364/JOSAA.11.001491

26. B.T. Draine, P.J. Flatau, User guide for the discrete dipole approximation code DDSCAT 7.3.
Comput. Phys. Galaxy Astrophys. Mesoscale Nanoscale Phys. Opt. 102 (2013)

27. K. Imura, T. Nagahara, H. Okamoto, Photoluminescence from gold nanoplates induced by
near-field two-photon absorption. Appl. Phys. Lett. 88(2), 1–3 (2006). https://doi.org/10.1063/
1.2161568

28. Y. Danan, T. Ilovitsh, Y. Ramon, D. Malka, D. Liu, Z. Zalevsky, Silicon coated gold nanopar-
ticles nanoscopy. J. Nanophotonics 10(3), 036015-036015 (2016)

29. M. Abb et al., All-optical control of a single plasmonic nanoantenna-ITO hybrid. Nano Lett.
11(6), 2457–2463 (2011). https://doi.org/10.1021/nl200901w

30. G. Georgiou et al., Photo-generated THz antennas. Sci. Rep. 4, 3584 (2014). https://doi.org/
10.1038/srep03584

31. A. Meiri, A. Shahmoon, Z. Zalevsky, Optically reconfigurable structures based on surface
enhanced Raman scattering in nanorods. Microelectron. Eng. 111, 251–255 (2013)

32. H. Pinhas, O. Wagner, Y. Danan, M. Danino, Z. Zalevsky, M. Sinvani, Plasma dispersion effect
based super-resolved imaging in silicon. Opt. Exp. 26, 25370–25380 (2018)

33. H. Pinhas, L. Bidani, O. Baharav, M. Sinvani, M. Danino, Z. Zalevsky, All optical modulator
based on silicon resonator, in SPIE, vol. 9609 (2015), pp. 96090L–96090L–7

34. H. Pinhas, Y. Danan, M. Sinvani, M. Danino, Z. Zalevsky, Experimental characterization
towards an in-fibre integrated silicon slab based all-optical modulator. J. Eur. Opt. Soc. Publ.
13(1), 3 (2017)

35. R. Aharoni, M. Sinvani, O. Baharav, M. Azoulai, Z. Zalevsky, experimental characterization
of photonic fiber-integrated modulator. Open Opt. J. 5(1), 40–45 (2011)

36. R. Aharoni, O. Baharav, L. Bidani, M. Sinvani, D. Elbaz, Z. Zalevsky, All-optical silicon
simplified passive modulation. J. Eur. Opt. Soc. Rapid Publ. 7(12029) (2012)

37. M.S. Tyagi, R. Van Overstraeten, Minoriy carrier recombination in heavily-doped silicon.
Solid-State Electron. 26(6), 577–597 (1983)

38. D. Alamo, R.M. Swanson, Modelling of minority-carriers transport in heavily doped silicon
emitters. Solid-State Electron. 30 (1987)

https://doi.org/10.1088/0957-4484/21/5/055704
https://doi.org/10.1002/jbio.201200016
https://doi.org/10.1038/srep10965
https://doi.org/10.1364/OE.23.029089
https://doi.org/10.1038/ncomms2538
https://doi.org/10.1063/1.1757014
https://doi.org/10.1038/nmat2398
https://doi.org/10.1109/JQE.1987.1073206
https://doi.org/10.1364/JOSAA.11.001491
https://doi.org/10.1063/1.2161568
https://doi.org/10.1021/nl200901w
https://doi.org/10.1038/srep03584


9 Usage of Silicon for Label-Free Super-Resolved Imaging 237

39. C. Canali, C. Jacoboni, F. Nava, G. Ottaviani, A. Alberigi-Quaranta, Electron drift velocity in
silicon. Phys. Rev. B 12(6), 2265–2284 (1975)

40. X.Wang, Z.H. Shen, J. Lu, X.W. Ni, Laser-induced damage threshold of silicon in millisecond,
nanosecond, and picosecond regimes. J. Appl. Phys. 108(3), 33103 (2010)

41. C. Jun, H.-J. Eichler, Laser beam defocusing at 1.06 gm by carrier excitation in silicon. Appl.
Phys. B 45, 121–124 (1988)

42. T. Auguste, P. Monot, L.-A. Lompr6, G. Mainfray, C. Manus, Defocusing effects of a picosec-
ond terawatt laser pulse in an underdense plasma. Opt. Commun. 89, 145–148 (1992)

43. V.V. Kononenko, E.V. Zavedeev, V.M. Gololobov, The effect of light-induced plasma on prop-
agation of intense fs laser radiation in c-Si. Appl. Phys. A 122 (2016)



Chapter 10
Super-Resolution Imaging Based
on Nonlinear Plasmonic Scattering

Tushar C. Jagadale and Shi-Wei Chu

Abstract During the last two decades, the resolution limit was well overcome
by manipulating nonlinearity of fluorescence emission, including on/off switching
and saturation, enabling resolution below 100 nm. However, fluorescence suffers
from intrinsic photo-bleaching, which aggravates with repeated excitation for on/off
switching or strong incident power for achieving saturation. Therefore, it is more
than desirable to develop super-resolution imaging modality based on an alterna-
tive contrast agent without bleaching, such as scattering. An attractive candidate
is scattering from surface plasmon resonance (SPR) nanostructures, whose scatter-
ing intensity is particularly strong, and can be spectrally tuned by structure. In this
chapter,we review recent findingof nonlinear scattering, including saturation, reverse
saturation, and all-optical switching, in an isolated plasmonic nanostructure. These
nonlinear behaviours have been successfully applied to imaging, bringing spatial res-
olution down to nearly λ/10, which is enough to resolve surface plasmon polariton
in nanoscale optoelectronic devices without labelling. Potential applications range
from bio-medical imaging and functional plasmonic nanostructures. Our results are
expected to be a stimulating example in finding more exotic contrast agency for
improving optical resolution.
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10.1 Introduction

10.1.1 Why Label-Free Super-Resolution Light Microscopy?

Light microscopes facilitate the magnified imaging of bio-specimen based on the
principle that the rays from the specimen converge onto a corresponding single
point at the image plane. However, beyond a critical magnification wherein size
of structures becomes comparable to the wavelength of light, diffraction takes in
and the structures cannot be well resolved. This is known as diffraction limit in
light microscopy, which had been explained theoretically by Airy [1] (1835) and
subsequently formulated by Ernst Abbe in 1873 [2] and Rayleigh in 1896 [3]. It
states, in a loose sense, that it is impossible to resolve two structures that are closer
to each other than half of an excitation wavelength in lateral plane (x, y) and even
further apart in the longitudinal plane (z).

To overcome the resolution limit, non-optical imaging approaches such as elec-
tron microscopy and scanning probe microscopy [4, 5] have been developed to offer
nano-scale resolution. However, compared to light microscopy, electron microscopy
does not allow in vivo bio-imaging, and scanning probe microscopy is limited to sur-
face observations. In addition, the mature fluorescence labelling in light microscopy
provides precise molecular imaging with high contrast. Currently, the majority of
research in life sciences is done using light microscopy since light is transparent
to cells and provides non-invasive in vivo imaging into tissues, but with only sub-
micrometre resolution [6]. Therefore, it has been a historically long pursuit to develop
resolution enhancing techniques of light microscopy.

In the era of Abbe and Rayleigh, resolution is defined under the geometry of wide-
field microscopy, in which the entire specimen is exposed to light, and the image
can be viewed directly from an objective. The best wide-field microscope could
reach the resolution of ~250 nm laterally and ~800 nm axially [7]. To extend the
classical diffraction limit, Marvin Minsky in 1957 patented the concept of confocal
microscopy [8], in which the sample is scanned with a focussed beam and a pinhole
is used to block the out-of-focus light, improving lateral resolution by a factor of√
2. In addition, confocal microscopy exhibits optical sectioning capability, so the

axial contrast is greatly improved.
Another optical sectioning technique, multi-photon microscopy [9, 10], which is

based on simultaneous absorption of two or more photons at longer wavelength (thus
less scattering), significantly increases penetration depth in thick samples. The intrin-
sic nonlinearity sharpens the focal excitation volume and leads to a corresponding
reduction of point spread function (PSF) width by a factor of

√
2 for two-photon and√

3 for three-photon microscopy. Nevertheless, due to long excitation wavelengths,
the lateral resolution is not as good as confocal microscopy. Presently, the main
application of multi-photon microscopy is for deep-tissue imaging up to 1 mm, with
sub-micrometre spatial resolution.

One major evolution in optical sectioning technique recently is the invention
of selective plane illumination microscopy (SPIM), or more generally light sheet
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microscopy. It features an imaging modality in which a sample is illuminated from
the side perpendicular to the observation optic axis, by a beam engineered into a wide
and relatively thin sheet. SPIM offers an axial resolution better than confocal (2×),
wide-field (2.5×), and two-photon microscopy (3×), while the lateral resolution is
the same as wide-field [11].

All these far-field approaches such as laser scanning confocal, multi-photon
microscopy, SPIM, and so on have enhanced spatial resolution along lateral or
axial axes, but are still considered as diffraction limited. Generally speaking, super-
resolutionmicroscopy techniques are defined as those capable of resolving structures
beyond the classical diffraction limit and can be mainly divided into two categories,
that is near-field and far-field. The examples of the former are near-field scanning
optical microscopy (NSOM) and total internal reflection fluorescence microscopy
(TIRFM). NSOM [12] uses fibre optic probe to funnel light to the nano-dimensions.
This is accomplished by focussing the excitation laser through an aperture having a
much smaller diameter than the excitation wavelength. This results in the formation
of evanescent waves on the other side of the aperture. NSOM achieves a resolution
of 20 nm in lateral and about 5 nm in axial, but suffers by the limitations such as
zero working distance, small field depth, long scan times, and so on. On the other
hand, TIRFM uses evanescent waves to excite fluorophores in a very small volume
of the specimen immediately adjacent to the glass-medium interface. These evanes-
cent waves are generated only when the incident light is totally internally reflected
at the glass-medium interface. The evanescent EM field decays exponentially from
the interface, and thus limits axial imaging depth to about 100 nm, that is improving
the axial sectioning beyond diffraction [13].

For far-field super-resolution microscopy, Gustafsson [14] had explained the fol-
lowing three assumptions that limit light microscope resolution: (i) light for imaging
is collected by a single objective; (ii) the excitation light is uniform throughout the
sample; and (iii) fluorescence takes place through normal, linear absorption and emis-
sion of a single photon. The resolution limit can be challenged if somehow these
assumptions are wisely tackled either by using multiple objectives, non-uniform
illumination , or nonlinear absorption and emission. Below we introduce different
techniques that are explored in the last two decades towards advancement of super-
resolution microscopy based on the three limiting assumptions.

(a) Objectives modifications: In the early 1990s, Stefan Hell proposed that by
two opposing objectives, the collection aperture angle could be significantly
improved, up to maximally 4Pi, and thus could enhance axial resolution. The
technique is called 4Pi microscopy [15], wherein two face-to-face objectives,
above and below the sample, were used. Both objectives illuminate and collect
the emission from the same focal plane of the sample. The image is reconstructed
by superposition of signals collected from both excitation and emission optical
paths. Thismethod achieves four times better axial resolution thanCLFM.Later,
Gustafsson developed image interference microscopy (InM) [16], which used
incoherent light source and also, two objectives for illumination and emission,
wherein constructive interference between the excitation and emission light
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paths decided the FWHM of illumination and detection PSF that gave 4–7-fold
increase in axial resolution.

(b) Non-uniform illumination: In 2000, Gustafsson [17] demonstrated that by illu-
minating the sample with patterned excitation light, calledMoiré pattern, lateral
resolution could be enhanced by two times, that is about 100 nm. This is called
structured illumination microscopy (SIM).

(c) Nonlinear absorption and emission: In the late 1990s, Hell [18] developed the
methods to control the behaviours of fluorophores wherein all fluorophores are
switched off except the centremost fluorophores within the diffraction-limited
illumination volume of a laser scanningmicroscope, resulting in development of
stimulated emission depletion (STED) microscopy with typical lateral resolu-
tion as high as 30–50 nm (can reach 6 nmwith nano-diamond). During the same
period, William Moerner demonstrated [19] that how certain mutants of green
fluorescent protein showed remarkable ‘blinking’ behaviour in their individual
fluorescence emission. After several rounds of blinking, these molecules would
go into stable dark state, and could be recovered by a short burst ofUV light. This
idea had fascinated Betzig [20] to develop super-resolution microscope based
on blinking fluorophores and principle of localisation. The demonstration of
controlled on/off switching of fluorescent proteins had led to the discovery of
PALM with a resolution as high as 10 nm. It is important to note that all these
far-field super-resolution imaging techniques are all based on fluorescence as a
contrast mode.

In any fluorescence microscope, the high energy photon (from lamp or laser) excites
fluorophores in the specimen and the excited fluorophore subsequently emits its own
lower energyphoton.Thehigh-contrast imaging is achievedbyusing spectral filtering
of fluorescence from the excitation light. Imaging protein expression, localisation,
and activity in living cells is possible with the development of genetically encoded
fluorescent proteins [21, 22]. The high specificity of fluorescence light microscopy
facilitates the collection of spatial and functional information about bio-structures
using labelled molecules. In this way, the majority of light microscopy applications
in life sciences today use fluorescence as a dominating contrast mode.

However, the widely used fluorescence microscopy has certain shortcomings that
hinder further growth of the field. Some of these are: (1) Photo-bleaching: the fluores-
cent molecule on excitation over a period of time accumulates electrons in its excited
state that often leads to a chemical damage of fluorophore, resulting in loss of fluores-
cence, that is photo-bleaching. Photo-bleaching severely limits the time over which
a sample can be observed under microscope. (2) Photo-toxicity: this effect often
occurs as fluorescent molecules under intense illumination, which have a tendency
to generate reactive chemical species. Live cells are susceptible to them, resulting in
cell mortality. (3) Low photo-stability: for super-resolution imaging based on on/off
switching, typical fluorescent labels are not strong enough to undergo the switching
cycle for multiple times, thus limiting the length of total acquisition time. (4) Auto-
fluorescence: This reduces contrast by forming an image background that even the
best excitation/emission filters could not completely get rid of. These shortcomings
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in fluorescence microscopy arise mainly due to the basic requirement of labelling.
Therefore, it is more than desirable to develop super-resolution label-free imaging
modality based on an alternative contrast agent, such as scattering [23–26].

10.1.2 Plasmonic Nanostructures for Super-Resolution
Microscopy

It is well known that plasmonic nanostructures provide extraordinarily strong scat-
tering, thus ideal for the aim of scattering-based super-resolution imaging [27, 28].
A plasmon is a quantum of collective oscillation of free electrons. It is a quasiparticle
observed at the interface of materials with real negative (such as metals or doped
semiconductors) and real positive (such as dielectrics or air) dielectric constants. The
concentration of electrons is tightly confined to the regions near the nanostructure
surface that leads to enhancement in EM fields. The intensity of the enhanced EM
fields can exceed 104–109 of the incident light intensity [27]. Interestingly, these
regions of enhanced fields are confined to volumes much smaller than the diffraction
limit of light.Moreover, plasmonic nanoparticles offer high photo-stability, with near
infinite photon budgets, yielding both high localisation precision and long observa-
tion times. Note that plasmonic nanostructure produces strong Rayleigh scattering at
its plasmon resonance and allows single nanoparticles (NPs) to be easily imaged in
an optical microscope. For instance, Rayleigh scattering by an 80 nm gold nanopar-
ticle at surface plasmon resonance (SPR) is about five orders of magnitude higher
than emission from a traditional fluorophore, and thus allows higher localisation
precision [27, 28]. These properties make plasmonic NPs an attractive alternate in
optical super-resolution imaging applications. In addition, it is facilitating to avail the
tunability of the surface plasmon resonance (SPR), which is extremely sensitive to
the size, shape, and composition of the NPs, as well as its local environment [23]. It
is convenient that various facile synthesis routes of plasmonic NPs are well reported
in the literature, including methods for its surface modifications towards higher bio-
compatibility and low toxicity [29]. Below we briefly review recent literatures on the
combination of plasmonics for super-resolution imaging, based on the same three
super-resolution approaches that we mentioned in the last section.

(a) Objectives modifications (or super-lens): Plasmonic nanostructures can be
explored in the realisation of super-lens and hyper-lens to detect high spatial
frequency information from the sample to improve the overall spatial resolu-
tion. Zhang et al. demonstrated this using a thin slab of silver as a super-lens
to image 60 nm features in a sample [30]. After passing through the super-
lens, the high spatial frequency components again evanescently decay, which
requires that the imaging lens must be placed in the near-field of the plasmonic
super-lens in order to project the image into the far-field. As a super-lens only
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enhances evanescent waves across the lens, the goal of a hyper-lens is to project
the evanescent waves into the far-field by converting them into propagating
waves. A plasmonic hyper-lens [31] consists of alternating layers of a metal and
dielectric to form an anisotropic plasmonic material, which has the unique prop-
erty of propagating high spatial frequencies. These lenses offer the possibility
of imaging sub-diffraction-limited objects in real time. However, no exclusive
reports on multiple objectives were found for super-resolution imaging.

(b) Non-uniform illumination/collection: The tailoring of excitation light is
achieved by the strong coupling between light and plasmonic materials. The
concentration of light to small volume localised at the plasmonic surface is
possible. This small region of strongly enhanced EM fields at the plasmonic
surface is called as hot spot. The hot spots effectively serve as nanometre-sized
excitation sources for any molecule that enters within this small excitation vol-
ume. As these hot spots are spatially localised to regions 1–10 nm in size, so,
the molecules separated by distances smaller than the diffraction limit can be
selectively excited, enabling super-resolution imaging of molecules that would
otherwise overlap in a traditional far-field technique [32].
Similar to localised SPR hot spots, surface plasmon polaritons (SPP) standing
wave interference patterns were also proved as near-field excitation sources.
Using waves with different phases to shift the interference patterns and illumi-
nate different regions of the sample allows reconstruction of a super-resolved
image. A particularly interesting application of SPPs to super-resolution imag-
ing is that radiation travelling as an SPP has a wavelength smaller than the
original excitation light. This sets up the possibility to use SPPs as both small
volume excitation sources as well as coupling agents for projecting high spatial
frequencies into the far-field via interference [33].
SPP interferences can improve the resolution in conventional SIM by creat-
ing structured illumination patterns with higher spatial frequencies than typical
excitation grid patterns. However, in 2010, Lui and co-workers proposed that
surface plasmons could form interference patterns for illumination with much
higher spatial frequencies, based on the fact that SPPs have larger wave-vectors
than free space light. A silver filmwith periodic slits spaced by 7.6µm is used to
launch SPPs in opposing directions that form a standing wave, which interfere
to double the spatial frequency of the surface plasmon. Liu and co-workers in
2014 [34] has experimentally demonstrated PSIM, which offered an advantage
that the resolution is not strictly limited by the numerical aperture of an objective
lens but rather by the emission wavelength, SPP wavelength, and interference
pattern. But the major limitation of above two methods is the post-processing
of images to get final super-resolved image.
Another strategy is to adopt non-uniform collection, such as dark-field
microscopy, to resolve individual plasmonic NP within a diffraction-limited
spot. Huang et al. devised a technique called photo-stable optical nanoscopy
(PHOTON) [35], which relied on deconvolution of overlapping LSPR spectra
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from silver nanoparticles of varying sizes. An LSPR spectrum is taken for a
single diffraction-limited spot, which has multiple scatterers and the spectral
deconvolution of the spot extracts the peak wavelengths of each NP within it.
The corresponding diffraction-limited images are acquired at each peak wave-
length, which are then fit into two-dimensional Gaussian to localise the emitter
associated with each peak wavelength. This process is repeated multiple times
to yield a super-resolution image. These results show very good agreement with
TEM images.

(c) Nonlinear absorption and emission (Saturation of emission and all-optical
switching): It is well known that fluorescence exhibits saturation at high excita-
tion intensity. In 2007, Fujita et al. [36] developed a super-resolution technique,
saturation excitation microscopy (SAX), which is based on extraction of satu-
rated emission. Since saturation starts from the centre of focus, such extraction
provides resolution enhancement. In 2013–2014, we found that scattering sig-
nals from individual plasmonic nanostructures show strong nonlinearity, and
applied SAX to significantly enhance spatial resolution. More details will be
given in the following sections.
STED nanoscopy is a well-known strategy for super-resolution imaging based
on optically switching on/off fluorophores. In traditional STED, higher STED
laser powers lead to higher spatial resolution, but at the expense of dye photo-
stability. Sivan et al. [37] proposed that using plasmonic NPs could address
both of these issues. First, a plasmonic NP’s light-concentrating ability from
the far-field to small near-field volumes could lower the power needed from
the STED beam to achieve a particular resolution. Second, if the triplet-state
emission wavelength of the fluorophore overlapped with the LSPR spectrum
of the NP, the dye stability would be increased due to an increased triplet-state
decay rate. Thus, plasmonic-enhanced STED can work both at the lower STED
beam power threshold with increased fluorophore photo-stability, but it is still
based on fluorescence switching.
In 2016, all-optical switching of pure plasmonic scattering was found in our lab
[26]. A simple two-colour method for modulating the scattering intensity from
80 nm gold nanoparticles with a plasmon resonance near 590 nm is used. In
that work, a scanning confocal geometry was used to measure backscattering
of a 543 nm laser from a gold nanoparticle. Our team developed a modified
plasmonic-based STED approach called SUSI, that is suppression of scattering
imaging, that can provide λ/9 resolution.

In the following, we focus the discussion on super-resolution based on nonlin-
ear absorption and emission. We will start by introducing fluorescence-based SAX
and STED microscopy in Sect. 10.2, and then address the discovery of nonlinear
emission from plasmonic nanoparticles in Sect. 10.3. The combination of nonlinear
plasmonics and super-resolution techniques will be given in Sect. 10.4, along with a
brief summary in Sect. 10.5.
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10.2 Principle of Super-Resolution Based on Nonlinear
Absorption and Emission

As mentioned in the previous section, super-resolution can be achieved by non-
linear absorption or emission. Below we specifically review the principle of two
techniques, SAX and STED. The former relies on saturation of emission, and res-
olution is enhanced by extracting the saturated part by temporal modulation and
demodulation. The latter is based on all-optical switching and saturation of stimu-
lated emission, which can enhance spatial resolution by adding a spatial modulation
pattern to deplete the emission around the centre of focus.

10.2.1 Saturation of Emission + Temporal Modulation: SAX

It iswell known that fluorescence emission intensity saturates at high excitationpower
[24]. When a sample is illuminated by a focussed laser light, the saturated excitation
dominates in the centre of focus spot due to Gaussian nature of illumination beam.
Therefore, the extraction of nonlinear signals allows detecting emission signals from
only a small fraction within the emission detection volume, resulting in the spatial
resolution enhancement. This is the underlying concept of SAX.

The key of SAX super-resolution is the extraction of nonlinear signals from the
mixture of linear and nonlinear signals within the excitation spot. One clever idea
invented by Fujita et al. [36] is to adopt temporal modulation of the excitation fol-
lowed by harmonic demodulation of the emission signal, as shown in Fig. 10.1.
Figure 10.1a shows a focussed laser beam in x–z plane, in which the intensity is
higher at the centre. Assume that the intensity at the centre is just enough to induce
saturation of emission; then in the edge of the focus, the emission should be linear.
By separating the linear and nonlinear part, resolution shall be improved, and the
trick to achieve this in SAX is to add temporal sinusoidal modulation in the excitation
laser and to separate the nonlinear parts in frequency domain.

Fig. 10.1 Demonstration of principle of resolution enhancement in SAX microscopy. a A PSF in
x–z direction with tight focussing, showing a typical elongated profile in z. b Excitation spot linear
at periphery with single sinusoidal frequency, nonlinear at centre with frequency components;
c represents the Fourier transforms
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More specifically, since there is no nonlinearity in the edge (the blue dotted line),
the emission should follow the sinusoidal modulation, as shown in the top curve
of Fig. 10.1b. On the other hand, in the centre of focus, the excitation intensity is
strong enough to induce saturation, so the corresponding emission in the bottom
curve of Fig. 10.1b shows saturated modulation. By taking Fourier transform of
the temporal curves, Fig. 10.1c shows their frequency components. Apparently, with
linear response (the bottom one), only 1f component is observed, but in the nonlinear
part, higher harmonics are found. Therefore, by taking the higher harmonics, the
resulting PSF can be effectively reduced, leading to resolution enhancement, as
shown in Fig. 10.1d. Subsequent laser scanning is necessary to form an image.

The high background elimination property of SAX allows us to observe deep
finer structures in a thick sample with high spatial resolution and imaging contrast.
However, the requirement of the high excitation intensity does limit the achievable
spatial resolution because of photo-bleaching effects and the resultant decrease in
signal-to-noise ratio in emission detection [38].

10.2.2 All-Optical Switching + Spatial Modulation +
Saturation: STED

Figure 10.2a shows the principle of STEDmicroscopy, in which two lasers are used,
including an excitation beam (shown in blue colour) and a STED beam at longer
wavelength (shown in red colour). One key element of resolution enhancement by
STED is the capability of optically switching off spontaneous fluorescence emission
(shown in green colour) via stimulated emission. The other key is to spatially modify
the STED beam profile into a donut, which has zero intensity at the centre, so that
the spontaneous emission is allowed at the centre only, as shown in Fig. 10.2b.

Fig. 10.2 Demonstration of STED microscopy principle: a excitation spot in blue, STED spot in
red, and resulting fluorescence emission in green. bCross-sectional intensity profile of (a), showing
that the fluorescent molecules (green circles in the bottom) are switched off by the STED beam
(red lines), leaving only a narrow region in the centre to emit fluorescence (green lines). c Owing to
limited number and lifetime of fluorescent molecules, saturation of STED leads to higher resolution
at higher intensity
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Nevertheless, it is important to realise that the donut hole is produced by
interference of light waves, and thus cannot reduce below the diffraction limit.
By increasing the intensity of STED beam, the saturation of stimulated emis-
sion enables further localisation of spontaneous emission, as shown in Fig. 10.2c,
thus providing diffraction-unlimited resolution. The lateral resolution is defined as
�r = λ

NA
√
1+(I/(IS)

, where λ is the wavelength, NA is the numerical aperture, I is the
excitation intensity, and IS is the saturation intensity. The last term can be derived
by spontaneous emission lifetime and absorption cross-section of the fluorescent
molecule.

The stimulated emission and STED beam can be filtered out by using wavelength
filter and only the spontaneous emission from the centre area of excitation spot is
detected. On scanning the excitation and STED beams together on the sample and
measuring the spontaneous emission intensity, the distribution of fluorescent probes
in the sample can be imaged with an increased spatial resolution. In each excitation
cycle, fluorophores absorb the photons and get promoted to excited state and within
nanoseconds of lifetime, it undergoes spontaneous emission. The STEDbeam should
be enough intense to achieve stimulated emission than spontaneous emission. But
this increase in intensity of STED beam leads to the problems of photo-bleaching
and photo-damage.

There are several variants of STED that reduce beam intensity requirement [39].
For example, RESOLFT (reversible saturable optical fluorescence transitions) tech-
nique adopts switchable fluorescent probe which has much longer lifetime compared
to that of electronic transition [40]. Another technique is named asGSD (ground state
depletion), also invented by Stefan Hell, who use long lifetime triplet states of fluo-
rescent molecules to reduce saturation intensity IS [41].

10.3 Discovery of Nonlinear Plasmonic Scattering

In the preceding section, super-resolution is based on nonlinearity of fluorescence
emission. However, as mentioned earlier, fluorescence-based techniques suffer with
problems of photo-bleaching, photo-toxicity, auto-fluorescence, and so on. Thereby,
it is highly desirable to develop super-resolution techniques with an alternative con-
trast agent. Now, in this section, we introduce our recent discovery of nonlinear
scattering by plasmonic nanostructures.

10.3.1 Nonlinear Scattering of Au Nanospheres

In plasmonic materials, saturable and reverse saturable absorption (SA and RSA) are
one of the most studied nonlinearities, and it has proved its applicability in optical
switching, optical limiting, all-optical processing, and so on. However, convention-
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ally z-scan technique is used to study these absorption nonlinearities, so only ensem-
ble behaviours are observed. Recently, our group proposed to use xy-scan in a laser
scanning microscope to study optical properties of a single plasmonic nanostructure
[24], leading to the novel discovery of saturable and reverse saturable scattering, as
shown below.

Figure 10.3a presents scattering intensity versus excitation intensity on a single
gold nanosphere with 80 nm diameter. The excitation wavelength is 561 nm, which
is located near the plasmonic resonance peak of the nanosphere. At low intensity
(<2 × 105 W/cm2), the intensity dependence is linear. With increasing excitation
intensity, scattering deviates from linear trend showing saturation of scattering (SS).
Further increase in excitation intensity (>106 W/cm2) induce a sudden rise of the
scattering intensity, exceeding the linear trend, and we call this as reverse saturation
of scattering (RSS). The inset shows the backward spectrum from a single gold
nanosphere (GNS), to rule out the possibility of other emissions such as two-photon
luminescence.

Note that in Fig. 10.3a, the slope in the RSS region is much larger than that of
the linear region, indicating the existence of large high-order nonlinearity. It is well
known that resolution can be enhanced with high-order nonlinearity. We will show
it in Sect. 10.4.

These results are depicted in terms of normalised scattering cross-section Csca

(representing the scattering ability of GNS) in Fig. 10.3b. At low intensity, Csca

is constant, that is linear response. In the SS and RSS regions, Csca reduces and
increases, respectively, that is transmission is enhanced and reduced, respectively.
This is similar to SA and RSA, suggesting similar underlying physical mechanism.
Additional verification is done by fitting the curve in Fig. 10.3a using a typical
nonlinear equation, Isca = αI + βI2 + γ I3, where α is linear and β, γ are nonlinear
scattering coefficients and a good match between the values of β/α and γ /α with the
same values derived from absorption-based experiment was noted.

Fig. 10.3 a Scattering intensity dependency froma single gold nanosphere under 561 nmexcitation,
showing clear saturation of scattering (SS) and reverse saturation of scattering (RSS) behaviours.
The inset presents the emission spectrum, manifesting that only scattering signal is observed. b
Normalised scattering cross-section, which is unity at low intensity, reduces at SS region, and
increases above unity at RSS region. c Saturation intensity IS with different excitation wavelengths.
Reproduced from [24] with permission from American Chemical Society
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Figure 10.3c shows that as the excitation wavelength is closer to plasmonic res-
onance peak, the required intensity for saturation is smaller, suggesting that the
saturable scattering is dominated by surface plasmon resonance of GNS.

10.3.2 Nonlinear Scattering in Various Plasmonic Structures

In addition to gold nanospheres, we found that the nonlinear scattering is ubiquitous
in various plasmonics materials and structures [23]. Here we give some examples
of gold nanorods (GNR), silver nanosphere (SNS), and gold bowtie antenna. These
studies not only help to extend the applicable wavelength ranges but also clarifies
the mechanism of nonlinear scattering.

TheGNRused in our study has 60 nm length and 10 nmwidth, resulting in a strong
resonance peak at ~800 nm that are preferred for deep-tissue imaging applications.
By using a 785 nm excitation, which is close to the peak, Fig. 10.4a shows a clear
nonlinear behaviour in GNRs. The threshold of saturation in scattering locates at
about 3× 105 W/cm2, while the onset of reverse saturation in scattering occurs at 7×
105 W/cm2. Inset in Fig. 10.4a shows that scattering signal is linearly proportional
to the excitation at lower excitation intensities. Figure 10.4b presents the PSF of
a single GNR at excitation intensity that is adequate to induce saturation, but not
reverse saturation, manifesting that nonlinear effect starts at the centre of focus under

Fig. 10.4 a Scattering intensity at different 785 nm excitation intensities of a GNR; b PSF profile at
5.2× 105 W/cm2 demonstrating saturation in a single GNR; c scattering intensity of a single 80 nm
SNS at different 473 nm excitation intensities; d PSF profiles at 7.8 × 105 W/cm2 demonstrating
saturation in a single SNS; e statistical threshold intensities for nonlinear scattering of SNS with
different excitation wavelengths; f demonstration of nonlinear scattering in gold nanoantenna.
Reproduced from [23] with permission from American Chemical Society
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a laser-scanningmicroscope, that is xy-scan. Therefore, if the nonlinear response can
be separated from linear response, the effective PSF would be reduced, leading to
enhancement of spatial resolution, as demonstrated in Sect. 10.4.

For SNS, its diameter is 80 nm, leading to two resonance peaks at 400 and 490 nm.
Figure 10.4c shows a clear nonlinear behaviour of a single 80 nm SNS using 473 nm
excitation ofwavelength,which is located inside the broad 490 nm resonance. Similar
to the response of gold nanostructures, both saturation and reverse saturation are
observed. Saturation in scattering is observed within the excitation range of 5 ×
105–7 × 105 W/cm2, and higher intensity induces reverse saturation. Once again,
the nonlinear response can be visualised in the laser scanning PSF, that is xy-scan,
as given in Fig. 10.4d. Here deep saturation is observed, resulting in an unusual PSF
profile.

Based on Mie theory calculation, in the 80 nm SNS, absorption dominates at
the 400 nm resonance peak, while scattering is the main component of the 490 nm
resonance. It thus provides an interesting opportunity to clarify the mechanism of
nonlinear scattering. Figure 10.4e shows the comparison of threshold laser inten-
sities for nonlinear scattering using 405, 473, and 785 nm lasers. More than 100
nanoparticles are analysed, and the percentages of nanoparticles that start to show
nonlinear scattering at certain excitation intensity is presented in the vertical axis. A
dashed horizontal line marks the threshold intensity when 50% of the SNSs show
nonlinear scattering, and apparently 405 nm gives lower threshold intensity. That is,
nonlinear scattering is more probable to occur with the 405 nm laser, manifesting
that SPR absorption is dominant. On the other hand, for the 785 nm laser, which is
far from the SPR absorption of SNSs, no nonlinear scattering is observed at all. Since
the consequence of absorption is temperature rise, the major mechanism behind the
nonlinear scattering should be photo-thermal effect.

One particular interesting application of plasmonics is the hot spot created by
sharp structures or neighbouring nanoparticles. Figure 10.4f presents the scattering
intensity dependence of a gold bowtie antenna, which is composed of two triangular
gold nanostructures, whose edge length is 150 nm, and the gap between them is
10 nm. It is interesting to see that saturation of scattering is again observed in the
antenna, manifesting that nonlinear plasmonic scattering is universal with different
materials and structures.

10.3.3 All-Optical Switch on a Plasmonic (Au) Nanospheres

In the preceding section, we have shown that saturation of plasmonic scattering is
ubiquitous, andhave found that deep saturation, that is scattering reduces as excitation
intensity increases, is obtained when excitation wavelength is close to the plasmonic
absorption peak. Here we show that the deep saturation affects not only the excitation
wavelength, but also other wavelengths inside the plasmonic band, thus enabling all-
optical switch of plasmonic scattering for the first time [26].
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Fig. 10.5 Demonstration of all-optical switch based on GNS: a Scattering intensity of probe beam
(λ = 543 nm) by single GNS as a function of control beam (λ = 592 nm) intensity; b reversible
switching of scattering at control beam intensity 2 × 105 W/cm2 without bleaching; c nonlinear
index distributionwith different GNS sizes andwavelengths. Reproduced from [26]with permission
from Springer Nature

To demonstrate the all-optical switch capability, two lasers (543 and 592 nm) are
focussed on a single 80 nm GNS, whose resonance wavelength is centred at 590 nm,
and broad enough to cover the 543 nm. Figure 10.5a presents the scattering intensities
of these two wavelengths, where the 543 nm ‘probe’ beam is fixed at low intensity
(30 W/cm2) and the 592 nm ‘control’ beam gradually increases its intensity. The
orange dots in Fig. 10.5a are the scattering intensity of the 592 nm beam, showing
very deep saturation as we expected. The green dots represent the scattering intensity
of the 543 nm beam. At low 592 nm control beam intensity, the 543 nm probe beam
scattering remains constant.

The most intrigue finding is that when the intensity of 592 nm beam increases
into the nonlinear regime, the scattering at 543 nm begins to decrease. Remarkably,
when the excitation intensity at 592 nm reaches 2 × 105 W/cm2, more than 80%
of the scattering at 543 nm is suppressed, demonstrating the all-optical switching
behaviour. The corresponding average power is less than 100 µW, and the energy
absorbed by the nanoparticle is less than the requirement to write a bit in a DVD.
The repeatability and long-term stability of the all-optical switch is demonstrated in
Fig. 10.5b.

It is well known that nonlinear index can be derived from the power dependency,
and the results are given in Fig. 10.5c. If the mechanism is based on photo-thermal
effect, as we concluded in the last section, the nonlinear index should be very sen-
sitive to both particle sizes and excitation wavelengths. This is what we observed in
Fig. 10.5c. Apparently, when the excitation wavelength is closer to the peak of SPR
band, where the absorption is greatly enhanced, the nonlinear index is larger. Note
that when wavelength is around the peak of SPR, the nonlinearity can be as high
as 8.8 × 10−10 m2/W, which is the largest nonlinear index ever reported in GNS.
The photo-thermal nonlinearity is much larger than possible contribution from hot
electron effects.

On the other hand, the nonlinear index grows higher with large particles. Since
the absorption cross-section increases with the volume of nanoparticle, while heat
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dissipation is proportional to the surface area of the particle, it is reasonable to expect
higher temperature for larger particles at equilibrium.

Although we focus on super-resolution imaging in this article, we would like to
mention that one potential application of the plasmonic all-optical switch is towards
realisation of high-density photonic circuits. Our novel plasmonic all-optical switch
has a mode volume less than 0.001 µm3. The modulation depth of this ultra-small
switch reaches 80%, and the switching behaviour is active within the broad band
of plasmonic resonance. Our work could open the possibility to realise high-density
integrated photonic nanocircuits in the future.

Now, based on our recent discovery of plasmonic nonlinear scattering, let us
continue the journey to explore howone can utilise the property of nonlinear emission
due to plasmonic nanoparticles to achieve super-resolution imaging.

10.4 Super-Resolution Based on Nonlinear Scattering

In the previous section, we have unravelled three novel nonlinearities in plasmonic
scattering, that is saturation, reverse saturation, and all-optical switching. Here we
are going to present three methods to enhance spatial resolution based on these
nonlinearities. The first one is to use the high-order nonlinearity of reverse saturation,
which causes significant reduction of PSFdirectly under a laser scanningmicroscope.
The second one is the combination of saturable scattering and SAX, where the latter
extracts nonlinear components of the former, and thus enhances spatial resolution.
The third method is to adopt all-optical switching of scattering into a STED-like
setup, to “turn off” scattering around the centre of a PSF, leading to resolution
enhancement.

10.4.1 Super Resolution Based on Reverse Saturation
of Scattering

Figure 10.6 presents a very interesting shape change of PSF from a single 80 nm
GNS, as the excitation intensity gradually increases. At low excitation intensity in
Fig. 10.6a, that is the linear response region, the PSF fits well to a Gaussian profile,
as we expected. As excitation intensity exceeds 105 W/cm2 in Fig. 10.6b, flattening
at the centre of PSF is observed, manifesting that saturation of scattering starts from
the region with largest intensity. Figure 10.6c is the situation of deep saturation,
where scattering intensity reduces with increase of excitation intensity. This unusual
phenomenon creates an unexpected donut-like PSF, whose side lobes exhibit width
of only 40 nm (λ/13).

When the excitation intensity further increases to above 106 W/cm2, the scatter-
ing signal at the centre of PSF rises, showing an onset of reverse saturation, while
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Fig. 10.6 PSF variation with increasing excitation intensity from left to right. Top column shows
the backscattering images, with excitation intensity marked in the centre, and lower column gives
signal profile of a selected GNS. Reproduced from [24] with permission from American Chemical
Society

the donut-like side lobes still remain, as shown in Fig. 10.6d. As mentioned in
Sect. 10.3.1, higher-order nonlinearities exist in the reverse saturation region, whose
slope of power dependency is much larger than one. The high-order nonlinearity
leads to significant reduction of PSF below 100 nm in width, as demonstrated in
Fig. 10.6e. This mechanism is applicable to super-resolution imaging in plasmonic
structures by any conventional laser scanningmicroscope, without the need of system
modification.

10.4.2 Super-Resolution Based on Combination
of Saturation of Plasmonic Scattering and SAX

The second method is to apply SAX to extract nonlinear components in saturation of
plasmonic scattering. In Fig. 10.6b of the last section, we have shown that saturation
starts from a small region in the centre of PSF. Therefore, if the saturated part can be
separated from the linear part, spatial resolution can be enhanced. As introduced in
Sect. 10.2.1, SAX uses temporal modulation of excitation beam, and Fourier analysis
to extract harmonics of modulation frequencies, which corresponds to high-order
nonlinearities, thus enhancing spatial resolution. However, earlier demonstration of
SAX is based on fluorescence nonlinearity. Here we show not only that SAX helps to
improve resolution based on nonlinearities of plasmonic scattering but that plasmonic
SAX provides much higher resolution than fluorescence SAX, due to larger high-
order nonlinearity in plasmonic scattering.

Figure 10.7a shows the result of harmonic frequency extraction of SAX. Themod-
ulation frequency is 10 kHz (f m), and two harmonics at double (2f m) and triple (3f m)
frequencies are detected with a lock-in amplifier. By comparing with Fig. 10.3a and
Fig. 10.6b, where nonlinear response starts around the intensity of 2× 105 W/cm2, it
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Fig. 10.7 Demonstration on super-resolution based on saturable scattering combined with SAX:
a Emergence of harmonics (fm, 2fm, 3fm) with increasing excitation intensity; b reference SEM
image at top; super-resolved SAX images at below; c–e line profiles of the two white arrow marked
GNSs corresponds to 1fm, 2fm, and 3fm, respectively. Reproduced from [25] with permission from
American Physical Society

is reasonable that harmonic components start to emerge at the same intensity range.
It is important to notice that the slopes of the 2f m and 3f m components are much
larger than the linear one (f m). This is the fundamental mechanism of resolution
enhancement with SAX and nonlinear response.

By combining the demodulated frequency signals from a lock-in amplifier and a
laser-scanning microscope, images of plasmonic nanostructures formed on a pixel-
by-pixel basis. Figure 10.7b presents the images of 1f m, 2f m, and 3f m, respectively,
together with a scanning electron microscope image for comparison. The arrow
in Fig. 10.7b indicates two nanoparticles that are not distinguishable in the 1f m
image, whose resolution is equivalent to diffraction limit. Intriguingly, these two
nanoparticles are well resolved in 2f m and 3f m images. The corresponding 1f m,
2f m, and 3f m signal profiles are plotted in Fig. 10.7c–e, respectively, manifesting
significant resolution enhancement. The FWHM of PSF is marked in each panel.
With 3f m demodulation, resolution enhances to 65 nm, which is equivalent to λ/8
(excitation wavelength is 561 nm in this case).

There are a few points for discussion. First, the resolution enhancement capability
of plasmonic SAX is better than fluorescence SAX. From [36], in fluorescence SAX,
nf m provides atmost

√
n-fold resolution enhancement.Nevertheless, plasmonicSAX

apparently exceeds this limitation, possibly due to the unusual nonlinear response,
as shown in Figs. 10.3a and 10.5a. It gives us a hint that SAX resolution may be
unlimited if proper nonlinear response is discovered.
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Second, different from incoherent fluorescent molecules, plasmonic structures
exhibit coherent coupling when two or more metallic nanoparticles are adjacent to
each other. As we can see in Fig. 10.7b, the arrowheads mark particles that aggregate
together, which change the resonant wavelength. Therefore, although these aggre-
gates still exhibit strong scattering intensity in the 1f m image, their 2f m and 3f m
signals are relatively weaker compared to uncoupled nanoparticles. That is, SAX
may be used to detect plasmonic coupling beyond diffraction limit.

Third, most of the current super-resolution techniques are not able to enhance
resolution in tissues. For example, wide-field-based localisation techniques do not
provide optical sectioning capability; thus lacking axial contrast. STED and SIM
require spatial beam engineering, and thus are susceptible to beam distortion due to
scattering/aberration. On the contrary, SAX relies on temporal modulation that is less
affected when penetrating into tissues, and therefore should be the best candidate for
deep-tissue resolution enhancement. This has been realized recently with plasmonic
SAX, which provides three-fold resolution enhancement by 3f m signals throughout
the whole working distance of an objective, that is 200 µm, providing inspirational
possibility towards deep-tissue super-resolution imaging [42].

10.4.3 Super-Resolution Based on Optical Suppression
of Scattering Imaging (SUSI)

In Sect. 10.2.2, we have explained how STED improves spatial resolution via all-
optical switch of fluorescence emission and a donut STED beam. In Sect. 10.3.3,
we presented optically switchable scattering from plasmonic nanoparticles. Here we
combine the two concepts to achieve super-resolution imaging based on suppression
of scattering imaging (SUSI), as demonstrated in Fig. 10.8. Similar to the condition
in Fig. 10.5, two lasers at 543 and 592 nm are aligned together.

In Fig. 10.8a, the top row shows a laser scanning image based on a single solid
543 nm beam (see inset), and the bottom row gives the PSF intensity profile for the
nanoparticles in the centre of imaging area, with FWHM of 180 nm. Apparently, the
resolution is inadequate to resolve whether there are two particles.

In Fig. 10.8b, the inset shows that a 592 nm beam is converted into a donut shape
by a vortex phase plate, and the central hole is overlapped with the solid 543 nm
excitation, similar to STED implementation. As mentioned in Fig. 10.5, when the
592 nm laser intensity increases to 106 W/cm2 (about 100 µW in power), scattering
of 543 nm is significantly suppressed, leading to remarkable enhancement of spatial
resolution in Fig. 10.8b. Quantitatively, the averaged FWHM of a single particle is
120 ± 4 nm at this intensity, agreeing well with theoretical prediction, and it is now
possible to distinguish two particles in the centre of the image.

To further enhance spatial resolution, deconvolution is adopted in Fig. 10.8c,
which achieves resolution of 60 nm (i.e. λ/9). It is important to notice that not only
the central region exhibits enhanced resolution but all nanoparticles in the imaging
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Fig. 10.8 Demonstration of SUSI of 543 nm scattering, where the upper row shows laser-scanned
images, and the bottom row are intensity profiles corresponding to the arrowed particle in the cen-
tre. a Confocal laser scanning microscopic image with only 543 nm excitation. b Combination of a
donut-shaped 592 nm suppression beam and the same solid 543 nm excitation, that is SUSI, resolu-
tion of the 543 nm scattering image is obviously improved by all-optical switching of scattering. c
Deconvolution helps to further enhance spatial resolution. Reproduced from [26] with permission
from Springer Nature

area shows reduced FWHM, manifesting that the switchable scattering effect is
universal to all plasmonic particles.

10.5 Summary

When considering imaging technologies, there are several important factors, includ-
ing contrast, resolution, penetration depth, imaging speed, and so on. Among them,
contrast should be the most important factor, since it determines the image visibil-
ity. In the last century, that is twentieth century, the most significant developments
in the field of microscopy are mostly related to contrast; for instance, phase con-
trast, differential interference contrast, fluorescence labelling, and so on. The last
one has been widely used in biology. With mature labelling methods, in the first two
decades of the twenty-first century, the most significant development in microscopy
is the emergence of super-resolution techniques, most of which rely on nonlinearity
(switch on/off, blinking, or saturation) of fluorescence.

In this chapter, we introduce novel nonlinearity of scattering from plasmonic
nanoparticles, and demonstrate that resolution enhancement is achieved with vari-
ous nonlinearities, including reverse saturation, saturation plus SAX, and all-optical
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switchable scattering plus STED-like setup. These nonlinear plasmonic scattering
have been successfully applied to live cell imaging. Although strictly speaking,
the metallic-nanoparticle-based imaging should not be considered as a label-free
approach in biological samples, it does provide ‘label-free’ imaging for plasmonic
nanocircuits with unprecedented resolution. In addition, since the nonlinear scat-
tering is based on photo-thermal effect, it is possible to extend similar approaches
into dielectric materials or even individual cell sub-organelles, to realise ‘label-free’
scattering super-resolution imaging in cells and tissues.
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Chapter 11
Label-Free Super-Resolution Microscopy
by Nonlinear Photo-modulated
Reflectivity

Omer Tzang, Dror Hershkovitz and Ori Cheshnovsky

Abstract Nonlinear photo-modulated reflectivity (NPMR) for far-field, label-free,
super-resolution (SR)microscopy is based on the nonlinear changes in the reflectance
of materials, induced by an ultra-short pump pulse. In NPMR, a modulated train of
pump pulse is focused on the sample that photo-excites temperature and/or charge-
carriers changes, spatially distributed inside the diffraction-limited spot. A spatially
overlapping, delayed, and unmodulated train of probe pulse monitors the resulting
nonlinear reflectance changes by the detection of the high harmonics in the probe
reflectance. The resulting point spread function (PSF) of the combined pump and
probe is narrower than the diffraction-limited PSF, and the improvement in resolution
scales like

√
n, where n is the nonlinearity order. NPMR is suitable to characterize

semiconductors and metals in vacuum, ambient and liquid, semi-transparent and
opaque systems. In order to detect weak high-order nonlinearities at the harmonics
of the modulation frequencies, pure sine modulation is required. We have succeeded
in modulating our pump source with harmonic impurity down to 10−4. Examples
of resolution enhancement include nanostructured silicon, plasmonic gold surfaces,
and vanadium dioxide (VO2) upon photo-induction of its characteristic insulator-to-
metal transition. To further reduce the PSF and improve the resolution, it is possible
to couple NPMR to other resolution-enhancement approaches, such as spatial mod-
ulation and apodization of the pump beam. Additionally, under specific conditions,
the method can be simplified to use a single-laser pulse. Finally, we show that the
nonlinear response to photo-excitation can be coupled to other SR modalities, such
as Raman scattering and nonlinear photo-acoustic signals.
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11.1 Introduction

The widely spread technology of microscopy can offer tremendous amount of infor-
mation about the structural, electronic, optical, and chemical properties of mate-
rials, as well as a means to manipulate and trigger processes in materials and
devices. Regrettably, in its conventional implementation, the spatial resolution of
probing and manipulating materials is limited to about λ/2, due to the wave-like
nature of light. The quest to understand structure, dynamics, and function at the
nanoscale has inspired new ultra-high-resolution imaging techniques. In particular,
optical microscopy has succeeded in surpassing the Abbé resolution limit (~0.5λ),
either by near-field techniques [1] or by far-field super-resolution (SR) techniques,
such as stimulated emission depletion (STED) [2, 3], photo-activated localization
microscopy (PALM), stochastic optical reconstruction microscopy (STORM) [4, 5],
saturated absorption (SAX) [6], structured illumination [7], SR optical fluctuation
imaging (SOFI) [8], and quantum emitters microscopy [9].

These fluorescence-based techniques are very useful when functional groups can
be reliably and selectively labeled. However, in many instances, such as optoelec-
tronic devices or untreated biological tissues, far-field, label-freemicroscopy is desir-
able. Near-field scanning optical microscopy (NSOM) indeed serves such purpose
by coupling light to nanostructures that are specifically designed to manipulate,
enhance, and/or extract optical signals down to sizes in the order of 20 nm. Despite
its diverse and sophisticated methods, such as absorption of light or tip-enhanced
Raman scattering, its usability is limited to a range of few tens of nanometers from
the surface.

Recently, far-fieldmethods, free offluorescent labeling,were introduced andmany
of them are reviewed in this book. We name here a couple of approaches which are
not mentioned in the book. Wang and co-workers used ground-state depletion of
the charge carriers in graphene-like structures in transmission mode [10]. Photo-
acoustics microscopy has been recently developed to demonstrate label-free super-
resolution [11]. In this chapter, we will present our methodology for far-field label-
free SR that is based on the nonlinear response of the reflectance to photo-excitation.

11.1.1 Pump and Probe with Large Difference
in Wavelengths for SR

Implicit to our approach for SR is the use of pump–probe (P&P) configuration, where
the two beams coincide and are focusedwith diffraction-limited point spread function
(PSF) on the same spot of the sample. In the simple, linear case we assume that the
change in the probe intensity, as a consequence of the interaction of the sample with
the exciting pump, is linear with the exciting pump and the probe. A basic assumption
in our method is that the instantaneous temperature or charge-carriers’ distributions
mimic the three-dimensional energy absorption profile of the pump. For instance,
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the PSFpp of the linear light-induced thermo-reflectance (TR) is the product of the
individual PSFs of the pump, PSFpump, and that of the probe, PSFprobe.

PSFpp = PSFpump × PSFprobe (11.1)

By itself, the P&P configuration bears considerable improvement in resolution
over the single-beam PSF. In this respect, stimulated Raman scattering and coherent
anti-Stokes Raman scattering microscopies are SR techniques. In the case when the
P&P has similar wavelengths, the improvement amounts to ~

√
2. However, when

the interrogated property of the sample by the pump is in the mid-IR, while the
probe monitors the deposited energy at visible wavelengths, the effective resolution
surpasses the mid-IR PSF by almost an order of magnitude. The distinct fingerprints
of the mid-IR spectral feature add chemical recognition in this modality, while the
pump wavelength can be selected in much shorter wavelengths. This approach to
achieve IR SR has been demonstrated recently using photo-thermal technique. Ji-
Xin Cheng and co-workers [12] reported on label-free three-dimensional chemical
imaging of live cells and organisms. Hartland and co-workers [13] reported on SR
in polystyrene beads, thin polymer films, and single Escherichia coli bacterial cells.

11.2 Nonlinear Photo-modulated Reflectivity

11.2.1 Photo-Induced Reflectivity Changes

Upon ultra-fast photo-excitation, materials undergo fast dynamics of energy trans-
fer between various degrees of freedom. Charge-carrier excitation (10–100 fs) is
followed by carrier–carrier and carrier–phonon scattering/thermalization processes
(10 fs–10 ps) [14, 15]. Eventually, on a timescale of a few picoseconds, the ther-
mal transport can be treated classically. The instantaneous diffraction-limited photo-
excited spatial profile diffuses quickly and blurs in time (see Fig. 11.1). The above
dynamics induce spatial and temporal changes in the reflectivity. Photo-induced
reflectance originates from numerous physical effects [16], mostly from changes
in carrier concentration and in temperature. Light-induced thermo-reflectance (or
time-domain thermo-reflectance), which records changes of reflectance upon photo-
excitation, is extensively used to measure the thermal properties of materials using
linear models [17–19]. We are concerned with the nonlinear components of photo-
modulated reflectivity, in respect to photo-excitation, which allow the dramatic nar-
rowing of the effective PSF.
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Fig. 11.1 Key elements in NMPR. a Simulation of optical absorption and temperature distribution
in a silicon wafer at pump–probe delay of 1 ps. Pump fluence is ~70mJ/cm2. b Experimental depen-
dence of thermo-reflectance in silicon on the pump–probe delay. c Simulation of time-dependent
temperature profile in silicon following photo-excitation. d PSF simulation. Red—probe pulse at
785 nm. Blue—pump at 392 nm. Green—Thermo-reflectance at delay t = 1 ps. In this case, the
PSF conforms to the product of the pump and probe beam PSFs. Black—PSF resulting from fourth-
order nonlinearities in thermo-reflectance. Reproduced with permission from [22]. Copyright 2015
American Chemical Society

It is beyond the scope of this review to discuss the mechanisms related to sample
excitation and energy dissipation, leading to the above-mentioned nonlinearity. These
effects can stem from changes in the light absorption during the interaction of the
sample with the pump light such as multiphoton excitations. They can also originate
from subsequent dynamical processes, such as Auger carriers annihilation [20, 21].

11.2.2 The Principles of Nonlinear Photo-Modulated
Reflectivity

Nonlinear photo-modulated reflectivity (NPMR) is based on the nonlinear changes
of the reflectance, induced by photo-excitation of material by an ultra-short pump
pulse [22, 23]. In measuring NPMR, a train of ultra-short pump pulse, sine intensity-
modulated (at ωm), is focused on the sample. This train of pulses photo-excites tem-
perature and/or charge-carriers changes, spatially distributed inside the diffraction-
limited spot. A spatially overlapping, delayed, and unmodulated train of probe pulse
monitors the nonlinear reflectance changes. NPMR is measured by recording the
high harmonics in the reflectance of the unmodulated probe laser, induced by the
pump sine modulation. The idea is illustrated in Fig. 11.2.
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Fig. 11.2 The basic principles of NPMR. a A train of intensity-modulated (at ωm) pump pulse is
focused on a sample. The overlapping focused probe pulses, with constant intensity, are delayed by
a few picoseconds. b In the illustration, the pump pulses increase the sample temperature, giving
rise to changes in the probe reflectivity (blue line). The black dots represent the probed changes in
reflectivity. By analyzing the change in reflectivity with a lock-in amplifier, the harmonics content
of the probe can be extracted

In order to extract the nonlinear components of reflection due to photo-modulation
(at ωm), we demodulate the reflection intensity at the corresponding harmonic fre-
quencies (ωm, 2ωm, 3ωm . . .) in a lock-in amplifier. The nth harmonics components
of the reflectivity scale with the nth power of the excitation. Accordingly, the related
effective PSFpp comprises the product of PSFprobe and that of the pump laser to the
power of the nonlinearity order n, PSFnpump. The width of the PSFpp scales down by√
n for Gaussian-focused beams. By scanning over the sample and measuring the

NPMR, spatial resolution is enhanced beyond the diffraction limit. This method-
ology was first demonstrated on Si nanostructures, and provided spatial resolution
down to 85 nm [23].

SAX is a fluorescence-dependent SR technique, closely related to NPMR [6].
There, high-order harmonics of the fluorescence, induced by saturating the mod-
ulated excitation, are detected. Recently, a similar microscopy method, relying on
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the nonlinear emission response of plasmonic nanoparticle labels, has been reported
(see Chap. 8 by Shi-Wei Chu in this book). Note also that in laser-induced ablation,
the nonlinear response of matter was used to achieve SR ablation with a diffraction-
limited focused beam [24].

11.2.3 Timescales of the Experiment

Several timescales are relevant to the optimization of NPMR:

• A short pump pulse, in the femtosecond to picosecond range, is desirable so that
the photo-excited spatial distribution of physical properties will not diffuse and
blur the initial instantaneous profile [22].

• The delay between the pump and the probe should be optimized according to the
monitored physical property. For example, to monitor the change in temperature,
the desired delay should be about 1–2 ps to allow the transfer of energy to phonon
degrees of freedom. With longer delays, heat diffusion will quickly induce spatial
smearing and decay of intensity. On the other hand, a short pump–probe delay
allows monitoring of charge–carrier excitation that may take 100 fs.

• Each P&P interaction lasts a few picoseconds, and within this timeframe, the
temperature of the sample can reach up to a few hundreds of degrees. It is desirable
that the next pair of P&P pulses in the train will reach the system after its complete
electronic and thermal relaxation. Within this constraint, a high repetition rate
laser is desired for high signal-to-noise ratio (SNR) and speed. The 12.5 ns pulse
spacing in a ps/fs laser, with repetition rate of 80 MHz, is adequate to minimize
the steady-state heating of a thermally conducting sample (~7 K), and also allows
high-frequency (~1.1 MHz) modulation of the pulse train.

11.2.4 The Relation Between High Harmonics Detection
and SR

The origin of resolution enhancement can be rationalized by representing the non-
linear change in reflectivity, �R, as a Taylor series of the pump intensity Ipu:

�R

R

(
α, Ipu, τ, λpr

) = a1
(
α, τ, λpr

)
Ipu + a2

(
α, τ, λpr

)
I2pu

+ a3
(
α, τ, λpr

)
I3pu + · · · (11.2)

whereα denotes thematerial monitored, λpr denotes thewavelength of the probe (e.g.
the coefficient of thermo-reflectance is wavelength-dependent), and τ is the delay
between the pump and the probe ultra-short pulses. The excitation of the sample

https://doi.org/10.1007/978-3-030-21722-8_8
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exhibits complex dynamics which determine the various coefficients of �R. We
assume that in the short times (ps-scale), the instantaneous distribution of charge
carriers or phonons mimics the 3D absorption profile of the pump, and induces
accordingly changes in reflectivity.When the train of the pump pulses is a amplitude-
modulated pump in the form of a pure sine with modulation frequency ωm.

Ipu(t) = I0 ∗ 0.5
(
1 + eiωmt

)
, (11.3)

then the envelope of �R will also follow a periodic function. Using this in (11.2)
yields:

�R

R
≈ a1I0 ∗ 0.5

(
1 + eiωmt

) + a2
[
I0 ∗ 0.5

(
1 + eiωmt

)]2

+ a3
[
I0 ∗ 0.5

(
1 + eiωmt

)]3 + · · · (11.4)

In practice, the nonlinear coefficients are much smaller than the TR signals and
they decrease with increasing nonlinearity order a1 � a2 � a3 · · · . Thus, it can be
shown, by expanding 11.4, that by detecting themodulation harmonics(2ω, 3ω, . . .),
the nonlinear response, proportional to I npu, is measured. Effectively, the nonlinear
spatial intensity profile I npu(x, y) is a Gaussian in the power of (n = 2, 3 …). Accord-
ingly, the PSFpp of the nth harmonic demodulated signal scales down like

√
n and is

given by:

PSFpp = (
PSFpump

)n × PSFprobe (11.5)

11.2.5 The Need for Pure Sinusoidal Excitation

The existence of high harmonicsωm in themodulated pump beam can introduce non-
linearities directly into the photo-modulated (PM) reflection, masking the intrinsic
high-harmonic response. Consequently, we have developed a methodology to obtain
pure sinusoidal photo-modulation with minimal nonlinearities in the modulation. It
is based on using an arbitrary wave generator (AWG) to drive the control voltage
input of an acousto-optical modulator (AOM). With this approach we reduce high-
order harmonic distortion to <0.05% in high AOM diffraction efficiency regime. See
details in the Appendix.
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11.3 Experimental System

The setup for SR via NPMR was discussed in [22, 23]. It is illustrated in Fig. 11.3,
and with small variations represent all of our NPMR experiments. Briefly, a 785 nm
beam (probe) with 1 ps pulse duration (or 100 fs in other experiments) is frequency-
doubled to 392.5 nm (pump). The beams are separated by a dichroic mirror (DM1). A
variable delay line tunes the timing of the probe and a dichroic filter (DM2) combines
the beams into an epi-reflection microscope.

The sample is mounted on a three-axes scanning translator with 20 nm step incre-
ment. The pump beam at 392.5 nm ismodulated using anAOMdriven by an arbitrary
function generator. The driving waveform of the AOM, a distorted triangular func-
tion, is optimized to generate a pure sine-wave intensity modulation of the pump at
ωm = 10 KHz–1MHz.With this approach we reduce high-order harmonic distortion
to 0.02, 0.04, and 0.02% for the second, third, and fourth harmonics, respectively.
A dichroic mirror (DM3) transmits only the probe light, through a tube lens to the
linear photodiode detector (PD). The reflectivity signal is monitored using a lock-in
amplifier. The galvo scanning mirror in Fig. 11.3 is used only in spatial modulation
modality, discussed in Sect. 11.5.1.

Fig. 11.3 The experimental system for NPMR, discussed in Sect. 11.3. Adapted with permission
from [23], OSA
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11.4 Examples of NPMR

11.4.1 Silicon on Sapphire

Wefirst demonstratedSRusingNPMRon fabricated siliconnanostructures. In silicon
nanostructures, themajormaterial in semiconductor industry, linear photo-modulated
reflection has been studied extensively. Silicon, as any other reflective or scattering
surface, contains nonlinear components in its reflectivity [25–27].

Experiments were performed on 100 nm thick silicon layers patterned on sapphire
(Fig. 11.4b). At a pump fluence of ~100 mJ/cm2, NPMR is discernible. The instan-
taneous temperature of silicon, immediately after the pump pulse, is ~700 K, but
it quickly cools down and the steady-state temperature elevation amounts to ~7 K.
Figure 11.4 depicts line scans orthogonal to 125 nm silicon stripeswith variable spac-
ing. The resolution enhancement with increasing harmonics is clearly discernible.

Fig. 11.4 SR line imaging of silicon nanostructures on sapphire, silicon double lines, 125 nm
wide, with gaps of 370 and 270 nm, respectively. a Scan with a 0.7 NA objective using the total
probe reflection (red), the first (black), second (blue), and fifth (green) harmonics of ωm. b SEM
image of the scanned sample. c Imaging with a 0.95 NA objective using first, second, and third
harmonics. Resolution enhancement is consistent with the increase of the NA and the harmonic
order. Reproduced with permission from [22]. Copyright 2015 American Chemical Society
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Fig. 11.5 NMPR of a sample consisting of Au double lines, 125 nm wide; gaps of 370, 270,
and 180 nm, respectively. NMPR line imaging using first (blue) and second (black) harmonics.
Reproduced with permission from [23], OSA

Based on the SEM images of the patterned strips, the deconvoluted PSF of the
fifth harmonic, performed with 0.7 NA objective lens, corresponds to 140 ± 10 nm
FWHM. Using a 0.95 NA objective, the resolution with the third harmonics cor-
responds to 105 ± 10 nm. The resolution enhancement is >2× (4×) of the pump
(probe), respectively, and is consistent with the simulated resolution. As in SAX, the
resolution improvement here is theoretically limited only by the SNR.

11.4.2 Gold on Sapphire

We tested the resolution of a sample consisting of a set of 100 nm thick, 125 nm
wide pairs of gold stripes fabricated on sapphire substrate [23]. Here, due to superior
pure harmonic modulation, using the optimized AOM, the resolution achieved was
95 nm, somewhat better than that achieved on the silicon samples. Similar results
were obtained for gold structure on ITO-coated glass substrate (Fig. 11.5).

11.4.3 Vanadium Oxide on Silicon

Aspecial case inwhich photo-excitation induces a phase transition of vanadiumoxide
(VO2) is presented here. In the case of abrupt photo-induced changes, the differential
nonlinear response occurs only in the vicinity of the critical light intensity, while
much below or above this intensity, linear or nonlinear response is distorted.

At T c = 340 K, VO2 undergoes a first-order structural phase transition (mono-
clinic to rutile) coinciding with an insulator-to-metal transition [28, 29]. Recently,
the phase transition induced by ultra-fast photo-excitation has also been studied
[30–32]. Above a critical pump fluence, VO2 undergoes a transition into a metallic
state, accompanied by a large change in reflectivitywithin ~100 fs.Within picosecond
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timescale, electronic energy is transferred to lattice via electron–phonon coupling,
and the volume of the thermally-induced phase transition expands. Cooling pro-
cesses follow, and the reverse transition into the insulator state occurs in hundreds
of picoseconds.

These photo-thermal properties can be used to realize SR. By fine-tuning the
pump-laser fluence to be slightly above the phase transition threshold, only the intense
center of the pump beam will induce the phase transition, invoking the narrowing of
the PSF via NPMR.

The experiments were performed on a patterned granular film of VO2 (~100 nm
thick), on a silicon substrate. The samples comprised ~150 nm wide lines of poly-
crystalline nanoparticles, inwhich the phase transitionmay occur at somewhat differ-
ent temperatures or laser fluences depending on nanoparticle size [33]. The samples
were scanned at varying pump fluences to characterize the onset of the photo-induced
phase transition. In order to achieve SR, we have tuned the pump energy slightly
above the onset of the phase transition on individual VO2 nanoparticles (Fig. 11.6).
Note the highly nonlinear response of reflectance change to pump pulse energy. The
best resolution (PSF of 165 nm) is achieved at pump energies slightly above the
onset of the monoclinic-to-rutile phase transition (peak power 6.6 mJ/cm2). At lower
(3.2 mJ/cm2) and higher (20 mJ/cm2) energies, the particles appear larger (PSF of
~280 nm FWHM).

Fig. 11.6 NPMR characterization of a single VO2 particle. A 270 × 200 nm VO2 particle (size
verified by SEM) was scanned over a series of pump fluences. All at 1 ps pump–probe delay,
and using 0.7 NA objective. a NPMR of the VO2 particle as a function of the pump energy.
b Normalized cross-sections along x-axis of the scans (c, d, e) depicted in the bottom images.
c Scan above phase transition (20 mJ/cm2). d Scan at phase transition (6.6 mJ/cm2). e Scan below
phase transition (3.2 mJ/cm2). (Reproduced with permission from [22]. Copyright 2015 American
Chemical Society)
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Figure 11.7 depicts a NPMR scan of several VO2 nanoparticles (pump =
8 mJ/cm2) along with the corresponding SEM images. Note that two particles sep-
arated by 70 nm could be resolved. After deconvolution the PSF was found to be
between 160 and 190± 10 nm (FWHM), about half the diffraction limit of the pump.
The range of PSFs values reflects the variability of the nanoparticles in respect to
phase transition as a function of size.

Fig. 11.7 a VO2 NPMR area scan. b SEM images of the same area. c Experimental results com-
pared to simulation: the sample was modeled (blue rectangles) as step function with longitudinal
dimensions taken from the SEM image and heights proportional to the width in the SEM image to
account for the higher reflection signal in wider particles. Black—cross-section of the scan along
the line in a the best fit to the experimental data is the red curve—convolution of the best PSF (red
dotted Gaussian, FWHM of 190 ± 5 nm) and the sample model. On the left side of the figure,
the 70 nm gap is discernible, and corresponds to a PSF of 160 nm FWHM (blue dotted Gaussian).
Reproduced with permission from [22]. Copyright 2015 American Chemical Society
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11.5 Modality Variations to Improve and Simplify NPMR

The use of NPMR to achieve SR converges as the nonlinearity order
√
n, while

the signal of high orders decays exponentially. Therefore, it is useful to seek for
additional effects that provide improvement in resolution and sensitivity, on top of
NPMR. Here we present two such approaches.

11.5.1 Spatial Modulation

Spatial overlap modulation (SPOM) technique improves three-dimensional section-
ing by suppressing out-of-focus signals, as the pump and probe spatial overlap is
temporally modulated while scanning. In the focal region the modulation depth of
the spatial overlap peaks, and decays fast toward the out-of-focus regions [34]. In
SPOM nonlinear optical microscopy (SPOM-NOM), the spatial overlap between
two color pulses is temporally modulated by means of beam pointing modulation or
wavefront modulation, and nonlinear optical processes excited by a combination of
two color pulses are monitored. This technique was used for imaging with enhanced
spatial resolution in modalities such as sum frequency imaging [35] or stimulated
Raman scattering [34]. However, the PSF of SPOM, PSFSPOM, suffers from negative
lobes, since it practically represents the second derivative of the image, and generates
artifacts in the image.

The combination of NPMR with SPOM results in improved resolution and major
reduction of the negative lobes. The effective PSF of this combinedmodality amounts
to the product of PSFnpump and PSFSPOM, and the negative lobes of PSFSPOM over-
lap with low values of PSFnpump. In the experiments, the probe beam was spatially
modulated at ωSPAT using a galvanometer-mounted mirror (see Fig. 11.3), while the
intensity of the spatially fixed pump beam was modulated at ωm using the AOM.
The demodulated signal at frequency ωref = nωm + 2ωSPAT provides the integrated
response of SPOM (second order) and NPMR. Figure 11.8a depicts a simulation
of the method using a pump beam at 392 nm and a probe beam at 785 nm, as in
the experiments. The simulated improvement in resolution, and the decrease of the
negative lobes of SPOM, is clearly demonstrated.

The experiments were performed on 100 nm thick silicon layers patterned on
sapphire. Figure 11.8b depicts a scan of a single silicon 125 nm wide stripe in
different modalities. The results are in good correspondence to our simulations. The
introduction of SPOM improved the resolution of the second harmonics NPMR
by ~15%, down to 85 ± 5 nm, consistent with the simulation. Theoretically, the
incorporation of SPOM is equivalent to additional 1–2 higher harmonics in NPMR,
yet with about tenfold higher signal levels. Indeed, the typical negative lobes of
SPOM are significantly reduced due to the narrow PSF of NPMR.
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Fig. 11.8 NPMR and SPOM, simulation vs. experiment. a Simulation of line scan using different
imaging modalities: NPMR first modulation harmonic (turquoise), NMPR second harmonic (blue),
second SPOM derivative (black), and second SPOM derivative with second NMPR harmonic (red).
The green curve depicts the SPOMsecond derivativewith theNMPR second harmonic using a probe
at 400 nm for improved resolution (down to 75 nm). b Experimental results. Two color line scans of
silicon on sapphire samples using the various modalities (same color codes as in the simulations).
Reproduced with permission from [23], OSA

11.5.2 Pump and Probe with a Single Laser

A simpler version of NPMR, which requires only a single laser beam, eliminates the
need for relative temporal and spatial adjustment of the pump and probe beams [23].
In this modality, the train of laser pulses is intensity modulated, and its reflectance
is measured at high modulation harmonics with a lock-in amplifier. The photo-
modulated reflectivity of a single pulse can be described as follows: The pump pulse
excites the sample and probes it at the same time, which is equivalent to zero P&P
delay. The measured change in reflectivity, �R, due to a single pulse depends on the
physical dynamics of the system, the pulse intensity, and the pulse length, and can
be described as:

�R =
∫ Tp

t=0
Ipump(t) ∗ �Rmaterial(t, Ipump)dt/

∫ Tp

t=0
Ipump(t)dt (11.6)

where �Rmaterial(t, Ipump) represents the evolving reflectivity change at time t, which
keep changing throughout the pulse duration up to its end at Tp. Effectively, the
measured �R is a weighted average, containing different level of excited charge
carriers or phonons. The lack of optimized delay between the pump and the probe
beams, and the pump wavelength that may not be optimal for probing the reflectance
change, reduces the signal of this modality substantially, and it is highly dependent
on the timescales of photo-excited charge carriers in the materials. However, the
simplicity of the system (no delay line) may be attractive to some applications.

We tested the single-color scheme and compared it with the two-color method
on a set of 100 nm thick, 125 nm wide pairs of gold stripes fabricated on sapphire
substrate. We inferred that the reflectivity changes due to electron excitation in Au
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are fast enough (approximately 100 fs [36, 37]) to be detected by a single pulse at a
duration of 2 ps. On the other hand, in silicon, the carrier excitation which leads to
changes in reflectance is slower (~700 fs) and we could not probe efficiently NMPR
with a single 2 ps pulse. The results of two-color and single-color PM reflectivity
on Au pattern are depicted in Fig. 11.9. Note that the resolution of the gold samples
scan at the second harmonics of both single and P&P schemes is equal, and amount
to 95 ± 5 nm.

Fig. 11.9 Super-resolution photo-modulated reflectivity using single color or two colors. The sam-
ple consists ofAu double lines, 125 nmwide, with gaps of 370, 270, and 180 nm, respectively. a Line
imaging of probe reflection (red) and pump reflection (purple). bTwo-color photo-modulated reflec-
tivity line imaging using first (blue) and second (black) harmonics. c Single-color photo-modulated
reflectivity using first (orange) and second (black) harmonics. Note the resolution enhancement (95
± 5 nm) at 2ω1 in both two- and single-color modalities. Reproduced with permission from [23],
OSA
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11.5.3 Resolution Improvement via Beam Apodization

So far, our discussion was limited to the case of a Gaussian diffraction-limited spot.
However, by using a phase and/or amplitude filter in the beam path, a smaller spot
at the focal plane is achievable. The disturbing existence of annular tails in the PSF,
often associated with such filters, is less pronounced in higher orders of the PSFpump,
and are practically nulled in the overlap with the probe beam.

The use of spatial filters to achieve SR was investigated and used to improve
the resolution in a confocal setup [38–40]. We followed the prediction of Lerman
and Levi [41] on annular amplitude mask to test the improvement in resolution. We
fabricated a circular gold mask (16 mm diameter) on glass. The mask was mounted
in the beam path, to minimize far-field diffraction fringes. The mask position was
fine-tuned while monitoring the focused beam image on camera to obtain a sym-
metric donut shape intensity profile. In Fig. 11.10 we compared two scans, with
and without the mask in the beam path. In both scans we tested SR by measuring
the second-order NPMR, using a single color, linearly polarized, 400 nm laser and
a 0.95 NA air objective. The combination of the objective and the 16 mm mask
provided apodization ratio of NAmin

NAmax
= 0.60. SR test sample used consisted of gold

nano-bars (125 nm wide) pairs on ITO, with varying spacing of 270, 160, 160 and
110 nm.

Deconvolution of the scan data with the object shape, taken from the SEM imag-
ing, produced resolution of 155 and 130 nm for the clear and the apodized beams,

Fig. 11.10 Line scan of gold nano bars pairs with varying spacing of 270, 160, 160 and 110 nm
(left to right), using clear beam (blue) and apodized beam (brown)
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respectively. This represents reduction of ~16% in the PSFpp width, which is in close
agreement with the theoretical prediction.

11.6 Using Nonlinear Response in Other Label-Free
Microscopy Modalities

11.6.1 Temperature-Dependent Raman Scattering for SR

Raman microscopy, in which specific spectral features discriminate between dis-
tinct materials, provides a label-free counterpart to fluorescence microscopy. Tip
enhancement methods [42], combining scanning probe microscopy, such as STM
[43] or AFM [44] and Raman spectroscopy, provide rich information with nano-
metric resolution on the studied system. However, the use of tip-enhanced Raman
microscopy is limited to the surface. Katsumasa Fujita introduces in this book the
combination of structured illumination and micro-Raman microscopy to achieve far-
field Raman-based SR. We present the use of nonlinear response to achieve SR by
monitoring photo-modulated Raman scattering [45].

As in NPMR, an ultra-short laser pulse (pump) is focused on the sample, and
induces (within ~1 ps) a diffraction-limited temperature profile. The integral intensity
of the Raman peaks, as well as the peak frequency (energy) and shape, changes with
the local temperature. An overlapping probe laser records specific spectral regions
of interest (ROI) in the Raman spectrum. Our SR approach relies on measuring the
changes in the Raman spectra, induced by the pump beam.

Simulations showed improvement of two to three times in resolution over the
diffraction limit. Experimental validation of the concept by monitoring the changes
in the total intensity of the Raman peaks shows mild resolution enhancement (

√
2).

The experimental setup is illustrated in Fig. 11.11. As in NPMR, the pump
(392 nm) and probe (785 nm) beams, with a controlled delay, are merged using
a dichroic mirror and enter the Raman microscope. Scattered light is removed by a
notch filter and the Raman spectra are detected by a spectrograph coupled to a CCD
camera. The sample is scanned by an x–y stage with 10 nm resolution. The difference
in Raman signal is taken at 0.1 Hz square wave modulation of the delay in the probe
beam.

Calibration measurements of the Raman spectra of silicon in the temperature
range of 300–900 K were performed using a heating plate and a continuous wave
532 nm laser source (Fig. 11.12). On heating, the Stokes Raman peak shifts to lower
vibrational energies, broaden and decrease its total intensity. The spectral “hot” ROI
for detection in the simulation is marked. In our simulations, we modeled these
spectral changes using an analytical model for the temperature dependence of the
Raman peak [46], while scanning different sample geometries (point, line, and sur-
face) formed images according to the intensity inside the spectral ROI. We assumed
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Fig. 11.11 Optical setup for Raman-based SR. In a P&P configuration, a 785 nm probe pulse and
392 nm pump are temporally synchronized and spatially overlapped into a scanning microscope,
and focused on the sample by a high NA air objective. Detection modalities include both Raman
scattering spectral detection and NPMR. RM: removable mirror. DM: dichroic mirror. BS—beam
splitter. PD—photodiode. LLF—laser line filter. Reproduced with permission from [45], OSA

Fig. 11.12 Response of a silicon Raman emitter to temperature. a Calibration measurements.
Experimental temperature dependence of silicon Raman spectra using a temperature stabilized
heating plate. b The integrated Raman signal for a point emitter as a function of temperature.
Black—integrated changes in Stokes signal. Red—integrated Stokes signal in the ROI (defined in
12a). Note the nonlinear response. Top left inset—focused beams and Si point targets on sapphire
substrate. Reproduced with permission from [45], OSA
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that the probe laser is monitoring a surface that has reached full thermalization as
imprinted by the focused pump laser. These conditions are practically achieved in a
P&P delay up to about 5 ps.

The simulated intensity changes of the Raman peaks with temperature in selected
spectral ROIs (Fig. 11.12b) show that while the integrated intensity of the whole
Raman peak changes almost linearly (black curve), the Raman intensity in a specific
spectral ROI (gray rectangle, Fig. 11.11a) is equivalent to introducing a fourth-order
nonlinearity versus temperature (red curve). This dependence is vital for achieving
SR.

The experiments consisted of line scans orthogonal to a 125 nm wide silicon
stripe on a sapphire substrate (SOS). The scans depicted in Fig. 11.13a and c show
enhanced resolution, improving from FWHM of 650 ± 50 nm in the Raman Stokes
scanning to 440 ± 50 nm FWHM in the difference Stokes scanning. Figure 11.13b
depicts the simulations on the differences in the integrated Stokes signal, with good
correspondence to our experiments.

In our experiments, we could not monitor the “hot” ROI spectral changes due
to very low signal levels. The realization of this method with nonlinear Raman
modalities such as SRS [47] could provide higher sensitivity and could enable video
rate SR imaging with high SNR.

Fig. 11.13 Resolution enhancement in photo-modulated Raman microscopy. a Experimental
Raman scan of a single SOS strip. Blue—cold Raman scan (negative pump probe delay of −
5 ps). Red—hot Raman scan (pump probe delay of +5 ps). Black—the difference signal, I�Raman.
b Simulation: scan of a line Raman emitter. The difference signal, I�Raman (black), cold Stokes
(blue), and the hot Stokes (red) scan profiles. c Black—difference Raman signal of single SOS
stripe (Cold–Hot). Blue—rescaled cold Raman scan. The curve is rescaled to the height of the
black (photo-modulated) curve to highlight the differences in widths (resolution). Top left inset:
SEM image of the scanned SOS sample. Reproduced with permission from [45], OSA
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11.6.2 Nonlinear Photo-acoustic Feedback Signal
for Focusing Through Scattering Media

Motivated by the potential for high-resolution imaging deep inside biological tissues
using wavefront shaping for controlling light propagation across scattering media,
Tzang et al. used a lock-in detection scheme for measuring nonlinear photo-acoustic
(PA) signals [48]. The goal was to use the nonlinear contributions for focusing tighter
and potentially higher resolution imaging.

PA imaging is a hybrid modality that achieves optical contrast based on the PA
effect by which absorption induces a transient thermo-elastic expansion and an asso-
ciated acoustic emission [49]. PA reveals label-free optical contrast correlated to
chemical composition by exciting the sample with different optical wavelengths,
and it is considered a promising method for deep tissue biomedical imaging. In most
PA modalities, the SNR of small, deeply buried, targets inside tissue is weak, and

Fig. 11.14 Analog signal processing for nonlinear PA. a Typical PA signal using a 15 MHz trans-
ducer. b Rectified PA signal. c Single-pulse sample and hold circuit, implemented by a boxcar
integrator. The gate (red) shows the specific time window in which the PA signal (blue) is sampled.
The integrated voltage (black) is held until the next pulse. d Schematic averaged output of the
sample and hold circuit. Each pulse has now a discrete value and the modulation sidebands are
enhanced with respect to the pulse train. Reproduced with permission from [48], OSA
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its measurement is challenging. Nonlinear PA signal is even weaker but carries the
potential for achieving enhanced resolution in microscopy [50] as well as improved
feedback for noninvasive focusing through scattering media.

To increase the SNR in PA detection, and extract nonlinear PA signals, a modula-
tion and lock-in detection scheme is used as feedback for adaptive focusing through
scattering media [51]. Lock-in detection of PA signals, excited by optical pulses,
requires several signal processing preparation steps in order to extract the modu-
lation envelope. Figure 11.14 depicts the analog detection scheme that converts a
modulated pulse train to a step-modulated signal. This step signal, containing the
amplitude of the original PA signal, is fed into a lock-in amplifier. The demodulated
PA amplitude is transferred to the computer to feed the optimization algorithm.

The photo-modulation is performedusing anAOM (AAoptoelectronic,MTS110)
driven by an arbitrary function generator, as in theNPMR experiments, and nonlinear
PA signals are detected by recording the high harmonics of the modulation. Note that
in Fig. 11.15 the nonlinear feedback allows tighter focusing by narrowing down the
effective detection area and generates fewer and brighter speckles.

The flexible detection of linear and/or nth-order nonlinearity aswell as dual/multi-
harmonic could be combined in a dynamic adaptive feedback algorithm.Compared to
other nonlinear PA detection schemes such as dual pulse extraction of the Grueneisen
parameter [52], and extraction of nonlinear coefficients by modulated pulse series
[50], the analog method can deal better with high repetition rate lasers, noisier sig-
nals, and high data acquisition rate, and holds promise for effective detection of PA
nonlinearities.

Fig. 11.15 Results of focusing through scattering media using the lock-in amplifier and analog
detection scheme. a Image of scattered light on a black tape sample with random wavefront.
b Focusing on black tape using the linear PA feedback. c Focusing by nonlinear, second mod-
ulation harmonic, feedback from the lock-in amplifier. Repetition rate was 19 kHz, and optimized
AOM sinusoidal modulation at 1.1 kHz. Reproduced with permission from [48], OSA
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11.7 Conclusions

We have presented the essentials of nonlinear photo-modulated reflectivity (NPMR)
for far-field, label-free, super-resolution (SR) microscopy. Unlike some other label-
free SR techniques, no sample treatment or preparation is required here. NPMR is
suitable to characterize semiconductors and metals in vacuum, ambient, and liquid,
semi-transparent and opaque systems.

The improvement in resolution usingNPMR scales like
√
n, where n is the nonlin-

earity order. While the intensities of high nonlinearity orders decrease exponentially,
the incremental improvement in resolution slows down with the nonlinearity order.
Therefore, in order to enhance resolution, it is desirable to combine NPMR with
other resolution enhancement modalities, as demonstrated by us using SPOM.

Amajor challenge in any SR technique is the declining sensitivity as the examined
objects decrease in size. One way to overcome this problem is to seek for resonance
sensitivities in NPMR, by tuning the pump/probe wavelengths to a plasmonic reso-
nant wavelength. We foresee an intense enhancement in label-free SR with such an
approach.

Appendix: Pure Sinusoidal Photo-Modulation Using
an Acousto-optic Modulator

We have emphasized in Sect. 11.2.3 the need for pure sinusoidal light-intensity
modulation in NPMR. This is a desirable requirement in numerous scientific and
engineering applications. Here, we introduce our approach to achieve such a goal,
using acousto-optical modulators.

The methodology, presented here, for clean sine photo-modulation is based on
using an arbitrary wave generator (AWG) to drive the control voltage input of a
single AOM [53]. This voltage input controls the amplitude of the RF driver, which
determines the diffraction efficiency of theAOM.The diffracted intensity is not linear
with input voltage. Thus, one looks for an arbitrary waveform (WF) to generate the
required light intensity, having a pure sinusoidal time dependence at the modulation
frequency fm, while utilizing the full diffraction range of the AOM (90%).

The WF optimization consists of a two major stages. First, utilizing the static
response (fixed control voltage) of the AOM to estimate the required WF. Second,
using a feedback loop to optimize the WF to the dynamic frequency response of the
AOM.

In the first stage, the modulator is driven by a set of static control voltages. The
light output intensity at each voltage value is measured with a linear photo detector.
The data are interpolated to a smooth function and are used to calculate the initial
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WF. At modulation frequencies higher than 1000 Hz, the dynamic response of the
AOMdiffers from the static response.Consequently, after the first stage, the harmonic
content in our setup amounts to 1–2% and corrections to the initial fitting are needed.

In the second stage, that reduces the distortion by about additional two orders of
magnitude, we use an iterative proportional–integral–derivative (PID) control. As in
the first stage, the WF is synthesized by N discrete points defining a single cycle
which is repeated at fm. We assume that the errors at a definite time of the light
intensity are solely determined by a corresponding point in the WF. At each PID
cycle, we compare the normalized light intensity of a single modulation cycle with
a pure sine function, and the errors are fed to the PID algorithm to generate a “new”
corrected WF, as is shown in Fig. 11.16.

Results from our PID optimization at fm = 1.13 MHz (implemented using C#
under Microsoft Visual Studio 2015 development environment) are presented in
Fig. 11.17. The power spectra of the diffracted light intensity before PID optimization
contained ~2% distortion (Fig. 11.17a) and dropped down after PID optimization
(Fig. 11.17c), by about two orders of magnitude. The low content of high harmonics
stays stable for several hours. The optimized diffracted light intensity spans 98% of
the full diffraction range of the AOM.

In a third stage, to further optimize and reduce the amplitude of the nth harmonics
in the diffracted light intensity, we iteratively fine-tune the nth harmonic component
of the PID-optimized WF in amplitude or/and phase. At each iteration, the WF
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Fig. 11.16 Optimization steps for pure sinusoidal modulation. a An example for the modulator
input WF (blue) and the resulting modulated light intensity output (orange) during optimization.
b Comparison of resulting light intensity with the required sinusoidal waveform. The difference
between the two curves implicates that the modulators’ input has to be decreased (black arrow) or
increased (blue arrow) to reduce the error between required signal and modulator output. The PID
algorithm converges to a minimal error solution
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Fig. 11.17 Optimization of pure sinusoidal modulation at fm = 1.13 MHz. a Power spectrum of
light intensity for the initialWF. The second harmony amplitude is 2% of the fundamental harmony.
b Normalized amplitude of the second–fifth harmonic (blue, orange, black, and yellow plots), with
respect to fundamental harmonic, over the course of the PID optimization process. c Spectrum of
the light intensity at the end of the PID algorithm. The second–seventh harmonics power is <0.05%
of the fundamental harmonic. d Analysis and fine-tuning of the harmonic content in WF after PID
optimization. The effect of amplitude scaling of the third harmonic is shown here: The value “1”
in the x-axis denotes the original amplitude at the end of the PID optimization. The second–fourth
harmonics of fm (orange, blue, and yellow) are normalized to the fundamental waveform amplitude

was Fourier transformed, the amplitude or the phase was slightly tuned, and a new
time-domain WF was calculated and fed to the AOM (Fig. 11.17d). This computer-
controlled tuning process results in further reduction of harmonic content by a factor
of 2–3, to about 0.02%. An example for amplitude tuning of the third harmony inWF
is shown in Fig. 11.17d. This fine-tuning process can be repeated for other harmonies
to get simultaneous reduction in overall distortion, usually taking about 4–6 min.
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Chapter 12
Nonlinear Label-Free Super-Resolution
Microscopy Using Structured
Illumination

Mikko J. Huttunen and Antti Kiviniemi

Abstract Optical microscopy is a standard tool to study biological objects. Diffrac-
tion limits the achievable lateral resolution of an optical microscope to around 200
nm restricting its applicability. However, recent advances in optical super-resolution
techniques have shown that the diffraction does not impose a fundamental limit to
resolution and can be circumvented. These super-resolution techniques can provide
resolution approaching the nanometer scale and are enabling studies of biological
objects with unprecedented capabilities. However, most of the super-resolution tech-
niques are based on using fluorescent dyes, complicating their use in medical research
and applications. Therefore, a need exists for label-free super-resolution techniques,
which could be especially valuable for clinical applications. To answer this need,
several such techniques have been recently developed. In this chapter, we introduce
the reader to some of these techniques, discuss their applications, and of the possible
future directions. In order to limit the scope of this vastly expanding topic, we focus
on techniques based on structured illumination and intrinsic nonlinear responses of
materials.

12.1 Introduction

Optical and electron microscopies are de facto tools for studying biological objects.
Electron microscopy provides superior resolution [1], but requires more compli-
cated instrumentation and sample preparation restricting its applicability [2]. Optical
microscopy, on the other hand, provides coarser resolution, but is related with simpler
sample preparation, capability for three-dimensional (3D) imaging and can be easily
used to study living objects [3]. These advantages have made optical microscopy an
indispensable tool for biological and medical research.
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Diffraction of light and the Abbe’s law limit the practical achievable lateral reso-
lution of an optical microscope to around 200 nm, while the axial resolution is often
even coarser (∼600 nm) [4, 5]. This resolving power limits the possibilities to study
biological objects, which all exhibit molecular-scale features. For example, crucial
building blocks of biological matter, such as DNA, RNA, and proteins, are all only
a few nanometers in size. The Abbe’s limit for optical resolution is not, however,
a fundamental limit. As a consequence, several super-resolution techniques have
been developed during the past two decades providing resolution greatly beyond
the diffraction limit [6–11]. The vast majority of these super-resolution techniques
are based on fluorescent probes, and often even require specific photo-switchable
dyes [10]. For example, photo-activated localization microscopy (PALM) is based
on photoactivatable dyes [11]. On the other hand, structured illumination microscopy
(SIM) provides around 100 nm lateral resolution without requiring any specific
dyes [7, 12].

Despite the fact that fluorescent dyes are widely used in optical microscopy,
their use is not without problems. The labeling procedure maybe time consuming,
some of the dyes are expensive and all exhibit photobleaching making long-term
investigations difficult. Dyes may also disturb the studied system compromising the
interpretation of results. Therefore, there is a need for the development of label-free
super-resolution techniques, which are not hindered by the aforementioned problems
and could be more suitable for clinical research and applications.

Several diffraction-limited label-free techniques have been already developed and
are mostly based on autofluorescence of molecules or coherent scattering of light
from the studied object and include holographic approaches and speckle imaging [13–
15]. In addition, label-free imaging is possible by utilizing intrinsic nonlinear opti-
cal responses of objects, which also provide entirely new contrast mechanisms for
microscopy [16, 17]. However, the development of label-free super-resolution tech-
niques has proved challenging, since most of the realized super-resolution schemes
are based on specific properties of fluorescent dyes. Perhaps due to this reason, many
of the proposed and demonstrated label-free super-resolution techniques are based
on the SIM scheme [18–23].

In this chapter, we discuss and review the recent progress on label-free super-
resolution microscopy. In particular, we focus on techniques making use of the
intrinsic nonlinear responses of objects, and which are based on the SIM scheme.
The chapter is organized as follows. First, we introduce the reader to the theory
behind conventional and laser-scanning SIM, and explain how the lateral resolution
is increased using these techniques. Second, we provide a short tutorial on nonlinear
optical microscopy, with the emphasis on the most commonly utilized nonlinear opti-
cal processes and in their practical implementation. Third, we review recent advances
in nonlinear label-free super-resolution microscopy and discuss their applications.
We end the chapter by highlighting some of the current challenges and discussing of
the possible future directions in nonlinear label-free super-resolution microscopy.
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12.2 Structured Illumination Microscopy

In conventional SIM based on incoherent illumination, the intensity modulation of the
incident beam can be used to extend the range of spatial frequencies collected from
the object and thus increase the achievable lateral resolution [7, 12]. This is based
on the fact that an incoherent imaging system is approximately a linear translation-
invariant (LTI) system in terms of the emitted and detected intensity distributions.
This allows us to write the image formation process as a convolution

Idet(r) = PSF(r) ∗ Iem(r), (12.1)

where Idet and Iem are, respectively, the detected and emitted intensity distributions
and PSF is the point-spread function of the system. The emitted intensity Iem is given
by the following equations:

Iem(r) = S(1)(r)Iinc(r), (12.2a)

Iem(r) = S(2)(r)Iinc(r)Iinc(r), (12.2b)

Iem(r) = S(3)(r)Iinc(r)Iinc(r)Iinc(r), (12.2c)

Iem(r) = f (S(n), Iinc), (12.2d)

where S(n) is the nth order response function of the object and Iinc is the intensity dis-
tribution of the incident beam. In fluorescence microscopy, the dependence between
the emitted and incident intensities is often linear motivating the use of (12.2a).
However, this is not generally true, since nonlinear effects, such as two-photon fluo-
rescence (2PEF), three-photon fluorescence (3PEF), multiphoton absorption or sat-
urable behavior of the fluorescent molecules can make the dependence nonlinear [8,
24, 25]. In these cases, (12.2b)–(12.2d) should be used, respectively.

The convolution of (12.1) is written more conveniently in the spatial frequency
domain as a point-wise multiplication

Îdet(k) = OTF(k) Îem(k), (12.3)

where the optical transfer function (OTF) is the Fourier transform (FT) of the PSF.
The FT and its inverse transform are defined as

Î (k) =
∫∫ ∞

−∞
I (r)eik·r dr, (12.4)

I (r) = 1

4π2

∫∫ ∞

−∞
Î (k)e−ik·r dk. (12.5)

It is convenient to define the lateral resolution using the highest spatial frequency
component k ′

max passing the system [26]. The smallest feature size resolved using
the system is defined as
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d = λ′

2NA
= 1

2k ′
max

, (12.6)

where λ′ is the wavelength of the emitted light and NA is the numerical aperture of the
imaging objective lens. Looking at (12.6), we see that the OTF restricts the achievable
resolution. However, this resolution can be improved if we spatially modulate the
incident beam Iinc given as

Iinc(r) = 1 + 2 cos (kmod · r + φ), (12.7)

where kmod is the spatial modulation frequency restricted by the NA of the illumina-
tion lens and φ is an arbitrary phase factor. By looking at (12.2a) in spatial frequency
domain we see that the modulation results in emitted intensity distribution given by

Îem(k) = Ŝ(k) + Ŝ(k − kmod)e
−iφ + Ŝ(k + kmod)e

iφ, (12.8)

which contains higher spatial frequencies (in the direction of kmod) from the object.
Now, the detected field given by (12.3) can be written as a sum of three terms

Îdet(k) = OTF(k)[Ŝ(k) + Ŝ(k − kmod)e
−iφ + Ŝ(k + kmod)e

iφ]. (12.9)

Looking at (12.9), we see that the recorded image contains now spatial frequencies of
the sample higher than k ′

max. In other words, spatially modulated incident beam shifts
high spatial frequencies of the sample to the passband of the system’s OTF. Therefore,
if these three different contributions can be properly separated, the effective resolution
of the system can be increased (see Fig. 12.1a–c). For the case of linear light-matter
interactions [see (12.2a)], the lateral resolution can be increased up to twofold and
has been demonstrated to result in lateral resolution of around 100 nm [7, 12].

Even better resolution improvement can be achieved if nonlinear effects in the
imaging process are utilized [see (12.2b)–(12.2d), and also Sects. 12.4 and 12.5
below]. For the case of 2PEF (12.2b), the spatially modulated incident beam results
in the following emitted intensity distribution [27]:

Îem(k) = 3Ŝ(2)(k)

+2Ŝ(2)(k − kmod)e
−iφ + 2Ŝ(2)(k + kmod)e

iφ

+Ŝ(2)(k − 2kmod)e
−2iφ + Ŝ(2)(k + 2kmod)e

2iφ. (12.10)

Inserting (12.10) into (12.3), we see that in this case even higher spatial frequency
components of the sample are shifted to the passband of the OTF. Similar equations
can be written also for higher order processes, such as for 3PEF, or for material
responses with saturable behavior [8, 28]. Demonstrations utilizing the saturable
behavior of fluorescent molecules have shown resolutions even down to around 50
nm [8, 25].
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The details of the procedure for extending the spatial frequency support in all
possible directions are already well explained, for example, in [7, 23, 29], and due
to this reason, we only outline the basic principles here. In short, we make use of
the fact that for the case of linear SIM the FT of the recorded image Îdet is a linear
superposition of three terms [see (12.9)], which all have a different dependence on φ.
Therefore, by performing three or more measurements while varying φ, the resulting
system of linear equations can be easily solved for [30]. For the case of nonlinear
SIM, the FT of the recorded image Îdet is composed of more than three terms [see
(12.10)], and therefore more than three measurements are required.

Once the terms have been separated, they are reassembled in the spatial frequency
domain. Since even the ideal form of the OTF of an incoherent system is conical, the
separated spatial frequency images are biased. This bias can be mitigated by filter-
ing, where Wiener filtering is most commonly used [12, 31]. This step is essential
for reconstructing a good quality super-resolution image, since the spatial frequency
images are both biased by the shape of the OTF and contain noise. The above men-
tioned filtering technique requires a priori knowledge of the OTF, but such knowledge
is not strictly necessary since approaches based on blind deconvolution have also been
demonstrated [32, 33].

After correcting for the bias (and noise), the images are reassembled by shifting
them to their correct locations. The images can be conveniently moved by taking
use of the shifting property of the FT and thus multiplying the respective real space
images by cosine waves resulting in shift in the spatial frequency domain. After the
correct locations have been found, the overlapping pixels are combined with their
weighted averages. Once these steps have been completed, the lateral resolution of the
reassembled image has been improved in one direction (see Fig. 12.1b). A uniform
resolution improvement is achieved by repeating the above steps while modulating

(a) (b) (c) (d)

Fig. 12.1 a OTF of the imaging system restricts the achievable resolution. b Higher spatial fre-
quencies can be collected by modulating the incident beam. In this case, the FT of the recorded
image contains several terms. By separating and shifting these terms in the Fourier domain, the
OTF can be extended resulting in improved resolution (in one direction). c A uniformly extended
OTF can be constructed by modulating the incident beam in many directions. d In 2PEF-SIM the
excitation of the sample occurs at longer wavelengths resulting in less extended excitation OTF
(red circle). By modulating the incident beam, the FT of the recorded image contains more terms
than when using linear SIM, resulting in larger resolution improvement. However, due to the longer
excitation wavelengths, in practice the best achievable resolution in multiphoton SIM is only similar
to conventional linear SIM (∼100 nm)
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kmod to several directions. In practice, three different directions (0◦, 60◦ and 120◦)
are enough to provide a close-to-uniform resolution improvement (see Fig. 12.1c).
Finally, we note that several open-source software implementations for the above
mentioned SIM reconstruction procedure already exist [34–36].

12.3 Laser-Scanning SIM Implementations

Spatial modulation of the incident beam for SIM (see 12.7) can be achieved in several
ways, such as by imaging a diffraction grating into the sample plane (see Fig. 12.2a),
or by using a point-scanning laser system (see Fig. 12.2b). In this section, we will
focus on the latter scheme and pay special attention to nonlinear laser-scanning
modalities, which will be discussed in more detail in the upcoming sections.

Nonlinear laser-scanning systems have at least two inherent advantages when
compared to systems based on wide-field illumination. First, the nonlinear signal
originates only from the focal point, which in fact provides intrinsic capability for
optical sectioning and thus for three-dimensional imaging. Second, peak intensities
at the focal point can reach much higher values than what would be easily achieved
by using wide-field illumination. This latter fact is especially important in nonlinear
microscopy.

A laser-scanning SIM system commonly consists of a mirror-based beam scanner,
relay lens system, a microscope objective, and a camera (see Fig. 12.2b). In the typical
form of SIM, a sinusoidal pattern consisting of one spatial frequency component
is illuminated on the sample. In a laser-scanning SIM, this can be accomplished
simply by modulating the light intensity while the scan is performed (see Fig. 12.3).
Modulation can be achieved by an electro-optic modulator (EOM) [38], acousto-
optic modulator (AOM) [27, 37] or by performing a “jump scan” [37]. A “jump
scan” is performed by scanning the sample area with constant optical power while
skipping one or more lines for every scanned line. Rotation of the scanning pattern

(a) (b)

Fig. 12.2 a In conventional wide-field SIM the modulated illumination pattern is produced by
imaging a diffraction grating to the sample plane. The modulation of the illumination is controlled
by rotating and translating the grating, while the sample (S) is imaged using a dichroic mirror
(DM) to a camera. b In laser-scanning SIM, the incident beam is focused to the sample plane and
scanned using, for example, galvanometric mirrors and a relay lens system. The spatially modulated
illumination pattern is achieved by temporally modulating the intensity of the scanning beam using,
for example, an acousto-optic modulator [37]
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Fig. 12.3 Generation process of structured illumination with a point-scanning geometry at t = 0,
tF, 2tF, 3tF, and T . tF is the fast-axis scan time. T is the frame time. Each gray circle represents
an excitation spot, where different levels of gray indicate varying excitation intensities. The dashed
arrows show the scanning directions in a zig-zag manner. Adapted with permission from [27]

is also a relatively simple and fast operation in laser-scanning systems. Especially
with EOM and AOM implementations, the beam-scanning pattern does not require
modification since the needed modulation patterns can be created using solely the
modulator. We note that in addition to point-scanning SIM systems, line-scanning
SIM systems have also been demonstrated [39]. These systems are a compromise
between wide-field and point-scanning systems. The main advantage of such systems
is that they can provide faster imaging capabilities than point-scanning systems.

Laser-scanning SIM techniques are easily adapted to confocal laser-scanning
microscopes by removing the detection pinhole and replacing the detector with a
camera. Additionally, a modulator can be inserted after the laser output. Without the
modulator, this configuration has been used in other SIM-like super-resolution tech-
niques such as in image-scanning microscopy (ISM) [40], in virtual k-space modula-
tion optical microscopy (VIKMOM), and in optical pixel-reassignment microscopy
(OPRA) [41, 42]. This configuration has also been utilized in the commercially avail-
able Airyscan (Zeiss). The availability and widespread use of confocal laser-scanning
microscopes makes them viable commercially. Many of the developed techniques,
such as ISM and VIKNOM, focus on the post-processing of image data are taken
from the confocal aperture plane. In this respect, OPRA seems advantageous since
no signal post processing is required due to the fact that the signal manipulation is
performed optically.
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12.4 Nonlinear Optical Processes

In nonlinear optical processes several fields interact with matter, creating new field
components oscillating at new frequencies [16, 17]. Perhaps the most studied non-
linear process is called second harmonic generation (SHG), during which two fields
at the fundamental frequency ω are converted into a new field oscillating at doubled
frequency 2ω. In an analogous process of third harmonic generation (THG), three
incident fields at the fundamental frequency ω are converted into a new field with
a tripled frequency 3ω. Coherent anti-Stokes Raman scattering (CARS) is another
widely used third-order nonlinear process where three incident fields with different
frequencies give rise to a new field component [43]. Schematic energy diagrams for
the above processes are shown in Fig. 12.4. These and other nonlinear processes
intrinsically occur in the imaged object and can thus be used for label-free imag-
ing [44–48].

The above mentioned nonlinear processes (SHG, THG, and CARS) are parametric
processes and leave the quantum state of the studied object unchanged [17]. Thus no
net energy (such as heat) is accumulated into the object during these processes (see
Fig. 12.4), making them very suitable for studying living objects. In nonparamet-
ric processes a small portion of the incident energy is transferred to the object thus
changing its quantum state. Examples of non-parametric processes include 2PEF
and 3PEF (see Fig. 12.4a, b), which are also widely used nonlinear imaging modal-
ities [49, 50]. Compared to conventional fluorescence, the advantages of 2PEF and
3PEF are that the fundamental beam is not markedly absorbed or scattered by the
studied media. Therefore, these modalities can provide considerably deeper pene-
tration depths (∼1.3–1.6 mm) than conventional fluorescence microscopy [51, 52].
These modalities are also minimally invasive since multiphoton absorption occurs
only at the focal point, and does not affect the surrounding volume of the object.

SHG
2PEF

THG
3PEF CARS

(a) (b) (c)

Fig. 12.4 Energy-level diagrams of the nonlinear processes of interest. a During the process of
SHG, two incident photons at frequency ω are combined into a single photon oscillating at 2ω. In
2PEF, part of the excitation energy is transferred to the object resulting in the emission occurring at
frequency ω2PEF < 2ω. b In third-order processes of THG and 3PEF, three incident photons interact
with the object giving rise to the signal photons oscillating at 3ω and ω3PEF. c In a typical CARS
configuration, The pump (ωp) and the Stokes (ωs) beams give rise to the signal (anti-Stokes) beam
(ωCARS). The vibrational resonance frequency (�) is also shown
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Since many molecules in biological structures show intrinsic fluorescence, i.e., are
autofluorescent, 2PEF and 3PEF processes can be also used to study and visualize
such molecules in label-free manner.

In the early days of multiphoton microscopy, it was believed that the resolution
could be also improved due to the nonlinear nature of the interaction. However, the
lateral resolution improvement while using conventional laser-scanning microscope
was soon found to be only moderate [53], since the increased resolution is almost
counterbalanced by the fact that the excitation occurs at longer wavelengths. For
example, typical lateral resolutions in SHG and THG microscopy (NA = 0.9, λ

= 1230 nm) are often around 400–500 nm whereas the axial resolution is around
1 µm [54]. While the relative axial resolution can be slightly improved when com-
pared to linear modalities, the main advantage of using multiphoton modalities have
not been the achievable resolution. However, this fact might be about to change,
since several nonlinear super-resolution techniques, with many of them based on the
SIM approach, have been recently proposed and demonstrated [18–23, 55]. These
nonlinear super-resolution techniques are the topic of the next section.

12.5 Super-Resolution Using Nonlinear Processes
and Structured Illumination

In this section, we discuss the recent developments in nonlinear super-resolution
techniques. Some of the discussed techniques (mainly based on 2PEF and 3PEF) have
not yet been used for label-free imaging as such, but the techniques have demonstrated
their potential by using fluorescent probes. We emphasize that these techniques could
be used also in label-free manner if they would make use of the autofluorescence
of molecules. First, we will discuss super-resolution techniques based on incoherent
processes, such as 2PEF and 3PEF. Second, we will discuss techniques based on
coherent processes, such as SHG, THG and CARS.

12.5.1 Super-Resolution Using Incoherent Nonlinear
Processes

A while after the conventional SIM was demonstrated for the first time, the approach
was also applied to 2PEF and 3PEF microscopy [28, 56]. Implementation of these
modalities were not trivial since the decrease in the achievable axial resolution of
the conventional wide-field technique was seen as a major drawback [57]. A viable
solution to improve the axial resolution and to enable optical sectioning was to
utilize a technique known as temporal focusing, where ultrashort pulses are made to
temporally overlap only at the focal plane of the microscope [58–60]. In other words,
the incident ultrashort pulse is dispersed using a diffraction grating into different



298 M. J. Huttunen and A. Kiviniemi

Fig. 12.5 a Signal distributions of a fluorescent bead along the lateral direction, acquired using
3PEF temporal focusing (3PEF-TF) and 3PEF interferometric temporal focusing (3PEF-ITF) micro-
scopies. b and c Cross-sectional images of 100 nm fluorescent beads acquired using (b) 3PEF-TF
and (c) 3PEF-ITF microscopies, respectively. d Signal distributions along the yellow solid lines
shown in panels (b) and (c). Scale bars in b and c both correspond to 1 µm. Adapted with permission
from [28]

spectral components, which are then used to illuminate the object at slightly different
incident angles. This way the high peak intensities, which are necessary for the
occurrence of nonlinear interactions, are present only at the focal plane where the
spectral components constructively add up to reform the ultrashort pulse. After the
pulse passes the focal plane, the spectral components are again dispersed, due to
which no nonlinear signal is generated. A recent and impressive demonstration of
3PEF-SIM combined with temporal focusing providing a lateral resolution of ∼106
nm is shown in Fig. 12.5.

As discussed earlier (Sect. 12.3), laser-scanning SIM is also possible through spa-
tiotemporal modulation [37]. This approach seems very beneficial especially when
combined with nonlinear imaging modalities. First, a good axial resolution can be
easily achieved, without implementing the temporal focusing scheme. Therefore,
laser-scanning SIM can facilitate 3D imaging with both good lateral and axial reso-
lution. Second, high peak intensities are only needed at the focal point, and therefore
less powerful and complicated laser systems are needed to illuminate the sample.
A good example of the recent progress is seen in Fig. 12.6, where a twofold resolution
improvement using a laser-scanning 2PEF-SIM is demonstrated.
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Fig. 12.6 3D imaging of an H&E-stained mouse collagenous tissue with thickness of 6 µm. a
Camera-based 2PEF (C-TPM) and b laser-scanning 2PEF-SIM (LSTP-SIM) image sets of collagen
fibers in the tissue, including xy-, xz-, and yz-sections. The xz- and zy-sections are at the positions
indicated by blue (horizontal) and yellow (vertical) lines, respectively. The axial resolution of the
LSTP-SIM is shown to be enhanced in contrast to that of C-TPM (arrowheads in the xz- and yz-
sections); c the C-TPM and LSTP-SIM intensity profiles across a collagen fiber [arrows in a and
b]; d the C-TPM and LSTP-SIM intensity profiles along the dashed lines in (a) and (b). Scale bars
are 10 µm. Adapted with permission from [27]

12.5.2 Super-Resolution Using Coherent Nonlinear
Processes

During the last decade, several super-resolution schemes based on coherent nonlinear
processes, such as SHG, THG, or CARS, have been proposed. Some have been based
on approaches similar to STED microscopy [18, 20], while others have utilized the
SIM scheme [19, 21, 23]. Here, we restrict our discussion on the later works.

Several of the proposed techniques have been based on a wide-field CARS con-
figuration [61]. Conceptually, it is straightforward to generalize the SIM scheme to
wide-field CARS microscopy. However, due to the coherence of the CARS process,
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Fig. 12.7 Simulated coherent images (top) and the associated spatial frequency spectra (bottom)
for (a, a’) the conventional wide-field CARS and (b, b’) the super-resolution SIM CARS. The
dashed circle (yellow) on the area of the sector star target is drawn to indicate the location on which
the radial bars have a cycle period equal to the diffraction limit (311 nm). The radial bars at the
circumferences of the five circles with increasing radii (green lines), have cycle periods of 0.58,
0.70, 0.81, 1.16, and 1.74 times the diffraction limit, respectively, which are equal to those of the
line bar elements 10, 12, 14, 20, and 30. The image spectra (logarithmic scale) are displayed in
false color with their horizontal and vertical axes normalized with the intensity cut-off frequency
(the inverse of diffraction-limited resolution). Adapted with permission from [21]

phase-matching considerations do complicate the implementation as has been noted
in [19, 21]. A numerical demonstration of the potential capabilities and the expected
threefold enhancement of the resolution is shown in Fig. 12.7.

For SHG and THG modalities, only a few works proposing capability for super-
resolution yet exist [22, 23, 55]. The work presented in [23] proposes how the SIM
scheme could be generalized to nonlinear processes, such as to SHG and THG, by
performing holographic detection [55, 62]. By considering an incident fundamental
beam at λ = 1064 nm and objectives with NA = 1.4, lateral resolution of 118 nm
(77 nm) were predicted for SHG (THG) modality, corresponding to fourfold and
sixfold increases in resolution, respectively (see Fig. 12.8).

An impressive experimental demonstration of combined super-resolution SHG
and 2PEF microscopy has been described in [22]. The approach is based on spatial
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(a)

(c)

(d)

(e)

(f)

(g)

(h)

(i)

(j)

(k)(b)

Fig. 12.8 Simulated lateral resolution improvement using coherent SIM schemes [23]. The simu-
lations were performed assuming a SNR = 500. a Original object with feature sizes below (50 nm)
and b the FT of the object. The object is poorly resolved using only c conventional coherent wide-
field microscopy, but d coherent SIM does provide somewhat better resolution because e the extent
of the total CTF is doubled. The image features become also sharper with f wide-field SHG or
i wide-field THG, but are significantly better resolved by the g SHG-SIM and j THG-SIM. The
improvement using the SIM schemes occurs because each SIM extends the total CTF by almost a
factor of e two, h four and k six, respectively (solid lines). Note that kmax is doubled (tripled) for
SHG (THG) (see dotted circles). The red scale bars are 1 µm

frequency modulated imaging (SPIFI), which can in a way be understood as a form of
line-scanning SIM. Interestingly, the image formation in SPIFI is achieved by illumi-
nating the sample with structured illumination corresponding only to a single spatial
frequency kx (t) at a given time interval t while recording the detected signal Îdet(kx )
as a function of kx using a fast detector. Then, by spatially modulating the illumina-
tion beam over the entire passband of the system (−k ′

max < kx (t) < k ′
max), the full

Îdet(kx) distribution can be recorded. This process is perhaps better understood by
looking at (12.2b) in the spatial frequency domain. Since the illumination at a given
time t contains only a single kx (t) component, incident beam is to a good approx-
imation a delta function Îinc(kx ) ≈ I0δ(kx ). In this case, the convolutions between
the two incident beam terms and the sample distribution Ŝ(2)

em (k) are greatly simpli-
fied resulting in emitted beam distribution Îem(kx ) ≈ Ŝ(2)

em (k)(I0δ(kx ))2. Therefore,
the measurement of the time-varying signal using the fast detector corresponds to
the measurement of Îdet(kx) = OTF(kx) Îem(kx ). In other words, a single line of the
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Fig. 12.9 2PEF and SHG images collected from biological media with MP-SPIFI. First-order (a)
and second-order (b) MP-SPIFI images of 2PEF from a mitotic HeLa cell immunostained with
primary antibodies against alpha tubulin and secondary antibodies tagged with Alexa 546. Scale
bar is 3 µm. c–f First- through fourth-order images of SHG from fixed, 16-μm-thick rabbit tendon.
Scale bars are 10 µm. All images were collected at 0.8 NA with laser pulses centered at 1065 nm.
2PEF was collected in the epidirection and SHG was collected in the forward-scattered direction.
Both datasets were captured at 31.6 Hz. The HeLa image is the average of 41 images for a total
collection time of 58.4 s, whereas the images of rabbit tendon are averages formed from 1000 images
for a total collection time of 665 s. Adapted from [22]

detected image Idet(x) can be formed by taking the inverse FT of the Îdet(kx ), which
is the measured signal. Finally, a two-dimensional image Idet(r) can be formed by
moving the sample line by line in y-direction and repeating the data acquisition pro-
cess for each line. A clear advantage of this imaging scheme is, that no laser-scanning
equipment is needed simplifying the implementation of the technique. Unfortunately,
scanning a two-dimensional object with SPIFI is still a time-consuming task, and the
improved resolution was only demonstrated in one direction (see Fig. 12.9).

We end this section by stating that several techniques for label-free super-
resolution have already been proposed and developed. Many of the experimentally
realized techniques can already achieve around 100 nm lateral resolution while some
of the proposed techniques promise to deliver even better resolution. Therefore, it
can be envisaged that the achievable resolution will continue to improve in the future.
This trend will certainly enable the emergence of new interesting applications for
label-free imaging, and can be also very relevant in terms of the existing applications
of nonlinear microscopy, which are the topic of the next section.
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12.6 Current Applications of Nonlinear Microscopy

We start this section by reminding the reader of the advantages of performing multi-
photon microscopy [16, 49]. After that, we will briefly review the current applications
of multiphoton microscopy which could all benefit from super-resolution techniques.
First, compared to conventional fluorescence microscopy, multiphoton modalities
enable to study objects deeper inside intact tissues. This is due to the fact, that longer
excitation wavelengths can be used, which do not scatter as strongly from tissues
[63, 64]. For example, in vivo 3PEF imaging of subcortical structures within intact
mouse brain have been recently demonstrated reporting very impressive imaging
depths of over 1 nm [52]. Second, multiphoton modalities provide intrinsic optical
sectioning, which in fact makes it straightforward to perform three-dimensional imag-
ing [16]. Third, when carefully performed, the use of multiphoton excitation leads to
smaller phototoxicity and bleaching effects, because the excitation occurs at longer
wavelengths where single-photon fluorescence is negligible. The efficient excitation
of fluorophores via multiphoton processes occurs only at the focal point [49].

When biological tissues are imaged using multiphoton modalities, it is important
to understand the molecular origins for the contrast. In the case of label-free imaging
techniques, the sources for contrast become more limited because external fluorescent
molecules cannot be utilized. Fortunately, biological tissues contain many intrinsic
fluorophores which can be used in 2PEF and 3PEF microscopies [49]. By far, the
two most often utilized fluorophores are reduced nicotinamide adenine dinucleotide
phosphates [NAD(P)H] and flavin adenine dinucleotides (FAD). In particular, assess-
ment of the ratio of the relative amounts of NADH and FAD molecules, also known
as the redox ratio, has been found to be very useful for monitoring metabolic activ-
ity of cells, which is known to be an important factor in carcinogenesis [65, 66].
An excellent source for further reading on intrinsic fluorophores and their use in
multiphoton microscopy is found in [49].

In addition to 2PEF and 3PEF, also other nonlinear processes can be utilized
for label-free contrast. Since the pioneering studies, SHG and THG microscopies
have evolved into highly useful tools to study biological samples [44–46, 67]. For
example, SHG microscopy can provide useful information of tissue morphology for
diagnostic applications [68, 69], while THG microscopy can be used to study the
organization of lipid molecules [70–72].

The detected nonlinear signal, and thus the contrast, originates in SHG microscopy
mostly from ordered molecular structures, such as from fibrous collagen, elastin,
myosin and actin proteins, and from microtubules [73]. The fact that SHG microscopy
is particularly sensitive to the order of SHG-active molecules, and not just to their
concentration, is because coherent second-order nonlinear processes are strongly
affected by symmetry issues [17]. As a consequence, SHG imaging can be used
to provide additional structural information of objects. This has been found to be
very useful, for example, for performing collagen scoring in fibrotic tissues [68], in



304 M. J. Huttunen and A. Kiviniemi

discrimination of different types of collagens [74], in wound healing studies and in
cancer research [69, 75–78].

In addition to using linearly polarized excitation beams and polarization-sensitive
detection, also circularly polarized light can be used to provide information of the
objects. A few recent works have studied if nonlinear optical activity (NOA) effects
could provide additional, or more sensitive, morphological information of imaged
objects [79–84]. In particular, NOA effects are related to the small-scale chirality
and anisotropy of the studied objects and could, therefore, provide three-dimensional
structural information. In principle, it is possible to link such information even down
to protein-level structures of the object, however, it is not yet clear how sensitively
the measured NOA effects could truly depend on such small-scale changes. Nev-
ertheless, since changes in the protein-level structure are related to many diseases
and disorders, such modalities could turn out to be highly useful in biomedical or
diagnostic applications.

Another powerful and truly label-free nonlinear imaging modality is based on
THG. Compared to SHG imaging, in THG microscopy the excitation of objects
can be performed at longer wavelengths. Due to this advantage, THG modality has
been used for imaging neurons, white-matter and blood cells deep inside live murine
brain tissues [85]. THG microscopy has also found applications in lipid research,
since lipid molecules act as efficient sources of THG [71, 72, 86]. For example, lipid
bodies in liver tissues and cells have been studied using THG microscopy [70].

Besides THG, also other third-order processes can be utilized in imaging. In par-
ticular, CARS microscopy has shown its usefulness as a label-free technique which
can also provide chemical contrast [43, 61]. Applications of CARS microscopy
include lipid composition studies of lipid droplets and investigations of the progres-
sion of atherosclerosis in arterial tissues [87, 88]. An illustrative application example
is shown in Fig. 12.10, where combined SHG, 2PEF and CARS microscopy has been
performed to study atherosclerotic lesions of a rabbit model.

As is evident from the overall discussion above, label-free nonlinear microscopy
modalities have already found many interesting and relevant biomedical applications.
These existing applications could undoubtedly benefit from the improved capabilities
that nonlinear super-resolution techniques could offer. In addition, new applications
are bound to emerge once label-free super-resolution techniques establish themselves
as a more mature technology. Finally, we need to mention that in addition to the
aforementioned biomedical applications, nonlinear label-free microscopy has also
been found very useful to investigate artificial metamaterials [90, 91], or one- and
two-dimensional materials, such as carbon nanotubes or graphene [92–96]. Such
applications could also greatly benefit from the improved resolution.
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Fig. 12.10 Analysis of the composition of an atherosclerotic lesion of a rabbit model for atheroscle-
rosis by multimodal nonlinear imaging combining CARS at 2850 cm−1, SHG, and two-photon
fluorescence (TPEF) (a–d), which can be significantly improved by multispectral high-resolution
CARS (e–g). CARS at 2850 cm−1 allows detection of high-concentrated lipids (b) and visualiza-
tion of the morphology but cannot discern low-concentrated lipids from protein. Fluorescent lipids
and elastin are visualized by TPEF (c), while SHG detects cholesterol crystals and collagen (d)
colocalized with elastin. CARS at CH3 (blue) and CH2 (green), panel e, allows discerning protein
from lipid contributions. The frequency scatter plot (f) shows distinct segments of protein and lipid
pixels. Backprojection localizes the lipid component within the plaque (1), the low-intensity protein
component within the tunica media (2), and the high-intensity protein within the tunica externa (3),
which allows identification of the SHG-active component in panel g in the tunica externa as colla-
gen, while the SHG-active marker within the plaque is assigned to crystalline cholesterol. Reprinted
with permission from [89]. Copyright (2018) American Chemical Society

12.7 Future Directions and Challenges

Two important aspects and main advantages of optical microscopy has so far not
been much discussed in this Chapter. These are the optical sectioning capability and
the potential for long imaging depths. Multiphoton microscopy, in particular, can be
used to image objects at very deep imaging depths now well beyond 1 mm, provid-
ing an almost order of magnitude improvement to conventional linear microscopy
techniques [51, 52]. This improvement is due to the fact that the absorption and
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scattering of light is considerably decreased when longer wavelengths are used to
excite objects. However, combining super-resolution techniques with good imaging
depths have turned out to be very challenging. Only in a very recent work a spa-
tial resolution of 106 nm at imaging depth of around 100 µm using 3PEF has been
demonstrated [28]. The demonstrated technique is called interferometric temporal
focusing (ITF) microscopy, and combines SIM microscopy with the temporal focus-
ing scheme. Despite the impressive progress, additional work is necessary to further
improve the imaging depths of multiphoton microscopies.

A promising route to image objects even deeper is to perform multiphoton
endoscopy, which can provide over 1 cm imaging depths facilitating, for example,
studies of intact animals [97–102]. Multiphoton endoscopes are minimally inva-
sive and could thus be suitable for clinical applications, such as for label-free in
situ histopathology diagnosis. In order to facilitate excitation of objects using short
femtosecond pulses, gradient-index (GRIN) lenses are often used in multiphoton
endoscopes due to their minimal pulse dispersion [97, 98]. Despite the advantages
of multiphoton endoscopes a major drawback is their somewhat limited lateral and
axial resolutions, which commonly are around 1 µm and 6 µm, respectively [99, 101].
This is mostly due to moderate NAs (∼0.8) of available GRIN lenses. In addition, it
seems very challenging to implement a diffraction-limited GRIN lens-based imaging
system, in practice degrading the practical resolution further from the ideal one [97].
Therefore, major advances in the existing technology and capabilities seem entirely
feasible in the near future. In addition, interesting possibilities might arise by devel-
oping super-resolution endoscopy [103].

Another upcoming trend is the implementation of multimodal multiphoton sys-
tems [89, 104–107]. The motivation for multimodal multiphoton imaging is the pos-
sibility to gather more detailed information of the object under study, as is seen in
Fig. 12.10, demonstrating combined SHG, 2PEF, and CARS imaging of atheroscle-
rotic lesions. In addition, modification of a multiphoton system into a multimodal
one is often relatively straightforward, and can in some cases be achieved just by
adding a few strategically placed dichroic mirrors, filters and detectors to the detec-
tion arms. This is especially the case for CARS microscopes, where several laser
beams at different wavelengths are already used.

For future applications, there is also a need to develop automated image analysis,
for example, to classify between healthy and cancerous ovarian tissues [78, 108].
Machine learning, convolutional neural networks, and deep learning are especially
seen as key technologies, which can be used to transform massive amounts of data,
easily recorded using a modern optical microscope, into as-it-is useful information.
These technologies could be especially valuable in clinical in situ applications ben-
efiting from real-time image analysis, such as detection of residual disease at the
time of surgery. Because the amount (and quality) of data plays a key role in these
machine learning approaches, we expect that multimodal imaging is becoming more
and more important in the future.
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12.8 Conclusion

We conclude this chapter by stating that label-free super-resolution multiphoton
microscopy is a vibrant and timely research topic. Label-free techniques are mini-
mally invasive and require very little sample preparation. Therefore, compared to con-
ventional fluorescent microscopy modalities, nonlinear label-free techniques could
be especially suitable for applications in clinical environments. Several label-free
super-resolution techniques based on SIM approach have already been proposed and
demonstrated. Although none of the existing works have yet experimentally demon-
strated resolution better than 100 nm, we are confident that this landmark will be
soon reached. Once that landmark has been achieved, label-free SIM microscopy
becomes more competitive in its capabilities with conventional SIM, after which
novel imaging applications benefiting of label-free modalities will surely follow.

The recent technological development of suitable laser sources and detectors has
been impressive, and has driven the prices of commercial products down facilitating
the progress in the field. Especially for SIM-based super-resolution approaches, the
recent progress in sensitive CMOS camera technology is noteworthy and is moti-
vating the users to move away from traditional electron-multiplying CCD cameras.
In overall, we can envision a bright future for nonlinear label-free super-resolution
microscopy, which will provide new possibilities both for basic research in biology
and medicine as well as for biomedical applications.
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Chapter 13
Super-Resolution Microscopy Techniques
Based on Plasmonics and Transformation
Optics

Igor I. Smolyaninov and Vera N. Smolyaninova

Abstract Traditionally the resolution of conventional optical microscopes, which
rely on optical waves that propagate into the far field, has been limited because of
diffraction to a value on the order of a half-wavelength of the light used. Several
nonlinear optical microscopy techniques overcome this limit using photo-switching
and saturation of fluorescence. Very recently it was demonstrated that considerable
resolution enhancement may also be achieved in linear far-field microscopy by mak-
ing use of recent progress in plasmonics, metamaterials and transformation optics.
We will review theoretical foundations of these techniques and present our recent
proof of principle experiments.

13.1 Introduction

Although various electron and scanning probe microscopy techniques have long sur-
passed the conventional optical microscope in resolving power, optical microscopy
remains invaluable in many fields of science. The practical limit to the resolution of
an optical microscope is determined by diffraction: a wave cannot be localized to
a region much smaller than half of its vacuum wavelength λ0/2. Immersion micro-
scopes introduced by Abbé in the 19th century have slightly improved resolution, on
the order of λ0/2n, because of the shorter wavelength of light, λ0/n, in a mediumwith
refractive index n. However, immersion microscopes are limited by the small range
of refractive indices n of available natural transparent materials. For a while it was
believed that the only way to achieve nanometer-scale spatial resolution in an optical
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microscope was to detect evanescent optical waves in very close proximity to a stud-
ied sample using a near-field scanning optical microscope (NSOM) [1]. Although
many fascinating results are being obtained with NSOM, suchmicroscopes are not as
versatile and convenient to use as regular far-field optical microscopes. For example,
an image from a near-field optical microscope is obtained by point-by-point scan-
ning, which is an indirect and a rather slow process, and can be affected by artifacts
of the sample.

Over the past twenty years two major new thrusts have developed in optical
microscopy, which are quickly demolishing the resolution barrier due to the diffrac-
tion limit. The first one is making use of nonlinear optics. A comprehensive review
of this major research thrust has been published recently by Hell [2]. Broadly speak-
ing, these techniques rely on photo-switching and/or saturation of fluorescence from
individual molecules. They demonstrate far-field resolution of 20–30 nm, which is
limited by light collection. Unfortunately, this technique also relies on scanning,
which is a slow process. A parallel revolutionary development in usual linear optical
microscopy was inspired by seminal paper by Pendry [3] and the following extraor-
dinary progress in the optics of metamaterials. According to the Pendry’s idea of
a flat “perfect lens” made from an artificial negative refractive index metamaterial,
a high resolution optical image could be obtained by amplified evanescent waves
(surface plasmon polaritons) which live at the interface between the positive and
negative index media. However, according to the original proposal, such an image
would be observable only in the near-field of a perfect lens, and would require an
auxiliary near-field microscope. Indeed, imaging of this kind has been reported in
2005 in two independent experiments performed by Zhang’s group [4] and Blaikie’s
group [5]. Nevertheless, this technique is limited by the fact that magnification of
the planar superlens is equal to 1.

An important early step to overcome this limitation was made in surface plasmon-
assisted microscopy experiments [6], in which two-dimensional (2D) image magni-
fication has been achieved in the “geometric optics” mode, as shown in Fig. 13.1b.
The increased spatial resolution of microscopy experiments performed with surface
plasmon polaritons [7] is based on the “hyperbolic” dispersion law of such waves,
which may be written in the form

k2xy − |kz|2 = εdω
2

c2
(13.1)

where εd is the dielectric constant of the medium bounding metal surface, kxy= kp
is the wave vector component in the plane of propagation, and kz is the wave vector
component perpendicular to the plane. This form of the dispersion relation originates
from the exponential decay of the surfacewavefield away from the propagation plane.
Negative refractive index behavior of surface plasmons was also shown to play a very
important role in these early experiments [8].

On the theoretical side, various new geometries exhibiting image magnification
beyond the usual diffraction limit were proposed [9–11], which make use of newly
developed optical metamaterials. For example, in the “optical hyperlens” design
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Fig. 13.1 Twomodes of operation of a 2D plasmonicmicroscope. a Plasmonmicroscope operating
in the hyperlens mode: the plasmons generated by the sample located in the center of the hyperlens
propagate in the radial direction. The lateral distance between plasmonic rays grows with distance
along the radius. The images are viewed by a regular microscope. b Plasmon microscope operating
in the geometrical optics mode: nanohole array illuminated by external laser light acts as a source of
surface plasmons, which are emitted in all directions. Upon interaction with the sample positioned
near the focal point of the parabolically shaped dielectric droplet, and reflection off the droplet
edge, the plasmons form a magnified planar image of the sample. The image is viewed by a regular
microscope. The droplet edge acts as an efficient plasmon mirror because of total internal reflection
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developed by Narimanov’s group [10] an optical metamaterial made of a concentric
arrangement of metal and dielectric cylinders may be characterized by a strongly
anisotropic dielectric permittivity tensor in which the tangential εθ and the radial εr
components have opposite signs. The resulting hyperbolic dispersion relation

k2r
εθ

− k2θ
|εr| = ω2

c2
(13.2)

does not exhibit any lower limit on the wavelength of propagating light at a given
frequency. Thus, similar to the 2D optics of surface plasmon polaritons, there is no
usual diffraction limit in this metamaterial medium. Abbe’s resolution limit simply
does not exist. Optical energy propagates through such metamaterial in the form of
radial rays. If point sources are located near the inner rim of the concentric metama-
terial structure, the lateral separation of the rays radiated from these sources would
increase upon propagation towards the outer rim. Resolution of an “immersion”
microscope based on such a metamaterial structure is defined by the ratio of inner
to outer radii. Resolution appears limited only by losses, which can be compensated
by optical gain. Following these theoretical ideas, magnifying superlenses (or hyper-
lenses) were independently realized in two experiments [12, 13]. Far-field optical
resolution of at least 70 nm has been demonstrated using a magnifying superlens
based on a 2D plasmonic metamaterial design shown in Fig. 13.1a [12]. Using the
experimentally measured point spread function of themicroscope, resolution of plas-
mon microscopy may be further improved to ~30 nm scale by implementing digital
resolution enhancement techniques [14].

Thus, it appears that both major thrusts in far-field optical microscopy: the non-
linear super-resolution techniques [2], and the linear techniques based on plasmonic
and optical metamaterials are quickly moving the resolution scale of far-field optical
microscopy towards the 10 nm level.

Another interesting recent development indicates that metamaterials may not be
necessary to achieve super-resolution microscopy. For example, Wang et al. [15]
reported a new 50-nm-resolution microscopy scheme that uses optically transparent
micrometer scale SiO2 microspheres as far-field superlenses to overcome the diffrac-
tion limit, while Leonhardt [16] and Minano [17] also indicate that super-resolution
imaging may be achieved using various optical configurations, which emulate two-
dimensional light propagation over a spherical surface. It is interesting that such
imaging devices may be made of regular optical materials or emulated by curvilin-
ear waveguides [18]. The goal of this chapter is to review these recent theoretical
developments and their experimental implementations.

13.2 Surface Plasmon Microscopy

As we have mentioned in the Introduction, operation of the plasmonic microscope
in the geometric optics mode may lead to increased resolution compared to the
conventional 3Dopticalmicroscopes. This result is natural since plasmonmicroscope
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operation relies on the hyperbolic dispersion law—see (13.1). In our microscopy
experiments the samples were immersed inside glycerin droplets on the gold film
surface. The droplets were formed in desired locations by bringing a small probe
(Fig. 13.2a) wetted in glycerin into close proximity to a sample. The probe was
prepared from a tapered optical fiber, which has an epoxy microdroplet near its
apex. Bringing the probe to a surface region covered with glycerin led to a glycerin
microdroplet formation under the probe (Fig. 13.2b). The size of the glycerin droplet
was determined by the size of the seed droplet of epoxy. The glycerin droplet under
the probe can be moved to a desired location under the visual control, using a regular
microscope. Our droplet deposition procedure allowed us to form droplet shapes,
which were reasonably close to parabolic. In addition, the liquid droplet boundary
may be expected to be rather smooth because of the surface tension, which is essential
for the proper performance of the droplet boundary as a 2D plasmon mirror. Thus,

Fig. 13.2 Glycerin droplets
used in the geometric optics
mode of an SPP microscope
were formed in desired
locations by bringing a small
probe a wetted in glycerin
into close proximity to a
sample. The probe was
prepared from a tapered
optical fiber, which has an
epoxy microdroplet near its
apex. Bringing the probe to a
surface region covered with
glycerin led to glycerin
microdroplet formation
b under the probe in
locations indicated by the
arrows
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the droplet boundary was used as an efficient 2D parabolic mirror for propagating
surface plasmons excited inside the droplet by external laser illumination. Since the
plasmon wavelength is much smaller than the droplet sizes, the image formation in
such a mirror can be analyzed by simple geometrical optics in two dimensions.

The resolution test of the microscope has been performed using a 30 × 30 µm2

array of triplet nanoholes (100 nm hole diameter with 40 nm distance between the
hole edges) shown in Fig. 13.3c. This array was imaged using a glycerine droplet
shown in Fig. 13.3a. Periodic nanohole arrays first studied by Ebbesen et al. [19]
appear to be ideal test samples for the plasmonmicroscope. Illuminated by laser light,
such arrays produce propagating surface waves, which explains the anomalous trans-
mission of such arrays at optical frequencies. The image of the triplet array obtained
at 515 nm using a 100x microscope objective is shown in Fig. 13.3b (compare it
with an image in Fig. 13.3d calculated using 2D geometrical optics). Even though
some discrepancy between the experimental and theoretical images can be seen (the
image pattern observed in Fig. 13.3b looks convex looking from the left compared
to the concave pattern observed in the calculation in Fig. 13.3d), the overall match
between these images is impressive. The most probable reason for the observed con-
vex/concave discrepancy is the fact that the droplet shape is not exactly parabolic,
which produces some image aberrations. Although the expected resolution of the
microscope at 515 nm is somewhat lower than at 502 nm, the 515 nm laser line is
brighter, which allowed us to obtain more contrast in the 2D image. The least dis-
torted part of the image, Fig. 13.3b (far from the droplet edge, yet close enough to
the nanohole array, so surface plasmon decay does not affect resolution), is shown at
higher digital zooms of the charge-coupled device (CCD) camera mounted onto our
conventional optical microscope in Fig. 13.3e, f. These images clearly visualize the
triplet nanohole structure of the sample. Moreover, using the experimentally mea-
sured point spread function (PSF) of the SPP microscope, resolution of 2D plasmon
microscopy may be further improved to the ~30 nm scale (as shown in Fig. 13.6) by
implementing digital resolution enhancement techniques [14].

The spatial resolution of the optical images (the PSF of the microscope) may
be measured directly by calculating the cross-correlation P * E between the optical
imageP and the scanning electronmicroscopy (SEM) imageE of the same nanohole:

P ∗E (r) =
∫

P(r1)E(r1 + r)dr1 (13.3)

The results of these calculations in the cases of triplet nanoholes from Figs. 13.3
and 13.4 demonstrate that a resolution of the order of PSF ≈ 70 nm or ~λ/8 is
achieved in these particular imaging experiments. Such an improved resolution in
an SPP microscopy experiment is due to the fact that the SPP wavelength is shorter
than the wavelength of guided modes at the same laser frequency. Photonic crystal
effects and the effects of negative refraction also play some role in achieving better
resolution.

Even though quite an improvement compared to a regular optical microscope, the
~70 nm resolution is not sufficient to achieve clear visibility of many nanoholes in
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Fig. 13.3 Resolution test of the 2D plasmonic microscope operated in the geometric optics mode.
The array of triplet nanoholes (c) is imaged using a glycerine droplet shown in (a) using a 10x
microscope objective. The image of the triplet array obtained using a 100x objective at 515 nm
is shown in (b). The least distorted part of the image b is shown at higher digital zooms of the
CCD camera mounted onto the microscope in (e) and (f). Comparison of the image (b) with the
theoretically calculated image d clearly proves the resolving of the triplet structure
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Fig. 13.4 Comparison of the SPP-produced optical (a) and the SEM (b) images of the test array of
triplet nanoholes. Comparison of the Fourier transforms of these images indicates spatial resolution
in the optical image of ~78 nm. This conclusion may be reached from the apparent visibility of
higher harmonics of the triplet structure (indicated by the arrows) in the optical image

the test pattern in Fig. 13.3c.While recognizable, most nanoholes appear quite fuzzy.
However, the blurring of optical images at the limits of optical device resolution is
a very old problem (one may recall the well-publicized recent problem of Hubble
telescope repair). One solution of this problem is also well known. There exists
a wide variety of image recovery techniques which successfully fight image blur
based on the known PSF of the optical system. One of such techniques is matrix
deconvolution based on the Laplacian filter (see Fig. 13.5. as an example). Utilization
of such techniques is known to improve resolution by at least a factor of 2. However,
precise knowledge of the PSF of the microscope in a given location in the image is
absolutely essential for this technique towork, since it involvesmatrix convolution of
the experimental image with a rapidly oscillating Laplacian filter matrix (an example
of such 5 × 5 matrix is shown in Fig. 13.5). In our test experiments the PSF of the
microscope was measured directly in some particular location of the optical image.
Thismeasured PSFwas used to digitally enhance images of the neighboring nanohole
arrays.

Not surprisingly, the use of such digital filters led to approximately twofold
improvement of resolution in the optical images formed by the 2D plasmon micro-
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Fig. 13.5 Theoretical modeling of the image recovery using Laplacian filter matrix deconvolution:
Laplacian filter (shown in the inset) allows us to recover image deterioration due to Gaussian blur,
which is evidenced via calculation of the cross-correlation of the original SEM image and the image
recovered using the Laplacian matrix deconvolution method

scope. This twofold improvement is demonstrated in Fig. 13.6 for both the triplet
and the U-shaped nanoholes. The PSF measured as the cross-correlation between
the digitally processed optical image and the corresponding SEM image appears to
fall firmly into the 30 nm range, which represents improvement of resolution of the
SPP-assisted optical microscope down to the ~λ/20 range. This result may bring
about direct optical visualization of many important biological systems.

13.3 Hyperlenses Based on 2D Hyperbolic Metamaterials

Nowlet us review imaging results obtained in the hyperlensmodeof the 2Dplasmonic
microscope shown schematically in Fig. 13.1a. The internal structure of the 2D
magnifying hyperlens (Fig. 13.7a) consists of concentric rings of PMMA deposited
on a gold film surface. The required concentric structures were defined using a Raith
e-line electron beam lithography (EBL) system with ~70 nm spatial resolutions.
The written structures were subsequently developed using a 3:1 IPA/MIBK solution
(Microchem) as the developer and imagedusing atomic forcemicroscopy (AFM) (see
Fig. 13.7a). According to theoretical modeling in [10, 11], optical energy propagates
through a hyperbolic metamaterial in the form of radial rays. This behavior is clearly
demonstrated in Fig. 5.3b. If point sources are located near the inner rim of the

https://doi.org/10.1007/978-3-030-21722-8_5
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Fig. 13.6 Calculated cross-correlation functions between the SEM and the digitally enhanced
optical images of a triplet and a U-shaped arrangement of nanoholes in a gold film. Calculated point
spread function of the digitally enhanced optical images appears to be on the order of 30 nm (from
[19])

concentric metamaterial structure, the lateral separation of the rays radiated from
these sources increases upon propagation toward the outer rim. Therefore, resolution
of an immersion microscope based on such a metamaterial structure is defined by
the ratio of inner to outer radii. Resolution appears limited only by losses, which can
be compensated by optical gain.

Following these theoretical ideas, magnifying superlenses (or hyperlenses) have
been independently realized in two experiments [12, 13]. In particular, experimen-
tal data obtained using a 2D plasmonic hyperlens (shown in Figs. 13.7 and 13.8)
do indeed demonstrate ray-like propagation of subwavelength plasmonic beams
emanated by test samples. A far-field optical resolution of at least 70 nm (see
Fig. 13.8f) has been demonstrated using such a magnifying hyperlens based on a
2D plasmonic metamaterial design [12]. Rows of either two or three PMMA dots
have been produced near the inner ring of the hyperlens (Fig. 13.8b, c). These rows
of PMMA dots had 0.5 µm periodicity in the radial direction so that phase matching
between the incident laser light and surface plasmons can be achieved. Upon illu-
mination with an external laser, the three rows of PMMA dots in Fig. 13.8b gave
rise to three divergent plasmon rays, which are clearly visible in the plasmon image
in Fig. 13.8d obtained using a conventional optical microscope. The cross-sectional
analysis of this image across the plasmon rays (Fig. 13.8f) indicates a resolution
of at least 70 nm or ~λ/7. The lateral separation between these rays increased by a
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Fig. 13.7 a Superposition image composed of anAFM image of PMMAon a gold plasmonicmeta-
material structure superimposed onto the corresponding optical image obtained using a conventional
optical microscope, illustrating the imaging mechanism of the magnifying hyperlens (from [16]).
Near the edge of the hyperlens the separation of three rays is large enough to be resolved using
a conventional optical microscope. b Theoretical simulation of ray propagation in the magnifying
hyperlens microscope

factor of 10 as the rays reached the outer rim of the hyperlens. This increase allowed
visualization of the triplet using a conventional microscope. In a similar fashion, two
rows of PMMA dots shown in Fig. 13.8c gave rise to two plasmon rays, which are
visualized in Fig. 13.8e.

The magnifying action and the imaging mechanism of the hyperlens have been
further verified by control experiments presented in Fig. 13.9. The image shown
in Fig. 13.9a presents results of two actual imaging experiments (top portion of
Fig. 13.9a) performed simultaneously with four control experiments seen at the
bottom of the same image. In these experiments, two rows of PMMA dots have been
produced near the inner ring of the hyperlens structures seen at the top and at the
bottom of Fig. 13.9a (the AFM image of the dots is seen in the inset). These rows of
PMMA dots had 0.5 µm periodicity in the radial direction so that phase matching
between the incident 515 nm laser light and surface plasmons can be achieved. On the
other hand, no such PMMA dot structure was fabricated near the control hyperlenses
seen in the center of Fig. 13.9a. Upon illuminationwith an external laser, the two rows
of PMMA dots gave rise to the two divergent plasmon rays, which are clearly visible
in the top portion of the image in Fig. 13.9a obtained using a conventional optical
microscope. No such rays were observed in the four control hyperlenses visible
in the bottom portion of the same image. There was no sample to image for the
two hyperlenses located in the center of Fig. 13.9a. On the other hand, the PMMA
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Fig. 13.8 AFM (a–c) and conventional optical microscope (d, e) images of the resolution test
samples composed of three (a, b) and two (c) rows of PMMA dots positioned near the center of
the magnifying hyperlens. The conventional microscope images presented in (d and e) correspond
to the samples shown in (b and c), respectively. The rows of PMMA dots give rise to either three
or two divergent plasmon rays, which are visible in the conventional optical microscope images.
f Cross section of the optical image along the line shown in (d) indicates a resolution of at least
70 nm or ~λ/7



13 Super-Resolution Microscopy Techniques Based … 325



326 I. I. Smolyaninov and V. N. Smolyaninova

�Fig. 13.9 a This image obtained using a conventional optical microscope presents the results of
two imaging experiments (top portion of the image) performed simultaneously with four control
experiments seen at the bottom of the same image. The rows of PMMA dots shown in the inset
AFM image were fabricated near the two top and two bottom hyperlenses. No such pattern was
made near the two hyperlenses visible in the center of the image. Upon illumination with an external
laser, the two rows of PMMA dots separated by a 130 nm gap gave rise to two divergent plasmon
rays shown by the arrows, which are clearly visible in the top portion of the image. The four control
hyperlenses visible at the bottom do not produce such rays, because there is no sample to image for
the two hyperlenses in the center, and the two bottom hyperlenses are inverted. b The same pattern
produced on an ITO instead of gold film demonstrates a pattern of ordinary light scattering by the
structure without any hyperlens imaging effects

dot structure was designed for phase-matched plasmon generation in the upward
direction, as seen in the image. That is why no plasmon rays are visible when the
hyperlens structures are inverted, as seen in the bottom of Fig. 13.9a. When the gold
film was replaced with an ITO film in another control experiment performed using
the same experimental geometry, no hyperlens imaging occurred since no surface
plasmons are generated on ITO surface (see Fig. 13.9b). These experiments clearly
verify the imaging mechanism and increased spatial resolution of the 2D plasmonic
hyperlens.

13.4 Super-Resolution Microscopy Based on Photon
Tunneling

Most of the linear super-resolution microscopy techniques rely on some form of
conversion of “fast” normally evanescent Fourier components of the object elec-
tromagnetic field into the propagating far field. For example, in scanning photon
tunneling microscopy (PSTM) [1] evanescent light tunnels into a small tapered fiber
probe, which is scanned over the sample surface. The probe converts evanescent light
into photons which propagate inside the fiber. On the other hand, in the 2D and 3D
hyperlens geometries [10–13] a similar conversion is achievedusing a relatively small
volume of hyperbolic material, which typically consists of closely spaced concentric
metal-dielectric interfaces, which support surface plasmon polaritons. Therefore, a
hyperlens may be understood as a form of photon tunneling device, which relies on
radial plasmon tunneling between the adjacent interfaces. Comparison of PSTM and
hyperlens techniques indicate that a simple non-scanning super-resolution imaging
device may be built based on radial photon tunneling (Fig. 13.10). No metamaterial
is necessary for its operation. Similar to our recent cloaking [20] and “trapped rain-
bow” [21] demonstrations, the “metamaterial properties” needed to observe these
effects are emulated by tapered optical waveguides. Similar to PSTM, high spatial
resolution of this technique is guaranteed by very strong exponential dependence
of tunneling probability on the tunneling distance. This is illustrated in Fig. 13.11,
which demonstrates results of numerical simulation of light propagation inside our
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Fig. 13.10 Experimental geometry of the non-scanning super-resolution microscopy technique
based on photon tunneling: light tunnels in the radial direction from the cut-off region of a tapered
two-dimensional waveguide formed between metal coated planar and spherical surfaces

Fig. 13.11 Numerical simulations of light propagation inside the photon tunneling device show
light tunneling from the forbidden region. The cases of two and three point sources located inside
the forbidden zone are considered. λ = 2 value is used in these simulations. The dark circle shows
the forbidden zone boundary

photon tunneling device. Three point sources separated by λ/4 distances are clearly
resolved inside a vacuum tunneling gap in the case shown in Fig. 13.11b. These simu-
lationswere performed via numerical solution ofMaxwell equations usingCOMSOL
multiphysics Fig. 3.3a. As expected, light from the point sources located inside the
cutoff region of the waveguide tunnels in the radial direction along the shortest dis-
tance towards the “allowed region” of the waveguide. Image cross section along the
boundary of the cutoff region shown in Fig. 13.12 demonstrates that the three point
sources from Fig. 13.11b are indeed clearly resolved. The Rayleigh criterion applied
to this image cross section indicates that theoretical resolution of the order of λ/8 is
obtained in these simulations.

Our experimental observations performed in the geometry shown in Fig. 13.10
indicate validity of the proposed approach. In these experiments we have used a 4.5-
mm diameter double convex glass lens which was coated on one side with a 30-nm
gold film. The lens was placed with the gold-coated side down on top of a flat glass

https://doi.org/10.1007/978-3-030-21722-8_3
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Fig. 13.12 Cross section of
Fig. 13.2b along the
boundary of the cutoff region
demonstrates that the three
point sources located at λ/4
distances from each other are
clearly resolved. The
Rayleigh criterion applied to
this cross section indicates
that theoretical resolution of
the order of λ/8 is obtained
in these simulations

slide coated with a 70-nm gold film. The air gap between these surfaces has been
used as an adiabatically changing optical nano waveguide. The dispersion law of
light in such a waveguide is

ω2

c2
= k2r + k2φ

r2
+ π2l2

d(r)2
(13.4)

where l = 1, 2, 3 … is the transverse mode number, and d(r) is the air gap, which is
a function of radial coordinate r. Gradual tapering of the waveguide leads to mode
number reduction. The light in the waveguide is completely stopped at a distance

r = √
Rλ/2 (13.5)

from the point of contact between the gold-coated surfaces, where the optical nano
waveguide reaches the cutoff width of d = λ/2. We have used light from an argon
ion laser operating at λ = 514 nm to illuminate the cutoff region from below. Light
distribution inside the cutoff region of the nano waveguide was imaged from the top
using an optical microscope (see Fig. 13.4). Our goal was to detect evidence of radial
light tunneling from inside the cutoff region. These observations relied on random
defects present inside the waveguide. While the area in the immediate vicinity of
the point of contact appears bright in Fig. 13.13 (this corresponds to the well-known
Newton ring observation conditions), we did observe radial light scattering from the
defects located in the dark areas inside the first Newton ring. In addition, data analysis
presented in Fig. 13.14 demonstrates that distance dependence of the field scattered
by defects is consistent with the tunneling mechanism required for super-resolution
microscopy.
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Fig. 13.13 a Experimental image of radial light scattering by random defects located inside the
cutoff region of the waveguide. b Image cross section along the blue line

Fig. 13.14 Field decay in
the radial direction is
consistent with photon
tunneling

Thus, suggested super-resolution microscopy scheme appears to be viable.

13.5 Microscopy Techniques Based on 2D Transformation
Optics

13.5.1 Microdroplet-Based Transformation Optics

Current high interest in electromagnetic metamaterials has been motivated by recent
work on superlenses, cloaking and transformation optics [3, 22, 23]. This interest
has been followed by considerable efforts aimed at introduction of metamaterial
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structures that could be realized experimentally. Unfortunately, it appears difficult
to develop metamaterials with low-loss, broadband performance. The difficulties are
especially severe in the visible frequency range where goodmagnetic performance is
limited. On the other hand, recently we have demonstrated that many transformation
optics and metamaterial-based devices, such as electromagnetic cloaks, requiring
anisotropic dielectric permittivity and magnetic permeability could be emulated by
specially designed tapered waveguides [19]. This approach leads to low-loss, broad-
band performance in the visible frequency range,which is difficult to achieve by other
means. It appears that this approach may be also applied to experimental realization
of the Maxwell fisheye and inverted Eaton microlenses [18], which were suggested
to act as superb imaging devices even in the absence of negative refraction [16].
Realization of these microlenses using electromagnetic metamaterials would require
sophisticated nanofabrication techniques. In contrast, our approach leads to a much
simpler design, which involves two-dimensional (2D) imaging using a small liquid
microdroplet.

Despite strong experimental and theoretical evidence supporting superresolution
imaging based on microlenses and microdroplets, imaging mechanisms involved are
not well understood. Magnification of near-field image components has been sug-
gested in recent experiments with self-assembled plano-spherical nanolenses [24,
25] and high-index liquid-immersed microspheres [26] which demonstrated resolu-
tion of the order of λ/4 to λ/7. Our analysis in terms of the effective metamaterial
parameters indicates that the shape of microlenses and microdroplets provides natu-
ral realization of the effective refractive index distribution in the fisheye and inverted
Eaton microlenses.

The starting point of our analyses is the dispersion lawof guidedmodes in a tapered
waveguide. In case of the metal-coated dielectric waveguide it can be written in a
simple analytical form:

ω2n2d
c2

= k2x + k2y + π2l2

d(r)2
(13.6)

where nd is the refractive index of the dielectric, d(r) is the waveguide thickness, and
l is the transverse mode number. We assume that the thickness d of the waveguide
in the z-direction changes adiabatically with radius r. A photon launched into the lth
mode of the waveguide stays in this mode as long as d changes adiabatically [27].
If we wish to emulate refractive index distribution n(r) of either 2D fisheye or 2D
inverted Eaton lens:

ω2n2(r)

c2
= k2x + k2y (13.7)

we need to produce the following profile of the microdroplet:

d = lλ

2
√
n2d − n2(r)

(13.8)



13 Super-Resolution Microscopy Techniques Based … 331

This is easy to do for some particular mode l of the waveguide. Typical micro-
droplet/microlens profiles which emulate the fisheye lens described by equation:

n = 2n1

(
1 + r2

R2

)−1

(13.9)

(where 2n1 is the refractive index at the center of the lens, and R is the scale) or the
inverted Eaton lens [17] described by:

n = 1 for r < R, and n =
√
2R

r
− 1 for r > R (13.10)

are shown in Fig. 13.15. Real glycerin microdroplets have shapes, which are some-
where in between these cases. Since the refractive index distribution in the fisheye
lens is obtained via the stereographic projection of a sphere onto a plane [16], points
near the droplet edge correspond to points located near the equator of the sphere.
Therefore, these points are imaged into points located near the opposite droplet
edge, as shown in Fig. 13.16a. The inverted Eaton lens has similar imaging prop-
erties, as shown in Fig. 13.16c. Each droplet depicted in Fig. 13.16 was simulated
using scattered field finite element formulation. The continuity of the tangential field
components was enforced at the host-droplet interface. The host with the droplet was
surrounded by a perfectly matched (absorbing) layer to suppress reflection from the
exterior boundaries of the simulation domain.

We have tested this imaging mechanism using glycerin microdroplets formed on
the surface of gold film, which were illuminated near the edge using tapered fiber
tips of a near-field scanning optical microscope (NSOM), as shown in Fig. 13.17.
As expected from the numerical simulations, an image of the NSOM tip was easy to
observe at the opposite edge of the microdroplet.

Fig. 13.15 Typical profiles
of a microdroplet which
emulates either the fisheye
lens (R = 7 µm) or the
inverted Eaton lens (R =
5 µm) for the following set
of parameters: l = 1, λ =
1.5 µm, nd = 1.5, and n1 =
0.65
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Fig. 13.16 Numerical simulations of imaging properties of the fisheye (a) and inverted Eaton
(c) lenses. Points near the edge of the fisheye and Eaton lenses are imaged into opposite points.
Refractive index distributions in these lenses are shown to their right in panels (b and d)

While the fisheye lens design is difficult tomodify to achieve imagemagnification,
modification of the Eaton lens is straightforward. As shown in Fig. 13.18, two halves
of the Eaton lens having different values of parameter R can be brought together to
achieve image magnification. The image magnification in this case is M = R1/R2.
Our numerical simulations in the case ofM = 2 are presented. Since the sides of the
lens play no role in imaging, the overall shape of the imaging device can be altered to
achieve the shape of a “deformed droplet”. Using experimental technique described
below, we have created glycerin droplets with shapes, which are very close to the
shape of the “deformed droplet” used in the numerical simulations. Image magni-
fication of the “deformed droplet” has been tested by moving the NSOM probe tip
along the droplet edge, as shown in Fig. 13.19. It appears to be close to the M = 2
value predicted by the simulations. Thus, we have demonstrated that small dielectric
microlenses may behave as two-dimensional imaging devices, which can be approx-
imated by 2D fisheye or inverted Eaton lenses. Deformed microlenses/microdroplets
are observed to exhibit image magnification, which is consistent with numerical
predictions.
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Fig. 13.17 Experimental testing of the imaging mechanism of the glycerin microdroplets shown
at different magnifications. The droplet is illuminated near the edge with a tapered fiber tip of a
near-field scanning optical microscope (NSOM). Image of the NSOM tip is clearly seen at the
opposite edge of the droplet

Fig. 13.18 Numerical
simulations of image
magnification (M = 2) using
the inverted Eaton lens.
Since the sides of the lens
play no role in imaging, the
overall shape of the imaging
device can be altered to
achieve the shape of a
“deformed droplet”
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Fig. 13.19 Experimental testing of image magnification of the “deformed droplet”. The NSOM
probe tip was moved along the droplet edge. Bottom row presents results of our numerical sim-
ulations in the case of one and two point sources. The shape of the “deformed droplet” used in
numerical simulations closely resembles the shape of the actual droplet

13.5.2 Lithographically Defined Transformation Optics
Devices

While the experimental results obtained using the microdroplet-based imaging are
interesting, such devices are difficult to control and fabricate reproducibly. Therefore,
it is useful to try and develop lithographically-defined metal/dielectric waveguide-
based imaging devices. Since adiabatic variations of the waveguide shape are easier
to achieve using lithographic techniques, this method enables much better control of
the effective refractive indices experienced by the TE and TM modes propagating
inside the waveguides, which is illustrated in Fig. 13.20a.

The effective refractive indices for the TE and TM modes may be defined as neff
= kω/c for each respective polarization, where the k vector is calculated via the
boundary conditions at the media interfaces as:

(
k1
εm

− ik2
ε

)(
k3 − ik2

ε

)
e−ik2d =

(
k1
εm

+ ik2
ε

)(
k3 + ik2

ε

)
eik2d (13.11)

for the TM, and

(k1 − ik2)(k3 − ik2)e
−ik2d = (k1 + ik2)(k3 + ik2)e

ik2d (13.12)
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Fig. 13.20 a Effective refractive index plotted as a function of thickness of a tapered waveguide
for TM and TE polarizations. The waveguide geometry is shown in the inset. b AFM image of
a lithographically defined individual magnifying fisheye lens made of two half-lenses of different
radii. cCorresponding spatial distribution of the effective refractive index.dCOMSOLMultiphysics
simulation of the fisheye lens image magnification. The insets illustrate ray propagation in the
original and the magnifying fisheye lenses

for the TE polarized guided modes, respectively, and ω is the light frequency. In
these expressions the vertical components of the wavevector ki are defined as:

k1 =
(
k2 − εm

ω2

c2

)1/2

(13.13)

k2 =
(

ω2

c2
ε − k2

)1/2

(13.14)

k3 =
(
k2 − ω2

c2

)1/2

(13.15)

inmetal, dielectric, and air, respectively. The calculated effective birefringence for the
lowest guided TM and TEmodes is shown in Fig. 13.20a. The effective birefringence
is very strong at waveguide thickness d < 0.4 µm. In addition, both polarizations
experience very strong effective refractive index dependences on the waveguide
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thickness. If the lithographically-defined waveguide thickness d(r) is well controlled
as a function of the radial coordinate r, this behavior may be used to build non-trivial
birefringent transformation optics devices.

As illustrated in Fig. 13.20b,wewere able to develop novel lithography techniques
which provide the required precise shape control d(r) of the dielectric photoresist on
a gold film substrate.We have used Shieply S1811 photoresist with refractive index n
~ 1.5 for our device fabrication. Since we wanted to create a gradual edge profile, we
have disregarded the typical procedures, which are employed to make the photoresist
edges sharp. Instead of contact printing, we have used the soft contact lithographic
mode in which a gap is left between the mask and the substrate. Due to diffraction
effects, this gap provided a gradient of UV light exposure at the mask edges. This
gradient in turn has led to a gradual change of the developed photoresist thickness.
During the experiments we have tried different degrees of separation between the
mask and the substrate, which produced progressively softer photoresist profile.
Underexposure and underdevelopment were also used to provide further variations
of sharpness of the waveguide profile edge.

Note that these techniques were also used previously to fabricate such TO-based
devices as a modified Luneburg lenses [28] (while, no image magnification has been
demonstrated in these experiments). However, as noted in [18], the transformation
optics designs of the Eaton and Maxwell fisheye lenses allow straightforward mod-
ification to incorporate image magnification.

Equation (13.9) defines the refractive index distribution in aMaxwell fisheye lens,
while an inverted Eaton lens is defined by (13.10). The refractive index distribution
in the fisheye lens is obtained via the stereographic projection of a sphere onto a
plane [16]. Therefore, points near the lens edge correspond to points located near
the equator of the sphere. As a result, as shown in the inset in Fig. 13.20d, these
points are imaged into points located near the opposite edges of the lens. The imag-
ing properties of the inverted Eaton lens are similar. As illustrated in Fig. 13.20c, d,
two halves of either Maxwell fisheye or inverted Eaton lens may be brought together,
so that the difference in their R parameter will lead to increased magnification. The
image magnification in these cases may be defined as M = R1/R2. We have per-
formed numerical simulations of image magnification in the case of M = 2, which
are presented in Fig. 13.20d. The sides of the lens appear not to play much role in
the imaging properties of the resulting structure. Therefore, the overall shape of the
lens may be altered to smooth the sharp corners. The resulting magnifying fisheye
lens shape is shown in Fig. 13.20b. Such lenses were fabricated using the litho-
graphic technique described above, which is illustrated in the experimental images
in Fig. 13.21. In these experiments a near-field scanning optical microscope (NSOM)
fiber tip was scanned in close proximity to the lithographically formed magnifying
lenses. The point of the tip was used as an illumination source. Similar to the numer-
ical simulations, an image of the NSOM tip was observed near the opposite edge of
the lens. The studied angular and polarization performance of the individual lenses
in the array agreed well with the theoretical prediction presented in Fig. 13.20c, d.

We should also point out [28] that a fisheye lens for TM light will operate as a
spatial filter for TE light due to near zero effective refractive index near the device
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Fig. 13.21 a Experimental testing of angular (a, b) and polarization (c) performance of the mag-
nifying fisheye lenses at λ = 488 nm. The scale bar length is 5 µm in all images

edge. While the near field fiber tip emits unpolarized light, polarization properties
of the images produced by these lenses can be separated into the TM and TE contri-
butions with respect to the plane of incidence of the source light. These polarization
properties are illustrated in Fig. 13.21. They demonstrate excellent agreement with
theoretical predictions.

Based on the images of lens testing presented in Fig. 13.22,wemay evaluate image
resolution and magnification of the fabricated magnifying Maxwell fisheye lenses.
The optical resolution appears to be almost diffraction-limited (~0.6λ at 488 nm),
while the measured magnification is very close to the design values.

The theoretically predicted broadband performance of theMaxwell fisheye lenses
has been verified in the λ = 488−633 nm range, as illustrated in Fig. 13.23. It
is similar to the broadband cloaking performance demonstrated in [19], since the
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Fig. 13.22 Experimental testing of image magnification at λ = 488 nm of two fisheye lenses with
different M = R1/R2 ratio: a, b Original magnified images obtained at different source positions.
The location of image and source are indicated by the arrows. c Digital overlap of the images
in (a and b) indicates that image magnification is close to the design value M = 2. d, e Similar
original images and f the digital overlap image obtained with a different magnifying lens designed
for M = 3

effective refractive index of the tapered waveguide scales as d/λ at small d. The
guided light in these waveguides perceives the waveguide edge as having similar
distribution of the effective refractive index. We have also verified that the reverse
operation of the same lens may be utilized to achieve image reduction, as illustrated
in Fig. 13.24. Therefore, such a “reverse” arrangement of the magnifying fisheye
lens may find applications in lithography.

We should also point out that the high spatial magnification and the very compact
design of the magnifying Maxwell fisheye lenses are highly suitable in waveguide
mode sorting applications. On-chip mode-division multiplexing [29] and sensing
[30] applications require compact and efficient mode sorter designs. Our numerical
simulations of a Maxwell fisheye mode sorter are presented in Fig. 13.25. In this
geometry the signal is sent in through a single multimode waveguide from the left
and out-coupled through three different single mode output waveguides on the right.
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Fig. 13.23 Experimental verification of broadband performance of themagnifyingMaxwell fisheye
lens. a, b Images taken at λ = 515 nm. c, d Images taken at λ = 633 nm. The scale bar length is
5 µm in all images

These simulations demonstrate excellentmode-sorting performance of amicrometer-
scale Maxwell fisheye lens. As illustrated in Fig. 13.25a, symmetric excitation of the
input waveguide mostly couples the output power to the central single mode waveg-
uide on the right side of the structure. On the other hand, as shown in Fig. 13.25b,
asymmetric excitation of the input waveguide leads to propagation of higher spatial
modes, which are channeled primarily into the side output waveguides.

13.6 Conclusion

Experimental and theoretical results discussed in this chapter strongly indicate that
both major recent developments in far-field optical microscopy—nonlinear super-
resolution techniques and linear techniques based on plasmonic and optical meta-
materials—are quickly moving the resolution scale of far-field optical microscopy
down toward the 10 nm level. While fabrication of 3D photonic metamaterials faces
numerous technological challenges, many concepts and ideas in the optics of meta-
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Fig. 13.24 Operation of the
magnifying Maxwell fisheye
lens in reverse direction,
which leads to image
reduction. a COMSOL
Multiphysics simulation of
the fisheye lens image
reduction using refractive
index distribution
corresponding to the
experimental variation of the
waveguide thickness. b,
c Experimental testing of
angular performance of the
fisheye lens used in reverse
direction. λ = 488 nm.
Image reduction factor M =
1/2 is observed. The scale bar
length is 5 µm in all images



13 Super-Resolution Microscopy Techniques Based … 341

Fig. 13.25 COMSOL Multiphysics simulations of a Maxwell fisheye-based mode sorter. a Sym-
metric excitation of the multimode input waveguide leads to the output power being channeled
into the central single mode output waveguide. b Asymmetric excitation of the multimode waveg-
uide leads to propagation of higher spatial modes, which are channeled preferentially into the side
single mode waveguides. The spatial dimensions of the magnifying Maxwell fisheye lens in these
simulations are the same as in Fig. 13.1

materials may be tested much easier in two spatial dimensions using planar optics of
SPPs and the lithographically defined taperedwaveguide geometries. The 2D geome-
tries and devices described abovemay be used in various superresolutionmicroscopy,
waveguiding, and laser cavity schemes. We have reviewed various examples of 2D
super-resolution imaging devices, which are reasonably easy to fabricate and study.
These devices exhibit spatial resolution of at least 70 nm, which far exceed res-
olution of conventional optical microscopy. Moreover, utilization of well-known
digital image recovery techniques enables further improvement of resolution of far-
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field optical microscopy down to the ~30 nm scale. Unlike more time-consuming
near-field optical techniques, the described far-field 2D imaging allows very simple,
fast, robust, and straightforward image acquisition. Widespread availability of these
techniques to the research community should bring about numerous advances in
imaging, lithography, and sensing. However, metamaterial losses remain an impor-
tant performance-limiting issue. It remains to be seen if loss compensation using
gain media [31] will be able to overcome this problem.
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Chapter 14
Label-Free Super-Resolution Imaging
with Hyperbolic Materials

Emroz Khan and Evgenii Narimanov

Abstract Optical imaging systems based on hyperbolicmaterials, offer the potential
to combine subwavelength resolution with the advantage of an inherently label-
free approach. The chapter reviews recent developments in this field, in both direct
imaging and structured illumination configurations.

14.1 Introduction

Deeper understandingof biological processes generally relies ondetailed information
about the dynamics in cellular structures, from the micrometer size down to the
nanoscale. However, ordinary light microscopes constrained by the diffraction limit
[1] can not resolve features that are substantially smaller than the light wavelength.
On the other hand, high energy methods such as X-ray [2] and electron microscopy,
[3] and nonlinear optical imaging, [4, 5] though offering high resolution, generally
degrade biological samples. The resulting demand for a nondestructive, low-energy
imaging methods led to the development of several new imaging systems operating
at visible wavelengths [6, 7] that can surpass the conventional diffraction limit,
culminating in 2014Nobel Prize in chemistry for “the development of super-resolved
fluorescence microscopy.”

However, inmanyof these novel imagingmethods, the biological samplemust first
be “labelled”with the fluorescentmolecules, [7] and it is the fluorescent “component”
of the sample and not the original biological tissue that is actually imaged with
super-resolution accuracy. While the methods of “tacking” a fluorescent label such
as the green fluorescent protein GFP, onto other cellular proteins, are now well
developed (and acknowledged by the 2008 Nobel Prize in biology for “the discovery
and development of the green fluorescent protein, GFP”), forcing a biological protein
“to hold a glow stick” brings its own set of problems. Not only are the fluorescence-
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based imaging methods inherently slow, but the fluorescent labels may modify the
dynamics of the process that is being investigated, induce an unwanted chemical
reaction or may even be toxic to the biological sample.

As a result, there is an increasing demand in an alternative approach to optical
imaging that is inherently label-free but offers the resolution comparable to that of
the fluorescent microscopy. One possible solution for this objective is offered by the
imaging systems that are based on metamaterials—artificial composite structures
with the emergent properties that are different from conventional media. The present
chapter reviews recent progress in this line of research.

14.2 Super-Resolution Microscopy

When an object is illuminated, its fine structure information is carried by evanescent
waves [1] which rapidly decay away from the target and therefore do not reach a
detector in the far field. Originally proposed in 1928, [8] near-field scanning optical
microscopy (NSOM) techniques [9] capture these evanescent waves or scatter them
into the far field, using a probe with a subwavelength tip, positioned at a very short
distance from the object [10]. Even though high lateral resolution can be achieved, the
shallow depth of field and long scanning time limit the applicability of this approach.

An alternative imagingmethod of the structured illumination [6, 11], uses a coher-
ent grid pattern formed by light through interference, that is superimposed on the
object. The resulting scattered signal is detected in the far field, followed by com-
putational reconstruction of the structure of the original object from these data. This
approach can be understood as the optical analogue of the detection and “recon-
struction” of the signal that was encoded in the modulation of a carrier wave [12].
In this approach, the resulting reconstructed image involves high spatial frequency
information outside the diffraction limit, with the extended range that is defined by
the periodicity of the illumination pattern. In the standard implementation of struc-
tured illumination approach, the diffraction-limited resolution can be improved by
the factor of two, [6, 11] down to one-quarter of the light wavelength in the medium
surrounding the object, λ0/4.

Super-resolution can also be achieved by bandwidth extrapolation techniques [13,
14]. Electromagnetic field scattered by a finite object, can be represented as a Fourier
transform of a function with a finite spatial support, [1] and is therefore an analytical
function of the wavevector. As a result, by virtue of its convergent Taylor series that
only involves the derivatives at a single point (albeit of exceedingly high orders), the
entire spectrum can be obtained from its finite part, no matter how limited in range.
In the actual implementation of this approach, the necessary data post-processing
can be facilitated by finding the point spread function of the optical system and
deconvolving the image and using multiple images of the same object, with certain
a priori information about the target, such as sparsity [15, 16]. While this approach
can lead to retrieval of information not originally captured by the imaging sensors,
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it is exponentially sensitive to any noise in the system, and as a result so far only
produced a limited success.

A number of super-resolution methods rely on the nonlinear response of the dyes
that are used to label biological samples influorescence imaging. Stimulated emission
depletion (STED) microscopy [5] accomplishes so by selectively deactivating part
of the illumination region by an additional light and localizing the final excitation
spot for the fluorophores to a very small region. However, this optical technique is
inherently nonlinear, and suffers from additional stray excitation in the dyes leading
to photobleaching [17].

Another super-resolution method in fluorescence imaging is stochastic optical
reconstruction microscopy (STORM), [18] which surpasses the diffraction limit by
allowing the dyes to fluoresce not all at once, but sequentially, so that very few
active molecules are emitting light at any given time. The problem of resolving two
closely spaced objects are therefore eliminated, and a complete image of the sample
can be formed by superimposing multiple time-resolved recordings of the individual
emitters. Apart from having the same drawbacks as those of fluorescence imaging
like phototoxicity, photobleaching etc., this method suffers in addition in that it is
not a deterministic method and can not capture a biological process in real time [19].

While fluorescence-based methods offer a remarkable improvement of the resolu-
tion, as compared to the conventional diffraction-limited optical imaging, fluorescent
dyes can induce an unwanted chemical reaction in the sample, or they can only be
attached to a certain part of the specimen. The resulting quest for a label-free super-
resolution imaging, led to the emergence of an alternative approach that is based on
the novel concept of electromagnetic metamaterials.

14.3 Metamaterials-Based Super-Resolution

Metamaterials [20] are artificial composites having properties that are usually not
available in nature. The constituents are arrayed on a scale much smaller than the
wavelength, so that the incoming radiation cannot fully distinguish between the
grainy variation, and the medium as a whole shows a response that can be substan-
tially different from the properties of the individual material components. These new
emergent properties can be controlled by engineering the geometric structure of the
metamaterial unit cell.

One of the earliest examples of these new emergent properties of metamaterials is
the negative index which leads to negative refraction, reversed Cherenkov radiation
and the possibility of realizing a flat lens [21].When an object is placed close to a slab
of such a medium, the evanescent waves scattered by the object excite surface states
at the metamaterial interfaces. For the surface state at the “right” metamaterial–air
interface (see Fig. 14.1a), its decay into the negative index slab manifests itself as the
effective growth of the field in the metamaterial when viewed from the position of
the source at the “left” of the slab. This effective “amplification” of the evanescent
field that carries the subwavelength information on the structure of object, is what
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Fig. 14.1 Super-resolution methods using metamaterials: a the superlens “amplifies” the evanes-
cent field using a negative index medium, and b the hyperlens converts evanescent waves to prop-
agating field by the use of a hyperbolic material

makes the “superlens”—a slab of a negative refractive indexmedium operating at the
resonance condition when the incident evanescent field is resonantly coupled to the
surface states—possible. With the exponential increase of the evanescent field in the
negative index medium at this resonance (see Fig. 14.1a), the superlens [22] offers a
way to compensate for the decay of evanescent waves in free space by “amplifying”
them in the negative index material and combining themwith the propagating waves,
so that a nearly perfect image is formed at the image plane [22].

However, the actual fabrication of negative index media in the optical domain
poses major engineering challenges [20]. Furthermore, the presence of material loss
severely limits the subwavelength performance of the superlens, effectively reducing
it to the near-field and thus making this imaging method essentially “near-sighted.”
[23–25].

The hyperlens [26, 27] represents an alternative metamaterials-based approach to
super-resolution that is not as sensitive to loss. It utilizes “hyperbolic” metamaterials
(HMM) [26, 27] which are strongly anisotropic media with (the real parts of) the
permittivities in two orthogonal directions opposite in sign. The hyperlens essentially
“converts” the evanescent field to propagating waves (see Fig. 14.1b) so that the
subwavelength information about the object can reach the far field andmay be further
manipulated with usual optical components. In the original proposal, [26, 27] the
hyperlens employs a cylindrical geometry with the object placed in the hollow core.
The emitted evanescent waves propagate through the hyperbolic shell and because
of device curvature, by the time these waves reach the outer surface, the fine features
of the object that they carry, get magnified and become resolvable by an ordinary
(diffraction-limited) microscope.

However, the curved geometry, although possible in practical fabrication [28], is
not trivial to implement. Furthermore, due to the use ofmetallic components common
in hyperbolic metamaterials, the hyperlens is inherently lossy—which substantially
reduces the brightness of the image and reduces the corresponding signal-to-noise
ratio.
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These difficulties with the limited signal-to-noise ratio in metamaterial imaging
systems based on direct imaging, can be addressed in the structured illumination
setting, using hyperbolic medium as the substrate [29]. This “hyper-structured illu-
mination” approach employs planar geometry and does not require a thick substrate.
As a result, the effect of loss can be offset by raising the illumination intensity,without
increasing the optical power density in the sample, since the object in a structured
illumination set up is placed “after” the metamaterial, not “before.” Furthermore,
as the hyperbolic medium can support illumination patterns having subwavelength
features, the resulting resolution is also dramatically improved in comparison to the
conventional structural illumination.

In the next sections, we review the relevant properties of the hyperbolic media,
and describe the actual implementation of the hyperlens and the hyperstructured
illumination in practical imaging systems.

14.4 Hyperbolic Media

An isotropic dielectricmaterial is described by a positive (real part of the) permittivity
ε. Its iso-frequency surface (the constant frequency surface in the wavevector space
k ≡ (kx , ky, kz)), with the corresponding circular iso-frequency curve in (kτ ≡ (k2x +
k2y)

1/2 sign [kx ] , kn ≡ kz) coordinates,

k2

ε
= ω2

c2
, (14.1)

where ω is the frequency and c is the speed of light, characterizes the available
states for light propagation within the medium. For a uniaxial anisotropic dielectric
medium with ετ �= εn (where n̂ represents the direction of the remaining symmetry
axis), the iso-frequency curve is circular for the ordinary (E ⊥ n̂), or s, and elliptic
for the extraordinary (n̂ · E �= 0), or p, polarizations:

k2τ + k2n
ετ

= ω2

c2
, s-polarization, (14.2)

k2τ
εn

+ k2n
ετ

= ω2

c2
, p-polarization. (14.3)

As a result, in the the dielectric there is a bound on the maximum wavenumber that
can be supported in thematerial, which leads to diffraction-limited light propagation.

In contrast to this behavior, a metal, with its negative (real part of the) permittivity,
does not support any propagatingwaves, and the corresponding phase space is empty.

The situation, however, is dramatically different in the uniaxial medium that is so
anisotropic that it shows metallic (highly conducting) behavior in one direction and
dielectric (low conductivity) in the other (such as graphite)—with the corresponding
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Fig. 14.2 The iso-frequency curve for a hyperbolic material, in the effective medium limit (a)
and for a planar metal–dielectric metamaterial with a finite unit cell size Λ (b). In both panels,
the arrows indicate the direction of the group velocity (normal to the iso-frequency curve) at the
corresponding wavevector. Even though in the case of the planar metamaterial, the normal to the
layers component of the wavevector kz is limited to the interval (−π/Λ,π/Λ), the dispersion
retains hyperbolic shape for most of this range. The resulting illumination pattern from a point
source inside or at the boundary of the hyperbolic metamaterial, while distorted in comparison to
the case of natural hyperbolic medium, still shows narrow (sub-diffraction) beams that contain high
wavenumber components which are key to hyperstructured illumination

dielectric permittivities opposite in the sign (of their real parts), Re [ετ ] Re [εn] < 0.
For the propagation of the extraordinary (p-polarized) wave whose components
probe the material response in both directions, such medium will behave as neither
a metal nor a dielectric, but as an entirely different kind of material.

Due to the opposite signs of the permittivity components parallel and perpendicu-
lar to the symmetry axis in such material, εn and ετ , the corresponding wave equation
for the p-polarized field (n̂ · E �= 0, n̂ · B = 0) now belongs to the hyperbolic, rather
than elliptic, class of partial differential equations, and the resulting iso-frequency
curve [26, 27]

k2τ −
[
−εn

ετ

]
k2n = εn

ω2

c2
with

Re [εn]

Re [ετ ]
< 0, (14.4)

is now a hyperbola—see Fig. 14.2.
Hyperbolic media, although seemingly exotic, are widely available in nature, [32]

even in the visible range [33]—see Fig. 14.3. However, natural hyperbolic materials
are often relatively lossy, as evident from the imaginary parts of the dielectric permit-
tivities of sapphire and hexagonal boron nitride shown as dashed lines in Fig. 14.3.

Metamaterials having high-quality conducting and dielectric components embed-
ded in subwavelength nanostructure in a strongly anisotropic geometry, can also act
as hyperbolic materials, and may offer a significant reduction of the effective loss. A
number of different realizations of this approach have now been demonstrated [28,
34–37] using layered structures and the nanorod arrays, as shown in Fig. 14.4. In the
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Fig. 14.3 Permittivities of two naturally occurring hyperbolic materials: a sapphire (Al2O3) [30]
and b hexagonal boron nitride (h-BN) [31]. Note the presence of substantial material loss in the
hyperbolic bands (where Re [ετ ] Re [εn] < 0)

Fig. 14.4 Metamaterial realizations of hyperbolic medium: a layered structure and b nanorod array

multilayer geometry, when the metal and dielectric components with the permittiv-
ities εm and εd , have the corresponding thickness values of hm and hd , the effective
medium theory [38] yields

ετ = εm · hm
hm + hd

+ εd · hd
hm + hd

, (14.5)

1

εn
= 1

εm
· hm
hm + hd

+ 1

εd
· hd
hm + hd

. (14.6)

In Fig. 14.5, we show the resulting permittivities for a silver-silica-layered structure,
with equal thicknesses of themetal and dielectric components of the composite. Note
the relatively small amount of loss in this structure.
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Fig. 14.5 The dielectric
permittivity components of
the planar silver-silica
hyperbolic metamaterial (see
Fig. 14.4a) calculated using
effective medium approach
of (14.5) and (14.6). Note
that this composite has
Re [ετ ] Re [εn] < 0 and
relatively small loss
(Im [ε] � Re [ε]) in the
entire visible range

14.5 The Hyperlens

With the wavenumber no longer limited by the frequency, the hyperbolic media are
no longer subject to the conventional diffraction limit of optical imaging [39–41].
However, a simple slab of a hyperbolic (meta)material, with its translation symmetry
in the object plane, will not allow image magnification. Furthermore, a propagating
wave with a large wavenumber that can be supported by the hyperbolic medium, will
immediately become evanescent once it escapes into the surrounding dielectric. The
hyperlens allows to resolve both of these issues.

14.5.1 Hyperlens: The Concept

The main purpose of the hyperlens is to “convert” the evanescent fields that carry the
subwavelength information, to propagatingwaves (see Fig. 14.1b), whichwould then
allow for their processing with standard optical components. This “conversion” how-
ever must be accomplished without any loss of information, as this would otherwise
prevent the accurate image recovery.

In other words, this means that the new waves that were formed by the hyperlens
from the incident evanescent field, must not “mix” with the “original’ propagating
components of the incident signal. As a result, a straightforward approach based on
a subwavelength grating on the surface or in the bulk of the hyperbolic medium,
[42–44] cannot be a basis for the hyperlens.

To understand how one can avoid the “mixing” of the outgoing waves that origi-
nate from the incident propagating waves and the incident evanescent field that was
“converted” by the hyperlens, optical imaging should be considered as a scattering
experiment in the angular momentum basis. The incident plane wave that illuminates
the object, can then be expressed as
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Fig. 14.6 Imaging with an incident plane wave can be represented as scattering of various angular
momentummodes,with the target shown as a yellowobject near the origin. The gray scale represents
the field intensity. Note that high angular momentum modes are exponentially small close to the
object (Reproduced with permission from [26], Copyright 2006 Optical Society of America)

exp (ikx) =
∞∑

m=−∞
im Jm (kr) exp (imφ) , (14.7)

where Jm is the Bessel function of the first kind and m is the angular momentum
mode number of the cylindrical wave (see Fig. 14.6). In this representation, the recon-
struction of the image is achieved from the retrieved scattering amplitudes and phase
shifts of the various constituent angular momentum modes—which can therefore be
considered as distinct information channels through which the information about the
object near the origin is conveyed to the far field.

However, even though the number of these channels is infinite, very little infor-
mation is carried over the high-m channels—as the overlap between a high-m mode
and an object placed at the origin is exponentially small. Semiclassically, this cor-
responds to the parts of an illuminating beam that have a high impact parameter,
which therefore misses the scatterer. Furthermore, the standard diffraction limit on
the resolution of optical imaging [39–41] can be expressed in terms of the number
of angular momentum waves with the impact parameter that’s smaller than the size
of the object. As the propagating waves coming from the imaging target, do not
involve high angular momentum components, the hyperlens can take advantage of
these “un-used” high-m channels as it transforms the evanescent field scattered by
the object into propagating waves.

While this transformation can be accomplished by different means (using the
spatial variation of the dielectric permittivity tensor components introduced in the
design of the system), it’s most readily understood in the cylinder geometry where
the angular momentum is a conserved quantity and thus a natural mode index.

In an isotropic dielectric medium, the exponential decay of high-m modes at the
center can also be seen as a result of conservation of angular momentum,

m = kτr, (14.8)

where kτ is the tangential component of the wavevector, and r is the distance from
the origin, leading to kτ ∝ 1/r . However, the corresponding dispersion relation
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Fig. 14.7 a High angular momentum states in a dielectric medium (a), and in a hollow cylinder
formed from a hyperbolic metamaterial with the opposite sign of the radial and tangential permit-
tivities (b). Thin black lines in panel b indicate the boundaries of the cylinder. Note that in the case
of the hyperbolic system, the field penetrates to the center core, and couples propagating waves
outside the cylinder to the subwavelength field pattern in the hollow core

k2n + k2τ
ε

= ω2

c2
, (14.9)

limits kτ to the value of
√

ε ω/c. Together with (14.8), this defines the cylindrical
caustic with the radius

Rc = mc√
ε ω

, (14.10)

with the classically inaccessible space r < Rc where the corresponding mode shows
rapid exponential decay. This pattern is clearly seen in Fig. 14.7a.

Introducing the hyperbolic medium in this region, however, dramatically changes
the behavior. With the opposite signs of the (real parts of the) permittivity in the
radial and tangential directions, the hyperbolic dispersion relation (see also (14.4) of
the previous section)

k2n
ετ

+ k2τ
εn

= ω2

c2
, (14.11)

does not set an upper bound on the magnitude of the tangential wavevector com-
ponent, and the angular momentum constraint (that is still preserved as the system
retains cylinder symmetry) no longer limits the wave propagation to the space out-
side the critical radius (14.10). Instead, any angular momentummode can now reach
all the way down to the inner boundary of the hyperbolic medium, as shown in
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Fig. 14.8 a Imaging by the hyperlens, as envisioned in [26]. a Two point sources separated by
λ0/3 are placed within the hollow core of the hyperlens consisting of 160 alternating layers of
metal (ε = −1 + 0.01i) and dielectric (ε = 1.1) each 10nm thick. The radius of the hollow core is
250nm, the outer radius 1840nm, the operating wavelength is 300nm and the distance between the
sources is 100nm. b False color plot of intensity in the region bounded by the red rectangle showing
the highly directional nature of the beams from the two-point sources. At the outer boundary of
the hyperlens (shown in black) the separation between the beams is substantially larger than the
free-space wavelength λ0 (Reproduced with permission from [26], Copyright 2006 Optical Society
of America)

Fig. 14.7b. As the cylinder hyperlens guides a high angular momentum mode toward
its core, the distance between its nodes is progressively reduced—see Fig. 14.7b, and
the field undergoes adiabatic compression. As a result, such high angular momen-
tum states can now act as subwavelength probes for an object placed inside the core,
while emerging outside the hyperlens as propagating waves that can be imaged by a
regular optical microscope.

The resolution of the cylindrical hyperlens is determined by the effective (com-
pressed) wavelength at the core and is given by the ratio of the outer and inner radii
of the device,

Δ = Rin

Ro

λ0

2
, (14.12)

as long as the unit cell size of the metamaterial forming the hyperlens, is much
smaller than the inner radius Rin. Here, λ0 is the wavelength in the medium in the
core of the device.

The imaging performance of the hyperlens is illustrated in Fig. 14.8, taken from
the original hyperlens proposal in [26]. There, the “target” is represented by two
line sources kept inside the core of the hyperlens, separated by a distance that is
well below the diffraction limit—and the false color plot shows the resulting field
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intensity. In the hyperbolic medium, light from the point sources propagates in highly
directional beams. When they emerge from the outer boundary of device, they are
now separated by the distance that is substantially above the standard diffraction
limit, thereby allowing for subsequent processing by conventional optics, in full
agreement with (14.12).

14.5.2 Hyperlens: The Experimental Demonstration

The actual fabrication of the hyperlens can take full advantage of the methods orig-
inally developed in the context of planar hyperbolic metamaterials, e.g., using a
hollow core (half-)cylinder that consists of alternating sectors or concentric layers
of metal and dielectric. This straightforward design allowed the first experimental
demonstration of the hyperlens [28] within a single year from the original theoretical
proposal of [26, 27].

Over the next 10years that followed [26, 27], applications of the hyperlens were
extended to a broad range of frequencies—from MHz [49] and GHz [50] all the
way to visible [47, 51] and UV light, [28] and even to ultrasound imaging [46]—see
Fig. 14.9. The original hyperlens design [26, 27] was adapted from the cylinder to
spherical geometry, [45]which allowed for subwavelength imaging in both directions
of the object plane. Furthermore, hyperlens arrays (see Fig. 14.10) were shown to
offer a practical approach to dramatically extend the field of view of these imaging
systems [52].

More recently, the concept of the hyperlens operating in “reverse” (i.e., in the
demagnification regime) was applied to optical lithography, [48] offering the fabri-
cation of subwavelength patterns with a diffraction-limited optical mask.

14.5.3 Hyperlens: The Limitations

While offering a unique capability of label-free optical imaging with the magnified
image formation in the far field, the hyperlens suffers from three major drawbacks
that severely limit its application to biological imaging.

First, to take advantage of the full resolving power of the hyperlens, the object
must be placed in the near-field zone of its “inner” interface.While one can still image
the target at a further distance from the hyperlens, with its increase the corresponding
resolution rapidly deteriorates to the value typical for a diffraction-limited system.

Second, substantial material losses in the hyperbolic medium lead to a noticeable
reduction of the signal intensity, with the resulting loss of the signal-to-noise ratio.
While not a serious issue for nonbiological structures (such as semiconductor circuits)
with their large index contrast and high tolerance for large incident intensity, this
represents a major challenge for imaging non-labeled biological structures that can
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Fig. 14.9 a Spherical hyperlens operating at visible wavelength [45]; b acoustic hyperlens made of
brass fins [46]; c rolled up hyperlens made with metal and semiconductor layers also at visible range
[47]; d de-magnifying hyperlens for lithography [48]; e an endoscope hyperlens made of tapered
array of brass wires operating at MHz range [49]; f a GHz hyperlens made of a fiber containing
long continuous array of metal microwires [50]

be damaged by strong optical fields and generally show relatively small refractive
index variations, leading to the correspondingly weak optical signals.

Finally, the cylinder geometry of the original hyperlens, with its curved “object
plane” is far from ideal for biological imaging. Even though the hyperlens can in
principle be adapted to a planar geometry (with the role of the cylinder geometry taken
over by the spatial variations of the local dielectric permittivity), [54] the resulting
device retains a limited field of view of the original proposal. The hyperlens arrays—
based approach [53] partially ameliorates this problem (see Fig. 14.10), but leads to
multiple “dead zones” between the individual hyperlenses.
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Fig. 14.10 a The schematic of the hexagonal array of 3D hyperlenses with a neuron on it (a), and
(b) the SEM image of the actually fabricated hyperlens array (Adapted with permission from [53],
Copyright 2016 SPIE)

The last two issues, however, can be fully addressed by an alternative approach,
that combines the concepts of the diffraction-free propagation in hyperbolic media
and of the structured illumination.

14.6 Hyperstructured Illumination

As opposed to the “direct” imaging where the objective is the formation of a (mag-
nified) image on a physical screen, a detector or the retina of an observer’s eye,
the structured illumination approach [6] relies on the computational reconstruction
of the object’s shape from optical scattering measurements. In this technique, the
object is exposed to a controlled illumination pattern, which can be (rapidly) mod-
ified during the imaging. As a result, with sufficient “degrees of freedom” in the
illumination pattern, the computational reconstruction becomes possible even with
a single stationary detector [55]. Furthermore, even when the illumination pattern is
composed entirely of propagating waves, the maximum change of the wavevector in
optical scattering is now twice that of the conventional (“direct”) microscopy, 2kmax,
where kmax corresponds to the largest propagating wavenumber that is supported
by the surrounding medium. Here, the factor of two originates from the simple fact
that the maximum momentum transfer in optical scattering now corresponds to a
photon with the incident momentum nearly in the plane of the object, k = (kτ , kn),
with kn � kτ ≤ kmax, scattered into k′ = (−kτ , kn), so that k − k ′ = 2kτ ≤ 2kmax.
As a result, already the conventional structured illumination approach, while still
diffraction-limited, substantially improves upon Abbe’s limit, from λ0/2 to λ0/4.

This result can be further improved if the object is in direct contact with a high-
index substrate that is used for illumination. The maximum optical momentum
transfer is now (1 + n)kmax with the corresponding imaging resolution λ0/(2 + 2n),
where n is the relative refractive index of the substrate.
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In this sense, the hyperstructured illumination (HSI) [29] where the illumination
substrate is fabricated from a hyperbolic medium, with the maximum supported
wavenumber only limited by the inverse of the material unit cell size Λ, represents
the ultimate example of the latter approach—leading to the optical resolution on the
order of Λ.

14.6.1 HSI: The Concept

Aswas pointed out earlier (see (14.1)–(14.3)), a transparent dielectricmaterial having
a positive permittivity ε, limits thewavenumber of propagatingwaves by amagnitude
threshold of

√
ε ω/c. A hyperbolic medium, on the other hand, having opposite

signs of (the real part of) the permittivity, say along x and z directions, so that
Re [εx ] Re

[
εz

]
< 0, does not have this limitation, because its hyperbolic dispersion

for p-polarized light described by

k2x
εz

+ k2z
εx

= ω2

c2
, (14.13)

does not put any upper bound on the magnitude of propagating wavevector k =
(kx , kz) (see Fig. 14.2).

Since the direction of light propagation is along the normal to the iso-frequency
surface, at large wavenumbers the direction makes an angle of θc = arctan
Re

√−εx/εz with the material symmetry axis ẑ (see Fig. 14.11). If the light is injected
in the medium through an illumination slit at the “bottom” (see Fig. 14.11a), most of
the injected energy will be distributed to high wavenumber region (|kx | � ω/c) of
the spatial spectrum, and as a result, two bright beams will emerge from the slit and

y
x

z

x

z

(a) (b)

Fig. 14.11 The schematic setting of the hyperbolic metamaterial substrate for hyperstructured illu-
mination (a) and its operation (b). The object plane at the top of the hyperbolic media is illuminated
by the beams with subwavelength width coming from an illumination slit at the bottom. Different
parts of the object plane are scanned as the illumination wavelength is varied. As a result, objects
which have subwavelength spacing between them are illuminated by different wavelengths, and
become resolvable in the far field
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illuminate the top surface. Since the spatial spectra of the beams are dominated by
high wavenumber components, the beamwidth, as well as the illumination spot size,
are subwavelength.

Due to the presence of loss, hyperbolic medium has strong material dispersion
ε(ω) owing to Kramers–Kronig relations [10]. As a result, a change in frequency will
lead to variation of the emission angle of the beams θc(ω), as illustrated in Fig. 14.11b.
This allows one to selectively illuminate different subwavelength regions of the top
surface. Therefore by sweeping through the frequency of the illuminating light, the
entire object plane situated at the top of the hyperbolic substrate can be scanned and
a deep subwavelength image can be obtained. This hyperbolic metamaterial assisted
hyperspectral imaging process is the main idea of hyperstructured illumination [29].
Note thatmaterial dispersion,which is generally considered an engineering limitation
for many optical systems designed for a particular resonant condition, here forms a
key element to the imaging process.

Although a finite unit cell size of the metamaterial Λ will add a quantitative
correction to the dispersion, the topology of the iso-frequency surface (see Fig. 14.2b)
along with its wavelength dependence is essentially preserved, and therefore, the
beam pattern of hyperstructured illumination retains its subwavelength structure that
evolves with the wavelength variation. However, since the size of the unit cell limits
the wavenumbers in the object plane to ∼1/Λ, the final resolution attainable from
this imaging process becomes on the order of Λ, which in the current fabrication
technology [56] can reach down to a few nanometers.

However, the hyperstructured illumination approach involves an inherent trade-
off between the imaging resolution and the depth of view. In this technique, for a
given resolutionΔ the corresponding depth of field also scales as∼Δ, since the high-
k waves which are propagating within the hyperbolic substrate, become evanescent
outside and rapidly decay away. As a result, the corresponding resolution deteriorates

Fig. 14.12 a A target and b its Motti projection [29] (shown in gray scale). Note that parts of the
object with increased height have a brighter projection
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with the increase of the separation between the object and the top surface, eventually
approaching the diffraction-limited value of a quarter of a wavelength as in the
conventional structured illumination. This prevents the use of HSI as an optical
tomography technique.

Furthermore, imaging based on the hyperstructured illumination will show sub-
stantial aberrations in the case of the objects that are highly dispersive in the wave-
length range of illumination.

14.6.2 HSI: Theoretical Description

Hyperstructured illumination imaging relies on the information carried out by the
light scattered from the object at various wavelengths. When both the amplitude and
the phase information can be measured of the far field, the resulting mathematical
problem is linear, well defined and allows a highly efficient numerical solution in real
time. In the present section, we describe the corresponding mathematical framework
for image reconstruction.

We note however that coherent detection is not necessary for accurate image
reconstruction. With a trade-off in efficiency, hyperstructured illumination imaging
can also be used in the case when only the amplitude (or intensity) of the far field is
available [57].

The object profile can be represented by its permittivity contrast ε(r). Since the
field outside the hyperbolic substrate is exponentially decaying away from the object
plane at the surface of the hyperbolic metamaterial, different parts of the object that is
located at different “height” z (see Fig. 14.11), are illuminated at different intensities.
As a result, the information sent to the far field is not of a full 3Dhologramof theobject
but its Motti projection [29]. While this projection contains contributions from all
portions of the object, their relative weights decrease with the corresponding height
z. Figure14.12 shows an example of a target and its Motti projection.

When the object at the “top” surface of the hyperbolic substrate is illuminated by
a slit in the “bottom” (see Fig. 14.11), for the amplitudes of the s- and p-polarized
components of the scattered light we obtain [29]

Es(k;ω) = 4π2ω2

c2knkτ

(
pk · [n̂ × k] + rs(k′) pk′ · [n̂ × k′]) , (14.14)

Ep(k;ω) = 4π2ω

cknkτ

([pk × k] · [n̂ × k] − rp(k′) [pk′ × k′] · [n̂ × k′]) , (14.15)

respectively. Here kn and kτ are the normal and tangential component (with respect to
hyperbolic substrate) of the far-field wavevector k ≡ (kτ , kn), n̂ = ẑ is the surface-
normal unit vector, rs and rp are reflection coefficients from the air–substrate interface
for s and p-polarizations, k′ ≡ (kτ ,−kn), and pk is the spatial Fourier transform of
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the object polarization p(r) = (1/4π)(ε(r) − 1)Ei (r;ω), with Ei (r;ω) being the
incident field.

When the object is placed close to the substrate and has a vertical dimension that
is small compared to the free-space wavelength, the polarization can be written as

pk = 1

8π2

∫
d2q Ei (k + q;ω) ΔMε(q)

where ΔMε(q) is the spatial Fourier transform of the Motti projection of the object
profile,

ΔMε(x, y) ≡
∫

d3r′ (z′/2π) (ε(r′) − 1)(
(x − x ′)2 + (y − y′)2 + z′2)3/2 . (14.16)

This integral transform above averages out the axial profile of the target in such a
way that the resultingMotti projection primarily contains information near the object
plane z = 0 (“top” of the hyperbolic substrate).

Once the far field E(k,ω) is measured, this system of linear equations can be
solved to calculate the Motti projection of the object ΔMε(x, y). On a standard
processor, the resulting numerical complexity can be handled in sub-millisecond
time period, which allows real time imaging for a variety of dynamic processes.

In practice, to extend the field of view of the imaging method the object can be
illuminated through more than one aperture at the bottom. The positions of the holes
can be either random [29, 59] or periodic, [29] with a substantial reduction of the
numerical complexity of the image reconstruction in the periodic case [29].

14.6.3 HSI Performance

To illustrate the performance of the hyperstructured illumination, we consider the
target composed of several silica nanowires intersecting at different angles, each
with about 10nm width—see Fig. 14.13a that shows the top view of a sample tar-
get. As expected, even in the presence of substantial noise the reconstructed image
(Fig. 14.13b) shows the subwavelength resolution of λ0/20 (where λ0 is the shortest
illumination wavelength used), consistent with the limit given by the unit cell size
of the hyperbolic metamaterial.

14.6.4 HSI: The Effect of Disorder

As every composite media, hyperbolic metamaterials are susceptible to disorder
(due to fabrication imperfections, etc). The disorder will reduce the coherence of the
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Fig. 14.13 The performance of hyperstructured illumination. a Top view of the object |Δεobj|2 and
b the reconstructed image |Δεrec|2. The object consists of 4 silica nanowireswith about 10nmwidth.
The hyperbolic substrate consists of 11 silica and 10 silver layers, with a layer thickness of 5nm for
both metal and dielectric. Illumination slits are arrayed with spacings of 350nm. The illumination
wavelength varies from 400 to 600nm in 2nm steps. The corresponding permittivities are taken
with actual losses from [58]. Additive noise with a signal-to-noise ratio of 10dB is assumed

illumination field, but will not eliminate the subwavelength structure of the intensity
pattern in the object plane. Due to the uncertainty in the details in the illumination
pattern, this incoherent version of hyperstructured illumination will reduce amount
of information that can be determined about the object profile. This setting, however,
offers a number of practical advantages such as reduced noise sensitivity, relaxed
constraints on fabrication quality, etc.

The effect of disorder on the performance of hyperstructured illumination imaging
was considered in [60]. Even in the presence of substantial disorder (see Fig. 14.14),
accurate image reconstruction using HSI imaging was demonstrated with the reso-
lution of λ0/20.

14.6.5 HSI: Experimental Demonstration

Super-resolution hyperstructured illumination imaging has been recently experimen-
tally demonstrated, [57] and the resolution of about 80nm has been achieved for an
illumination wavelength range of 460–700nm and a numerical aperture of 0.5, sur-
passing the diffraction limit by a factor of ∼6.

Figure14.15a shows the experimental set up for the measurements of [57], where
a silver-SiO2 hyperbolic substrate was imaged in a transmission mode dark-field
microscope. The illumination and wavelength selection was performed by a broad-
band light source and a tunable bandpass filter, respectively. The hyperbolic substrate
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Fig. 14.14 a Imaging
performance of the
hyperstructured illumination
when no disorder (blue) and
20% disorder (red) is
present. For the case of the
existing disorder, the
resolution of λ0/20 = 20nm
can be obtained. b The
performance when no
information about disorder is
available. A similar
resolution of λ0/20 can still
be achieved for two random
realizations of the disordered
substrate (green and purple).
In both a and b the target
(shown by the black dashed
line) is a group of silica
nanowires with 10nm width.
The results are obtained for
the same imaging system as
described in Fig. 14.13

(a)

(b)

was formed by six pairs of alternating silver and silica layers, each layer 14nm thick.
Themetamaterial structure was placed on top of a 40nm thick chromium layer which
had a slit of about 27nm width and a few microns length milled into it. The insets in
Fig. 14.15a show that for a broadband source the slit allows a rainbow-like illumina-
tion pattern on the substrate top. This spatial-spectral mapping was experimentally
verified by milling an artificial object (30nm wide and a few micrometers long
slit) in a 50nm thick Si3N4 layer deposited on top of the hyperbolic substrate (see
Fig. 14.15b). There, since the target was not aligned with the illumination slit, dif-
ferent parts of the object were illuminated by different wavelengths, forming a color
variation in the diffraction-limited image that can be used for accurate determination
of the actual object geometry.
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Fig. 14.15 Panel a: the experimental set up for hyperstructured illumination. The hyperbolic meta-
material (HMM) sample is imaged under a conventional microscope in dark-field configuration.
A supercontinuum laser, equipped with a tunable bandpass filter, which serves as a light source,
scans its output wavelength from 460 to 840nm in series, while the HMM sample is imaged by a
camera to form a hyperspectral image I (x, y,λ). The HMM projects a nanoscale rainbow on its
top surface to illuminate the object, and the scattering signal (a1) from particles, that are illumi-
nated from the “bottom” slit of the HMM, has different wavelengths at different positions on the
surface (a2). Panel b shows actual imaging of the single subwavelength line object. Subpanel (b1)
illustrates the relative location between the illumination slit and the object The object parameters
are α = 1.51◦, L = 10µm. Subpanel (b2) shows the experimental diffraction-limited RGB image
of the object. The three channels (RGB) are acquired in series by setting the tunable bandpass filter
to [460nm: 500nm], [510nm: 570nm], and [580nm: 700 nm], respectively. Subpanel (b3) presents
the scanning electron microscope (SEM) image of the object. Subpanel (b4) shows the spectral
response along the y direction versus distance d along the x direction at indicated locations (white
dashed lines in (b3)). Red circles correspond to the peak positions of each measured spectrum,
while the blue dashed line shows the corresponding theoretical full wave simulation (Adapted with
permission from [57], Copyright 2018 American Chemical Society)

Figure14.16 shows the super-resolution performance of hyperstructured illumi-
nation for a pair of tilted line objects, each having a width of about 35nm. The
reconstructed image (middle panel) clearly resolves the two targets—see Fig. 14.16.
Three intensity cross sections of theSEMandHSI images (right panel) show that opti-
cal image from hyperstructured illumination closely captures the fine object details
within the field of view.

As seen from the measurements in [57], the resolution of hyperstructured illumi-
nation imaging can rival the accuracy of scanning electron microscopy.
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Fig. 14.16 The experimental demonstration of super-resolution in HSI. Left: SEM image of a tilted
pair of line objects. The object line width is 35 nm. Middle panel shows the super-resolution image
obtained with the HSI. Right panel presents the cross section of the image at indicated locations,
where the blue solid line is the optical image, and the black dashed line is the SEM image. The
scale bar in the figure corresponds to 100nm, and the optical wavelength range in this experiment
was from 460 to 700nm (Adapted with permission from [57], Copyright 2018 American Chemical
Society)

14.7 Conclusions

In conclusion, active research of the last decade has demonstrated the potential of
hyperbolic metamaterials, as a practical tool for super-resolution imaging. Experi-
mentally demonstrated in a variety of setups and at different frequencies, fromGHz to
UV, hyperbolicmetamaterials-based systems allow for both the direct imaging setups
and structured illumination implementations. Inherently label-free, super-resolution
imaging with hyperbolic metamaterials offers a viable alternative to fluorescence
microscopy.
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Chapter 15
Super-Resolution Imaging
and Microscopy by Dielectric
Particle-Lenses

Zengbo Wang and Boris Luk’yanchuk

Abstract Imaging by microspheres and dielectric particle-lenses emerged recently
as a simple solution to obtaining super-resolution images of nanoscale devices and
structures. Calibrated resolution of ~λ/6–λ/8 has been demonstrated, making it pos-
sible to directly visualize 15–50nmscale objects under awhite light illumination. The
technique has undergone rapid developments in recent years.Major advances such as
the development of surface scanning functionalities, higher resolution metamaterial
superlens, biological superlens and integrated bio-chips as well as new applications
in interferometry, endoscopy and others, have been reported. This chapter aims to
provide an overall review of the technique including its background, fundamentals
and key progresses. The outlook of the technique is finally discussed.

15.1 Introduction

15.1.1 Background

The history of optical microscope dates at least to 1595, when Hans and Zaccharis
Janssen (1580–1638) of Holland invented a compound optical microscope. Subse-
quent improvements by Galileo Galilei (1564–1642), Robert hook (1635–1703) and
Anthony Leeuwenhoek (1632–1723) has led to the revolution of the entire field of
science and technology, especially when biological specimens such as bacteria and
blood cells become visible to human eyes.
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The resolution of optical microscope was first described by German physicist
Ernst Abbe in 1873 [1]: The minimum distance, d’, between two structural elements
to be imaged as two objects instead of one, is given by d’ = Kλ/NA = 0.5λ/NA
(K = 0.5), where λ is the wavelength of light and NA the numerical aperture of the
objective lens. Other ways of resolution definition, such as Sparrow [2], Houston
[3] or Rayleigh [4] criteria, with K = 0.473, 0.515, or 0.61 respectively, has since
been developed in the history. The underlying physics of resolution limit is optical
diffraction and loss of evanescent wave components when light travels into far-field
from objects; Subwavelength spatial information of an object was carried by the
high-frequency evanescent waves which decay exponentially with distance from the
object. For a white light microscope, the resolution limit is about 200–250 nm. The
Abbe resolution limit was considered the fundamental limit of optical microscope
resolution for a century.

The emerge of near-field optics breaks the resolution limit. In 1984, German-
Swiss physicist Dieter Pohl and colleagues invented Near-field Scanning Optical
Microscopy (NSOM or SNOM), the first optical instrument that provided optical
resolution far beyond Abbe’s limit, e.g. 20 nm at wavelength 515 nm [5]. Here,
a super-resolution image of a structure is constructed by scanning a tiny tip with
nano-sized aperture in the proximity (~tens nanometres) of an illuminated specimen.
From late 1990s, stimulated by the rapid advancements of plasmonics, nanopho-
tonics and metamaterials, new super-resolution microscopy/nanoscopy techniques
have emerged, including metal-based metamaterial superlens [6], STED (stimulated
emission depletionmicroscopy) [7], optical superoscillatory lens [8], SIM (structured
illumination microscopy) [9] and more [10].

In 2000,British scientist JohnPendryproposed the intriguing ‘metamaterial super-
lens’ (also known as Pendry superlens) concept, which uses a slab of NIM (negative-
index medium) as superlens to enhance and transfer the evanescent waves for perfect
imaging [6]. The fascinating ‘perfect lens’ proposal sparked a real surge in meta-
materials and plasmonics research. Based on Pendry’s recipe, several variations of
metal-based metamaterial superlenses were developed and demonstrated by groups
across the world [11–14]. Among them the hyperlens [12, 13] received most atten-
tion. Hyperlens is engineered such that the evanescent waves of objects are converted
into propagating waves forming a magnified image of the sample on a distant screen.
It is plausible to think it is a far-field imaging device. However, projection to a distant
screen does not alert the fact that the hyperlens relies on the sample’s near-field to
achieve super-resolution. Therefore, it is still a near-field imaging device. Due to
intrinsic losses in metals and nanofabrication challenges, superlenses constructed
with metal elements show a limited resolution about 70 ~ 100 nm at visible frequen-
cies and being seldom used in biomedical imaging.

Another major route to super-resolution is fluorescent microscopy, which seeks
super-resolution from the labelling of samples rather than the lenses. The super-
resolution fluorescence microscopy techniques can be divided into two categories:
spatially patterned excitation (STED, SSIM, RESOLFTs) [15] and single-molecule
localization (STORM, PALM, FPALM) [15] of fluorescence molecules. The tech-
niques have been widely used in biological sciences, like microbiology, cell biology
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and neurobiology. It has potential to revolutionize the entire fields of biology and
medicine. In 2014,Nobel Prizes inChemistrywere awarded to the three leading scien-
tists (StefanW. Hell, Erik Betzig andW. E.Moerner) of the techniques. One practical
limit is that these techniques are not applicable to imaging non-fluorescence samples,
including for example the semiconductor chip devices and biological viruses and sub-
cellular structures which cannot be labelled using existing fluorophores. Moreover,
using of fluorescence could also alter original function and dynamic processes of bio-
logical specimens. As a result, strong needs still exist to develop a super-resolution
lens which can offer high-resolution and label-free imaging of samples.

Recently, through manipulation of the diffraction of light with binary masks or
gradient met surfaces, several miniaturized and planar lenses have been reportedwith
intriguing functionalities such as subdiffraction-limit focusing in far-field, ultrahigh
numerical aperture and large depth of focus, which provides a viable solution for the
label-free super-resolution imaging. The most well-known example is possibly the
‘superoscillatory lens (SOL)’ by Zheludev’s group in Southampton [8]. The basic
idea, which has root connection with Toraldo di Francia’s proposal in 1956 [16], is
to use a carefully-designed amplitude or phase zone plate to modulate the beam to
achieve a super-resolution spot in the far-field, through constructively and destructive
interference without evanescence waves being involved. The key disadvantage in the
technique is the appearance of giant sidelobes near to the central spot, which affected
the practical adoption of the technology. The central spot resolution can, in theory,
range from infinite small to 0.38λ/NA (known as ‘super-oscillation criteria’ in [17],
NA: Numerical Aperture). More recently, Qin et al. reported the development of
supercritical lens (SCL), a planar diffraction component which has a focusing spot
smaller than 0.61λ/NA but slightly larger than SOL (0.38λ/NA), and a needle-like
focal region with its Depth of Focus (DOF) z = 2λ/NA2 that differs from traditional
spherical lens, Fresnel Zone Plate, SOL, and others [18]. The main advantage of
SCL is its 3D imaging capability (DOF: 12λ) in axial direction with modest super-
resolution (0.41λ) in lateral direction. For more information on latest development
of planar diffractive lens, please refer to a latest review by Huang and co-workers
[17].

15.1.2 Microsphere Super-Resolution Imaging

Wang and co-workers published their pioneering work on microsphere nanoscopy
in 2011 [19]. The technique employs micro-sized spheres as super-resolution lenses
(superlens) to magnify underlying objects before projecting them into the objec-
tive lens of a conventional microscope (see Fig. 15.1). The spheres generate sub-
diffraction illumination on the underlying object, excite and collect the near-field
evanescent object information and formvirtual images that are subsequently captured
by the conventional lens. This is a label-free and real-time imaging technique, which
can directly resolve ~50 nm features under white light illumination. Such resolv-
ing power corresponds to a calibrated resolution of ~λ/6–λ/8 based on convolution
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Fig. 15.1 Microsphere nanoscope. a Schematic setup. b SEM image of a Blu-ray disc. c Nano-
imaging by microsphere. d SEM image of a diffraction grating. e Super-resolved lines by micro-
sphere (mag: 4.17X). f SEM image of 50 nm gold-coated fishnet membrane sample. gMicrosphere
imaging of 50 nm sample (mag: 8X) (reproduced from [19], with permission from Springer Nature)

calculation [20]. These intriguing features are unique and attractive for achieving
low-intensity high-resolution imaging of any objects [19, 21–24] in nanometre sizes
and has been successfully demonstrated for both biological (cells, viruses, etc. [23,
25]) and non-biological samples (semiconductor chips, nanoparticles etc.).

Figure 15.1a depicts the setup of ‘microsphere nanoscope’, which can operate in
both transmission and reflection mode. SiO2 microspheres are used as super lenses,
with diameter 2–9 μm. The as-received SiO2 microsphere suspension was diluted
and applied to sample surface by drop or dip coating, and the samples are left to
dry in air. A white light halogen lamp (with peak wavelength 600 nm) was used as
the illumination source. The microspheres collect sample’s near-field information
and magnify it before it is projected to an 80X Olympus objective lens (MDPlan,
NA = 0.9) of an Olympus microscope (MX-850). The combination of microscope’s
objective lens and microsphere-superlenses (MSL) forms a compound-imaging lens
system.

Super-resolution images of subdiffraction objects have been captured by the
microsphere nanoscope. Figure 15.1b, c shows that a Blu-ray disc (200-nm-wide
lines and 100-nm-wide grooves) are clearly imaged by a 4.7 μm microsphere in
reflection mode. In another example (Fig. 15.1d, e), the diffraction gratings (coated
with 30-nm thick chrome-film, 360-nm-wide lines spaced 130 nm apart on fused
silica substrates) were imaged in transmission mode. Only lines with microsphere
particles placed on topwere resolved. The lineswithout the particlesmix together and
form a bright spot that cannot be directly resolved by the optical microscope because
of the diffraction limit. The virtual image plane was 2.5 μm beneath the sample
surface. These images are in super-resolution, because the best diffraction-limited
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resolution (for 400 nmwavelength) is estimated to be 215 nm in air [26], and 152 nm
when considering the solid-immersion effect of a particle. At peak wavelength of
600 nm, the limits are 333 nm in air and 228 nmwith solid-immersion effect, respec-
tively. Here, it is noted that the focal planes for the lines with and without particles
on top are different.

In another example (Fig. 15.1f, g), a fishnet 20-nmthick gold-coated anodic alu-
minium oxide (AAO) membrane fabricated by two-step anodizing in oxalic acid
(0.3 mol/l) under a constant voltage of 40 V is imaged with 4.7-μm-diameter micro-
spheres. The pores are 50 nm in diameter, spaced 50 nm apart. The microsphere
nanoscope resolves these tiny pores clearly, obtaining an impressive resolution of
λ/8 in the visible. Note that the magnification in this case is around 8X—almost
two times that of the earlier grating example, implying that the performance of the
microsphere super lens is affected by the near-field interaction between the particle
and the substrate. The sample-dependent resolution brings in complexity in clari-
fying the physical mechanism of the technique, nevertheless the resolution range is
between 50 and 100 nm, far exceeding the classical limit of ~200 nm.

15.1.3 From Microsphere to Metamaterial Particle-Lens

The simplicity and high resolution of the microsphere imaging technique have
attracted considerable interests. The technique was validated and resolution levels
of ~λ/6–λ/8 was repeated by other groups [21, 27]. New microspheres including
Polystyrene [28, 68] and BaTiO3 microspheres [29, 30, 69] (immersed in liquid or
solid encapsulated; mostly used particle now) were soon introduced and became
widely used in the field. Great efforts have since been devoted to the following
areas: (1) scanning functionality development and complete super-resolution image
construction. This is driven by the need of overcoming limitations of microsphere
lenses whose imaging window is too small for many applications. (2) Mechanism
exploration. Exact mechanisms have been debated in literature and considerable
efforts were devoted to developing a complete theoretical model for the technique.
(3) Development of next generation dielectric superlenses with improved resolution
and imaging quality, new physics and fabrication method were explored. This has
led to the development of all-dielectric metamaterial solid-immersion lens and nano
hybrid lens. Because these lenses are metamaterial-based whose working mecha-
nisms are completely different from previous counterparts, we would classify them
as the ‘second-generation particle-lens’ and the previous microspheres the ‘first-
generation particle-lens’. (4) Easier access of superlens. Efforts also went to devel-
oping simpler version of superlens which layman or general public can access. Bio-
logical superlens based on naturally occurring spider silks was developed for this
purpose. (5) New applications, including for example three-dimensional interferom-
etry, endoscopy, and Lab-on-Chip (LoC) devices were developed.
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In the following, fundamentals about optical super-resolution inmicrospheres and
metamaterial particle-lenses will be firstly presented. The key progresses will then
be reviewed, followed by the outlook of the field.

15.2 Super-Resolution Mechanisms: Photonic Nanojet,
Super-Resonance and Evanescent Jets

The super-resolution mechanisms for microsphere and metamaterial particle-lens
are fundamentally different; they are thus presented separately below. Briefly speak-
ing, for microspheres, the super-resolution is a combined result of several super-
resolution effects, including photonic nanojet effect (weak super-resolution, non-
resonant), super-resonance effect (strong super-resolution, resonant) and others
including substrate effect and partial and inclined illumination effect, etc. For the
second-generation metamaterial lens, strong super-resolution is a result of a new
nanophotonic effect: nanocomposite media made of high refractive index nanopar-
ticles can effectively convert evanescent waves into propagating waves, and vice
versa.

15.2.1 Microsphere and Microcylinder

Optical resolution can be measured and calibrated by different means. In fluores-
cent imaging, ‘point’ source objects like fluorescent molecules are readily available.
The system resolution can be precisely determined by measuring the point source
function of the sources. In contrast, ‘point’ objects are rarely available in label-free
imaging. To circumvent this issue, researchers often use finite size nanostructures and
the resolution was measured based on observability of minimal discernible feature
sizes which can be represented by the widths of the stripes, diameters of nanopores,
edge-to-edge separations in dimers and clusters, etc. This has resulted in the reso-
lution claims spanning the range from λ/6 to λ/17 [31]. However, such claims were
questioned and the resolution should be calibrated. A calibration procedure was sug-
gested by Allen et al. by convolution imaging object with a two-dimension PSF
and compare with experimental results. The calibrated resolution for microsphere
imaging is about ~λ/6–λ/8 [20, 27, 32], instead of λ/17 as claimed by Lin [31]. It is
important to note that a λ/7 resolution optical system can resolve λ/25 features, e.g.
15 nm gap in a bowtie sample as in [20]. In the following, we proceed to explain
why a λ/6–λ/8 resolution is possible in microsphere-assisted imaging.

Despite of simplicity, the underlying physical mechanism for microsphere imag-
ing is quite complex. A complete theoretical model should consist of three elements:
focusing of the incident light by microsphere, interaction of the incident light with
the sample, and imaging of the scattered light in virtual mode. These processes are
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interlinked and coupled, and complete model is still missing to date. Most exist-
ing theoretical studies are based one or two processes above, leading to incomplete
conclusions and debates [19, 20, 23, 31, 33–42]. At the beginning, Photon nano-
jet (PNJ) was considered as the main super-resolution mechanism [19]. However,
it was soon realized that the resolution of PNJ (typically between λ/2 and λ/3 for
n = 1.5 microsphere) is insufficient to explain the experimentally observed reso-
lution of ~λ/7. Consequently, other mechanisms were discussed and investigated.
Duan and co-workers reported that classical Whispery Gallery Modes (WGM) in
microsphere can help boost imaging resolution up to ~λ/4. Besides PNJ and classi-
cal WGM, a new physical mechanism, super-resonance effect (SRE), was recently
discovered by Wang et al. and Hoang et al. [43, 44]. The SRE is caused by internal
particle partial wave modes (not by scattering waves as in PNJ) and surface wave
modes; it can generate super-resolution focusing with lateral resolution ~λ/5–λ/6.
This new effect helped bridge the resolution gap between PNJ/WGM theories (~λ/4)
and experiments (~λ/7). On the other hand, experimental resolution can be enhanced
by substrate effect [33, 45], partial and inclined illumination [27], microsphere par-
tial immersion [46] and coherent illumination effect [20] as demonstrated by various
authors. In the following, we briefly review the key properties of PNJ, SRE, broad-
band lighting source effect, substrate and partial and inclined illumination effect on
super-resolution imaging. For more information on the basics of related theory (e.g.
Mie theory) and PNJ (e.g. how PNJ evolves with respect to size and refractive index,
medium effect, PNJ by other shaped particles, etc.), please refer to previous reviews
written by us [33, 36].

15.2.1.1 Photonic Nanojet

PNJ is a narrow, high-intensity electromagnetic beam that propagates into the back-
ground medium from the shadow-side surface of a plane-wave illuminated lossless
dielectric microcylinder or microsphere of diameter greater than the illuminating
wavelength, λ [19]. The PNJ is attained via light scattering by micro-sized particles
(spheres, cylinders, cubes, prisms and others, typical diameter between 1 and 50μm)
[47, 48, 49–57]. This is an important effect which is now widely used for subwave-
length imaging, sensing, patterning, nanoparticle trapping and manipulation, and
more. The earliest study relating to PNJ can be dated back to year 2000 by one of the
present author: Luk’yanchuk and co-worker first demonstrated that enhanced optical
near-fields of a 500-nm silica sphere can be used as super-resolution lens (superlens)
for subwavelength structuring of silicon surface [57]. Since then, the technique grows
rapidly [58]. Without knowing the initial work by Luk’yanchuk et al., in 2004 Chen
et al. coined the terminology PNJ—‘photonic nanojet’ [47], which is now widely
used [47, 59–70].

Figure 15.2 shows an example of PNJ subwavelength focusing, where a 1 μm-
diameter Polystyne particle (n = 1.6) is illuminated in air by a plane wave laser
beam from the top (λ = 248 nm); these parameters equivalents to size parameter
q = 2π a/λ = 12.67, where a is particle radius and λ the incident wavelength.



378 Z. Wang and B. Luk’yanchuk

Fig. 15.2 Demonstration of near-field PNJ effect. Spatial electric field intensity distribution, I =
|E|2, inside and outside the 1.0 μm PS particle, illuminated by a laser pulse at λ = 248 nm (q =
12.67), and a polarization parallel and b perpendicular to the image plane. The maximum intensity
enhancement in calculations is about 60 for both regions. c Intensity along z-axis. z = 1.0 is the
position under the particle. d Super-resolution spot in at z = a, the tangent plane right under the
particle

The results show the electric field intensity is enhanced in particle’s near-field zone,
with peak intensity located at z = a with an enhancement factor 59.6. This value
drops exponentially to 1.57 at position z = 2a, confirming a near-field nature of
the focusing. Within the z = a focusing plane, the laser focus spot manifests an
elongated elliptical shape, with super-resolution (0.39λ) being observed in the cross-
polarization direction. The elliptical focusing is caused by the radial component of
the electric field, Er , which scales with r as Er ∝ 1/r2, in the near-field. As distance
increase r ≥ λ, the Er field quickly decays to zero [71]. In other words, the optical
near-field contains both transverse and longitudinal components but in far-field the
wave is purely transverse.

The key properties of PNJ can be summarized as [48, 65]:
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• Resolution: in most cases the lateral resolution of the jet is slightly better than
diffraction limit in air (0.5λ). However, in some cases the resolution could reach
the solid immersion limit λ/2n [72], where n is the refractive index of particle.

• PNJ usually appears for diameter d of the dielectric microsphere or microcylinder
from 2λ to about 40λ with the refractive index contrast relative to the background
medium less than 2:1.

• PNJ could maintain a subwavelength focusing jet along the path that can extend
more than 2λ beyond the dielectric cylinder or sphere. This has led to a wide-
spread butmisleading claim that PNJ is a non-evanescent propagating beamwithin
which evanescent wave doesn’t contribute [73]. In fact, evanescent waves could
play strong role in near-field PNJ as demonstrated in Fig. 15.2.

Besides, PNJ engineering has also been extended to other shapes and configura-
tions of dielectric particles (spheroids [74, 75], disks [76], cones [77], cubes [78],
multilayer [79] and others [80–82]), incident beam modulation[83], phase masks
[84–86], photonic hook [87, 88], reflective PNJ [89–91] and applications in second
harmonic generation. For more information on these please refer to our previous
review article [36].

15.2.1.2 Super-Resonance Effect (SRE)

Besides PNJ, strong resonant modes can be excited in micro spherical cavity. For
example, at n = 1.5, q = 26.94163, a super-resonance mode (i.e. a new type WGM
mode) can be excited. We define ‘super-resonance’ as a giant field enhancement
mode caused by microsphere’s internal partial waves. In contrast, PNJ are induced
by scattering waves outside the particle. Unlike WGM which can be excited in
both microsphere and microcylinder, SRE only exist in microspheres. Figure 15.3
demonstrates a typical SRE mode field distribution and its giant field enhancement
amplitude.

In SRE mode, two near-symmetrical hotspots were generated near the top and
bottom apex points (points T, B) of the particle (see Fig. 15.3a). The enhancement
factor can be extremely large at these points, reaching the order of 104 (peak value:
43,774), two orders higher than those in PNJ (typically on order of several tens or
hundreds, Fig. 15.3c vs. Fig. 15.1). Importantly, the SRE hotspot spot has a super
resolution of 0.22λ which exceeds resolution limit of PNJ and WGM. The SRE is
caused by the excitation of special order of internal partial waves in Mie theory, e.g.
L = 43 for q = 26.94163. It is very sensitive to the size parameter. For example,
when q changes by 1e-4 from 26.94163 to 26.94153, the peak drops by more than
20,000 (see Fig. 15.3c). The top four strongest SRE modes for n = 1.5 particle are
seen at q = 38.6203 (with L = 51 electric partial wave mode excited, |E|2= 939286,
|H|2= 1793371), 66.5555 (L = 80 electric mode, |E|2= 773375, |H|2= 351073),
32.5623 (L = 43 magnetic mode, |E|2= 621863, |H|2= 55113), and 31.8619 (L
= 42 magnetic mode, |E|2= 263386, |H|2= 24880), respectively. Details on SRE
are outside the scope of this review and will be presented in a separate publication
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Fig. 15.3 Demonstration of SRE. a Giant electric field intensity |E|2 distribution in XZ plane and
b YZ plane, for a linearly incident beam ploarized along x-direction. c Intensity across two hotspots
(Points T, B), measured from top T to bottom B. d The FWHM spot size is 0.22λ (~λ/5) at position
B

elsewhere. It is noted that Haong et al. also reported super-resonance effect using
same experimental parameters as in Fig. 15.1 (a = 2.37 μm, n = 1.46), they found
that a ~0.24λ resolution can be achieved at wavelength 402.292 nm, in excess of
solid immersion resolution limit of λ/(2*1.46)= 0.34λ [43]. We believe SRE is vital
to microsphere super-resolution imaging.

15.2.1.3 Broadband Illumination Effect

In microsphere imaging, a white lighting source (e.g. halogen lamp) is often used.
theoretical analysis of resolution is often carried out by using illumination’s peak
wavelength (e.g. 550 or 600 nm). This neglects the broadband nature of illumination
source. In fact, the application ofwhite lightwill lead to the simultaneous excitation of
various focusing field distribution across a wide size parameter range. Considering a
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Fig. 15.4 Typical |E|2 field distributions of a–c spheres and cylinders d–f with refractive index
n = 1.5 at varying size parameter q with calculation step size q = 0.1. a Super-resonance mode of
sphere, b usual jet mode of sphere, c whispery gallery mode of sphere, d usual jet mode of cylinder,
e strong whispery gallery mode of cylinder, f weakly excited whispery gallery mode of cylinder.
See supplementary video for details

3-μm-diameter glass sphere, when illuminated by a white light with 400 ≤ λ ≤ 700,
the size parameter q will fall within 13.46 ≤ q ≤ 23.56. The calculated XZ-plane
|E|2 field distribution for q with step size accuracy �q = 0.1 for both spheres and
cylinder, as shown in Fig. 15.4. For spheres, it shows the co-existence of at least
three different field modes or patterns, i.e. SRM at q = 18.4 (Fig. 15.4a), a typical
PNJ at q = 20.9 (Fig. 15.4b) and WGM at q = 21 (Fig. 15.4c) when excited by
white light. For cylinder, the results are slightly different, no the super-resonance
modes were observed but we see evidence of more pronounced WGM mode at q =
19.2 (Fig. 15.4e). Please check online movies [92, 93] for complete details on light
focusing by an n = 1.5 particle and cylinder when size parameter increases varies
from 0 to 600. The flicking phenomena in the movie indicate the modes swapping
between PNJ,WGM and SRM. In a complete theoretical model, one should consider
spectrum profile of lighting source and integrate all modes contribution.

15.2.1.4 Substrate Effect

Substrate effect is clearly observed in experiments, i.e. imaging magnification and
resolution vary for different samples. This is, however, less studied and understood.
Sundaram and co-workers performed imaging analysis using full-wave FEM simu-
lation of the light propagation from the target through a microsphere, an objective
lens and then to the imaging plane, as shown in Fig. 15.5 [45]. The results show that
longitudinally polarized dipole can achieve better resolution than transverse dipole
(Fig. 15.5b, c). More importantly, it was shown that substrate plays an important
role in imaging magnification and resolution. For example, as shown in Fig. 15.5d,
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Fig. 15.5 a Schematic of the simulation setup consisting of the substrate target, microsphere, and
lens pair. b Light intensity (|E|2) distribution induced by a transverse dipole (x–y dipole), and c a
longitudinal dipole (z-dipole), in air with a microsphere lens of diameter 6 μm and refractive index
n = 1.4. The dashed lines indicate the imaging plane (reproduced from [45], with permission from
AIP Publishing). d Table of magnification and resolution for different substrates. SUB: Substrate,
MAG: magnification, RES: resolution. e Numerically simulated point dipole parallel-to-surface
evanescent wavevector decoupling process, from near-field to far-field

imaging resolution for air (without substrate), aluminium oxide (Al2O3) and fused
silica (SiO2) are 0.28λ, 0.24λ and 0.26λ, and magnification 6, 6.6 and 6.4, respec-
tively. Another numerical simulation performed by us, as shown in Fig. 15.5e, reveals
complex nature of high spatial frequency evanescent wave decoupling process from
sample surface [33]. A parallel-to-surface wave vector, marked by the red solid line,
was scattered by the particle, converting into propagating beam transferring to the
far-field (red dashed line). Very recently, Brettin and Astratov et al. demonstrated the
resolution can be enhanced by coupling of fluorescent objects to plasmonic metasur-
faces (engineered substrate) [94].
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15.2.2 Dielectric Nanoparticle-Based Metamaterial
Superlens

As many studies reveal that most metal-based metamaterials suffer from intrinsic
loss at high optical frequencies, which cause them to be unfavorable in near-infrared
and visible region [95–98]. Moreover, metal-based plasmonic components have low
transmission efficiency at optical frequencies, thus making them less useful for opti-
cal waveguiding over long distances or through bulk three-dimensional (3D) struc-
tures [99, 100]. Unlike the metal-based metamaterials, dielectric metamaterials use
the near-field coupling between transparent (low absorption), high-refractive index
dielectric building blocks, which perform similar optical phenomena to metallic
nano-resonators, but with much lower energy dissipation [101–104]. Meanwhile,
high transmission and diffraction efficiencies of dielectric components make it pos-
sible to move optical metamaterials from current 2D metasurfaces or layered meta-
materials to truly 3D metamaterials [99]. New types of particle-lens—metamaterial
solid immersion lens (mSIL)—has recently been proposed and developed by us
[105]. This is based on metamaterial concept and a new super-resolution mecha-
nism. The mSIL is a 3D metamaterial formed by densely stacking of high-index
TiO2 nanoparticles (Fig. 15.6a). Here, the resolution is determined by the particle
size instead of wavelength. This new nanophotonic effect is shown in Fig. 15.6 by a
full-wave numerical simulation.

The artificial media is a closely stacked 15-nm anatase TiO2 nanoparticle compos-
ite, with tiny air gaps between the particles, which forms a dense scattering media.

Fig. 15.6 Propagating wave scattering by densely packed all-dielectric nanoparticles medium.
a schematic drawing of a nanoparticle stacked media. b Plane wave (λ = 550 nm) passing through
the stacked TiO2 nanoparticles. Electric field hotspots are generated in the gaps between contacting
particles, which guides light to the underlying sample. c Large-area nanoscale evanescent wave
illumination can be focused onto the sample surface because of the excitation of nanogap mode.
d The size of the illumination spots is equal to the particle size of 15 nm [105]
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Figure 15.6 shows the calculation results of electric field distribution in the artificial
media illustrated by a planewave (λ=550nm).Clear field confinements are observed
within particles gaps, confirming the ability of the composite media to modulate and
confine incident radiation at the nanoscale, as shown in Fig. 15.6b. Since TiO2 is loss-
free at visible wavelengths, this near-field coupling effect can effectively propagate
through the media over long distances, forming an arrayed “patterned illumination”
landscape on the substrate surface, as shown in Fig. 15.6c. Note these illumination
spots are evanescent, containing high–spatial frequency components. Their sizes
are mainly determined by the particle size, having a full width at half maximum
(FWHM) resolution of ~8 nm, as shown in Fig. 15.6d. Therefore, it is expected that
nanoparticle composite media will have the intriguing ability to transform incident
illumination into a large array of nanoscale evanescent wave illumination focused
on the object surface within the nearfield region. This novel nanophotonic effect has
similarity with that of near-field scanning optical microscopy (NSOM), in which res-
olution is not limited by the incident wavelength but by the aperture size [106, 107].
However, NSOM suffers from several limitations, such as low optical throughput,
long scanning time, and insufficient contact between aperture probe and object sur-
face. In contrast, an array of TiO2 nanoparticles can act as parallel array of near-field
probes to simultaneously (thousands) illuminate the sample surface, and the strength
of the focused evanescent wave illumination can be maximized owing to the near
perfect solid immersion of imaging object by TiO2 nanoparticles. Moreover, theo-
retically, the size of the evanescent wave illumination spots can be further reduced
by using smaller anatase TiO2 nanoparticles or higher refractive index rutile (n =
2.70) TiO2 nanoparticles, and this near-field illuminationmay also be useful for other
applications such as nanoscale light harvesting and sensing.

According to the reciprocal principle [108], the conversion process in nanopar-
ticle composite media (Fig. 15.7) from propagating waves to evanescent waves can
be optically reversed. In other words, an array of evanescent wave source located
on the bottom surface of the nanoparticles composite media will be converted back
into propagating waves by the media. This is confirmed by two–point source cal-
culation. For comparison purposes, both conventional media (homogeneous anatase
TiO2 material) and our metamaterial media (stacked 15 nm anatase TiO2 nanoparti-
cle)were simulated.Using slab geometry,wedemonstrate inFig. 15.7 that evanescent
waves behave differently when interacting with conventional media, Fig. 15.7a, and
composite metamaterial media, Fig. 15.7b, d. As shown in Fig. 15.7c, in homoge-
neous media the evanescent waves decay exponentially as expected when the dis-
tance to sources increases. The loss of evanescent waves causes reduced resolution.
Figure 15.7e demonstrates the inability of conventional media to resolve two-point
sources (separated by 45 nm) in far-field zone (e.g. z = 650 nm > λ = 550 nm). The
two points are only resolvable in near-fields when distance to source is extremely
small, typically smaller than 50 nm in present case. In nanoparticle composite media,
however, the evanescent waves experience strong interaction with TiO2 nanoparti-
cles, which causes effective conversion of evanescent waves into propagation waves.
The convertedwaves aremainly guided through the gaps between particles.As shown
in Fig. 15.7d, electric field received at far-field region (z > λ) is about |E| ~ 0.45 (since
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Fig. 15.7 Comparisons between homogeneous and nanoparticle composite media. aMean electric
field amplitude as a function of distance from point sources (y-polarised, incoherent). The amplitude
decays exponentially.Most evanescentwave energywas lostwithin 50nmdistance.b In nanoparticle
composite material, evanescent waves interact with TiO2 nanoparticles and turn into propagation
waves which travel outward to far-field. A periodicity of 160 nm was observed. c–f Two-point
sources (45 nm separation) imaged with c homogeneous and d composite material, at positions z =
2 nm (near source), z = 23 nm (near-field, inside slab) and z = 650 nm (far-field, outside slab). In
far-field, e the homogenous media fails to resolve the two points while f the composite media can
successfully resolve them [105]

source amplitude |E|= 1, this corresponds to |E|2 = 20% of total evanescent energy),
which is comparable to the field strength at z = 7.5 nm (near-field). This means
near-field energies are indeed converted and transported to the far-field. It is also
interesting to notice the periodic modulation effects of E-field inside the composite
media, which is a signature of this design. Since there is nomaterial loss in composite
media, the periodic propagation experiences an un-damped modulation, showing an
effective period of 160 nm. These waves propagate outwards from near-fields into
far-fields and contribute to super-resolution. In Fig. 15.7f, it is demonstrated that
at far-field (e.g. z = 650 nm), the two-point sources are reconstructed and clearly
discernible. Comparing to metal-based superlens and hyperlenses whose resolution
is limited by material losses in metal [12, 109, 110, 111], the proposed all-dielectric
nanoparticles media is free from loss problems; its resolution is mainly affected by
the excitation of evanescent waves and the conversion efficiency of evanescent waves
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into propagating waves, as well as the effective capture of the subwavelength infor-
mation in the far field. This makes it possible to design a perfect imaging device
using dielectric nanoparticles as building block. In section below, we will show our
experimental demonstration of a fabricated TiO2 nanoparticle-based metamaterial
solid immersion lens (mSIL) and its super-resolution imaging performance (45 nm).

15.3 Microsphere Nanoscopy: Key Progresses

In this section, we review key progress in the field, including microsphere-assisted
confocal microscopy, integrated superlensing microscope objective, scanning imag-
ing, holography and endoscopy

15.3.1 Confocal Imaging and Resolution Quantification

In widefield, the imaging contrasts are often low and unsatisfactory due to the pres-
ence of out-of-focus light in the final image. To enhance the contrast, efforts were
required to optimize the microscope lighting and image capturing settings. In con-
trast, confocal microscopy generally has much better optical contrast and improved
resolution; this is achieved by placing a tiny pinhole before the detector to eliminate
the out-of-focus light in the final image. Several groups evaluated the imaging perfor-
mance of microsphere-assisted confocal imaging by integrating microsphere super-
lens with a 405 nm laser scanning confocal microscope (e.g. Olympus OLS4000).
Wang et al. imaged 140 nm nanolines separated 40 nm away using PS particle in air,
and emphasised the importance of using single isolated particle in confocal imaging
where artefacts could arise when two neighbouring microspheres interferences with
each other [33]. Yan et al. imaged 136 nm gold nanodots separated 25 nm away,
using PS and fused silica particle in air as well [31]. Using BTG particle, Allen and
co-workers imaged 120 nm gold nanocylinders separated 60 nm away (Fig. 15.8a)
and a 185 nm nanobowtie separated 15 nm away (Fig. 15.8e) [20]. They also argued
that defining the resolution based on observation of minimal discernible features can
lead to misleading results if, for example, interpreting the 15 nm gap in nanobowtie
(Fig. 15.8e) would imply the resolution over λ/27. They suggested an approach to
compute the resolution based on the analogy with the classical theory where the
image, I(x, y), is considered as a convolution of a point spread function (PSF) and the
object’s intensity distribution function,O(u, v). This can be expressed in the standard
integral form [20]:

I (x, y) =
∞∫

−∞

∞∫

−∞
O(u, v) PSF

( x

M
− u,

y

M
− v

)
dudv, (15.1)
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Fig. 15.8 SEM image of the Au dimer and bowtie, respectively. The dimer is formed by 120 nm
nanocylinders with 60 nm separation. b, f confocal Images of dimer and bowtie in a, e obtained
through the 5 and 53 μm BTG microsphere, respectively. c, g Calculated images by convolution
method at PSF resolution of λ/7 and λ/5.5, respectively. d, h Comparison of the measured (red
background) and calculated (dashed blue curves) irradiance profles through the cross-section of the
Au dimers (x-axis) (reproduced from [21], with permission from John Wiley and Sons)

in which the integration is performed in the object plane where the coordinates (xo,
yo) are linearly related to the image plane via themagnificationMas: (xo, yo)= (xi/M,
yi/M). A Gaussian function for PSF (xo, yo) with the full width at half maximum
(FWHM) being a fitting parameter. Based on the Houston criterion, fitted values of
FWHM in the object plane were considered as resolution of the system. Based on
this, the image reconstruction with the λ/5.5 PSF resolution allows obtaining a high-
quality fit to the experimental results, as illustrated in Fig. 15.8g, h. This means that
the resolution for 15 nm gap sample in Fig. 15.8e is λ/5.5, instead of λ/27. Similarly,
it was shown the 60 nm gap sample in Fig. 15.8a is λ/7 (Fig. 15.8c, d).

15.3.2 Scanning Microsphere Super-Resolution Imaging

Microsphere has a viewing window around a quartz size of its diameter. Considering
particles with diameter 1–100 μm, the viewing window is less than 25 μm which
is too small for many practical applications. Controlling the position of the micro-
spheres is required for generating a complete image of sample. Scanning functional-
ities are, hence, highly sought by the researchers working the field. There are several
proposals existing in the literature, including for example themicrosphere-embedded
coverslip, superlensing microscope objective, swimming lens and AFM-style scan-
ning microsphere-lens.
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15.3.2.1 Microsphere-Embedded Coverslip

One of the earliest but important developments is the use of liquid-immersed BTG
microspheres for super-resolution imaging (compatible with bio-samples). This con-
figuration is still widely used today, with resolution between λ/4 and λ/7 depending
on the particle size, as demonstrated experimentally [29, 69]. The liquid-immersion
design was soon extended to solid-immersion design in a coverslip form [20, 112,
113], as shown in Fig. 15.9a. The fabrication steps are illustrated in Fig. 15.9f: first,
BTG spheres were spread on a flat surface. Second, a liquid PDMS (or other resins)
was casted and cured, producing a solid thin film coverslip whose thickness can
be varied from hundred micrometres to millimetres. Finally, the coverslip film was
separated and used for imaging experiments. The coverslip can be attached to a mov-
ing stage (Fig. 15.9a) for performing super-resolution imaging at specific site. The
motion of the coverslip can be provided by a metallic probe inserted in PDMS and
connected to a micromanipulator (Fig. 15.9b). Figure 15.9c–e shows an example of
translation of coverslip assisted by IPA lubricant for imaging. The imaging quality
and stability are both improved by using coverslip design.

15.3.2.2 Superlensing Microscope Objective

The coverslip lens discussed above can bemanually manipulated in a way like classi-
cal coverslip, offering the freedom to position particle-lens at desired location. Scan-
ning of microsphere superlens, however, requires synchronisation with microscope
objective for full super-resolution image construction. We proposed an improved

Fig. 15.9 aMicrosphere-embedded coverslip design b setup and translation of the coverslip lubri-
catedwith IPA. cThe embeddedBTG sphere is ~40μmaway from the edge of anAu nanoplasmonic
Nanoplasmonics array. d The same sphere is at the border of array. eBy changing the depth of focus,
the dimers are seen near the array’s edge. f Coverslip fabrication steps, sphere deposition on a flat
surface, PDMS casting and curing, lifting thin film to obtain the coverslip (reproduced from [21],
with permission from John Wiley and Sons)
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design which solves the synchronisation problem of coverslip superlens and objec-
tive lens. The idea is to use a custom-made lens adaptor to integrate these two lenses
to form a superlensing microscope objective lens.

The key concept and design of superlensing microscope objective is illustrated
in Fig. 15.10b, c. A conventional microscope objective (OB) lens with magnifica-
tion factor between 40× and 100×, NA between 0.7 and 0.95 was selected. A lens
adaptor was designed in CAD software (e.g. Solidworks) and then printed with a 3D
plastic printer. The adaptor has a tube size fit to the objective lens tube, with reason-
able frication allowing up-down adjustment. A coverslip superlens (Fig. 15.10a) was
bounded to the bottom end of the adaptor using high-adhesive glue. This results in
an integrated objective lens consisting of conventional OB and a Coverslip Micro-
sphere Superlens (CMS). The imaging resolution will be determined by the coverslip
superlens while the conventional objective lens provides necessary condition for illu-
mination. The obtained superlensing lens can be easily fitted to any existing conven-
tional microscopes; The scanning was performed using a high-resolution nano-stage.
In experiments, the superlensing objective lens was kept static and the underlying

Fig. 15.10 Superlensing objective lens. a The BTG superlens was fabricated by encapsulating
a monolayer of BTG microsphere inside a PDMS material. b The super objective was made by
integrating a conventional microscope objective lens (e.g. 50x, NA: 0.70, or 100x, NA: 0.95) with
a BTG microsphere superlens using a 3D printed adaptor. c Experimental configuration for super-
resolution imaging using developed objective which was fitted onto a standard white light optical
microscope. d Scanning illustration. e Single particle imaging. Of Blu-ray. f Scanning generated
full Blu-ray image. g Nanochip imaging. f Scanning nanochip imaging [42]
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Fig. 15.11 Swimming lens design. a Schematic illustration. b Schematic illustration of the chem-
ically power ed propulsion and light illumination through the microsphere. c SEM of 10 μm PS
microsphere on a 320 nm grating structure. d Microsphere imaging and arrow shows the scanning
motion. e Reconstructed image by stitching from individual video frame (reproduced from [114],
with permission from American Chemical Society)

nano-stage moves and scans the samples across the objective lens. The imaging pro-
cess was video recorded using a high-resolution camera and images were constructed
from the video. Figure 15.11e–h demonstrates the scanning super-resolution imaging
by the integrated objective lens, which makes large-area super-resolution imaging
possible.

15.3.2.3 Swimming Lens

Li et al. designed a “swimming lens” technique in which the microsphere lens was
propelled and scanned across the sample surface by chemical reaction force in a
liquid [114]. This approach enables large-area, parallel and non-destructive scanning
with sub-diffraction resolution. Figure 15.11 illustrates the schematic diagram and
scanning imaging process.

15.3.2.4 AFM-Style Scanning Microsphere Lens

Most recently, Wang et al. introduced a non-invasive, environmentally compati-
ble and high-throughput imaging technique called scanning superlens microscopy
(SSUM), which applying the AFM principle by attaching microsphere onto AFM tip
for scanning imaging (Fig. 15.12) [75]. This system has high precision in maintain-
ing distance between microsphere and the objects. It has capabilities of operating in
contact scanningmode and constant-height scanningmode, therefore variety of sam-



15 Super-Resolution Imaging and Microscopy by Dielectric … 391

Fig. 15.12 AFM-style scanning microsphere imaging system. a Schematic of the construction of
a microsphere-based Microsphere-based scanning superlens microscopy (SSUM) that integrates
a microsphere superlens into an AFM scanning system by attaching the microsphere to an AFM
cantilever. The objective picks up the virtual images containing sub-diffraction-limited object infor-
mation and simultaneously focuses and collects the laser beam used in the cantilever deflection
detection system. b An original virtual image observed using the microsphere superlens. The inset
shows an SEM image. c, d Backside and frontside images, respectively, of the AFM cantilever with
an attached microsphere superlens. Scale bars, 2 μm (b); 50 μm (c, d) [27]

ples such as stiff sample and sensitive specimens can be efficiently imaged. Besides,
Krivitsky et al. attached a fine glass micropipette to the microsphere lens to scan the
particle [73]. The method allows precisely controlling the microsphere position in
three dimensions as well.

15.3.3 Endoscopy Application

In vitro nano-scale imaging by super-resolution fluorescencemicroscopy techniques,
such as STED, STORM and PALM has achieved significant development in recent
years. However, in vivo endoscopy observation of deep and dense tissues inside
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Fig. 15.13 Microsphere Super-resolution endoscopy. a Schematic of microsphere super-resolution
endoscope. b Three GRIN lens based endoscope probes, a 1.8 mm diameter singlet (NA = 0.46), a
1 mm diameter singlet (NA = 0.11) and a 1 mm diameter compound doublet (objective lens NA =
0.42, relay lens NA = 0.11). The second and third probes are covered by protective metal sleeves.
c Schematic of singlet, doublet and microsphere-functionalized singlet or doublet super-resolution
endoscopes. d AFM image of 100 nm fluorescent nanoparticle. e Fluorescent image obtained by
using a conventional doublet endoscopyprobe. f Super-resolution imageobtainedusingmicrosphere
(80 μm BTG particle) super endoscope

body has limited by its optical resolution at ~1 μm. Wang and co-workers devel-
oped a new endoscopy method by functionalizing graded-index (GRIN) lens with
microspheres (30–100 μm BTG particle) for real-time white-light or fluorescent
super-resolution imaging [38]. The capability of resolving objects with feature
size of ~λ/5, which breaks the diffraction barrier of traditional GRIN lens-based
endoscopes by a factor of two, has been demonstrated by using this superreso-
lution endoscopy method. Figure 15.13 shows the experimental step and imaging
test results. The convectional endoscope cannot resolve 100-nm sized fluorescent
nanoparticleswhile newendoscope containingmicrospheres can clearly resolve them
in super-resolution. The super-resolution strength could be further improved by new
metamaterial particle-lenses with better resolution. Further development of such a
superresolution endoscopy technique may provide unprecedented new opportunities
for in vivo diagnostics and therapy as well as other life sciences studies.

15.3.4 3D Interferometry and Optical Profiling

3D super-resolution profiling and imagingwas recently demonstrated by integrating a
microsphere with a white-light Interferometry system (Linnik [39] or Mirau system
[115]). This near-field assisted white-light interferometry (NFWLI) method takes
advantage of topography acquisition using white-light interferometry and lateral
super-resolution enhancement by microsphere. The ability to discern structures in
central processing units (CPUs) with minimum feature sizes of approximately 50 nm
in the lateral dimensions and approximately 10 nm in the axial dimension within 25 s
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Fig. 15.14 Near-field assisted white-light interferometry (NFWLI). a 90 nm features, b 20–90 nm
features in a CPU chip. (i) SEM images. (ii) Virtual images generated by 69 μm and 19 μm BTG
microspheres in (a) and (b), respectively. (iii) AFM images. (iv) NFWLI images. c Comparisons
of the cross-sections marked by lines in (a (iii, iv)–b (iii, iv)), respectively [39]

(40 times faster than atomic force microscopes) was demonstrated by Wang and co-
workers [39], as shown in Fig. 15.14.

The ability of discerning structures in super-resolution along vertical direction
could be explained by the conversion of evanescent waves into propagating waves
mediated by the microsphere; the converted beam reaching the far-field interferences
with reference beam and produce super-resolution vertical profiling. The technique
has great potential for applications in fields where fluorescence technology cannot
be utilized and where detection of nanoscale structures with a large aspect ratio is
needed, i.e., in cases where the tip of a scanning probe microscope cannot reach.

15.4 Metamaterial Dielectric Superlens

Based on metamaterial concept and new super-resolution mechanisms, two types of
metamaterial dielectric superlenses were developed, i.e. metamaterial solid immer-
sion lens (mSIL) and nanohybrid lens (nHL).

15.4.1 mSIL

A new “nano–solid-fluid assembly (NSF)” method was developed by using 15-
nm TiO2 nanoparticles as building blocks to fabricate the three-dimensional (3D)
all-dielectric metamaterial at visible frequencies (see Fig. 15.15). As for its opti-
cal transparency, high refractive index, and deep-subwavelength structures, this 3D
all-dielectric metamaterial-based solid immersion lens (mSIL) can produce a sharp
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Fig. 15.15 Nano-solid-fluid (NSF) assembly method for fabrication of mSIL. a Anatase TiO2
nanoparticles were centrifuged into a tightly packed precipitate. b The supernatant was replaced by
an organic solvent mixture consisting of hexane and tetrachloroethylene to form a TiO2 NSF. c To
prepare a hemisphericalHemisphericalmSIL, theNSFwas directly sprayed onto the sample surface.
d To prepare a superhemispherical mSIL, the NSF was sprayed onto the sample surface covered
by a thin layer of organic solvent mixture. e, f After evaporation of the solvents, the nanoparticles
underwent a phase transition to form a more densely packed structure of mSIL. g, h, i Different
height to width (H/W) ratio mSIL

image with a super-resolution of at least 45 nm under a white-light optical micro-
scope, significantly exceeding the classical diffraction limit and previous near-field
imaging techniques.

The super-resolution imaging performance of mSIL was illustrated in Fig. 15.16.
Themagnification factor sharply increases with the height-to-width ratio of themSIL
approaching unity (a spherical shape) and reaches 5.3 at a height to-width ratio of
0.82.With the further increase of this ratio, the contrast of the virtual image gradually
disappears. Using geometrical ray tracing, we theoretically fit the experimental mag-
nification curve and inversely derived that the mSIL media has an effective index of
1.95 and a high particle volume fraction of 61.3%. This packing fraction is close to
the random close packing limit (~64%) of monodisperse hard spheres (46), indicat-
ing an intimate contact between TiO2 nanoparticles throughout the media. Moreover,
the mSIL presented here exhibits a wide field of view, which is approximately lin-
early proportional to the width of the mSIL. In (c, d) and (e, f), super-resolution
imaging was demonstrated; both 60 and 45 nm features can be clearly resolved with



15 Super-Resolution Imaging and Microscopy by Dielectric … 395

Fig. 15.16 Super-resolution imaging performance of mSIL. a Magnified image (×2.5 times) by a
mSIL shown in inset, b Magnification factor of ×4.7 for a larger heigh/width ratio mSIL. c SEM,
d mSIL images of 60 nm features. e SEM and f mSIL images of 45 nm features

mSIL. The imaging quality, compared to 1st generation microsphere lens, has been
greatly improved and being consistent when imaging different types of samples,
no matter it is metal, semiconductor or dielectric samples. This indicates the new
physical mechanism is robust and dominant in mSIL imaging. Figure 15.17 shows
another successful example of mSIL unpublished previously, where 60 nm diameter
Polystyrene nanoparticles were clearly imaged by the mSIL, directly under white
light. In contrast, microsphere lenses fail to resolve these particles.

The NSFA method we have described is simple and versatile and can be readily
extended to assemble TiO2 nanoparticles or even other dielectric nanoparticles into
arbitrarily shaped metamaterial-based photonic devices (for example, a TiO2 wire
used as an optical fiber; see Fig. s9 in [105]). Further combining techniques such as
nano-imprinting andnanofluidicsmay lead to compact and inexpensive nanophotonic
devices for cloaking, optical interconnect networks, near-field sensing, solar energy
utilization, etc.

15.4.2 Nanohybrid Lens

Nanohybrid lens is a newclass ofmetamaterial lenswith controllable refractive index.
This is achieved by uniformly distributing high refractive-index (RI) ZrO2 material
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Fig. 15.17 Direct super-resolution of 60-nm-diameter PS nanosphere deposited on a grating sample
surface

Fig. 15.18 ZrO2/PS nanohybrid particle-lens. a SEM image and SEM mapping photographs of
b Zr, c C and d O in the nanohybrid microspheres. e Schematic of the dimethyl-silicone semi-
immersedmicrosphere for super-resolution imaging. f Nanochip samplewith 75 and 60 nm features.
g Imaging by n = 1.590 particle. h Imaging by n = 1.685 particle [116]
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into polystyrene matrix. A nanoparticle-hybrid suspension polymerisation approach
was developed for such purpose; high-quality microspheres ZrO2/PS hybrid micro-
spheres have been synthesized with highly controllability in shape and refractive
index (np = 1.590–1.685) [116]. Figure 15.18 shows nanohybrid particle-lens (a–d)
and its super-resolution imaging performance configured in a semi-immersed liquid
environment (e). Comparing (g) and (h), it is obvious that increasing the refractive
index of microspheres from 1.590 to 1.685 improve both the imaging resolution and
quality. A 60 nm resolution has been obtained in the wide-field imaging mode and
a 50 nm resolution in the confocal mode. The synthesis of hybrid microspheres is
feasible, easily repeatable and designable in shape, size and refractive index. Accord-
ingly, the approach is quite general, and can be readily extended to prepare a series
of hybrid microspheres with various refractive index and optical transparency, by
changing the types of polymers and nanoparticles. The as-synthesized nanohybrid
colloidal microspheres can be used not only in optical nanoscope for super-resolution
imaging with visible frequency, but also in some potential fields of nanolithography,
optical memory storage, and optical nano-sensing.

15.5 Biological Superlens

Fabrication of superlenses is often complex and requires sophisticated engineering
processes. Clearly an easier model candidate, such as a naturally occurring superlens,
is highly desirable. Recently, Monks et al. reported a biological superlens provided
by nature: the minor ampullate spider silk spun from the Nephila spider [117]. This
natural biosuperlens can distinctly resolve 100 nm features under a conventional
white-light microscope with peak wavelength at 600 nm, obtaining a resolution of
λ/6 that is well beyond the classical limit.

Figure 15.19 shows Spider silk biological superlens and its imaging performance.
The used spider silk is from Nephila edulis spider, with diameter about 6.8 μm
(Fig. 15.19a). The spider silk was placed directly on top of the sample surface by
using a transparent cellulose-based tape. The gaps between silk and sample was filled
with IPAwhich improves imaging contrast. The silk lens collects the underlying near-
field object information and projects a magnified virtual image into a conventional
objective lens (100×, NA: 0.9, Fig. 15.19b). The spider silk magnifies objects about
2.1× times (Fig. 15.19c), allowing subdiffraction object to be seen. Blu-ray disc
with 100 nm features were clearly resolved by the spider silk (Fig. 15.19d), under
an angular beam incident at around 30°. Simulated intensity field in Fig. 15.19g
reveals how the samples was illuminated by the angular jet. In Fig. 15.19h, it was also
shown that the spider silk produced similar quality of super-resolution image as BTG
microspheres, despite the image was slightly rotated by approximately four degree
due to fibre direction is not parallel to grating direction (like case in d). This research
provides a solid foundation for the development of bio-superlens technology, and it is
the first expose of spider silk in this context. It is expectedmore biological superlenses
to be discovered. Indeed, interesting and important recent work by other researchers
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Fig. 15.19 Spider silk biological superlens and super-resolution imaging. a Nephila edulis spider,
b schematic drawing imaging setup. c Silk on test pattern, in an angle. d Imaging by silk showing
magnification and image rotatin effect. e SEM image of Blu-ray disc with 100 nm features, f 100 nm
features were resolved, magnified 2.1× by the spider silk cylinder lens. g Simulated optical near-
field distribution around the silk lens, with beam incident at an angle of 30°. h A BTG microsphere
positioned beside the minor ampullate spider silk for imaging comparision experiments [117]

is heading in that direction. For example, Schuergers et al. reported that spherically
shaped cyanobacteria Synechocystis cells can focus light like a micro-lens, which
contributes to the cell’s ability to sense the direction of lighting source. These cells
might work also as a superlens suitable for super-resolution imaging. Very recently,
it was reported that live cyanobacteria can form an aggregated metamaterial-style
biological lens which focuses light; however, its imaging performance hasn’t been
evaluated yet which worth being studied in next-step.

15.6 Devices with Integrated Microsphere Superlens

Due to tiny size of microspheres, it has advantage of being integrated in other
microsystems, such as microfluidics and optical fiber system, to form a multifunc-
tional on-chip device. For example, Yang et al. demonstrated a microfluidic device
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with an integrated microsphere-lens-array, as shown in Fig. 15.20a–c [118]. The
microspheres are patterned in a microwell array template, acting as lenses focusing
the light originating from a microscope objective into photonic nanojets that expose
the medium within a microfluidic channel. When a NP is randomly transported
through a nanojet, its backscattered light (for a bare Au NP) or its fluorescent emis-
sion is instantaneously detected by video microscopy. Au NPs down to 50 nm in size,
as well as fluorescent NPs down to 20 nm in size, are observed by using a lowmagni-
fication/low numerical aperture microscope objective in bright-field or fluorescence
mode, respectively. Compared to the NPs present outside of the photonic nanojets,
the light scattering or fluorescence intensity of the NPs in the nanojets is typically
enhanced by up to a factor of ∼40. The experimental intensity is found to be propor-
tional to the area occupied by the NP in the nanojet. The technique is also used for
immunodetection of biomolecules immobilized on Au NPs in buffer and, in future,
it may develop into a versatile tool to detect nanometric objects of environmental or
biological importance, such as NPs, viruses, or other biological agents. In another
work by Li and co-workers, microsphere lenses were attached onto an optical fibre

Fig. 15.20 Device with integrated microspheres. a Schematic of microsphere-array-assisted
nanoparticle sensing platform. b 46 nm fluorescent nanoparticle was detected by microsphere-
generated PNJ (reproduced from [118] with permission from American Chemical Society). c Cor-
responding backscattering signal.dSchematic illustration of fiber-microsphere-bondedprobe detec-
tion and trapping of nanoparticles. eThe real-time trace of the reflected signal in the trapping process
of an 85-nm fluorescent PS nanoparticle. The insets show the fluorescent images b1 before trapping,
b2 during trapping and b3 in the release. f A multifunction biochip device with integrated sensing,
trapping and super-resolution imaging functionalities
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probe [119]; the generated PNJ focus was used for real-time manipulation (trapping
and releasing) and detection of 85 nm objects like nanoparticles and biomolecules,
as shown in Fig. 15.20d, e. A multifunctional Lab-on-Chip (LoC) device capable of
delivering real-time trapping, detection and super-resolution imaging functionalities
was recently proposed and partially experimentally demonstrated byYan et al., where
a coverslip-style microsphere superlens was bonded onto a microfluidic chip on sil-
icon. The trapping function was realized by dielectrophoretic (may also with PNJ
effect). When bio-samples flowing through the channel, the objects will be trapped
by the dielectrophoretic force at locations beneath the particles, super-resolution
images were then obtained through microsphere imaging. The successful realization
of proposed device may lead to fundamental changes to biomedical analysis with
accuracy in nanometre scales.

15.7 Outlook and Conclusions

Compared to other super-resolution techniques, the microsphere nanoscopy tech-
nique has several distinct features—simple, easy to implement, label-free, high-
resolution and compatible with conventional white-lighting imaging. The scanning
superlens system has generated possible opportunities for commercialization, a few
start-up companies were recently setup using first-generation dielectric superlenses
(PS or BTG particles) technology. These systems are likely to suffer from low imag-
ing contrast and quality compared to second-generation particle superlenses based
on metamaterials. Development of commercially viable prototype of metamaterial
dielectric superlens is of considerable interests in the next-step development of the
technique.

For microsphere imaging, one possible way to further improve the system res-
olution is to use microfiber to evanescently illustrate the specimen [120]. Imaging
contrast in this case can be greatly improved owing to the limited illumination depth
(typical < 200 nm) of the evanescent waves; sharp and clear images of nanostructures
have been achieved [120]. This idea may worth further exploration for sub-50 nm
resolution imaging in the future, by extending the evanescence wave illumination
approach to microspheres; either prism-style or objective-style TIRM (Total Internal
Reflection microscopy) setup can be used [121].

On application side, the breakthrough is likely to come from in vivo endoscopy
application where other super-resolution techniques (STED) cannot be applied. The
super-resolution endoscope can provide real-time high-resolution image of internal
cells and tissues for the early diagnostics of cancers and other diseases.

On the other hand, studies on new effects generated by particles are emerging
and growing, including nanoparticle super-resolution, microsphere super-resonance,
microsphere array Talbot effect [122], and micro-prism ‘photonic hook’ [123], etc.
The ‘photonic hook’ effect may be used for nanoscale light switching and guiding
in a Photonic Integrated Chip. The factual Talbot effect of a microsphere lens array
may be used to develop a far-field particle-lens super-resolution imaging system.
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On theoretical side, building a complete theoretical model is still highly desired.
Effects such as multi-wavelengths effects and partial and inclined illumination
should also be included in the developments. In a long term, we envisage that every
microscope user will have the dielectric superlenses in their hand for daily use of
microscopes. Besides imaging, the dielectric particle superlens can find applications
in nano-focusing, nanolithography, nano-solar energy concentrator, nanochemistry,
nanomedicine and more.
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Chapter 16
Theoretical Foundations of
Super-Resolution in Microspherical
Nanoscopy

Alexey V. Maslov and Vasily N. Astratov

Abstract A review of recent developments in the emerging area of imaging through
contact dielectric microspheres, which we term “microspherical nanoscopy”, is pre-
sented. The focus of this review is on the theoretical studies of the mechanisms
of super-resolution imaging, which represents a frontier of modern nanophotonics
and microscopy with many fascinating concepts proposed in recent years such as
photonic nanojets, far-field superlens, localized plasmonic structured illumination
microscopy (LPSIM), and coupling of emission of nanoscale objects to localized
surface plasmon resonances (LSPRs) in underlying short-period plasmonic metasur-
faces. In the first part, we review the main results of the classical imaging theory
based on rigorous solutions of the Maxwell equations for point-like sources. The
theory accurately describes the near-to-far-field conversion and resonant excitation
of whispering-gallery modes in such systems. The point spread functions are calcu-
lated and their width is compared with the experimental resolution in microspherical
imaging. In the second part, we consider various combinations of microspherical
nanoscopy with nanoplasmonics and plasmonic metasurfaces used for illumination
or coupling with nanoscale objects. These schemes exemplify the most advanced
ways of increasing the resolution far beyond the classical diffraction limit.
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16.1 Introduction

16.1.1 Experimental Results

Since its invention at the end of the sixteenth century, the optical microscope has
been continuously improved. At the end of the nineteenth century, several promi-
nent scientists, including Abbe, Helmholtz, and Rayleigh, addressed the question of
defining the microscope resolution and finding its ultimate limit. The standard for-
mula for the resolution value δ used nowadays states δ = λ/(2n sin α), where λ is the
operating wavelength in vacuum, n is the refractive index of the immersion medium,
and α is the semi-aperture of the objective. In Abbe’s approach, the resolution δ is
the minimal resolvable period of a grating under oblique coherent illumination. Sim-
ilar expression was obtained by Helmholtz for two self-luminous incoherent points
which aremore relevant to true imaging [1]. This ultimate resolution corresponds to a
finite width of the image of a point source. The finite width appears from the current
emission property: the current components with spatial frequency higher than the
wavenumber in the surrounding medium cannot emit.

To push the resolution performance beyond λ/2, various new imaging techniques
have been proposed and successfully implemented. The last decade of the twentieth
century brought super-resolved fluorescence (FL) imaging represented in particular
by stimulated emission depletion (STED) [2, 3] and localization microscopies [4, 5],
which overperformed the conventional microscopy techniques. Due to extraordi-
nary resolution beyond 20nm and ability to highlight substructures of interest, these
methods pushed the limits of microscopy and resulted in the Nobel Prize in Chem-
istry awarded in 2014 to the pioneers of these methods. Despite all successes of
super-resolved FL microscopy, it has certain drawbacks such as damaging of living
biomedical samples by staining them with dyes and photobleaching.

Label-free imaging is, therefore, a preferred method for many applications. How-
ever, the arsenal of methods which can be used for increasing the resolution is nar-
rower in this case. In principle, it can be divided into methods which are based on
the same far-field linear optics principles, which underlie the classical diffraction
limit, and methods involving different physical principles. The examples of the first
approach (far-field principles) are based on using solid immersion lenses (SIL) devel-
oped [6] in the early 1990s and structured illumination microscopy (SIM) developed
[7–11] in the early 2000s. Examples of the second approach include the methods
which are based on using the near fields as in near-field scanning optical microscopy
(NSOM) [12], nonlinear optics [13–15], and nanostructures with engineered dis-
persion properties such as nanoplasmonic arrays, metamaterials and metasurfaces.
Nanostructure-based optical elements include surface plasmon-polariton lens [16],
periodic metallo–dielectric structures [17], far-field superlens [18, 19], hyperlens
[20–23], Eaton lens [24], and adiabatic structures [25]. It should be noted, however,
that although the nanoplasmonic and metamaterials-based lenses represent exciting
new concepts, their deployment faces such barriers as the narrow spectral range of
operation, ohmic losses, and challenging fabrication.
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In this regard, the miniaturization of SILs that took place around 2009–2011 was
an important step in developing super-resolution methods because it demonstrated
that the miniature contact microlenses capable of broadband imaging can be fabri-
cated by the standard surface patterning techniques [26–28]. The nanoscale lenses
not only can be put in a very close contact with the object, but also give rise to various
near field effects related to their nanosize curvature and small focal distance. The
use of nano-SILs, however, did not provide any significant resolution improvement
over the immersion effect.

In 2011, the imaging through dielectric microspheres in contact with an object
was demonstrated [29]. This can be viewed as a natural development of the SIL
concept in which the microsphere forms a magnified virtual image of the object with
a participation of its near fields. This pioneering work immediately captured the
attention of researchers due to significant improvement in quality, optical contrast,
and resolution of the images. Silica microspheres in air were used in [29]. After
that, it was shown that by using semi-immersed microspheres, one can increase the
image contrast [30]. A significant advancement in this area was a proposal [31] of
using high-index (n > 1.8)microsphereswhich are fully liquid-immersed [32–34] or
embedded in elastomeric slabs [35–39]. It made possible FL imaging of subcellular
structures, viruses and proteins in a liquid phase [40–44] and confocal imaging
[33, 45] of structures, which cannot be resolved by conventional microscopes. A
comparison of SIL and microsphercial imaging indeed showed significant resolution
improvement in the later regime [33]. Coated high-index microspheres also showed
subwavelength resolution [46].

Aparticularly important aspect of these studieswas an experimental quantification
of resolution. Initially, it was based on discernibility of small features such as gaps
separating metallic nanodisks or nanoholes in plasmonic arrays [29, 32, 47]. In this
approach, the resolution was associated with the minimal discernable feature sizes in
the optical images of such objects. The problem of this approach can be illustrated,
for example, by taking two touching circular objects. Their image calculated by a
convolution with the point spread function (PSF) shows that the intensity profile
through the centers of the circles actually displays a central dip. If such a dip was
observed experimentally, the simplifiedmethodbasedondiscernibility of the smallest
featurewould have suggested an interpretation that the zero gap between the cylinders
became “resolved” or “discerned”. This clearly illustrates the contradictions and
limitations of this method because it would have meant that the infinite resolution
was achieved. It is clear that this simplified method can be used with extreme caution
and only for semi-quantitative resolution analysis. This was likely the reason for a
broad variation of resolution claims from λ/7 [32] to λ/8 − λ/14 [29] to λ/17 [45],
which were made during the initial development of microspherical nanoscopy.

A more rigorous resolution quantification method for arbitrarily shaped objects
requires taking a convolution with the two-dimensional (2D) PSF. The images need
to be calculated for different PSFwidths and compared with the experimental images
to determine the PSF width providing the best fit for the experimentally observed
images. Based on the Houston resolution criterion, such PSF width can be accepted
as the resolution of the system. This approach is well known in the far-field optics, but
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the similar approach can be used for characterizing the resolution in the case of super-
resolution imaging with the difference that the PSF width in the latter case would
become narrower than the diffraction-limited resolution. Initially, this approach was
realized using simplified convolutionwith 1DPSF [33]. Soon after it was generalized
for arbitrarily shaped objects using convolution with 2D PSF [34, 37].

Experimentally, the resolution depends on many factors: (a) type of the object—
near fields can be resonantly enhanced in nanoplasmonic structures, (b) refractive
indices of themicrolens and surroundingmedium—optimal index contrast for virtual
imaging is within 1.3−1.7 range, but higher background index can facilitate higher
resolution, and (c) type of illumination—confocal can provide a better signal-to-noise
ratio compared to widefield, the excitation of Mie resonances in the microsphere and
special (oblique or coherent) illumination can favor higher resolution. Since in differ-
ent experimental studies these conditions and parameters varied greatly, presenting a
coherent picture of the developments in this area is rather complicated. We selected
only papers which included some resolution quantifications and combined the results
in Table16.1. Besides the resolution values, the table contains the information about
the imaged objects, the size and material of the microspheres, the refractive indices
of the microspheres and the surrounding media, and the type of illumination used.

The main conclusion of Table16.1 is that microspherical nanoscopy provides an
extremely simple and versatile method of imaging which works similar to SIL, but
with somewhat higher resolution. The resolution advantage is particularly well stud-
ied for nanoplasmonic objects where the resolution ∼λ/6 − λ/7 was reproduced in
several studies using rigorous resolution criteria. Microspheres provide good near-
field coupling conditions with the nanoscale objects (sphere-to-object distance below
λ/2) due to small size of the contact area. The drawback, however, is that the field
of view is limited by about a quarter of the sphere diameter [32]. It has been demon-
strated that the field of view can be increased by translating the microspheres by a
variety of techniques [48–52] followed by stitching the corresponding images.

The simplicity of microspherical imaging implies that it can be combined with
practically any other method of resolution enhancement known in standard widefield
microscopy. Combination with the confocal microscopy [33, 45] allows increas-
ing the signal-to-noise ratio. Improving the resolution is also possible in confocal
microscopy, but it requires a significant reduction of the confocal pinhole with the
associated reduction of the signal. Another example is the combination with inter-
ferometric measurements which allows increasing the axial resolution [54–56]. One
more example is the combination with structured illumination microscopy (SIM)
[7–11], especially in the case of plasmonic structures with localized surface plasmon
resonances (LSPRs). This idea was implemented for imaging through microspheres,
where the resolutions ∼λ/10 was reported using localized plasmonic structured
illumination microscopy (LPSIM) with post-imaging processing [57]. A different
approach was developed for imaging nanoscale objects with emission resonantly
coupled to LSPRs in the underlying plasmonic metasurfaces with ultrashort periods
[44]. It can be shown that for periods shorter than 150nm, the coupling to the so-
called surface lattice resonances becomes inefficient in the given detection range,
and the fluorescence enhancement can be achieved due to coupling to the closest
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LSPRs in the underlying array [44] rather than due to collective bandstructure cou-
pling effects. A particularly attractive feature of the latter mechanism is that it does
not require post-imaging processing for reconstructing the super-resolved images.
Most of this chapter (Sects. 16.2, 16.3, and 16.4) is devoted to the theoretical models
of the observed super-resolution and the remaining part (Sect. 16.5) reviews sev-
eral experimental results related to a combination of microspherical nanoscopy with
nanoplasmonics and plasmonic metasurfaces.

16.1.2 Theoretical Modeling

The ability to see deeply subwavelength features through dielectric microspheres
naturally prompted a search for its physical explanation. It was suggested that the
observed super-resolution is related to the ability of microspheres to form photonic
nanojets [29]. If the width of photonic nanojets is strongly subwavelength, then the
image produced by a point source can also be subwavelength. The sharp focus-
ing as the origin of super-resolution was also used in several subsequent studies
[58–68]. However, the quantitative analysis reveals some problems with this anal-
ogy, including the fact that the width of photonic nanojets is not significantly smaller
than the wavelength [69–73]. When the nanojet maximum is away from the surface,
the nanojet width is ∼λ/2. When the nanojet maximum is on the surface, it becomes
narrow and its width can be as small as λ/(2n), where n is the refractive index of the
microsphere. Thus, for typical SiO2 microspheres with index n = 1.46, the width
becomes ∼λ/3 which is significantly larger than the experimental resolution values.
Another issue is that the focusing of light and imaging are two different problems. It
was also suggested that the super-resolution can be related to the transformation of
the evanescent waves to propagating at the curved surface of the microsphere [74].
If this mechanism works, then the microsphere can perform as a near-field probe
similar to that in NSOM.

With the lack of a simple physical explanation of the super-resolution in micro-
spherical nanoscopy, some efforts have been undertaken to model it. The imaging
of a point source near a microsphere was addressed using the multipole expansion
based on spherical harmonics [75]. The theoretical results for a microsphere with
D = 4.74 µm, n = 1.46 showed that one cannot reach sub-100nm resolution using
the standard two-point resolution criterion. Slightly higher resolution, but still below
the values claimed in the experiments, was achieved using microsphere resonances
(the second radial order resonance was considered). The imaging of dipoles near
microspheres was also studied using finite element method (FEM) [76]. The resolu-
tion and magnification were studied for various refractive indices of the microsphere
and the substrate as well as for the different dipole orientations. The resolution of
dipoles was found to be in the range 0.24λ − 0.3λ. It was also suggested that since
small metal nanostructures can emit as some effective dipoles located in their centers,
then the center-to-center separation of 0.24λ between the metal nanostructures can
correspond to a much smaller edge-to-edge distance which was perhaps observed
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in the experiments. An entire microsphere-based microscope system, including both
the focusing (illumination) and imaging subsystems, was studied in [77] using mul-
tipole and plane wave expansions. The resolution of about λ/4 was obtained in the
regime in which the resonant modes of the microsphere are excited.

Coherent effects may affect resolution as well. In the total internal reflection dark-
field microscopy, coherent illumination can give rise to the resolution higher than
the classical limit [78]. The origin of enhancement is related to the out-of-phase
excitation of closely spaced objects and their subsequent re-radiation. Coherent re-
radiation, however, introduces image distortions and artifacts [79]. The problem of
imaging coherent currents through microspheres was considered in [80], where it
was shown that one obtains deeply subwavelength resolution accompanied by image
distortion. Modeling of coherent emission of several closely spaced point sources
located near amicrosphere (in 2Dmodel) using COMSOLMultiphysics also showed
the capability of their resolution when the emission phase is shifted by π between
the neighbors [81, 82].

Usingmicrospheres that provide a high- index contrast relative to the environment,
such as n = 2 microspheres in the air, gives rise to some interesting effects. In
particular, one obtains images of objects when focusing the microscope objective
just above the particle in the upright system. The resolution can reach about λ/4 if
the illumination is tuned at the wavelengths of the internal microparticle resonances
[83]. This means that the resolution enhancement does not come only from the
immersion effect.

In this chapter, we present an analysis of the performance of microspherical
nanoscopy using various models. In Sect. 16.2 we begin with a simple geometrical
optics. In Sect. 16.3 we move to imaging point sources emitting near microspheres,
as in the classical approach used for resolution definition. In Sect. 16.4 we quantify
the resolution in terms of the SIL concept. We also discuss the possible role of coher-
ence. In Sect. 16.5, we consider the combinations of microspherical nanoscopy with
nanoplasmonics and plasmonic metasurfaces, which represent the most advanced
way of increasing the resolution far beyond the classical diffraction limit.

16.2 Geometrical Optics of Contact Microspheres

Geometrical optics provides the basic understanding of imaging and, therefore, it
is useful to apply it to microspherical nanoscopy. Certainly, its results have to be
treated with caution. While the size 2−20 µm of typical microspheres exceeds the
typical operatingwavelengths λ ∼ 600nm, it may not be sufficiently larger than λ for
the geometrical optics approximations. On the other hand, rather large microspheres
with sizes ∼60 µm are also used [58].

In the approximation of geometrical optics, a point-like source near amicrosphere
emits rays, see Fig. 16.1b. The ray paths can be found directly using the Fresnel
refraction formulas. Upon exiting the microsphere, the rays are focused by the lens
on the detector. Extending the exiting rays backwards, the location of the virtual
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D of the virtual image. c Geometry used for the rigorous calculation of the image produced by the
current source j0 emitting near the microsphere. Reproduced from [53] with permission of the
American Physical Society

image is obtained. If the plane of focus for the external imaging system (lens and
detector) coincides with the plane of the virtual image, exactly the same image
(except for possible inversion and magnification) will be formed on the detector.
The backward propagated rays do not intersect in one single virtual point. Instead,
their multiple intersections lie close to each other and form a spot. This corresponds
to the presence of aberration. The spot area depends on the location of the original
point source and the angular spread of the rays. For the parameters used in Fig. 16.1b
the spot size is quite small.

The dependence of the virtual plane location xv on the point-to-microsphere dis-
tance d for several values of themicrosphere refractive index ns is shown in Fig. 16.2.
In all cases, the virtual image locationmoves from themicrosphere quite rapidly with
increasing d. For example, for ns = 1.4 the relative distance |xv|/R − 1 of the virtual
plane changes from 1.34 to 1.97 when d/R increases from 0 to only d/R = 0.1. For
higher ns , the change is even more rapid. One can also calculate the magnification
M which is defined as the transverse displacement of the virtual point divided by the
displacement of the emitting point. Increasing d also increases magnification, see
Fig. 16.2b. However, even for d = 0 and ns = 1.4 one obtains M = 2.3. One can
also obtain the magnification M from a simple formula

M = − |xv|
R + d

, (16.1)
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where xv is the position of the virtual plane. The minus sign in (16.1) denotes the
image inversion. Calculating xv one can arrive at the following formula [37]:

M = − nr
2 − nr − 2(nr − 1)d/R

, nr = ns
nb

. (16.2)

As shown in Fig. 16.2, the results of (16.1) agree very well with the values calculated
numerically using ray tracing. Note that both xv and M diverge at some nr . For
d/R = 0, the divergence takes place at nr = 2. For d/R > 0, the corresponding
value of nr decreases.

16.3 Diffractive Optics of Contact Microspheres

16.3.1 Wave Scattering and Focusing

The interaction of microspheres with incident light allows one to understand the
role of illumination in microspherical nanoscopy. As a simple theoretical model we
can limit the treatment by considering a 2D geometry in which the fields and the
dielectric constant do not change along the z direction, see Fig. 16.1c. We consider
the transverse magnetic (TM) field with {Ex , Ey, Hz} components. The 2D case is
sufficient to understand the basic wave optics effects.

Assuming a plane wave incident on the particle, we can expand the fields into
the cylindrical functions inside and outside the particle. After matching the fields
by the boundary conditions we can find the expansion coefficients. This allows one
to obtain the scattered fields. The scattering cross section is shown in Fig. 16.3a. It
shows large-scale oscillations and small narrow peaks. The large-scale oscillations
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are related to the interference of the light passed through the particle and through
the background and have a period of D/λ ≈ 1/(ns − nb) = 2.5. The small narrow
peaks are signatures of various resonances excited in the particle. The resonances
are characterized by their radial and azimuthal numbers. For small radial numbers
and large azimuthal numbers the resonant fields propagate near the periphery of the
particle. Such modes are referred to as whispering-gallery modes (WGMs). Despite
quite significant Q-factors, the resonances are barely seen due to their weak coupling
to the incident plane wave. However, emitters in the proximity of the particle can
provide a much larger efficiency of WGM excitation, as illustrated in Fig. 16.3b.

Besides the ability of dielectric particles to support resonant modes, they are
also capable of focusing the incident light. Such focusing is similar to that of an
ordinary lens. The focused field distributions in the case of microspheres are often
referred to as photonic nanojets [69, 73, 84]. The focusing properties depend on the
relative size parameter kR and refractive indices ns and nb. The jets can be formed
with or without resonances in the particle [72]. For small particles, the maximum
of the jet intensity is located near the particle surface. With growing size parameter
kR, the maximum moves away from the surface. Typically, the transverse width
of the field intensity at maximum is about λ/3 − λ/2. Initially [29], the ability to
form nanojets by microsphere was proposed to be directly related to super-resolution
properties based on the analogy with the reciprocity principle in optics. However,
the discrepancy between the rather large nanojet width and the imaging resolution of
about λ/6 − λ/7 [34] shows that this analogy is incomplete and that the calculation
of photonic nanojets is not a substitute for the resolution analysis.
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16.3.2 Point-Source Emission and Field Distribution

The classical resolution theory is based on finding the images of point-like emitters.
It is interesting to apply this model to microspherical imaging by solving rigorously
the Maxwell equations. This accounts for various near-field effects related to the
subwavelength gaps between the object and particle. To do so within a 2D theory
one can take a point-like current source located near the dielectric particle:

J(x, y) = j0 ŷδ(x + R + d)δ(y), (16.3)

where j0 is the amplitude of the current, δ(ξ) is the Dirac delta function, and the unit
vector ŷ defines the current polarization. To find the field created by current (16.3) we
can also apply the standard series expansion into the cylindrical functions. Bymatch-
ing the fields at the particle surface we can find the expansion coefficients. Using the
fields, one can calculate the emitted power, which is shown in Fig. 16.4a. For non-
resonant frequencies, the power dependence on the gap d shows some oscillations
around P/P0 ∼ 1 related to interference. The corresponding field distribution, see
Fig. 16.4d, shows the divergence at the particle location as expected for a point source.
At resonance, the emitted power increases very strongly as the source approaches
the particle surface. This corresponds to a very efficient excitation of the WGMs
which is seen from the field distribution in Fig. 16.4c. Such redirection of power
into resonant modes can significantly affect the imaging properties. The asymptotic
far-field behavior

Hz(x, y) = f (ϕ)√
kbρ

eikbρ−iπ/4 (16.4)

where kb = nbk and k = ω/c, allows one to find the angular distribution function
f (ϕ) from the expansion. The power is emitted at all possible angles and can be
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represented as

P =
2π∫

0

dϕ p(ϕ), p(ϕ) = c2

2πωεb
| f (ϕ)|2, (16.5)

where p(ϕ) is the angular power density and ϕ is the angle with respect to the x axis.
Figure 16.4(b) shows p(ϕ). In the absence of the particle, the power distribution
is p(ϕ) ∼ cos2 ϕ. In the nonresonant case, the power emission in the upper half-
space becomes narrow and multiple lobes appear. In the resonant case, the emission
distribution also shows rather narrow but small peaks, which can be attributed to the
reemission of the standing WGMs excited in the particle.

16.4 Microsphere as a Solid Immersion Lens: Resolution
Analysis

16.4.1 Imaging of a Point Source

A basic characteristic of any imaging system is the response to a point source, called
the point spread function (PSF). For incoherent imaging, it is sufficient to know
the image intensity created by a point source. For coherent imaging, one needs the
complex field distribution which includes the magnitude and phase of the created
field on the detector. The knowledge of PSF allows one to find the incoherent images
created by extended objects by performing the convolution of the PSF and the objects.

Here we discuss the PSF of a microsphere lens within our 2D model. To achieve
this we can take the far-field distribution f (ϕ) created by current source (16.3). The
propagating field in the background material can be represented as

Hz(x, y) =
∫

|g|<kb

dg eihx+igy H̃z(g), (16.6)

where H̃z(g) is the Fourier component and g2 + h2 = k2b . Evaluating the integral
in (16.6) asymptotically at ρ → ∞ and comparing with (16.4) give us the Fourier
component

H̃z(g) = f (ϕ)√
2πkb cosϕ

, g = kb sin ϕ. (16.7)

An objective lens collects the far field and forms an image on the detector. For an
ideal objective lens with NA = 1 and without magnification the image is equivalent
to the intensity distribution of the backpropagated far field in the plane of focus
(defined by x). The knowledge of H̃z allows us to formally backpropagate the field
to any point in space and find the image intensity
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axis x is the plane-of-focus coordinate and the horizontal axis y is the location in that plane. The
black dots show the sources and the circles show the microparticles

I (x, y) = |Hz(x, y)|2. (16.8)

The backpropagated field at some location differs from the actual field there since
this procedure is equivalent to image formation and is not a solution of an inverse
scattering problem. If the far field is generated by some sources in free space, the
sharpest image is observed when the plane of focus passes through the sources. Thus,
by scanning over various positions x of the plane of focus we search for the location
of the far-field sources. Generally, such scanning mimics finding the sharpest image
in experimental microscopy. Any magnification of the objective lens only scales the
image on the detector, i.e., along y.

Typical images of point objects are shown in Fig. 16.5. The geometrical optics
formulas for d/λ = 0.1 predict the virtual images at xv/λ = 4.67 for D/λ = 3.5,
at xv/λ = 8.56 for D/λ = 6.85, and xv/λ = 12.0 for D/λ = 9.8. These numbers
agree rather well with the maxima of the virtual images in Fig. 16.5. The resonant
case, D/λ = 6.735, shows rather significant deviation from the geometrical optics
result xv/λ = 8.42.

To evaluate the resolution qualitatively Fig. 16.6 shows the cuts through the PSFs
in Fig. 16.5. For the plane-of-focus values near the particle, the images show mul-
tiple lobes which significantly reduce the image recognition. Rather away from the
particle, near the locations of the virtual images, the PSF consists of a single peak.
The resolution can be found as the width of the peakW divided by the magnification
M . The results of image analysis at various plane-of-focus positions are collected
in Table16.2. The resolutionW/(Mλ) is around 0.42 − 0.45 and is comparable for
small D/λ = 3.5 and larger D/λ = 6.85, 9.8 particles. In the resonant case, one
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Table 16.2 Properties of images shown in Fig. 16.6 at various sizes D/λ and plane-of-focus (virtual
plane) positions x for a fixed d/λ = 0.1. W is the width of the image, M is the magnification

D/λ −x/λ W/λ M W/(Mλ)

1 3.5 2.843 0.635 1.54 0.413

2 3.5 5.545 1.30 3.00 0.433

3 6.735 4.707 0.435 1.36 0.320

4 6.735 9.836 0.998 2.84 0.352

5 6.735 12 1.21 3.46 0.348

6 6.85 7.921 1.04 2.25 0.462

7 6.85 12 1.49 3.40 0.438

8 9.8 12.52 1.12 2.50 0.446
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Fig. 16.7 Images created by two incoherent point sources individually and their superposition for
several parameter sets listed in Table16.2. In the legends, the values y/λ are the displacements of
the sources from the optical axis and x/λ are the plane-of-focus locations

can obtain some enhancement up to W/(Mλ) ∼ 0.32 but multiple sidelobes may
significantly reduce the image quality. This value can be further increased if imag-
ing performed in immersion mode εb �= 1 using high-index microparticle. With the
immersion enhancement equal to

√
εb ≈ 1.3 − 1.5 the resolution values obtained

from the classical incoherent theory change from ∼λ/4 to ∼λ/5.6 (for the same
index contrast 1.4). However, they still remain worse than the resolution of λ/7
estimated from the experiments.
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Figure16.7 shows the images obtained for several cases listed in Table16.2 when
the two incoherent sources are separated by the corresponding values of W/(Mλ)

which are defined as resolution. In all cases, the images form a weak but noticeable
dip in the center indicating the possibility to resolve the sources. However, in the
resonant case, Fig. 16.7a, the image of the two sources have significant artifacts in
the form of the sidelobes.

16.4.2 Coherent Versus Incoherent Imaging

The results of the classical imaging theory based on point emission near themicropar-
ticle predicts resolution which is worse than the experimental values even if we take
into account the increase of the background index in the case of high-index liquid
immersed microspheres. However, there can be factors that may play a significant
role in microspherical imaging and yet are left out of this basic theory. One of such
factors is the presence of coherence. Coherent illumination in total internal reflec-
tion dark-field microscopy results in subwavelength resolution of 190nm fluorescent
polystyrene beads [78]. However, the resolution enhancement comes at a price as
the images become distorted [79]. In [80], the role of coherence in microspherical
imaging was also studied using the model of coherent current sources emitting near
a microsphere. References [81, 82] studied the imaging of multiple point sources
which emit in some specific phases.

To illustrate the role of coherence, Fig. 16.8 compares the images of two sources
separated by λ and emitting incoherently and coherently. The incoherent sources can
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be resolved if the plane of focus is below x/λ ≈ −7. The in-phase source cannot
be resolved at all for the given parameters. The out-of-phase sources clearly create
images with the best resolution. In fact, the resolution persists if one moves the
out-of-phase sources significantly closer but the emission intensity reduces quite
drastically and the peak-to-peak distance will not be equal to the distance between
the sources. The coherent emission is likely to be present when imaging plasmonic
structures.

16.5 Beyond Solid Immersion Lens: Plasmonic
Contributions

Previous analysis in this Chapter is based on exact numerical solution of theMaxwell
equations and the textbook definition of resolution introduced for incoherent point
sources. Perhaps not surprisingly, we showed that the classical resolution in MN
is reasonably well described by the SIL concept. It should be noted that the SIL
concept has been introduced in the beginning of the 1990s for hemispherical and
superspherical lens shapes which have the advantage of collecting the light from
the object in half of the space with index n >1, meaning that θ approaching π/2
in the Abbe’s limit λ/(2n sin θ). These lenses are represented by hemispheres and
truncated spheres, respectively, and they have a flat base which should be closely
attached to the substrate to provide the optical near-field coupling conditions with
the object located on this substrate. Similar concept can be applied for imaging by
dielectric microspheres. Due to their compact size, however, they have much smaller
near-field coupling region with the substrate. At first glance, it can be viewed as a
disadvantage of microspheres due to the resulting field of view being limited by a
quarter of their diameters. However, the smallness of the contact region simplifies
the minimization of the object-to-lens distance enabling better near-field coupling.
Also, the spheres can be translated along the substrate by a variety of techniques, and
the corresponding super-resolved images can be stitched increasing the field of view.
Another potential concern regarding the resolution comparison of MN with hemi-
spherical and superspherical SILs is related to spherical aberrations of microspheres.
However, for mesoscale spheres, the problem of imaging can be solved exactly using
numerical methods which means that the images are calculated taking into account
all aberrations.

The results of resolution quantification for microspheres obtained by numerical
solution of the Maxwell equations are found to be in a reasonable agreement with
the SIL model. The classical resolution of mesoscale silica spheres with n ∼ 1.5 was
found to be close to ∼λ/3. The resolution of high-index (n ∼ 2) liquid-immersed
or slab-embedded microspheres with the same index contrast as silica in air can
be increased up to ∼λ/5.6 in the case of imaging performed under resonance with
WGMs. The nonresonant resolution is slightly lower, but it is still rather close to
the estimations (∼λ/4) based on the SIL model. Coherent imaging under oblique
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incidence or other conditions allow resolving much finer features, but this type of
imaging should not be confused with the classical resolution defined for incoherent
point sources.

It is important to note that although the enhancement of the classical resolution
offered by high-index (n = 2)microspheres can be viewed asmodest, there aremany
straightforward techniques to increase the resolutionmuch further by combiningMN
with a series of ideas and methods developed for increasing the resolution in conven-
tional microscopy. As we discussed above, the MN drawback related to its limited
field of view can be solved by developing the surface scanning technologies. On the
other hand, for each fixed position of dielectric microsphere MN represents a sim-
plest widefield and white light imaging technique similar to standard microscopy.
Another limitation in comparison with the standard microscopy is the fact that MN
works for imaging objects located at ∼λ/2 proximity to the surface of the spheres.
This condition can be realized by reducing the thickness of the samples (by press-
ing slightly the spheres or slabs with embedded spheres into the substrate). In the
case of thick samples, it can be achieved by depositing the investigated biomedical
samples directly on the surface of the microspheres. This can be viewed as a dis-
advantage or a “price to pay” in comparison with the convenience of conventional
microscopy. However, from the pure imaging point of view, MN has all other advan-
tages of conventional microscopy including parallel acquisition with a low-intensity
level not damaging for the biomedical objects. Another advantage is related with its
millisecond dynamical range enabling real-time study of dynamical processes. Most
importantly, it opens a possibility to increase the MN resolution further by com-
bining this technique with the whole series of label-free super-resolution imaging
techniques developed in standard microscopy.

The use of nanostructured plasmonic objects represent the first step on this path,
and from the very beginning MN was applied for imaging nanoholes fabricated in
metal sheets, plasmonic dimers, etc., that resulted in resolution values ∼λ/7 which
far exceeded the resolution limits determined by the classical resolution theory devel-
oped for incoherent point sources. The reasons for increased resolution of nanoplas-
monic objects include stronger near fields with much larger k-vectors which are
intrinsic for plasmons compared to photons in air, especially in the case of reso-
nant excitation of localized surface plasmon resonances. Another important factor is
connected with a coherent excitation of out-of-phase plasmonic oscillations in such
structures which can contribute to the observation of subdiffraction features.

The use of confocal microscopy represents the next step which was taken at the
initial stage of developing MN [33, 45]. Due to the effect of the confocal pinhole,
it allowed to increase the optical contrast and signal-to-noise ratio of the images
obtained through the microspheres which was an important factor in improving the
experimental quantification of resolution in this method. Initially, the resolution of
confocal microscopy was overestimated at ∼λ/17 level [45], however eventually
the resolution ∼λ/7 was demonstrated using convolution with PSF for imaging
nanoplasmonic structures. Another technique was based on nonlinear reduction of
PSF using MN integration with two-photon photoluminescence [85]. This method
was used for imaging dimer gap region where the resolution of ∼λ/7 was demon-
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strated. Onemore technique includes integrationwith interferometricmethodswhich
allowed achieving axial resolution on the order of few nanometers still keeping the
lateral resolution around 112nm for visible light illumination [56].

In this section, we concentrate on one more approach which can be viewed as
the most natural way of enhancing the resolution capability of MN based on inte-
gration with structured illumination microscopy (SIM). At this point, we will move
away from imaging the nanoplasmonic structures themselves and switch to imag-
ing nanoscale objects, for example, dielectric nanospheres or biomedical structures
placed at the top of such arrays. We are primarily interested in situations where
different periodic (or not periodic) nanoplasmonic structures are used in near-field
proximity to the objects of interests to increase the amount of information which
can be used for reconstructing images with high spatial frequencies exceeding the
classical diffraction limit. To this end, we will use examples of using dye-doped fluo-
rescent objects as opposed to label-free imaging. We need to clarify that the physical
mechanisms of super-resolution considered in this Section are not based on spe-
cial nonlinear properties of such FL objects. They were selected only to increase the
brightness and contrast of nanoscale objects selected for the resolution quantification.

We begin in Sect. 16.5.1 with introducing a basic principle of SIM in which the
illumination with an interference pattern is used. After that, we consider a series of
techniques where a similar principle is realized using plasmon-assisted SIM (PSIM),
localized PSIM (LPSIM), and eventually, LPSIM integrated with MN. These meth-
ods can be viewed as far-field techniques based on out-of-plane diffraction caused
by periodic surface modulation. These methods require obtaining multiple images
and post-imaging processing. After that, in Sect. 16.5.2 we consider a method based
on plasmon coupled leakage radiation (PCLR) which allowed a modest twofold
increase of resolution compared to standard microscopy without post-imaging pro-
cessing. Finally, in Sect. 16.5.3 we suggest a novel way of near-field illumination
of objects using plasmonic “hot spots” in short-period nanoplasmonic arrays which
cannot be resolved in the far field, but can contribute to super-resolution imaging of
objects placed in contact with such arrays. For arrays with sufficiently short periods
(<150nm) the coupling to surface lattice resonances becomes inefficient, and more
likely mechanism of imaging is the coupling to the closest LSPRs or “hot spots” con-
taining near fields with very large in-plane k-vectors.We believe that in the latter case
the super-resolution stems from the coupling of the emission of nanoscale objects to
the closest LSPRs in the underlying plasmonic metasurface. In its turn, such highly
localized, plasmonic-mediated emitters are evanescently coupled into high-index
microspheres and form magnified virtual images of such nanoscale objects with the
participation of their optical near fields.

16.5.1 Principles of SIM, PSIM, and LPSIM

In classical SIM the objects are illuminated with a periodically modulated inter-
ference pattern and their high spatial frequency information gets “smeared across
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Fig. 16.9 SIM concept: a If two line patterns are superposed (multiplied), their product will contain
moiré fringes.bRegionof reciprocal space observable by adiffraction-limitedmicroscopeobjective.
c A sinusoidally striped illumination pattern has only three Fourier components. The positions of
the two side components are determined by the period of the illumination pattern. d The observable
region will thus contain, in addition to the normal information, moved information that originates
in two offset regions. e From a sequence of such images with different orientation and phase
of the pattern, it is possible to recover information from an area twice the size of the normally
observable region in k-space, corresponding to twice the normal resolution. Reproduced from [7]
with permission of the Royal Microscopical Society

frequency space” by the Fourier transform of the excitation pattern [7–9], as illus-
trated in Fig. 16.9. The super-resolution stems from themultiple (m) images acquired
at different phase shifts (mϕ) and different directions of illumination fringes. There
are as many equations (images) as there are unknowns (information components)
that allow finding components by inverting an m × m matrix (equivalent to a dis-
crete Fourier transform with respect to ϕ). In this sense, all modifications of SIM
including blind reconstruction [10, 11] use post-imaging processing.

In a more detailed way, such imaging is shown in Fig. 16.10, where several impor-
tant modifications of this method are also illustrated [86, 87]. The escape cone is
represented by the blue circle in Fig. 16.10b showing the range of k-vectors respon-
sible for a diffraction-limited resolution. The radius of this circle is determined by
NA of the imaging system such as a microscope objective or a microsphere oper-
ating in combination with the microscope objective in the case of virtual imaging
through contact spherical microlens. Under structured illumination, themoiré fringes
are formed due to k-vector shift (ksp) determined by the period of the interference
pattern. This means that the information about higher spatial frequencies (larger
k-vectors) of the object is transformed into an escape cone accessible for the far-
field imaging [7–9]. Thus, the principle underlying the super-resolution imaging is
a k-vector shift due to illumination with the interference pattern.

The advantage of plasmonic SIM method (PSIM) [88] is based on much larger k-
vectors (kSPP) of surface plasmon polaritons (SPPs) compared to that for free photons
(kex), as illustrated in Fig. 16.10a. This allows for larger k-vector shift to improve the
resolution compared to SIM.

The amount of k-vector shift can be further increased in localized PSIM method
(LPSIM) where instead of using SPPs the illumination is provided by much smaller
plasmonic nanodisks supporting localized surface plasmon resonances (LSPRs)
which can be coherently coupled giving rise to collective surface lattice resonances
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Fig. 16.10 a Illustrative plot of temporal frequency versus wavenumber for the illuminating laser,
the PSIM method (light gray curve), and the localized plasmonic field (gold star). Here, kLP is
the spatial frequency generated by the nanoantenna array, which can be tuned as desired, within
fabrication capabilities. b Reciprocal space diagram: The collected wavevectors in a traditional
image are limited by the emission wavenumber kem (blue circle). With structured illumination
via localized plasmonic fields, this imaging resolution is enhanced dramatically in a controllable
manner (gold dashed circle, in this specific example). Reproduced from [86] with permission of
American Chemical Society

(SLRs). Besides applications in LPSIM super-resolution imaging, such SLR reso-
nances determine reflection [89, 90], transmission, and emission [91, 92] properties
of such arrays. The amount of k-vector shift is kLP = 2π/a, where a is the period
along a given direction. Such k-vector shift by kLP is illustrated in Fig. 16.10b. Thus,
the amount of the k-vector shift in LPSIM is controlled by the period a, as schemat-
ically illustrated in Fig. 16.10b.

When the array periodicity is on the order of particle resonance wavelength, the
coupling between the diffractive orders of the array and the LSPRs in each indi-
vidual particle will result in a collective SLR [93]. SLRs in plasmonic nanoparticle
arrays show angle-dependent dispersions and have significantly narrower linewidths
compared to LSPRs in the individual particles. Not only the emission can couple to
diffraction orders of grating, but also the incident light in the case of measurements
of reflection or transmission spectra can couple to the band structure of various peri-
odic structures such, for example, as photonic crystal waveguides determining their
resonant optical properties [94, 95].

Principle of LPSIM closely resembles themechanism of resonant enhancement of
the emission due to SLRs [91, 92] schematically illustrated by the photon dispersion
diagram in Fig. 16.11. The emission energy of interest, E = hc/λ, is represented by
the horizontal red line corresponding to the emission wavelength λ = 620nm. The
slope of photonic dispersions is determined by the effective index, neff , of themedium
surrounding the array with the corresponding k-vector represented by neff2π/λ. The
enhanced emission takes place at the points where the red line intersects the folded
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Fig. 16.11 Diagram of energy versus parallel wave vector showing the dispersion of Rayleigh
anomalies and guided modes for a waveguide with refractive index n2 = 1.59 coupled to a lattice
with period a = 238nm between media with n1 = 1 and n3 = 1.52. Dotted lines: Rayleigh anoma-
lies for n = 1.52 and 1.59, thin solid lines: waveguide modes. Vertical purple lines: border of 1st
Brillouin zone. The horizontal red line shows the emission energy of interest. Reproduced from
[92] with permission from the Optical Society of America

dispersions. However, the case shown in Fig. 16.11 illustrates enhanced emission not
in air, but in an adjacent waveguide with index n2 = 1.59 because the corresponding
crossing points actually located outside the light escape cone in the air (this cone
is not shown in Fig. 16.11). This situation is determined by the period a = 238nm
of the array [92]. It is easy to show that by slightly increasing a the emission at
620nm would be provided in the light escape cone and this structure would be
suitable for developing LPSIM. For 1D grating, the corresponding enhancement of
surface emission due to coupling to the band structure takes place under condition
a > λ/(1 + neff). This means that an attempt to increase the resolution of LPSIM by
reducing a faces a cutoff condition. In 2D case, this condition should be reformulated
taking into account the symmetry of corresponding array supporting LSRs [93].

Combination of LPSIMwith microspherical nanoscopy was recently reported for
imaging dye-doped 40nm nanospheres (570nm emission) placed at the top of the
hexagonal array of silver nanodisks with 60nm diameters and 150nm pitch [57]. The
virtual imaging was achieved through 46µm polystyrene (n = 1.59) microspheres
and through 21µm TiO2 (n = 2.1) microspheres. In both cases the spheres were
immersed in water leading to refractive index contrasts 1.2 and 1.58 for virtual
imaging, respectively. The microspheres were manipulated in water by the optical
tweezers. The magnification of TiO2 microsphere was measured to be M = 3.6. The
effective NA of the system increased to 1.45 and the diffraction-limited FWHM
of the image of FL nanosphere under the sphere decreased from 625 to 240nm,
see Fig. 16.12. After LPSIM post-imaging processing, the FWHM decreased, from
240nm under the microlens, to 57nm (∼λ/10), which provided an additional 4.2
times improvement of the TiO2 microlens, as illustrated in Fig. 16.12.
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Fig. 16.12 Quantification of the experimental resolution using the intensity profile of themagnified
FL image of 40nm diameter beads under 21µm TiO2 microsphere through 60× (0.8NA) objective
lens before (blue dashed) and after (red) LPSIM post-imaging processing. The virtual image is
magnified 3.6 times under a TiO2 sphere. The FWHM after LPSIM reconstruction drops to 57nm.
Reproduced from [57], with permission from The Royal Society of Chemistry

16.5.2 Plasmon-Coupled Leakage Radiation (PCLR)

Besides SIM, another inspiration for achieving the optical super-resolution imaging
came from the far-field superlens idea proposed in 2007 [18]. The detailed review
of this idea goes beyond the scope of this Chapter. The principle of far-field super-
lens is based on using a thin (several tenths nanometers) metallic layer adjacent to
the object where the evanescent fields containing high spatial frequency informa-
tion are amplified. After that, the evanescent waves are converted into propagating
waves by the surface grating [18]. The proposal of far-field superlens brought inter-
esting new physics insight in this area and it was inspirational for many groups. It
should be noted, however, that the far-field superlens is narrowband, rather difficult
in fabrication, and, potentially, requires the post-imaging processing.

Recently, a more practical approach termed plasmon-coupled leakage radiation
(PCLR) method was developed to obtain true subwavelength resolution images in
the far field [96]. The principle underlying the PCLR technique is the enhance-
ment of the FL intensity that is transmitted through a 50nm uniform Au layer via
coupling with evanescent waves and the subsequent collection of the transmitted
evanescent-coupled fluorescence by the oil immersion objective lens of a micro-
scope. The physical mechanism relies on the fact that the wavevector of the surface
plasmon-polaritons (kspp) is subtracted from the in-plane k-vector which is added to
the light diffracted by the object, allowing information from smaller features to be
transmitted into the substrate. The PCLR advantages are related to the fact that it is
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Fig. 16.13 SEM a, PCLR b, and WL c images of 35nm thick and 120nm wide Cr double lines
defined on the top of the gold 50nm thick layer. The double-line center-to-center (p) separation is
200nm with an 80nm gap between the lines. d Line intensity profiles for the images shown in (b)
and (c). Reproduced from [96] with permission from the Optical Society of America

a rather broadband method, simple in realization and fabrication, and not requiring
the post-imaging processing. Although the experimental quantification of resolution
was performed only based on aminimal discernable feature sizes, the theoretical esti-
mations predict two times resolution improvement compared to a standard far-field
microscopy for objective with a given NA [96].

The PCLR imaging of two parallel lines (120nm wide each and 50µm long) of
chromium (∼35nm thick) patterned on the top of the uniformAu layer (50nm thick),
with edge-to-edge line separation (�x) of 80nm is illustrated in Fig. 16.13. The
whole sample was then covered with 110nm thick R6G-PMMA. The Cr metal layer
modifies the propagating SPPs in the double-line samples. Figure16.13 shows repre-
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sentative SEM (Fig. 16.13a), PCLR (Fig. 16.13b), and white light (WL) (Fig. 16.13c)
images of a Cr/Au double-line sample.

Although PCLR has not been integrated with microsphere-based imaging yet, we
believe that this method is highly promising in this regard. The limited resolution
advancement in PCLR is related to the absence of the magnification of the image in
a near-field zone where the higher spatial frequencies of the object are contained. A
combination of MN with PCLR can allow additional image magnification required
for further resolution improvement.

16.5.3 Microspherical Nanoscopy Based on Short-Period
Arrays with Small Gaps: Super-Resolution Without
Post-imaging Processing

In previous Sects. 16.5.1 and 16.5.2 we considered different situations when the
nanoplasmonic layer adjacent to the objects was designed to collect the objects’s
near-fields that resulted in super-resolution imaging of these objects. In PSIM
(Sect. 16.5.1), the illumination of the objects was provided with short-period stand-
ing plasmonic waves. In LPSIM (Sect. 16.5.1), the individual LSPRs in nanodisks
were arranged with the wavelength-scale periodicity to provide illumination with
collective SLRs due to out-of-plane diffraction. In PCLR method (Sect. 16.5.2), the
surface plasmon polaritons with large in-plane k-vectors were used to offset the
parallel momentum gained by the diffraction.

The question emerges regarding a principle possibility of using arrays with much
shorter periods where the coupling to SLRs becomes inefficient. In a simple 1D
model, the cutoff condition for coupling with SLRs is a > λ/(1 + neff), where neff
is the index of the surrounding medium. If the gaps are sufficiently small (<20nm),
the coupling between the neighboring LSPRs will create regions of very strong elec-
tromagnetic field enhancement between the metallic stripes in 1D model or between
the nanocylinders in 2D case. Such plasmonic hot spots would not be discernable
by the far-field microscopy. If the period of such nanoplasmonic arrays, which can
be termed plasmonic metasurfaces, is below the cutoff condition, they would pro-
duce illumination of the nanoscale objects located in the vicinity of such arrays with
near fields containing extremely high in-plane k-vectors, however, these illumination
peaks would not be resolvable in the far-field region.

In fact, such formation of strong maxima of the plasmonic near fields between the
Au nanoparticles was observed almost two decades ago [97] using photon scanning
tunneling microscope, see Fig. 16.14. Although this experiment was performed for
1D chains of nanoparticles, similar plasmonic hot spots can be expected in the case of
2D arrays. Theoretically, it is important to know the photon dispersions in such short-
period arrays where strong hybridization of LSPRs can take place. In principle, the
basic properties can be understood based on a tight-binding approximation in 1D [98]
and 2D [99] cases. However, the modeling of LSPR as point dipoles in tight-binding
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Fig. 16.14 a Constant height photon scanning tunneling microscope image recorded above a chain
of Au particles (individual size: 100 × 100 × 40 nm3) separated from each other by a distance of
100nm and deposited on an ITO substrate. A comparison with a numerical simulation b shows that
the bright spots are not on top of the Au particles (the surface projections of the particles correspond
to the white squares). Reproduced from [97] with permission of the American Physical Society

approximation can be considered only for sufficiently small metallic particles with
the radius r < a/3 [99].

Such illumination offers an almost perfect setting for combining with the micro-
spherical nanoscopy where the evanescent waves with high k-vectors produced by
these hot spots are coupled with the objects’ emission and can be collected by the
high-index microspheres, which in turn can be used for creating the magnified vir-
tual images of these objects formed with the participation of their optical near fields
[100].

Recently, this mechanism of imaging based on using short-period nanoplas-
monic arrays with small gaps was tested for imaging dye-doped 47nm polystyrene
nanospheres and F-actin protein filaments placed on top of a series of nanoplasmonic
arrays with the nanocylinder diameter 60nm and various periods 80 < a < 200nm
[43, 44], as illustrated in Fig. 16.15. For imaging FL nanospheres, the barium-titanate
glass microspheres with 8 − 20µm diameters and n = 2.1 (higher titanium content)
were embedded in a cellulose acetate coverslip with an index ∼1.48 at the plastic
softening temperatures. The magnification of the virtual image M = 3.4 was deter-
mined experimentally in this case [44]. The SEM images of arrays with periods
a = 80, 100, 150, and 200 are illustrated in Fig. 16.15a. The corresponding k-vector
diagrams are represented in Fig. 16.15b. These diagrams suggest an analogy with
LPSIM method, however, it is important to remember that for the peak emission
of nanospheres at 530nm, the folding of the band structure into the escape cone
does not take place for the shortest periods a < 150nm according to a simple 1D
model [44]. The folding of the band structure for 2D square arrays requires a more
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Fig. 16.15 a SEM images and b k-vector diagrams illustrating coupling with a square array with
a = 80, 100, 150, and 200nm from top down, respectively. c Setup with the nanoplasmonic array.
d Inverse resolution, λ/w, presented as a function of a, where w is the width of the Gaussian PSF
providing the best fit of the images of 47nm nanospheres. The sequence of elements in the vertical
direction, microsphere object array, in c corresponds to upright microscopy. In the case of using
invertedmicroscope the sequence should be reversed. a and d reproduced from [44] with permission
of the American Physical Society

detailed analysis, however, such periods as 80 and 100nm seem to be too short for
the coupling into the escape cone to take place, as required by the regular LPSIM
[57]. The schematic image of the setup in Fig. 16.15c illustrates an upright version of
MN, whereas experimentally an inverted Olympus IX71 microscope with excitation
provided by a mercury lamp was used with a 100× (NA = 1.35) silicone oil (1.406
index) immersion objective. In inverted microscope, the order of elements of the
setup is reversed in vertical direction compared to that shown in Fig. 16.15c.

The resolution quantification for different array periods is represented in
Fig. 16.15d. The solid immersion lens limit, ∼λ/4.2, is shown by the horizontal
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Fig. 16.16 Comparison of three imaging modalities, a–c without microspheres with the reso-
lution ∼λ/2.2, d–f through microspheres without nanoplasmonic array with resolution ∼λ/3.7,
and g–i through microspheres using nanoplasmonic array with resolution ∼λ/6.8 obtained with-
out post-imaging processing. Imaging is performed by DeltaVision OMX SR microscope with a
60× (NA = 1.35) silicone oil immersion objective. The barium-titanate glass microspheres with
45 − 53 µm diameters and n = 1.9 were embedded in a cellulose acetate coverslip with index
∼1.48. Reproduced from [44] with permission of the American Physical Society

line. It is seen that for longer array periods, a = 150 and 200nm, the resolution is
found to be below the solid immersion limit. However, for shorter periods, a = 80
and 100nm, the resolution was found to exceed the solid immersion limit reaching
the values about λ/6 − λ/7 without any post-imaging processing. The experimen-
tal quantification of resolution was performed by convolution with PSF taking into
account the magnification (M) of the virtual image.

The resolution of this method was further tested using F-actin protein filaments
as an example of 1D objects with the width on the order of few nanometers and the
length of about several microns [43, 44]. For such objects, the width of the image
divided by M directly represents the resolution of the system. For these experiments,
barium-titanate glass microspheres with 45–53µm diameter and n = 1.9 (higher
barium content) were embedded in a cellulose acetate coverslip. The experimentally
determined magnification in this case was M = 2.4 [44]. The array with the minimal
period a = 80nm was used. The imaging was performed using DeltaVision OMX
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SR microscope with 60× (NA = 1.42) oil immersion objective, FL laser excitation
at λ = 525nm and detection at 604 − 644nm.

The comparisonof three imagingmodalities, (i)withoutmicrospheres, (ii) through
microspheres without plasmonic arrays, and (iii) through microspheres using plas-
monic arrays, is illustrated in Fig. 16.16. The analyses of these results show that in the
case (i) represented by Fig. 16.16a–c the resolution∼λ/2.2 is, as expected, below the
diffraction limit determined by the microscope objective. In the case (ii) represented
by Fig. 16.16d–f the resolution of virtual imaging through microspheres ∼λ/3.7
approaches the SIL limit. Finally, in the case (iii) represented by Fig. 16.16g–i the
resolution is found to be∼λ/6.8, similar to imaging of FLnanospheres in Fig. 16.15d.

The results of imaging FL labeled nanospheres and F-actin protein filaments pre-
sented in Figs. 16.15, 16.16 cannot be explained by the regular LPSIM mechanism
because the post-imaging processing was not used in these experiments [44]. In addi-
tion, the bandstructure folding into the escape cone, as it was already mentioned, is
not possible for arrays with periods as short as 80 and 100nm in the range of detec-
tion wavelengths selected in these experiments. It has been hypothesized [44] that
the mechanism of the observed super-resolution is based on the coupling of the emis-
sion on nanoscale objects to the localized surface plasmon resonances (LSPRs) in the
adjacent Au nanodiscs. For sufficiently small gaps between the coupled nanodiscs,
the maxima of the plasmonic near-fields can be located between the nanodiscs [97].
The resonantly enhanced plasmonic near-field peaks with large in-plane k-vectors
are evanescently coupled to high-indexmicrospheres, thus contributing to the forma-
tion of magnified virtual images of FL objects. While the regular LPSIMmechanism
leads to the moire fringes formation with the need to use post-imaging processing,
the proposed mechanism does not require post-imaging processing.

16.6 Conclusion

Microspherical nanoscopy, or imaging by dielectric microspheres placed in contact
with the objects, emerged as amazingly simple and powerful method of increasing
the resolution of standard microscopes. The method does not require any compli-
cated hardware or software—just putting themicrosphere on the top of the object and
finding its virtual image using a standard microscope. Scanning large areas require
translating the microsphere. However, the critical difference compared to such meth-
ods asNSOMorAFMis that insteadof slowpoint-by-point scanningby averynarrow
nanoprobe, the microspherical nanoscopy offers much faster area-by-area scanning
followed by stitching the images obtained for each position of microsphere on the
sample surface. The translation of microspheres can be easily achieved by a variety
of techniques from using movable coverslips with embedded microspheres [35–38,
43, 44] to attaching microspheres to AFM probes [49]. Super-resolved imaging of a
broad range of objects such as metallic and semiconductor nanostructures, surfaces
of central processing units, biological cells, and proteins has been demonstrated.
Microspheres of various sizes and materials located in the air as well as in liquids
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or plastics have been used. Super-resolution has been shown to persist under vari-
ous illumination conditions. This includes transmission and reflection modes with
white light and monochromatic light, scanning confocal mode [33, 45], as well
as structured illumination [57] and imaging mediated by coupling with plasmonic
metasurfaces [43, 44, 100]. These developments should lead to the creation of a new
generation of inexpensive, fast, and very simple optical microscopes with resolution
laying between that of the standardmicroscopes (∼λ/2) andNSOMorAFM systems
(λ/20).

This consideration suggests that the quantification of the resolution is an important
issue for emerging microspherical nanoscopy. Experimental quantification of reso-
lution was performed at various conditions using different criteria and the results
vary in a broad range, as illustrated in Table16.1. The application of rigorous reso-
lution criteria allows one to estimate conservatively that the experimental resolution
of nanoplasmonic objects can reach at least∼λ/6 − λ/7 for virtual imaging through
the microspheres [34, 37, 38]. A similar resolution can be achieved by resonant cou-
pling the FL objects to the localized surface plasmon resonances in the underlying
plasmonic metasurfaces [44, 100–102].

In this chapter,we provided a reviewof theoretical resolution quantification results
for imaging incoherent point sources based on the exact numerical solution of the
Maxwell equations [74–77, 80, 83]. This accounts for several new, compared to the
standard microscopy, effects: near-to-far-field conversion and excitation of WGMs
in dielectric microspheres [53]. The results are quite intriguing and puzzling because
they predict a lower resolution compared to the experimental values observed in
nanoplasmonic structures. For low-index silica microspheres in air, the nonresonant
and resonant resolutions can be estimated as∼λ/3 and∼λ/4, respectively. For high-
index (n = 2) microspheres immersed in liquids or dielectric slabs, the resolution
can be improved by the factor determined by the background index for the same
index contrast [53]. This puts the theoretical resolution in the resonant case closer to
the experimentally reported values. However, this resolution still remains somewhat
lower compared to the experiment and that raises a very interesting question about
the fundamental nature of super-resolution in microspherical nanoscopy.

One way to answer this question is to refer to an enhanced fraction of near fields
in nanoplasmonic structures under resonance with LSPRs in metallic nanodisks and
other similar objects. These objects (or illumination provided in near-field zone of
such objects) are fundamentally different from the dipole emission considered in our
theoretical consideration. It is quite possible that the super-resolution of such objects
is influenced by the increased near fields under resonance with the LSPRs spectral
peaks in nanoplasmonic arrays. One fact which points toward this hypothesis is an
experimental observation that the super-resolution imaging of FL nanospheres at
the top of nanoplasmonic arrays becomes possible only for extremely small gaps
and periods of such arrays [44, 101, 102]. Another fact which strongly supports
this interpretation is a preliminary observation that the resonance between the FL
band of dielectric nanospheres and LSPRs in underlying nanoplasmonic arrays is
indeed required for super-resolution imaging of such objects [102]. However, these
experiments are in their beginning stage and more work is required to prove the
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role of resonantly enhanced LSPRs in achieving super-resolution in microspherical
nanoscopy.

Another way to explain the super-resolution of imaging through the microspheres
is to consider a possibility of coherent or partly coherent phenomena in illumination
or resonant photoexcitation of nanoscale objects. Coherent contributions can stem
from two different mechanisms. First, they can be related to illumination similar to
ROCS microscopy [78, 103] and other similar methods where, as an example, an
oblique illumination is used to produce a certain phase distributions along the objects.
Second, they can stem from the resonant properties of two neighboringmicrodisks or
other similar plasmonic objects which can be resonantly coupled producing bonding
and antibonding modes. Such coupled systems are well known for their photonic
counterparts—photonic molecules [104]. If the objects reemit at the frequencies of
these modes, which can take place naturally in the case of broadband excitation,
the visibility and resolution of different features should change drastically. In-phase
oscillations in closely spaced objects reduce the visibility of the gaps separating these
objects below the classical diffraction limit for incoherent point sources, whereas out-
of-phase oscillations allow one to observe the zero-intensity point in the center of
the gap even for infinitely small gaps [80].

In conclusion, this chapter introduces the basic physical principles of super-
resolution mechanisms in microspherical nanoscopy. It is a dynamic area where
new concepts such as LPSIM [57] and coupling of FL objects to LPSRs in the under-
lying plasmonic metasurfaces [44, 100–102] were proposed recently. The fusing of
nanoplasmonics with photonics imaging mechanisms underlies the developments in
this area toward ever increasing spatial resolution.
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Chapter 17
Microsphere-Assisted Interference
Microscopy

Stephane Perrin, Sylvain Lecler and Paul Montgomery

Abstract Microsphere-assisted microscopy is a new two-dimensional super- res-
olution imaging technique, which allows the diffraction limit to be overcome by
introducing a transparent microsphere in a classical optical microscope. This super-
resolution technique makes it possible to reach a lateral resolution of up to one
hundred nanometres. Furthermore, microsphere-assisted microscopy distinguishes
itself from others by being able to perform label-free and full-field acquisitions and
requires only slight modifications of a classical white light microscope. Extended
to three-dimensional surface measurement through interference microscopy which
has the advantage of providing a high-axial sensitivity, super-resolution topography
or the volume distribution of objects can thus be reconstructed depending on the
interference method employed. This chapter first presents a brief history of optical
microscopy and recent advances in optical nanoscopy. Then, the super-resolution
phenomenon through microspheres is introduced and its performance is described.
Finally, the combination of optical interferometry with nanoscopy based on micro-
spheres, giving microsphere-assisted interference microscopy, is exposed.

17.1 Optical Microscopy and Its Advances
for Super-Resolution

The discovery of optical microscopy and the principle of the power of optical mag-
nification power using an assembly of lenses are usually attributed to Z. Jansen in
the 1590s, despite the fact that this claim reveals a confusion due to the year of
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birth of the Dutch optician being in reality in 1585 [1]. The precise origin of optical
microscopy may thus be difficult nowadays to determine. We can, however, assign
the observation of biological elements (e.g. bacteria and structures of plants) through
an optical lens arrangement, for the first time, to A. van Leeuwenhoek [2]. His work
was attested and simultaneously improved by R. Hooke who published the first book
on microscopy in 1665 [3]. At that time and right up until the nineteenth century, the
performance of the optical microscope was abstract and the notion of resolution was
still unknown.

17.1.1 From Diffraction-Limited Optical Microscopy

It was only in the mid-1860s that the scientific community took a particular interest
in the understanding of the concept of resolution and its limits. For the first time, in
1869, the diffraction of light was explicitly mentioned as a probable reason for the
resolution limit [4]. This assumption was further promoted in 1873 by E. Abbe who
considered the object to be visualized as a sum of periodic diffraction elements [5].
E. Abbe described in words that at least two orders of a periodic object (e.g. the +1
and −1 orders of a diffraction grating) should be collected by the objective lens in
order to resolve its features. In 1876, H. von Helmholtz confirmed the Abbe theory
through a mathematical demonstration of the resolution limit [6], leading to the first
expression of the spatial resolution of an optical microscope:

δx,y = λ

n sin (α)
(17.1)

Where λ is the wavelength of themonochromatic light source in air, n is the refractive
index of the surrounding medium (e.g. in air, in water or in oil) and α is the diffrac-
tion angle of the smallest discernible periodic object, i.e. the half-angle of the light
collection cone. According to this theory, the details of the object having a spatial
period finer than δx,y are thus not resolved by the microscope and the high-frequency
information is thus lost. At the same time, H. von Helmholtz showed that (17.1)
requires a factor 1/2 when the illumination light source is incoherent (the term λ

could thus be replaced by λ0, the central wavelength of the broadband light source)
[6]. In 1881, the term numerical aperture (N A) of the objective lens appeared and
was introduced as the sine of the angle α multiplied by the refractive index of the
working medium n [7]. In addition, E. Abbe reported a twofold increase in the lateral
resolution by using oblique coherent illumination, yielding the famous definition of
the lateral resolution:

δx,y = λ

2 N A
(17.2)

Here, in (17.2), the angle of the illumination cone is assumed to equal the angle α.
Following this, A. Köhler suggested an enhancement of the illumination conditions



17 Microsphere-Assisted Interference Microscopy 445

by using an even illumination of the object using an arrangement of lenses and
diaphragms [8].

In addition in [6], H. von Helmholtz also discussed a second spatial resolution
criterion which was determined previously by Lord Rayleigh in 1874 [9]. Unlike E.
Abbe who assumed the object to consist of diffraction gratings, Lord Rayleigh and
H. von Helmholtz considered the object as a sum of emitting point light sources.
Lord Rayleigh defined the lateral resolution in the focal plane of an imaging sys-
tem as the distance between the intensity maximum and the first intensity minimum
of the diffraction pattern of a bright point source. In 1896, Lord Rayleigh signifi-
cantly described his criterion of lateral resolution [10] using the previous work of
G. B. Airy on the diffraction of light by a circular aperture [11].

δx,y ≈ 1.22
f λ

D
≈ 0.61

λ

N A
(17.3)

From (17.3), N A can be retrieved through the focal length of the imaging system
f and its pupil diameter D. Moreover, Lord Rayleigh highlighted the influence of
imperfections on the imaging quality. In reality, the microscopes of the time were
not able to reach the theoretical resolution due to the associated optical aberrations.
Concurrently with these optical studies occurred the manufacturing of high-quality
optical components (e.g. with the development of new types of glass by the German
company Glastechnische Laboratorium Schott & Genossen). In 1879, O. Schott and
E. Abbe achieved in making the first abnormal dispersion glass in order to correct the
spherical aberrations for severalwavelengths [12] and, in 1886, the first apochromatic
microscope objective [13]. Nowadays, the majority of optical microscopes are able
to form aberration-free images in the so-called diffraction-limited imaging systems.

Other resolution criteria exist such as the Sparrow criterion based on the contrast
response of a photodetector [14] and the Houston criterion based on the full width at
half maximum (FWHM) of the point spread function (PSF) of the imaging system
[15]. One of them, in particular, became prominent in optical microscopy (and con-
firmed by the work of E. Abbe): the Fourier criterion through the measurement of
the system’s frequency response [16]. Introduced in 1946 by P. M. Duffieux, Fourier
optics makes the analogy with analogue electronic systems and is based on diffrac-
tion as well as the propagation of light [17]. Indeed, this powerful method allows the
characterization of an entire imaging system through the measurement of its transfer
function, enabling both performance (e.g. the resolution) and imaging quality (e.g.
the optical aberrations) retrieval. In 1960, V. Ronchi highlighted the importance of
considering both the sensitivity of the sensor and the illumination conditions, in order
to determine the resolving power of an imaging system [18] (Fig. 17.1).

Despite a decrease in the wavelength of light λ or an increase in the refractive
index of the surrounding medium in order to achieve a better lateral resolution, this
key parameter in the classical optical microscope is still limited by the diffraction
of light, i.e. a maximum of λ/2 in air. Typically, a perfect diffraction-limited optical
microscope is able to resolve details with 300 nm of size over a lateral field of view
(FOV) of 100µm.The problem is that the higher frequency components of the details
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Fig. 17.1 Lateral resolution limit in classical optical microscopy. Reproduced with permission
of The Royal Swedish Academy of Sciences © Johan Jarnestad/The Royal Swedish Academy of
Sciences

of the object, i.e. the evanescent waves emanating from it, decay exponentially in
the positive refractive index surrounding medium and are thus not collected by a
conventional microscope objective.

Fourier optics brought a real enthusiasm to the scientific community since it
showed the tantalizing potential of being able to go beyond the optical cut-off fre-
quency [19]. Furthermore, the need to visualize elements that were smaller and
smaller made it possible to develop several sub-diffraction-limited techniques [20]
which are nowadays identified as super-resolution imaging techniques [21], all of
those that are able to go beyond λ/2.

17.1.2 To Super-Resolution Optical Microscopy

Although the notion of optical nanoscopy arose much earlier, it was only brought
to the forefront with the Nobel Prize for Chemistry in 2014 through super-resolved
fluorescence microscopy and single molecule localization microscopy [22]. The dif-
ference between these two super-resolution imaging techniques are that in the first,
there is a real improvement in the resolving power, whereas the second uses super-
localization in order tomap details to a higher resolution using unresolvedmolecules.
Sub-diffraction-limited techniques can hence be classified in different categories
according to their illumination/detection method, i.e. near-field or far-field imaging,
and to their linear (or nonlinear) spatial and temporal response of the sample [23,
24] (see classification of nanoscopy techniques in Fig. 17.2).

Scanning near-field optical microscopy The concept of super-resolution imag-
ing dates back to the 1920s with the notion of ultramicroscopy [25]. E.H. Synge
suggested placing an orifice at a few hundred nanometres from the surface of the
sample in order to collect the evanescent waves. Then, the probe or the sample would
be laterally displaced to perform a 2D image [26]. It took fifty years for this con-
cept of scanning near-field optical microscopy (SNOM) to emerge [27] and, in the
1980s, the microscopist community became enthusiastic about this sub-diffraction-
limit imaging technique, leading to new designs of SNOM devices [28–31], variants
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Optical Nanoscopy

Perfect lens
Hyperbolic lens
Microsphere

Resolved Detected Full field Scanning

Far field Near field

SNOM / PSTM

FRET

LST
SEEC
TSOM

CSM
4Pi
SIM

TIRF
PSM
CSI
DHM

TDM

STED

AxialLateral AxialLateral

PALM
STORM

Fig. 17.2 Classification scheme of optical nanoscopy techniques according to their acquisition
method. Lateral or axial improvement in spatial resolution is considered in the classification, as
well as the techniques requiring labels or markers (in the green areas). The imaging techniques
written in bold characters are used for microsphere-aided interference nanoscopy (see Sect. 17.3).
More details on the classification of the optical nanoscopy techniques are reported in [24]

(e.g. of photon scanning tunnelling microscopy (PSTM) [32, 33] or Förster reso-
nance energy transfer (FRET) microscopy [34, 35]), and a better understanding of
the principle [36, 37]. The only limit of the lateral resolution of SNOM was the
diameter of the probing aperture which can reach around 20 nm in ideal cases [38].

Confocal microscopy Shortly before the invention of the LASER, confocal
microscopy (CSM) appeared in the patent filed by Minsky [39], despite its prin-
ciple being previously pointed out in 1940 by H. Goldmann for ophthalmology [40]
and in 1951 by Koana [41]. This far-field scanning imaging technique enables an
increase of the lateral resolution of 1.5 times compared to standard opticalmicroscopy
by spatially filtering both the illumination and imaging rays using point detection.
However, the axial resolution was still low. J. C. R. Sheppard (in 1991) [42] and
S. Hell (in 1992) [43, 44] proposed thus to illuminate the sample by a coherent light
source and then collect the fluorescence beam using two opposing objectives. This
double-pass CSM configuration, known as 4Pi confocal fluorescence microscopy,
referring to the solid angle in 4Pi holography [45], leads to constructive interference,
and reduces the axial PSF by a factor of 5 compared to confocal microscopy. At the
beginning of the 2000s, the enhancement of computing power allowed the discovery
of the focusing effect in the near field of dielectric particles, i.e. the photonic jet
[46, 47]. This phenomenon concentrates light in a sub-diffraction-limit progressive
beam. Indeed, the waist of the photonic jet beam has a size of around λ/3 in air,
enabling the enhancement of the optical performance in confocal microscopy [48],
Raman microscopy [49] and photoacoustic microscopy [50].

Structured illumination microscopy At the beginning of the 1960s, the prin-
ciple of structured illumination microscopy (SIM) was reported for the first time
by W. Lukosz et al. [51] and reinvented in 1992 by P. C. Sun et al. [52]. Easy to
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implement, SIM consists of illuminating the sample with a sinusoidal pattern and
recording at least three angle-shifted images. The period of the periodic excitation
pattern is chosen to shift the inaccessible high-frequency components within the
passband of the conventional optical transfer function (OTF). Using the computa-
tion optical sensing and imaging (COSI) approach, the high-resolution information
is extracted and the image is then reconstructed using a deconvolution of the sam-
ple with the illumination pattern in Fourier space [53]. The first convincing results
with linear SIM have shown a real enhancement of the lateral resolution and an
overcoming of the diffraction limit by a factor of two [54, 55].

The diffraction of light limits not only the lateral resolution but also the axial
resolution of optical microscopes where its limit can be expressed as:

δz = λ

n [1 − cos (α)]
(17.4)

Generating an interference pattern along the third dimension, i.e. above and below
the focal plane, thus allowed the axial resolution to be improved [53].

Metamaterial-superlens-based microsopy V. G. Veselago reported in 1967 the
advantage of the use ofmaterials with negative refractive index in order to record both
the near field and the far field from the surface of an object [56]. Thirty years later,
J. B. Pendry highlighted electromagnetic resonances to create negative refractive
index lenses (n = −1) [57] and then (re)proposed the concept of the perfect lens by
collecting both the propagative and evanescent waves with a flat lens placed close
to the object surface [58]. Nevertheless, materials having both a negative dielectric
permittivity and a negative magnetic permeability do not exist in the natural state,
making it necessary to require metamaterials to create super lenses [59, 60]. The
experimental demonstration of this new super-resolution imaging technique appeared
shortly afterwardswith the enhancement of the near field ofmicrowaves [61, 62]. The
limitations of the technique were finally discussed by Smith et al. [63]. Afterwards,
metal-based flat super lenses began to emerge [64–66] followed by the hyperbolic
metamaterial lenses [67, 68].

Stimulated emission depletion microsopy In 1986, stimulated emission deple-
tion (STED) microscopy was introduced through a patent filed by Okhonin [69].
Then, in 1994, S. Hell revealed the principle of STED, enabling a lateral resolution
of 30 nm to be reached in the far field [70] and, further, the first experimental imple-
mentation of the fluorescent-label-based technique in 1999 [71]. The aim of STED
microscopy consists of narrowing the PSF of the point-to-point system by depleting
the fluorescence from the outer plane of the focal point and thus leaving the centre
active to emit fluorescence [72]. Therefore, a phase mask is placed in the deple-
tion arm so as to make possible the altering of the functions of the pupil. In STED
microscopy, the lateral resolution depends not only on the wavelength of the light and
the N A of the imaging system but also on the saturation irradiance of the depletion
incident beam. The need for high exposure irradiance (∼1 kW/cm2) nevertheless
damages the sample, as in single-molecule microscopy [73] which can perform a
lateral resolution of 20 nm using around 50 W/cm2 of surface power density.
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Tomographic diffractive microscopy With tomographic acquisitions, tomo-
graphic diffractivemicroscopy (TDM) is based on the principle of digital holographic
microscopy (DHM) in which interferometry enables the axial resolution to reach a
few tens of nanometres [74]. However, the lateral resolution in DHM is still lim-
ited by the diffraction of light, and in this case requires a coherent light source, i.e.
δx,y ∼ λ [75]. TDM achieves an improvement in the lateral resolution by varying the
illumination angle of the plane wave [76–78]. By performing multiple incident illu-
minations, the numerical aperture of the interference system appears thus enhanced
in the Fourier domain and, further, the coherent noise is averaged, providing a higher
SNR [79]. TDM allows the reconstruction of the volume of the sample using an
adapted model of diffraction [80, 81] with a lateral resolution that is twice as high as
that in DHM. It was shown that a decrease in the wavelength of the light to 405 nm
allows TDM to visualize objects 90 nm of size [82].

Total internal reflectionmicroscopy In 1981, D. Axelrod used the idea proposed
by E. J. Ambrose on total internal reflection [83] in order to increase the axial
resolution of biological imaging systems [84]. A transparent prism is placed above
the surface of the sample andonly the evanescentwaves generated at the glass–sample
interface allows the illumination of the sample. Thismethod is known as total internal
reflection microscopy (TIRFM) and makes it possible to excite an interface to within
a few 100 nanometres depth, corresponding to the decay in the evanescent field. This
provides the advantage of removing the out-of-focus fluorescence signal, resulting in
a higher signal-to-noise ratio [85]. An axial resolution of 100 nm can thus be achieved
which is smaller than the diffraction limit. Nevertheless, the gain in resolving power
is only along the optical axis. In fact, the lateral resolution is still limited by the
diffraction although an immersion objective lens collects the fluorescence far-field
information. Exploiting the performance of SNOM, the emanating evanescent waves
were therefore recorded with a high-lateral resolution, leading to scanning tunnelling
optical microscopy (STOM) [32, 86].

Laser scanning tomography At the end of the 1980s, the group of J. P. Fillard
at the University of Montpellier (France) was one of the first groups to develop the
notion of optical nanoscopy [87]. In order to study defects inside silicon and the
key semiconductor alloys at the root of the communications and semiconductor light
source revolutions, several techniques were developed that allowed the observation
and study of nanometre-sized structures without resolving them. For example, laser
scanning tomography (LST) [88, 89] used the very high contrast of dark-field illu-
mination with a focused laser beam orthogonal to the viewing direction, now known
as light sheet microscopy [90], to map micrometre-sized microprecipitates in 3D.
The technique was even able to show distributions of 10 nm-sized microprecipates
within annealed gallium arsenide [91]. Bymeans of image processing, phase contrast
microscopy was able to show up the effect of pinning of looped dislocation paths in
gallium arsenide by individual micropreciptates [87]. The atomic sized defect was
indirectly visible due to it being extended in one direction and forming a stress field
that modified the surrounding refractive index sufficiently for the path to be dis-
cernible. Since then, many other optical nanoscopy techniques have been developed
for studying and measuring nanostructures without resolving them, such as surface-
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Table 17.1 Summary of performance of super-resolution optical techniques

Technique Method Typical resolution Requirements

4Pi microscopy Constructive
interferences

200 nm (laterally)
100 nm (axially)

• Lateral scanning
• Degree of freedom
for alignment

CSMa Spatial filtering in the
far field

200 nm (laterally)
500 nm (axially)

• Lateral scanning
• Limitation of the
imaging depth

SIMb Shift of the object
spectral components

100 nm (laterally)
300 nm (axially)

• Resolution—SNR
trade-off

• Sensitive to
out-of-focus

• Cut-off frequency
limit = 4 NA/λ

SNOMc Near-field local
probing

40 nm (laterally)
10 nm (axially)

• Low working
distance (< λ)

• Limitation of the
imaging depth

• Lateral scanning

STEDd Non linear response of
fluorophores

40 nm (laterally)
200 nm (axially)

• Photo-induced
toxicity of sample

• Complex to
implement

• Lateral scanning

Super lens Perfect lens with
negative index

100 nm (laterally)
100 nm (axially)

• Difficult to fabricate
• Monochromatic
illumination

TDMe Multiple angular
illuminations

100 nm (laterally)
10 nm (axially)

• Slow refractive
index gradient

• Multiple acquisitions
aConfocal scanning microscope, bStructured illumination microscopy, cScanning near-field optical
microscopy, dStimulated emission depletion microscopy, eTomographic diffractive microscopy

enhanced ellipsometric contrast microscopy [92], and through focus scanning optical
microscopy [93] (Table 17.1).

Microsphere-assisted microscopy More recently, Wang et al. demonstrated
experimentally in 2011 full-field and label-free super-resolution microscopy through
glass microspheres [94]. Introducing a transparent microsphere in a classical white
light microscope allows the diffraction limit to be overcome and the lateral reso-
lution to reach a couple of 100 nanometres in water. Thus, microsphere-assisted
microscopy makes it possible to increase the lateral resolution further than that with
confocal microscopy and the solid immersion lens [95]. Moreover, a similar resolv-
ing power can be achieved in comparison with structured illumination microscopy
and themetamaterial-based lenses while being relatively simpler and easier to imple-
ment. Instead of a bead, an optical fibre [96–98] or even a spider’s silk thread [99]
can also perform super-resolution imaging along one transversal axis which acts as
a cylindrical superlens.
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17.2 Microsphere-Assisted Microscopy for 2D Imaging

17.2.1 Principle

The approach of microsphere-assistedmicroscopy for 2D imaging consists of simply
placing a transparent microsphere between the sample to be tested and an optical
microscope. A magnified image which is virtual in the case illustrated in Fig. 17.3a,
is then generated below the object plane. Finally, the objective lens of the optical
microscope which usually cannot resolve the features of the object (see the example
in Fig. 17.3b), collects the image which reveals sub-diffraction-limit information
(see the example in Fig. 17.3c). Super-resolution label-free imaging can thus be
performed using a microscale glass sphere and a moderate NA objective lens which
is suitably chosen to resolve the features of the magnified image.

The concept of super-resolution has been proven through experiments (e.g. for the
first timebyWang et al. using object features having sub-wavelength sizes as shown in
Fig. 17.4 [94]) as well as by simulations. Nonetheless, the fundamental phenomenon
behind the technique is up to now not fully explained. At this point, we can attest that
the photonic jet phenomenon is not relevant to justify this resolution improvement
[100, 101]. Despite overcoming the diffraction limit, the waist size of the near-field
beam of the photonic jet is only around a third of the wavelength in air which remains
larger than the lateral resolution previously reported in the literature for microsphere
imaging of around λ/6. Recently, Y. Ben-Aryeh demonstrated mathematically that
the process of super-resolution could be explained by the collection of the evanescent
waves by the microsphere using the complex form of Snell’s law [102]. The particle
thus converts the near-field information from the sample into far-field propagating
waves [103]. This near-field to far-field transformation phenomenon can be enhanced

Fig. 17.3 Principle ofmicrosphere-assistedmicroscopy. aAmicrosphereMS placed on the surface
of the object OB generates here a virtual image VI which is magnified. The MS transforms the
near-field information of the OB into far-field propagating waves. Then, a microscope objective
collects the VI in the far field. A comparison of the performance in air using, b a ×50 microscope
objective alone where the 200-nm-size details of the OB are not resolved, and c using theMS-based
nanoscope. Here, the diameter of the silica MS is 6 µm
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Fig. 17.4 Experimental demonstration of the super-resolution phenomenon through silica micro-
spheres using white light illumination. The 5 µm-diameter microsphere is placed on the sample to
be measured. The experimental results were performed in the transmission mode using a 490-nm-
period grating and 100-nm-period pores (on the left), and also in the reflection configuration using
a 300-nm-period Blu-ray disc and a star having corners of 90 nm. Scale bars represent 500 nm
(SEM) and 5 µm (ON). Reproduced with permission from [94]. ©2018 Nature

by considering thewhispering- gallerymode resonancewithin themicrosphere [104–
106]. Furthermore, the influence of both the excitation of the electromagnetic modes
and the coherence of the light on the imaging contrast has also been highlighted [105,
107–109].

17.2.2 Performance

A theoretical expression of the super-resolution limit in microsphere-
assistedmicroscopy is thus currently not fully defined.Only experimental and numer-
ical results allowan evaluation of the performance of this imaging technique, showing
a resolution limit of around λ/4 through simulations [105, 109, 110] and λ/6 through
experiments [103, 111] in air and in immersion. However, the quantitative evalua-
tion of lateral resolution is often overestimated, ranging from λ/7 to λ/17 since it is
based on the measurement of the object size or the grating groove size (e.g., feature
size or inter-distance between two features) [94, 112, 113]. The limit in resolving
power of a linear imaging system is usually defined as the period of an object fea-
ture having a contrast depending on a criterion (typically, a contrast of 0 being the
cut-off frequency of the system) [114]. See, for example, the work of Duocastella et
al. with the optical frequency response characterization of a microbead coupled to a
bright-field microscope [115]. Figure 17.5 demonstrates the super-resolving power
in microsphere-assisted microscopy through an experimental measurement of the
contrast transfer function [116].
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Fig. 17.5 Comparison of the
modulus of the contrast
transfer function (CTF) of
microsphere-assisted
microscopy with optical
microscopy. The frequency
response has been measured
using positive Ronchi
targets. The microsphere has
a refractive index of 1.52 and
a diameter of 26 µm. The
illumination is a white light
source [116]

1.0

0.8

0.6

0.4

0.2

M
od

ul
us

of
th
e
C
T
F
(a
.u
.)

0.0
0.5 1.0 1.5 2.0 2.5 3.0 5.0

Spatial frequency (cycles/μm)
3.5 4.0 4.5

Microsphere-assisted microscopy
Optical microscopy (x50/0.55 objective)

0.0

CTF = 27%
CTF = 22%

More adapted for experiments in microscopy (far field as well as near field), the
FWHMof the PSF of the linear imaging system, i.e. the Houston criterion, could also
be used (see Fig. 17.6) [19]. In white light microsphere-aided microscopy, achieving
a resolution beyond 100 nm in air is difficult at present despite nanoplasmonic arrays
having been used to increase further the super-resolution phenomenon [117].

The performance of microsphere-assisted microscopy depends on geometrical
(e.g. the diameter of the microsphere) and optical (e.g. the refractive index of both
the surrounding medium and the microsphere, and the wavelength of light) param-
eters. The super-resolution phenomenon can be achieved using glass microspheres

Fig. 17.6 Calculation of the resolution in microsphere-assisted microscopy using the Houston
criterion. SEM images of a two Au nanocylinders and e two bow tie-shaped nanostructures. Super-
resolution imaging of these samples obtained through b 5 µm-diameter and f 53 µm-diameter
BTG microspheres in air. c, g Calculated convolutions of the perfect objects (nanocylinders and
bow tie-shaped nanostructures) with 2D PSFs having a FWHM of λ/7 and λ/5.5, respectively. d,
h Comparison of the measured (red background) and calculated (dashed blue curves) irradiance
profiles along the x direction. The wavelength of the light source is 405 nm. Reproduced with
permission from [127]. ©2018 Wiley
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(c.ii.)

(c.i.)

(b.ii.)

(b.i.)

(a.ii.)

(a.i.)

Fig. 17.7 Influence of the size of the microsphere on the super-resolution phenomenon. Glass
microspheres (n∼ 1.5) having different diameters were thus placed on periodic Ronchi targets. The
dashed black lines represent the calculated lateral FOV. An increase in the microsphere diameter
leads to an increase in the lateral FOV, following a root-square function. However, the resolving
power appears to be reduced, i.e. the 6-µm, 45-µm and 125-µm-diameter microspheres are able to
visualize (a.i) 200-nm, (b.i) 400-nm and (c.i) 600-nm-period features, respectively, with an imaging
contrast of 9%. (a.ii), (b.ii) and (c.ii) are the super-resolved images obtained through the three
microspheres with larger period gratings and therefore a more acceptable imaging contrast

having diameters ranging from a few micrometers [118]) to a few 100 micrometers
[119]. The diameter of the microsphere influences not only the lateral resolution but
also the lateral FOV: the smaller the microsphere, the higher is the resolution and
the smaller is the measurement area (see Fig. 17.7). The FOV of a microsphere-
assisted imaging system has been determined to be around the square root of the
diameter using white light illumination centred at 500 nm [120]. For example, a
25 µm-diameter microsphere allows the magnification and the FOV to reach around
4.5 and 5 µm, respectively. Beyond this area, the collection of near-field waves by
the microsphere decreases dramatically. Nevertheless, using a bigger microsphere
decreases the resolving power, as shown in Fig. 17.7 and in Fig. 17.6. Therefore,
recent work reported the design and the development of optical heads based on a
vertical integration [113, 121–123], AFM cantilevers [115, 124], chemically pow-
ered probes [125] or a matrix configuration [126–128] in order to extend the lateral
FOV. Furthermore, these implementations allow the performing of contact-less and
non-invasive acquisitions by holding the microsphere at a certain distance from the
sample while retaining the ability to perform super-resolution measurements. The
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refractive index contrast, i.e. the ratio between the refractive indices of the micro-
sphere and the surrounding medium, must also be considered in the super-resolution
imaging formation [129]. Indeed, increasing the refractive index ratio makes it pos-
sible to improve the super-resolution phenomenon [111, 130]. A partial immersion
of the microsphere also contributes to the enhancement of the sub-diffraction-limit
imaging [131].

17.2.3 Image Formation

Usually, the magnified image generated by the microsphere is virtual as for example
in Fig. 17.4. However, the refractive index ratio and the diameter have also an influ-
ence on the nature of the image created by the microsphere. The generation of real
images in microsphere-assisted microscopy has been experimentally demonstrated
(see Fig. 17.8) [132].

Despite the photonic jet phenomenon not being relevant to explain the super-
resolution, it plays, however, a critical role in the imaging process [100]. The for-
mation of the real image can hence be explained by considering the photonic jet
as the focal point of the microsphere [101], which is inside the microsphere when
the refractive index contrast is higher than around 1.8 regardless of the size of the
microsphere (see Figs. 17.9 and 17.10). Thus, the image can also be virtual or real,
depending on the axial position of the object regarding the photonic jet position.

The work reported by R. Ye et al. tends to confirm this assumption [133]. The
sample was placed axially between the rear interface of a silica microsphere and the
photonic jet, thus giving a virtual image, whereas raising the microsphere beyond the
position of the photonic jet provided a real image. It should be noted that a distance
between the microsphere and the sample can lead to a loss of the near-field collection

Fig. 17.8 Formation of (on the left) a virtual image using an 1.59 refractive index microsphere
with a radius of 30 µm and a real image using a 1.9-refractive-index microsphere with a radius of
35 µm in air. The barium-titanate microspheres are in contact with the CPU features. Reproduced
with permission from [132]
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Fig. 17.9 Evolution of the axial position of the photonic jet intensity peak as a function of the
refractive index of the microsphere for different radii in air. The distance and the radii are expressed
in wavelengths λ. Five radius-dependent curves are represented, going from 1 λ to 9 λ, with an
increment of 2 λ. The black dots represent the position of the photonic jet on the interface of the
microsphere. An imaging system having a refractive index contrast higher than around 1.8 will
always provide a real image [101]
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Fig. 17.10 Image formation depending on the refractive index contrast between the microsphere
and the surrounding medium. The microbead is in contact with the object. (a.i) A soda–lime–glass
microsphere (n = 1.52) generates a photonic jet outside the microsphere in air. (a.ii) A virtual
image occurs. (b.i) Using a barium–titanate–glass microsphere (n = 1.90) in air, the focus spot
appears inside the microsphere. (b.ii) The image is real. In both cases, the super-resolved images
were experimentally measured using a 600-nm-period grating placed against the 32 µm-diameter
microspheres [101]. White scale bars represent 2 µm
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due to their exponential irradiance decrease and, thus, the loss in the high-frequency
information from the sample.

17.2.4 Applications

Full-field microsphere-assisted microscopy has successfully been demonstrated in
several imaging approaches in both the transmission and reflexion modes [134]
ranging from fluorescence nanoscopy [135] to dark-field nanoscopy [136, 137].
Moreover, the imaging technique was applied in various domains such as biolog-
ical imaging for the visualization of proteins [117], subcellular structures [135],
and medium-sized nonenveloped viruses [138]. After sub-diffraction-limited char-
acterization of materials was first implemented in 2D using microspheres, the tech-
nique was then extended to 3D object inspection. This was achieved by combining
a microsphere with interference microscopy in order to measure and reconstruct
high-spatial-resolution sample profiles in three dimensions (Fig. 17.11).

(a.i) (b.i)

(a.ii) (c.i)

(b.ii)

(c.ii)

Fig. 17.11 Biological imaging using microsphere-aided microscopy. (a.i) fluorescent classical
microscopy and (a.ii) fluorescentmicrosphere-aidedmicroscopy of aC2C12 cell. A 56µm-diameter
microsphere held by anAFMcantilever and combinedwith amicroscope objective (×100,NA=0.8)
allows the observation of actin filaments. The sample was labelled by Alexa Fluor 488-phalloidin.
Scale bars represent 5 µm. Reproduced with permission from [124]. ©2018 Nature. (b.i) SEM
image and (b.ii) dark-field microsphere-assisted microscopy of a random matrix of glass nano-
printed squares. A 25 µm-diameter microsphere combined with a microscope objective (×20,
NA = 0.4) make it possible to resolve the 250 nm features. High-contrast super-resolution imaging
of myelinated nerve fibres of the mouse brain hippocampus using (c.i) bright-field illumination and
(c.ii) dark-field illumination. The smallest translucent cells having a size of around 300 nm are now
distinguished [137]
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17.3 Three-Dimensional Microsphere-Assisted Microscopy

Optical interference microscopy is a powerful imaging technique allowing a quan-
titative measurement and reconstruction of the surface topography [139], the inside
tomographic view [140] or the volume [74, 141]. Interferometry consists of superpos-
ing two light beams from a unique light source in which the first beam is reflected (or
transmitted) by the object and the second beam is reflected from a reference surface.
The detection of the interferogram by the detector, resulting from the combination
of the two beams, makes it possible to extract the wavefront deformation and, hence,
the height distribution. Several interferometric methods and optical interference con-
figurations exist depending on the nature of the illumination light, the measurement
mode, i.e. transmission or reflection, and the signal processing.

17.3.1 Interference Methods

Mainly used for the characterization of material surfaces and micro-components,
coherence scanning interference microscopy (CSI), also called white light interfer-
ence microscopy is based on the acquisition of the interference signal which is gated
by an envelope function when broadband illumination is employed. Optical coher-
ence tomography for biological imaging [142] is based on the same principle, but
using a remote fibred interferometer and point detection. The interference signal
occurs only when the optical path difference between the two arms of the interfer-
ometer is less than the coherence length of the light source. The maximum intensity
of the gate function, thus, reveals the exact axial position of the object with respect
to the reference mirror at a given pixel. A variation in the optical path difference
between the two arms of the interferometer enables the probing of the surface or
volume of the object by the fringes fromwhich a height distribution can be retrieved.
Different algorithms have been implemented to process the interferogram [143]. In
the case of digital holographic microscopy (DHM), spatially and temporally coher-
ent illumination is required (e.g. a laser source), resulting in the need for only one
interference pattern acquisition to retrieve the surface topography or the volume
distribution of the sample. A numerical processing of the hologram uses 2D fast
Fourier transform operators to perform numerical wavefront propagation, allowing
the phase distribution of the sample to be retrieved [144]. Enhancements of DHM
have been reported through software developments [145] and optical setups [146].
Phase-shifting interference microscopy (PSM) requires the measurement of three
or more shifted interference patterns by introducing a known optical delay between
the reference and object arms [142]. Depending on the algorithm and the displace-
ment technique, the phase difference distribution can then be recovered through
simple mathematical formulas, making possible the point-by-point reconstruction of
the wavefront deformation from the object. Coherent as well as low-coherent light
sources can be used in PSM.More easier to implement from a software development
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point of view than DHM, PSM needs however several acquisition frames compared
with just one for DHM.

Other interference imaging techniques exist and also allownon-invasive and label-
free imaging to be performed with a high-axial sensitivity. Nevertheless, the theoret-
ical lateral resolving power of interference microscopes is limited by the diffraction
of light [147] as in classical light microscopy. For example, the lateral resolution in
DHM cannot be better than the wavelength of the monochromatic light source λ or
λ/2 using oblique illumination [148]. In practice, a lateral resolution of λ is unfortu-
nately never achieved. Indeed, the fabrication of interference objectives having anNA
superior to 0.6 is relatively complex. Furthermore, the use of high-numerical aperture
microscope objectives in an interferometer are not trivial due to the misalignments
of optical components which can occur, leading to wavefront errors. This restriction
yields a non-homogeneous spatial resolution along the transverse and axial dimen-
sions, i.e. a non-homogeneous voxel size. While the remarkable nanometric axial
resolution of automated interference techniques has been recognized and appreci-
ated by optical metrologists for over three decades, it has been frustrating to have to
put up with a lateral resolution that is over two orders of magnitude worse. The recent
idea of combining interference microscopy with super-resolution imaging aided by a
microsphere is thus perceived as a major breakthrough in providing a more uniform
3D resolution of samples.

17.3.2 Super-Resolution Interference Methods

The first paper on microsphere-assisted interference microscopy showing a poten-
tial increase in lateral resolution was reported using DHM, in 2015 [149]. It was
underlined that the super-resolution phenomenon is applicable not only to the ampli-
tude image but also to the phase image. Moreover, a 90 µm-diameter polystyrene
microsphere acting as a near-field to far-field transforming optical element allows
the diffraction limit to be broken, passing from 1.38 to 1µm. Here, the magnification
factor of the microsphere equals 2.3.

A few months later, F. Wang et al. demonstrated experimentally a concrete and
significant enhancement of the lateral resolution in 3D label-free super-resolution
imaging using microspheres [150]. Indeed, the lateral resolution was increased by
a factor of 2.3 (according to the Abbe criterion). Here, the interferometric method
used is CSI and the configuration consists of a Linnik interferometer using a white
light lamp and two 0.6-numerical-aperture objectives. Microspheres with different
diameters were placed in water (made of barium-titanate glass) and in air (made of
polystyrene). F. Wang et al. claim to discern features having a smallest size of 50 nm
(in reality, the highest lateral resolution achieved experimentally is around 200 nm)
while keeping 10 nm of axial sensitivity. The surface topography of complex-shaped
samples (e.g. gratings, nanodot array and structures of a CPU chip) was successfully
reconstructed as shown in Fig. 17.12. Furthermore, the influence of the illumination
conditions on the image contrast was reported.



460 S. Perrin et al.

Fig. 17.12 Experimental results achieved using near-field white light interferometry (NFWLI)
which consists of BaTiO3 microspheres having diameters of a 69 µm, b 19 µm, c 26 µm, d 33 µm
and e 25 µm. (i) SEM images of the sample. (ii) Virtual images of the samples generated by the
microspheres. (iii) AFM images. (iv) 3Dmorphology reconstructed usingNFWLI. f–jComparisons
of the cross sectionsmarked by lines in (a(iii,iv)–e(iii,iv)). Reproduced with permission from [150].
©2018 Nature

In 2016, DHM aided by a microsphere was again developed for cell identification
[151]. A 230-µm-diameter silica microsphere was placed between the biological
sample and a Mirau-microscope objective and held by an optical fibre. The lateral
resolution was increased by a factor of 1.5 which appears enough to visualize red
blood cells as shown in Fig. 17.13. An enhancement of the super-resolution phe-
nomenon followed in 2017 by using a smaller microsphere diameter [152], and in
2018, an application for 3D surface characterization of polymeric nanocomposites
[153]. It should be noted that the use of a coherent illumination in microsphere-
assisted microscopy tends to generate coherent noise from the multiple reflections
between the microsphere interfaces [154] which can then reduce the image quality.
This effect can be reduced by using a rotating diffuser, which reduces the spatial
coherence of the illumination.

The Mirau-interference configuration was taken up shortly afterwards by I. Kas-
samakov et al. for optical profilometry based on CSI [155]. A resolving power of
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Fig. 17.13 Experimental results achieved using Mirau-based DHM enhanced by microsphere-
assisted microscopy. a Hologram of RBC sample through the 0.3-NAMirau-based objective alone.
bHologram of an RBCwith the combination of Mirau-DHM and microsphere-assisted microscopy
(sphere diameter is around 234 µm). 3D Phase maps of (c) a normal red blood cell and (d) a
thalassemia minor red blood cell from hologram reconstruction. Reproduced with permission from
[151]. ©2018 Optical Society of America

Fig. 17.14 Experimental results achieved usingMirau-based optical CSI enhanced bymicrosphere-
assisted microscopy. a 3D reconstruction topography of a Blu-ray Disc reconstructed using
microsphere-assisted interferometry. b Cross sectional profile from position indicated in (a), show-
ing the resolved grooves. Reproduced with permission from [155]. ©2018 Nature

300 nm was reported using a melamine formaldehyde (n = 1.68) microsphere with a
diameter of 11 µm, corresponding to an improvement in the lateral resolution of 1.7
according to the Abbe criterion and enabling the surface reconstruction of a Blu-ray
Disc as shown in Fig. 17.14. Moreover, a numerical analysis of the imaging forma-
tion (a finite element method simulation using Comsol Multiphysics presented in
[109]) allowed us to predict the axial position of the virtual plane and the lateral
magnification from the microsphere (Fig. 17.15).

We then demonstrated the combination of PSM with microsphere-assisted
microscopy for the first time in 2017 for the topography retrieval of sub-diffraction-
limited structures [156]. The experimental Linnik interferometer consisted of a white
light source, two 0.3-NAmicroscope objectives and an 25-µm-diameter glass micro-
sphere. These results were the fruit of a PhD begun in 2013 and defended in 2016 to
find a suitable super-resolution technique to enhance the lateral resolution of inter-
ference microscopy [157]. We showed a lateral magnification factor of 4.5 from the
microsphere and an increase in the lateral resolution of 2.3 in air whilemaintaining an
axial sensitivity of several nanometres. Furthermore, we highlighted the problem of
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Fig. 17.15 Experimental results achieved using PSM enhanced by microsphere-assisted
microscopy. Super-resolved topography reconstruction of oval-shaped nanodots of Ag covered
by a SiON layer uing a 25-µm-diameter microsphere. a Direct image through the glass micro-
sphere placed in air and illuminated by the white light source. b The interference pattern allows the
measurement of (c) the wrapped phase and then (d) the 3D reconstruction of (e) the topography
surface. White scale bars represent 1 µm. Reproduced with permission from [156]. ©2018 Optical
Society of America

wavefront deformation resulting from the use of the microsphere in the object arm,
with the circular fringes adding a spherical-like phase error to the measurements.
This error can be corrected by applying a 2D fit to the form and subtracting the cur-
vature to reveal the surface shape of the sample or by placing a similar microsphere

Fig. 17.16 Experimental results achieved using PSM enhanced by microsphere-assisted
microscopy. Measurements of ripples with orientations of 30◦ and 55◦ using a 24-µm-diameter
microsphere. Reproduced with permission from [158]. ©2018 Wiley
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in the reference arm. Finally, an application for the characterization of femtosecond
LASER induced nanoripples in stainless steel, spaced by a few 100 nanometres was
demonstrated [158] (Fig. 17.16).

17.4 Conclusion

Label-free super-resolution imaging techniques are of growing interest in biology
for subcellular visualization and in industry for micro- and nanomaterial characteri-
zation. Several techniques have been developed in recent years in order to overcome
the resolution limit imposed by the diffraction of light which results in the funda-
mental best values of lateral and axial resolutions as half of the wavelength and the
wavelength, respectively. Indeed, a diffraction-limited imaging system, working in
the visible range and having a numerical aperture of 1.0, is thus not able to visualize
an object having a lateral feature size smaller than around 300 nm and an axial feature
size smaller than around 600 nm.

Nowadays, the main full-field super-resolution techniques allow a resolution of
up to 100 nm to be reached, compared with the scanning super-resolution techniques
which can achieve a few tens of nanometres. By placing a glass microsphere within
a classical white light microscope on (or above) the sample makes it possible to
visualize sub-diffraction-limited object structures of the sample in 2D. The princi-
ple consists of collecting the super-resolution image generated by the microsphere,
allowing a lateral resolution of below 100 nm to be achieved in air. Microsphere-
assisted microscopy distinguishes itself from the other super-resolution techniques
by its easy-to-implement capacity and its low-cost aspect. While the results from
experimental measurements and simulations have clearly demonstrated the effect of
super resolution, with a lateral resolution limit of λ/6 being claimed, the physical
principle behind the technique remains unclear to date. The strongest contender for
an explanation of the phenomenon is that the microsphere acts as an optical element
that transforms the evanescent waves into propagating waves. But then it is also
important to consider the geometrical and optical parameters of the imaging system
due to their influence on the performance and image formation.

More recently, microsphere-assisted microscopy was further enhanced by intro-
ducing a reference arm, so as to superimpose an interference pattern on the super-
resolution image and to access the phase of the wavefront. Microsphere-assisted
interference microscopy was then implemented using digital holography, coherence
scanning interferometry and phase-stepping interferometry so as to be able to recon-
struct the surface topography of an object sub-wavelength in size. This new 3D
imaging technique appears to be extremely promising for nanometrology and sub-
cellular imaging.
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